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Foreword from the DPM 2022 Program Chairs

This volume contains the post-proceedings of the 17th Data Privacy Management Inter-
national Workshop (DPM 2022), which was organized within the 27th European Sym-
posium on Research in Computer Security (ESORICS 2022). The DPM series started
in 2005 when the first workshop took place in Tokyo (Japan). Since then, the event has
been held in different venues: Atlanta, USA (2006); Istanbul, Turkey (2007); SaintMalo,
France (2009); Athens, Greece (2010); Leuven, Belgium (2011); Pisa, Italy (2012);
Egham, UK (2013); Wroclaw, Poland (2014); Vienna, Austria (2015); Crete, Greece
(2016); Oslo, Norway (2017); Barcelona, Spain (2018); Luxembourg (2019); and held
virtually in Guildford, UK (2020) and Darmstadt, Germany (2021).

This 2022 edition was held in Copenhagen, Germany. The workshop was back to an
in-person format, with the exception of three presentations that where held online due,
mostly, to restrictions for authors from the COVID-19 pandemic.

In response to the call for papers, we received 21 submissions. Each submission
was evaluated on the basis of significance, novelty, and technical quality. The program
committee performed a thorough review process and selected ten full papers. The result
was a technical program covering a wide area of data privacy, from federated learning
and differential privacy to blockchain, genetic scores, or Internet exams.

We would like to thank everyone who helped organize the event, including all the
members of the organizing committee of both ESORICS and DPM 2022. Our gratitude
goes to Christian D. Jensen andWeizhiMeng, General Chairs of ESORICS 2022,Mauro
Conti and Jianying Zhou, Workshop Chairs of ESORICS 2022, and all the people in the
ESORICS 2022 organization. Very special thanks go as well to all the DPM 2022 Pro-
gram Committee members, additional reviewers, all the authors who submitted papers,
and to all the workshop attendees.

Finally, we want to acknowledge the support received from sponsoring by the
following institutions: Institut Mines-Telecom and Institut Polytechnique de Paris (Télé-
com SudParis and SAMOVAR), Universitat Autònoma de Barcelona, and Cybercat. We
acknowledge support as well from the Spanish Government project SECURING/NET
PID2021-125962OB-C33.

November 2022 Guillermo Navarro-Arribas
Joaquin Garcia-Alfaro
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Foreword from the CBT 2022 Program Chairs

This volume contains the proceedings of the 6th International Workshop on Cryptocur-
rencies andBlockchainTechnology (CBT2022), held inCopenhagen,Denmark, the 29th
of September of 2022, in conjunction with the 27th European Symposium on Research
in Computer Security (ESORICS 2022) and the 17th International Workshop on Data
Privacy Management (DPM 2022).

TheCBTworkshop started in 2017, with the aim of providing a forum for researchers
with a specific focus on the use of cryptocurrencies and blockchain technologies, in
areas such as identification and tracking of distributed autonomous organizations. Papers
published in previous venues carefully analyzed current issues in such domains, and
proposed scientific updates for the consolidation of security and privacy in the blockchain
research area.

In response to the call for papers, CBT 2022 received 18 submissions that were
carefully reviewed by the members of the program committee and the help of additional
reviewers. Each submission was evaluated on the basis of its significance, novelty, and
technical quality. Based on the reviews and the discussion, seven papers were accepted
for presentation at the workshop as regular papers, complemented by three short papers.

The organization was made possible through the support received from the Institut
Polytechnique de Paris (Telecom SudParis and SAMOVAR), the Technical University of
Denmark, and the BART initiative (supported by Inria, IRT SystemX and Institut Mines-
Télécom). We would like to thank all people involved in CBT 2022. We are grateful to
the Program Committee members and the external reviewers for their help in providing
detailed and timely reviews of the submissions. We also thank all the members of the
ESORICS 2022 local organization team for all their help and support. Thanks go as well
to Springer for their support throughout the entire process. Last but by no means least,
we thank all the authors who submitted papers and all the workshop attendees.

November 2022 Nicola Dragoni
Joaquin Garcia-Alfaro
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Enhancing Privacy in Federated Learning
with Local Differential Privacy for Email

Classification

Sascha Löbner(B) , Boris Gogov , and Welderufael B. Tesfay

Chair of Mobile Business and Multilateral Security, Goethe University,
60323 Frankfurt am Main, Germany

{sascha.loebner,welderufael.tesfay}@m-chair.de, bgogo@protonmail.com

Abstract. With federated learning, information among different clients
can be accessed to train a central model that aims for an optimal use
of data while keeping the clients’ data local and private. But since its
emergence in 2017, several threats such as gradient attacks or model poi-
soning attacks against federated learning have been identified. Therefore,
federated learning cannot be considered as stand alone privacy preserv-
ing machine learning technique. Thus, we analyse how and where local
differential privacy can compensate for the drawbacks of federated learn-
ing while keeping its advantage of combining data from different sources.
In this work, we analyse the different communication channels and enti-
ties in the federated learning architecture that may be attacked or try to
reveal data from other entities. Thereby, we evaluate where local differen-
tial privacy is helpful. Finally, for our spam and ham email classification
model with local differential privacy, we find that setting a local threshold
of F1-Score on the clients’ level can reduce the consumption of privacy
budget over several rounds, and decrease the training time. Moreover,
we find that for the central model a significantly higher F1-Score than
those set on the local level for the clients can be achieved.

Keywords: Federated learning · Differential privacy · Phishing and
spam prevention

1 Introduction

To achieve a good model performance of machine learning (ML) applications,
large and up to date datasets are required. Especially for time critical appli-
cations, such as spam filters or intrusion detection, up to date ML models are
crucial. In these fields, a co-evolutional problem exists so that ML is used in an
arms race between attackers and defenders [5]. This is where the adaptability of
Federated Learning (FL) [12,27] is a key feature to improve existing spam and

This work was supported by the European Union’s Horizon 2020 Research and Inno-
vation Program through the Project CyberSec4Europe under Agreement 830929.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Garcia-Alfaro et al. (Eds.): DPM 2022/CBT 2022, LNCS 13619, pp. 3–18, 2023.
https://doi.org/10.1007/978-3-031-25734-6_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25734-6_1&domain=pdf
http://orcid.org/0000-0001-9164-1919
http://orcid.org/0000-0001-7675-5694
http://orcid.org/0000-0002-1087-2019
https://doi.org/10.1007/978-3-031-25734-6_1


4 S. Löbner et al.

ham classification approaches that are based on spam mail detection. While in
the past, data among clients was often treated as separated islands or required
significant effort for anonymisation, FL aims to build a joint, and up to date cen-
tral model, while simultaneously keeping the data of each client private. Thereby,
clients train their models locally and share only the models’ gradients with a cen-
tral server that calculates a central model that is re-distributes to the clients [27].
The result is an up to date spam and ham classification model that can take
the data of many separated databases into account, without sending the data to
a central location [21]. Thus, the core of FL for spam and ham classification is
the gradient update that is used to keep local data private. But recent research
has shown that it is possible to elicit training data and labels from the models
gradients [29]. Thus, FL as a stand alone technique is not sufficiently privacy
preserving in general [9]. Therefore, an additional layer of privacy is required
when aiming to make use of the benefits of FL as a privacy preserving machine
learning (PPML) technique.

Especially for content based spam filters that utilise ML to classify emails
in spam or ham, performance, communication overhead, and required computa-
tional power are the key feature. When clients’ data is used to update a model,
it is important that the data is kept private. A common techniques for PPML
is Differential Privacy (DP) [10,14]. Although some research that combines FL
and DP has been carried out [23], to the best of our knowledge no model that
enriches FL with local DP (LDP) for private email classification exists.

With the insights generated by this work we contribute to overcome the pri-
vacy shortcomings in FL by extending the architecture with LDP. This is relevant
because with FL spam mail detection can become more up to date while the pri-
vacy risk for each client is reduced at the same time. We use qualitative evaluation
criteria to identify, against which threads and entities LDP can help to overcome
the weaknesses of plain FL. Thus, we identify where additional steps are neces-
sary to build a privacy preserving spam mail detection model. Moreover, we aim
to provide an idea of how a FL and LDP model can be set up for spam and ham
email classification and how the parameters interact with each other. Finally, we
propose a local F1-Score threshold for the clients model to make FL in combina-
tion with DP even more efficient. Our contribution is as follows:

R1 ImprovedPrivacy: With requirement 1,we aim to identifywhich pri-
vacy weaknesses of FL can be overcome with the addition of LDP for
application of spam and ham classification. For the application of spam and
ham detection we have evaluated privacy of client, privacy of the model and pri-
vacy of results (for details see Sect. 4.1). We find an increase of privacy especially
for global privacy when clients can trust the central server. Within local privacy
where data is required to be kept private against all other parties, we find a need
of improvement in the privacy of model and privacy of results.

R2 Efficiency: With requirement 2, we aim to identify how the combi-
nation of LDP and FL can become more efficient what is important for
an implementation in practice. For the application of spam and ham classi-
fication we introduce a local F1-Score threshold of 0.85 on the clients’ models to
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overcome the negative impact of LDP on the computation time and effort. We find
that this approach still achieves an F1-Score of 0.94 for a noise multiplier of 0.99
and an ε value of 23 after 20 federated rounds for 10 clients, while simultaneously
increasing performance and efficiency compared to a noise multiplier of 0.7.

2 Attacks Against Federated Learning

In this section we will have a closer look at attacks that are designed specifically
against FL. In general, the attacks can be separated into those that aim to reveal
user data and those that aim to manipulate the model’s predictions.

Gradient Attacks: Wei et al. [26] assert that the sharing of gradients in a FL
model can be a privacy risk because of gradient leakage attacks that aim to
reveal a worker’s training data. If the central server is honest, an adversary
could still be able to intercept parameter updates before they reach the central
server. Also, an adversary might be able to access locally saved data about
the model, e.g. stored gradients, on a compromised worker without seeing the
training data. They test the mitigation strategies of gradient perturbation by
adding noise and the gradient squeezing with controlled local training iterations.
They find that both methods disturb the quality of their privacy leakage attack
against the workers. Geiping et al. [9] show for trained deep networks that it
is possible to reconstruct high-resolution images from the gradients of models
that were trained with deep learning. Moreover, it is possible to completely
reconstruct the input to any connected layer of the neuronal network, using
gradient inversion attacks. Zhu et al. [29] show how to obtain training data and
respective labels after a view rounds of iterations with a deep gradient attack.
They obtain images pixel wise and sentences token wise matching texts from the
gradients. With LDP for image data, they find that a defensive level of noise has
a significant impact on accuracy.

Data Poisoning Attacks: Tolpegin et al. [22] show that data poisoning attacks
can significantly reduce the accuracy metrics, e.g. accuracy and recall, of a fed-
erated classification model even with only a small number of malicious workers.
In such an attack, malicious workers poison the central model by sending gra-
dients trained on mislabeled data. Awan et al. [3] further differentiate between
an untargeted attack that aims to reduce the overall testing accuracy of the FL
model and targeted attacks that aim to cause misclassification in a certain class.
Possible countermeasures proposed are reputation based learning [3] or the iden-
tification of malicious participants utilising e.g., loss or error functions [22] or
gradient outlier detection [26]. Moreover, Dong et al. [7] propose a solution to
overcome the trust problem in byzantine attacks with a dishonest majority.

3 Related Literature

In this section, we present literature related to phishing and spam detection with
FL. We also consider alternative machine learning approaches for spam detection
as well as other FL models that combine DP with FL.
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We identify a view studies that already implement phishing detection with
FL. Makkar et al. [15] propose a model for internet attack utilising FL for image
spam detection. Moreover, they see especially phishing email detection as a
promising application for FL because FL can enhance privacy resulting in an
increase of willingness of users to participate in data sharing and thus increase
the model’s accuracy. Thapa et al. [21] already implemented a FL based phishing
mail detection model. Their contribution mainly focuses on different data distri-
butions among clients, different numbers of clients, the scalability of the model
and lastly the communication overhead. They find that an increased number
of workers influences the convergence of the model’s accuracy slightly nega-
tively. Moreover, they point out that there exists a trade off between commu-
nication overhead and privacy. Furthermore, they assert that transfer learning
can increase the convergence of the model’s accuracy. The integration of other
privacy preserving techniques such as Homomorphic Encryption (HE) or DP are
identified as future work to further improve the model’s privacy-protection.

Also other approaches for spam email detection with ML exist. Following the
Text Retrieval Conference (TREC), spam can be defined as any indiscriminately
sent, unsolicited email. The authors find that most of the techniques for email
spam filtering are based on reputation, textual content or multimedia content,
where ML belongs to the group of content based filters [5]. In their work, they
identify Naive Bayes, Support Vector Machines and Decision Trees as technolo-
gies of choice. Also, Dada et al. [6] analyse different ML approaches and find that
most state-of-the-art techniques for email spam filters cannot learn in real-time.

FL is combined with differential privacy also by other researchers. Geyer et
al. [10] focus on the probability of attacks against a FL model performed by
any entity participating in the FL architecture. They try to hide the contribu-
tion of the workers during the training by using DP on the local client data.
In their results, they assert that LDP can reach high accuracy if the group of
participating workers is high enough. Basu et al. [4] propose a contextualised
transformer based text classification model based on FL, including DP utilising
financial text data. They find that the performance increases with an increasing
ε and decreasing noise. Wei et al. [25] also introduce a (ε, δ)-differential privacy
based model that adds noise to the client’s parameters. They calculate a conver-
gence bound on the loss function of their FL model. First they find, that with
increased privacy the accuracy is reduced, second that with the number of work-
ers the convergence performance increases, and third that an optimal number
of maximum aggregation times exists, with regard to convergence performance
and level of protection.

To the best of our knowledge, no model exists that combines FL and DP for
a spam and ham email classification problem.

4 Methodology

In this section, we will take a closer look at the requirements of this paper,
which aims to contribute to the current state of research in spam and ham email
classification. Furthermore, we present our metrics to evaluate our requirements.
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4.1 Requirement Elicitation

R1: Improved Privacy: With this requirement, we aim to identify which privacy
weaknesses of FL can be overcome with the addition of LDP. To fulfil R1 we
have derived qualitative evaluation criteria that represent the different levels at
which privacy can be leaked.

R2: Efficiency: A combination of LDP and FL is only useful in practice if it is
efficient. We evaluate efficiency by comparing different quantitative evaluation
parameters, e.g., run time, the evaluation metric F1-Score, or the achieved ε
value. On the one hand, a high F1-Score is required for a reliable spam and ham
classification, on the other hand, the clients’ data needs to be kept private while
at the same time the costs of communication and computation are kept low.

4.2 Evaluation Criteria

Qualitative Metrics of Privacy: To evaluate R1 we introduce a framework of
qualitative privacy metrics that is provided in Fig. 1. In general, Tanuwidjaja
et al. [20] differentiate between three different qualitative metrics of privacy in
PPML from which we elicit the following three metrics for our approach:

First, we investigate the privacy of the clients who share their gradients with
the central server and use the spam filter to keep their emails private. Neither
central server nor other clients should be able to reveal data from any clients’
email. If no entity can access the clients data, this is defined as local privacy.
Local privacy is of great importance if the central server is malicious. Global
privacy is the protection against third parties, except the central server [12].

Second, the privacy of the model relates to the model that is built by the
central server. No party, including the central server, should know the logic of the
model. Tanuwidjaja et al. [20], and Yang et al. [27] propose HE or Secure Mul-
tiparty Computation (SMPC) to overcome this thread. With regard to FL, we
understand privacy of the model as the precise weights of a client’s local model.

Third, the protection of the privacy of the results specifies that no entity
should be able to know the classification results for a certain instance [20]. Again,
on a local privacy level, this includes all entities participating in the architecture,
such as central server, and clients as well as third parties from outside.

Quantitative Evaluation Metrics: As evaluation metric for our machine learning
model, we have chosen the F1-Score that is defined as the harmonic mean of
precision and recall and that prevents the model from hiding false positives or
false negatives [19]. Especially false positives can cause much worse problems and
costs in spam email detection [5]. To evaluate the achieved level of privacy we
will use the ε value as it is derived by the opacus implementation [28]. Moreover,
we take also training time and number of required federated rounds into account.

5 Approach

In this section, we describe the data set, local data preparation and our model.
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Fig. 1. Qualitative evaluation criteria, elicited from [12,20,27].

Data and Computation: For our model, we have use the improved Enron dataset
2020 as provided by the Natural Language Processing Group of Athens Univer-
sity of Economics1. Their version already contains spam and ham labeled data,
with 33,722 messages out of which 17,171 are labeled as spam (50.9%) and 16,545
messages are labeled as ham (49,1%). The ham messages in the Enron dataset
are benchmarked to protect the original messages and their content. From a
statistical point of view, benchmarked messages are in their sequence of tokens
very close to the original ones [17]. Our model runs on a CPU: Intel 8700K (6
cores), RAM: 32 GB, and GPU: nVidia 1080Ti (11 GB VRAM, CUDA 11.2).

FL and LDP Architecture: In Fig. 2, we provide the architecture of our privacy
preserving spam mail detection demonstrator including the FL architecture and
the local DP update process. For the spam and ham email classification problem,
our architecture follows the horizontal FL structure [27].

Before starting Algorithm 1, data is collected on the local devices. In our
demonstrator, we simulate the devices with different independent clients on one
server. Therefore, we do not take data exchange problems caused by different
devices or applications into account. We assume that the user who is using an
email service has labelled the spam email by putting them into the spam folder.
The emails in the spam folder we define as spam. All other emails are treated
as ham. Thus, we work with already labelled datasets, the labelling of data
does not take place but is provided for a better understanding of our process.
McMahan et al. [16] have introduced a federated averaging algorithm that we
used as a starting point for our model that we will describe in the following (see
Algorithm 1):

First, the central server initialises the starting weights w0 for the global
model, the number of clients K to which the data will be distributed and the
number of training rounds T after the algorithm stops (see line 2). In practice,
the stopping criteria can be different, e.g. F1-Score, for testing we use T .

Second, for each training round t all clients k ∈ K do in parallel the com-
putation of the local model client update(k,wt) (see line 5). McMahan et al.
[16] show an extension in the selection of k by using a random subset St of m
clients. For testing purposes, we have not implemented this step in our model.

1 http://nlp.cs.aueb.gr/software and datasets/Enron-Spam/index.html.

http://nlp.cs.aueb.gr/software_and_datasets/Enron-Spam/index.html
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Fig. 2. Privacy preserving architecture, extending FL [27] with LDP.

Third, the function client update(k,wt, ε, δ) takes the weight w from the
current global model for each client k and the DP parameters ε and δ as input
(see line 10). In general, ε can be interpreted as a parameter for privacy leakage
we aim to keep as low as possible and δ as the probability of accidental privacy
leakage. In our model, in parallel all clients perform the local Long Short-Term
Memory (LSTM) model with the predefined local epochs E and the batch size B.
η∇l(wt; b), thereby describing the optimisation function of the neuronal network.
Later, we will extend the client date by adding a local threshold that stops the
iteration over E if F1−Score ≥ threshold is satisfied. The F1-Score is calculated
based on the local training data and the local model. The threshold is a tradeoff
between privacy and achievable accuracy. Note that the accuracy in epoch i can
be lower than the threshold but bigger in epoch i + 1.

Fourth, we use (δ, ε) DP to add noise to the gradients. With our approach,
we follow the definition of Dwork et al. [8] for (δ, ε) privacy:

∀x : Pr[M(D) = x] ≤ exp(ε) · Pr[M(D′) = x] + δ.

This statement implies that for assuming a dataset D′ that differs in only 1
entry from dataset D, the probabilities of the x never differs more than exp(ε)
from each other. In our implementation, we use the Python library Opacus, an
extension of Differential Privacy Stochastic Gradient Descent (DP-SGD) [1] that
ensures that the condition given above is satisfied for every model update [28]. In
general, in DP-SGD gradients are computed sample wise, their l2 norm is clipped
and they are aggregated as batch gradients, adding Gaussian noise. While we
have only indicated this procedure in line 15, more details can be found in [1,25].

Fifth, the central server uses the received gradients in round t from each
client k and computes a central model using the weighted average as aggregation
function (see line 6). The iteration over t continues until T is reached.

Data Pre-processing and Model Structure: In Fig. 3 we show the different steps
of local pre-processing on each client. The example shows how a spam message is
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Algorithm 1. k ∈ {1, 2, ...,K} : K := # clients; B := local minibatch size, E :=
# local epochs, t ∈ {1, 2, ..., T} : T training rounds, and η := learning rate. [16]
1: central server:

2: initialize w0, K, T
3: for each round t = 1, 2, ... do
4: for each client k ∈ K in parallel do
5: w̃k

t+1 ← client update(k, wt, ε, δ)
6: wt+1 ← ∑K

k=1
nk
n

w̃k
t+1

7: client update(k, wt, ε, δ)
8: B ← (split Pk into batches of size B)
9: for each local epoch i form 1 to E do

10: for batch b ∈ B do
11: wk

t+1 ← wt − η∇l(wt; b)
12: w̃k

t+1 ← wk
t+1 + noise

13: return w̃k
t+1 to server

Fig. 3. Steps of pre-processing local data on each client.

altered during the pre-processing from data cleaning to indexing. After the pre-
processing, the data is transferred to the embedding layer, where each word is
mapped to its proper vector. We chose the LSTM architecture since it performs
well on binary text classification [11], e.g., Amjad et al. [2] compared text clas-
sification methods with the result that LSTM slightly outperforms NB, MNN
and CNN. Finally, we use dropout layers to prevent the model from overfitting.
The model is implemented using PyTorch [18] and published via GitHub2.

6 Results

In this section, we present the results of our model that combines LDP and FL
for the application of privacy preserving spam and ham classification.

Figure 4a shows the test results of our model with regard to different levels
of noise. The green line represents the values without any level of noise and is
therefore without LDP. We will use this model as the base model. In Table 1

2 https://github.com/supaboy1999/federated-spam-ham.

https://github.com/supaboy1999/federated-spam-ham
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Table 1. Privacy budget (ε) and F1-Score of the central model after t rounds of
federated training and with different levels of noise

Noise Federated rounds Time total

5 10 20 40

ε F1 ε F1 ε F1 ε F1

0 n/a 0.9843 n/a 0.9838 n/a 0.9837 n/a 0.9845 137min

0.2 322 0.9344 580 0.9544 1201 0.9294 2185 0.955 148min

0.7 24 0.8804 29 0.9044 44 0.9185 57 0.8853 152min

0.99* 12 0.6763 17 0.9007 23 0.9438 34 0.9401 144min

*Additional threshold at F1-Score of 0.85

we show the precise F1-Score scores after 5, 10, 20 and 40 rounds for the noise
multiplier set to 0.2, 0.7 and 0.99. For the noise level of 0.99 we have implemented
a local threshold of the F1-Score of 0.85 to increase the performance. More
precisely, a client stops running a model locally if the local F1-Score of 0.85 is
achieved. This is done to consume less privacy budget in each training round,
to prevent overfitting, and to decrease the training time. In Table 1 also the
noise level and respective ε value are shown as well. Where the noise multiplier
is 0 and no DP is used, we have labeled the ε value as not applicable (n/a).
A first result that can be noted is that for all test runs, the achieved F1-Score
fluctuates within a certain range. With increasing amounts of noise added to the
gradients the fluctuation increases as well. For the green line without any noise,
the fluctuation is the lowest and in a range from 0.970 (10 rounds) to 0.986 (40
rounds). Up to 40 federated rounds, the F1-Score is increasing overall. The blue
line shows a noise multiplier of 0.2. It can already be noticed that the blue line in
Fig. 4a is much more fluctuating compared to the green line. The blue line is still
converging fast and achieves a F1-Score of 0.955 after 40 rounds, 0.0295 lower
than the green line. The orange line converges much later at federated round 5
and exhibits the worst F1-Score of 0.8853. More interestingly, the purple curve
starts stronger fluctuation after round 32. Taking a closer look at Table 1 we can
see that with more federated rounds, the ε increases significantly. This happens
because with every additional federated round, more data is leaked. Therefore, it
is of interest to have a limited number of training rounds to reduce data leakage.

While we can only observe a trend in Fig. 4a, the phenomenon becomes
clearer when increasing the level of noise (see Fig. 4b). With an increasing noise
multiplier, the model converges later and the F1-Score decreases. While at round
11 the noise multiplier of 1, 1.5 and 2.0 seem to converge equally, after 15 rounds,
a significant loss in the accuracy metric of F1-Score can be noticed. At this stage,
the model shows an F1-Score of 0.982 for the noise multiplier 0, an F1-Score of
0.94 for 1.0, an F1-Score of 0.92 for 1.5, and an F1-Score of 0.909 for 2.0. After
20 rounds the F1-Score of the black line, with a noise multiplier of 2.0 has sig-
nificantly dropped. While there is a trend toward higher fluctuation and a slight
decrease in performance, the blue line with a noise multiplier of 1.0 and the red
line with a noise multiplier of 1.5 still provide good results.
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(a) Levels of noise: (0, 0.2, 0.7, 0.99*).

(b) Levels of noise: (0, 1.0, 1.5, 2.0).

Fig. 4. FL with LDP, 10 clients, showing F1-Score of central model after t rounds.
(Color figure online)

In Fig. 5, we investigate the effect of varying numbers of clients. In the exper-
iment, we always distributed the testing set with 33,716 among all clients. Thus,
we had 6148 instances per client for the 5 clients test and 3072 instances for the
10 clients test. We can see that the F1-Scores for both tests stabilise after 11
federated rounds and start to drop after 30 rounds. Therefore, the most privacy
preserving number of federated rounds in both cases lies between 11 and 20 fed-
erated rounds. In Table 2, it can be observed that the F1-Score of the central
model is highest after 20 rounds. Taking a closer look at the ε values, epsilon is
constantly increasing but until 40 rounds it is significantly lower than without
the local F1-Score threshold. Comparing the ε values of 5 and 10 clients, the
noise for 5 clients where the data sets are bigger is much lower. Therefore, in a
real world implementation, it is important to set a limit of instances per client
in each federated round, to not consume unnecessary privacy budget.

In Fig. 6 we show the local epochs and the F1-Score of two randomly selected
clients that have participated in the same training as shown in Fig. 5. In addition,
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Fig. 5. FL combined with LDP and different number of clients (5, 10), local F1-Score
threshold 0.8, F1-Score of the central model after t rounds.

(a) Random client 1. (b) Random client 2.

Fig. 6. Local F1-Score after t fed. rounds, showing the epochs of 2 random clients.

Table 2. Privacy budget (ε) and F1-Score of the central model after t rounds of FL,
noise level 0.99, local F1-Score threshold of 0.8 and clients k = 5; k = 10.

Federated rounds 5 10 20 40

Clients Noise ε F1 ε F1 ε F1 ε F1

5 0.99* 5.746 0.856 7.778 0.870 10.58 0.920 11.89 0.920

10 0.99* 7.367 0.891 10.12 0.817 12.95 0.873 25.71 0.8343

*Additional threshold at F1-Score of 0.80

we also provide the result for 15 clients in Fig. 6 where each client had 2048
instances for training. While the local model with 5 clients reaches the F1-Score
threshold of 0.8 very fast, 10 and 15 clients take much more epochs. This implies
that with more data, e.g. 6000 instances, the model is more efficient. It can also
be observed that the accuracy is slightly above the threshold of 0.8. We have
chosen 0.8 because we see this value as the best compromise between privacy
and security. This happens because in our current implementation, the training
stops if the F1-Score is equal or above the threshold in a certain epoch.
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7 Discussion

In this section, we will evaluate our model against the elicited requirements,
point out the impact of our results and illustrate future work.

R1 Improved Privacy: In Table 3, we show at which level, with regard to the
qualitative evaluation criteria derived in Sect. 4.2, LDP can help in our approach
to decrease the risk of revealing private data. Overall, we see an increase in
privacy protection in comparison to plain FL by adding LDP to the FL model
on the clients’ level. The architecture of FL with in allows all clients’ data to
be kept local but does not protect against attacks. With our approach of using
LDP on the gradients of the local model in combination with setting a threshold
to the local F1-Score clients’ private data is more likely to be protected. This is
also reflected by the ε values presented in Table 2. Therefore, we see local privacy
and global privacy enhanced for the clients’ data.

Privacy of client we see improved for both, global and local privacy. Since
the global model is trained on the gradients of the clients, the protection with
regard to global privacy should be at a minimum as good as for the local clients.
With global privacy, the probability that a certain client is attacked by another
clients is reduced, due to the larger group and weighted central model gradients.

Privacy of model is in brackets for local privacy because the local privacy
enhances if the ε is kept on a low level. But it has to be ensured that the central
server cannot learn from the gradient updates over several federated rounds.
Scenarios might exist, where the highest F1-Score possible, has to be achieved,
thus, a lower ε is chosen. Therefore, we indicate this risk with brackets. For global
privacy, we do not see this issue and have indicated an increase in privacy.

Privacy of results ensures that the classification result into spam or ham for a
certain instance in the data is not revealed to any other party [20]. We evaluate
the privacy of results equally to the privacy of model because again, over several
federated rounds, the risk exists that the central server learns about the model.
Learning about a certain client’s model is much easier from for the central server
compared to clients because clients are not obfuscated in the crowd. Therefore,
we put the local privacy in brackets and evaluate global privacy as achieved.

To further increase the privacy of the central model against attacks from
third parties, the implementation of DP on the gradients of the central model
becomes important. This would also further lower the risk of an attack performed
by another client because of the additional DP layer. Although, no global DP is
implemented in our model, LDP already reduces the risk of gradient leakage.

With regard to gradient attacks, LDP is likely to protect the clients’ data.
Especially with introducing a local threshold, the noise level can be increased
while ε is kept low over several rounds. Additional steps, e.g., obfuscating the
clients’ data in a bigger crowd to complicate the linkage of several training rounds
of a certain client can help to protect their data. Also, HE and SMPC are suitable
to extend our model, to solve the problem of dishonest central servers [27].

With regard to data poisoning attacks, LDP does not help because it does
only protect the clients’ privacy. Countermeasures [22], might be less effective
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Table 3. Evaluation of qualitative privacy metrics. In global privacy, clients trust the
central server while local privacy aims to keep data private against all parties.

Privacy Privacy of client Privacy of model Privacy of results

Global Privacy ✓ ✓ ✓

Local Privacy ✓ (✓) (✓)

because label flipping is less likely to be detected. Therefore, further mitigation
strategies, e.g., gradient outlier detection [26], are required.

R2 Efficiency: The decrease of model performance caused by noise was already
foreseen as also noted in other studies (see [4]). More interesting is that the
model with LDP converges later, which has a negative impact on computation
time and effort. But with regard to a spam filter the usability on different types
of devices is essential. Especially mobile devices, e.g., smartphones and laptops,
exhibit a limited battery charge and the computational power might also be
required for more urgent or important tasks. Therefore, an increase of federated
rounds has a negative impact on the implementation for such devices. Especially
as users may not evaluate privacy as a key feature they tend to use a lower
privacy level [13].

To keep the computational power required for training low, we propose to
introduce a local threshold for the F1-Score as an additional step, so that the
local training stops when the defined F1-Score (e.g. 0.8) is reached. We have
shown in our results (see Table 2) that even with a low threshold for the F1-
Score of 0.8, combining several local gradients will result in a high F1-Score
for the central model. A small drawback of this method is that more federated
training rounds are required until the model converges, which increases the com-
munication overhead a little. Moreover, the local threshold might be exceeded
in the epoch, when the preset F1-Score is reached. To overcome this issue and
to guarantee the preset threshold the model that was trained 1 epoch earlier
could be used instead. Besides these drawbacks, we provide a solution for FL
spam email detection that achieves a high accuracy by using simultaneously a
high noise level with an acceptable ε value. Especially for local devices, this can
become a problem since the computation might take too much power and makes
the device unusable.

Impact: For companies the ability to set different levels of privacy is of special
interest, especially if certain departments require stricter privacy settings than
others. E.g., a customer service does not want to be too restrictive to reduce false
positives so that customers messages do not get lost. On the other hand, banks
want to be more restrictive, as they are often attacked and need a higher security
level, while false positives are more accepted in view of the risks. While internal
privacy in a company is important, the sharing of gradients among companies
is also of interest. As we have shown, even if gradients of a simplified model are
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shared, the combined model can exceed the accuracy of the participating com-
panies. In a real world implementation, all entities e.g. private users, companies
and governmental institutions could share their data to build the most up to date
spam filter possible. By implementing our proposed approach, we foresee a pos-
itive impact on data protection rights and the sovereignty of clients. Also other
domains e.g., spoofing detection can gain useful insights from our approach.

Limitations: Since the email text data the model is built on is exclusively in
English, characteristics from other languages are not considered. This can lead to
structural bias in the model and cause misclassifications. Also, the model cannot
deal with data poisoning attacks, thus, additional mitigation steps to mitigate
are necessary for a real world implementation. Moreover, the model was built in
a stable testing environment. Real world devices and larger amounts of data can
bring their own difficulties that should be considered in future implementations.

Future Work: In the future, we plan to test the qualitative evaluation metrics
by realising the attacks against our prototype to have a more reliable evalua-
tion based on a theoretical approach. This can also help to better understand
the optimal ε value that should be achieved for each worker. So far, we preset
the local F1-Score threshold for each client equally. As a next step, we plan to
investigate how the model reacts to different local accuracy thresholds which
enables us to increase the number of participants and to address the individual
privacy needs of each client. Along with this approach we are interested to test
for natural persons as users of the spam and ham classification, how the combi-
nation of other PPML techniques meets their personal preferences by comparing
user acceptance criteria and PPML characteristics. Besides the F1-Score we also
plan to introduce precision as threshold metric. Again, even with a very low
threshold, the central model can still a high accuracy. Another extension, is the
implementation of poisoning detection and identification of local model bias [24].

8 Conclusion

In this work, we identify the benefits and drawbacks from combining FL and
LDP for clients’ gradients in a spam and ham email classification model. This
is highly relevant for future implementations because spam detection relies on
up to date models that can be adapted quickly. FL is very strong in learning
rare events and distributing them quickly among all clients. Nonetheless, it is
vulnerable against gradient attacks from inside and outside the network. With
our work, we show that local DP helps to minimise the clients’ privacy risk, while
F1-Score and performance are kept on a considerably high level. But besides this,
additional countermeasures are required to increase also the protection level of
the global model against malicious clients. Regarding the performance and a loss
of accuracy, a major drawback of DP, we show that a local threshold can help to
compensate these issues. We find that setting a local threshold for the F1-Score
on the clients’ level can reduce the consumption of privacy budget, reduces both:
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the training time, and overfitting of the model. We find that DP, along with FL
has a high potential to create strong, up to date spam filters among different
entities. The next steps are to investigate different privacy thresholds among the
clients, and to test the resilience against attacks of our model.
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Abstract. Local differential privacy (LDP) approaches provide data
subjects with the strong privacy guarantees of Differential Privacy under
the scenario of untrusted data curators. They are used by companies
(e.g., Google’s RAPPOR) to collect potentially sensitive data from
clients through randomized response. Randomized response was pro-
posed as a method to allow respondents to surveys to answer questions
about sensitive issues such as illegal behavior or private preferences. By
randomizing their answers, the respondents are provided by plausible
deniability, their answers about a sensitive issue may be “yes” either
because it is true or by chance.

We study how randomized response mechanisms that provide LDP
for a fixed ε, may provide different privacy guarantees to respon-
dents depending on their sensitive attribute value, i.e., they have dis-
parate impact regarding the privacy protection. We propose measures
for fair privacy when applying LDP and show that the parameters on
the randomized response matrix can be tuned to generate fairer-LDP
mechanisms with the same global privacy guarantee ε. We show the
effectiveness of our approach through an experimental evaluation in
Machine Learning Classification tasks on three commonly used bench-
mark datasets: Adult Income, COMPAS and German Credit.

Keywords: Fair privacy · Local differential privacy · Randomized
response · Algorithmic fairness

1 Introduction

Locally differentially private mechanisms obtained through randomized response
are used to collect potentially sensitive data from clients by Google [10,12], Apple
[1,23], and Microsoft [5]. Randomized response was proposed in [27] as a method
to allow respondents to surveys to answer questions about sensitive issues such as
illegal behavior or private preferences, while maintaining confidentiality. Still, it
is possible to estimate the true proportion of affirmative and negative answers in
the population, and also to collect and perform statistical and Machine Learning
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(ML) models that relate public and private data from users. However, the privacy
protection needed for an affirmative answer of a sensitive question may be higher
than that of a negative answer.

In this paper, we study how randomized response mechanisms that provide
ε-LDP, may offer different privacy guarantees to respondents depending on their
sensitive attribute value. Therefore, we show that ε-LDP algorithms have a dis-
parate treatment, regarding the privacy protection, to different groups of respon-
dents. We measure such differences and show that the parameters on the ran-
domized response matrix can be tuned to generate fairer-LDP mechanisms with
the same global privacy guarantee ε.

We consider randomized response mechanisms with binary answers in statis-
tical surveys. Binary answers are able to represent complex data through encod-
ings, such as in RAPPOR algorithm [10], which first represents data encoded as
a binary vector and then applies binary randomization to such data. We remark
that when randomized response is applied by the data controller after collect-
ing all the data it is called post-randomization (PRAM) and it is a well known
method for statistical disclosure control.

We follow the agenda for equitable privacy towards answering the following
two questions proposed by [9] to characterize the fairness of a particular privacy
enhancement system (in this case LDP).

Q1: Does the system provide comparable privacy protections to dif-
ferent groups of subjects? This can be restated also as: Does the system
protect all its users, or do some users obtain better protections than oth-
ers? Do differences in protection capabilities result in members of protected
classes being less protected than other subjects?

Q2: Are privacy attacks more effective against members of protected
classes? This question puts the focus on attack capabilities instead of pro-
tection. In addition to considering the protections of a privacy-protection
scheme, it is also relevant to examine the disparate effectiveness of privacy
attacks.

The rest of the paper is organized as follows: Sect. 2 describes the required
background information. Section 3 presents the concept of ε-tight that is used
for the characterization of the pairs of values of the randomization probabilities
p00 and p11 to provide ε-LDP. Section 4 provides definitions for fair-privacy and
the theoretical analysis that will be used in the experiments in Sect. 5. Section 6
presents the related work and Sect. 7 summarizes the contributions.

2 Local Differential Privacy and Randomized Response

In this section, we provide the main definitions of local differential privacy and
randomized response that are used through the following sections.

Definition 1 (Local differential privacy). A randomized algorithm A sat-
isfies (ε, δ)-local differential privacy if for all inputs i, j and all outputs k ∈
Range(A):
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Pr[A(i) = k] ≤ eεPr[A(j) = k] + δ (1)

we say that A is locally (ε, δ)-differentially private or ε-locally differentially pri-
vate (ε-LDP), when δ = 0.

Any LPD algorithm obtained through randomized response is uniquely deter-
mined by its design matrix.

Definition 2 (Design matrix for randomized response). The design
matrix R for a binary randomized response mechanism is defined as follows:

R =
(

p00 p01
p10 p11

)

where the entry pjk = Pr[Xi = k|xi = j], and Xi is the random output for
original random variable xi ∈ {0, 1}.
Therefore, p00 denotes the probability that the randomized value is 0 and the
original value is 0; p01 denotes the probability that the published value is 1 and
the original value 0; and so on.

Remark 1. For the probability mass functions of each Xi to sum to 1, it is
necessary that p00 + p01 = 1 and p10 + p11 = 1. The design matrix simplifies to:

P =
(

p00 1 − p00
1 − p11 p11

)
(2)

where p00, p11 ∈ [0, 1].

Definition 3 (Region of feasibility) [17]. The set of pairs (p00, p11) ∈ [0, 1]2

for which the randomization mechanism P in (2) is ε-LDP is called the region
of feasibility R. It is defined by the following equations:

R =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

p00 ≤ eε(1 − p11)
p11 ≤ eε(1 − p00)
1 − p00 ≤ eε(p11)
1 − p11 ≤ eε(p00)

(3)

We finish this section by presenting the optimal mechanisms (i.e., which
minimize the estimation error) for ε and (ε, δ)-LDP.

Example 1 (Optimal mechanism) [25]. Let p00 + p11 > 1 and ε > 0. The ε-LDP
randomized response mechanism which minimizes estimation error is given by
the design matrix:

Prr =

(
eε

eε+1
1

eε+1
1

eε+1
eε

eε+1

)
(4)
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Example 2 (Optimal mechanism for (ε, δ)-LDP) [17]. The optimal Warner’s ran-
domized response mechanism (i.e., such that p00 = p11) for (ε, δ)-LDP is given
by the design matrix:

Pδ =

(
eε+δ
eε+1

1−δ
eε+1

1−δ
eε+1

eε+δ
eε+1

)
(5)

3 ε-Tight Differentially Private Mechanisms

In this section, we generalize the boundary of the region of feasibility through the
definition of ε-tight differentially private mechanisms. We show how to calculate
the ε for which the randomization mechanisms are tight and we characterize all
the possible values for which the randomized response mechanisms are ε-tight.

We present an example in which the discretization of the Laplace mechanism
yields ε′-tight mechanism with ε′ < ε, which is smaller than the ε obtained by the
composition theorem, that is, the discretization improves the privacy guarantees.

3.1 Characterization of ε-Tight Randomized Response Mechanisms

In [17], it is proved that optimal mechanisms are obtained when the parameters
p00, p11 belong to the boundary of the region of feasibility R. We now generalize
the concept of boundary, through the following definition.

Definition 4 (ε-Tight). We say that a differentially private mechanism is ε-
tight if it is ε-differentially private, but it is not ε′-differentially private for any
ε′ < ε.

Proposition 1. An ε-locally differentially private mechanism A is ε-tight if and
only if for some output k, there are inputs i, j such that:

Pr[A(i) = k] = eεPr[A(j) = k] (6)

Proof. We show the contrapositive. Assume that (6) is false. Since, A is ε-
differentially private, then for all outputs k and all inputs i, j, the following
equation holds:

Pr[A(i) = k] < eεPr[A(j) = k]

Therefore, let:

ε′ = ln (s) , where s = max
k,i,j

{
Pr[A(i) = k]
Pr[A(j) = k]

}
.

Note that eε > s and eε′
= s ≥ Pr[A(i)=k]

Pr[A(j)=k] for all k, i, j. Hence, A is ε′-
differentially private and ε′ < ε. Thus, the mechanism A is not ε-tight. Finally,
it is straightforward to verify that if (6) holds, A cannot be ε′-differentially
private for any ε′ < ε, finishing the proof.
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From Proposition 1, we obtain as a Corollary a heuristic for calculating the
value of ε for which a randomization mechanism is ε-tight.

Corollary 1 (How to calculate ε). Let A be a randomization mechanism.
Then A is ε-tight for:

ε = max
k,i,j

{
ln

(
Pr[A(i) = k]
Pr[A(j) = k]

)}
, (7)

where k is any output, and i, j any inputs of A.

Example 3 (The optimal Warner’s (ε, δ)-LDP mechanisms are also ε′-LDP).
Applying Corollary 1 to Pδ in Example 2, it follows that:

ε′ =
eε + δ

1 − δ

Which is well defined for δ < 1, therefore the optimal (ε, δ)-LDP Warner’s
mechanism from [17] is actually a pure ε′-LDP mechanism which is ε′-tight for
ε′ = eε+δ

1−δ .

We obtain a complete characterization of the probabilities (p00, p11) for which
the randomized response mechanisms are ε-tight in Theorem 1, see also Fig. 1.
We use the following parametrization obtained from [17].

Lemma 1. The line for which (p00, p11) is in the region of feasibility R and
p00 = eε(1 − p11) can be parametrized as:

(p00, p11) ∈
(

teε

1 + eε
, 1 − t

1 + eε

)
0<t≤1

Fig. 1. Characterization of ε-tight randomized response mechanisms from Theorem 1.
Note that for each ε there is a diamond-shaped set of values for pairs (p00, p11).
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Theorem 1 (ε-tight characterization). The pairs (p00(z), p11(z)) that define
a randomization matrix P (z) for which the randomized response mechanism, is
ε-tight are of the form:

(p00(z), p11(z)) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(eεz, 1 − z); or
(1 − z, eεz); or
(1 − eεz, z); or
(z, 1 − eεz)

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

for 0 < z ≤ 1
1 + eε

(8)

Proof. We separate the proof in two cases, when p00 + p11 > 1 and when p00 +
p11 < 1. We do not show the case where p00 + p11 = 1 which is equivalent
to ε = 0. In this case, all the rows in the matrix are the same, therefore the
probability of returning either value (0 or 1) is independent of the input.

If p00 + p11 > 1, then 1− p11 < p00, and assuming that the first inequality in
(3) holds, then 1−p11 < eε(p00). Similarly, 1−p00 < eε(p11), hence (3) simplifies
to:

R =

{
p00 ≤ eε(1 − p11)
p11 ≤ eε(1 − p00)

From Proposition 1, either p00 = eε(1 − p11) or p11 = eε(1 − p00). If p00 =
eε(1 − p11), then from Lemma 1 and parametrizing the line with z = t

1+eε we
obtain that (p00(z), p11(z)) = (eεz, 1 − z) for 0 < z ≤ 1

1+eε .
If p11 = eε(1 − p00), by a similar argument, we obtain (p00(z), p11(z)) =

(1 − z, eεz) for 0 < z ≤ 1
1+eε .

In the case where p00 + p11 < 1, let p′
00 = 1 − p11 and p′

11 = 1 − p00 and
replace them in (3). Then, it becomes:

R′ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 − p′
11 ≤ eε(p′

00)
1 − p′

00 ≤ eε(p′
11)

p′
11 ≤ eε(1 − p′

00)
p′
00 ≤ eε(1 − p′

11)

Also, since p00 + p11 < 1, then p′
00 + p′

11 > 1. Hence, we obtain the same set of
equations as (3), but for p′

00 and p′
11. Making the appropriate substitutions we

obtain the last two equations in (8), finishing the proof.

We follow with an example of an ε-differentially private mechanism that is
not ε-tight.

Example 4 (Not ε-tight mechanism). The truncated Laplace mechanism is an
ε-differentially private mechanism that is not ε-tight. It is defined as follows in
[26]:

yi =

{
0 if xi + Lap(1/ε) < c

1 if xi + Lap(1/ε) ≥ c
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We consider the particular case when adding Laplace Noise and truncating at
c = 1/2, hence it is ε-differentially private from the composition theorem [8] and
is represented by the following randomization matrix:

Plm =
(

1 − 1
2e− ε

2 1
2e− ε

2

1
2e− ε

2 1 − 1
2e− ε

2

)
(9)

We show that Plm is not ε-tight for c = 1/2. In this case, p00 = p11 =
1− 1

2e−ε/2. And considering Proposition 1, it is enough to show that the following
inequality holds:

p00
1 − p00

=
p11

1 − p11
=

1 − 1
2e−ε/2

1
2e−ε/2

< eε

This is equivalent to:

2 < eε/2 +
1

eε/2

For ε = 0, we have eε/2 + 1
eε/2 = 2 and since the derivative is positive for all

ε, it is monotonically increasing, hence the inequality holds for all ε > 0 and the
truncated Laplace mechanism is not ε-tight.

We finish this section with an example to show the relevance of considering
the ε for which the mechanisms are ε-tight.

Example 5 (Comparison between Randomized Response and Laplace mecha-
nism). Theorem 3 in [25] states that: Given ε, for the randomized response
scheme based on Prr and the Laplace mechanism based on Plm, we have:

ErrorPrr
(x̂i) ≤ ErrorPlm

(x̂i)

where, the error for the estimate x̂i for xi given the randomization mechanism
A is defined as:

ErrorA(x̂i) = E[(x̂i − xi)2]

Based on this result, [25] concluded that the randomized response mechanism
Prr outperforms the Laplace noise mechanism Plm. However, we have shown in
Example 4 that the truncated Laplace mechanism Plm is ε-LDP but is not ε-
tight. This means that Plm is actually ε′-LDP for some ε′ < ε. Hence, the larger
error of Plm can be explained because the actual LDP guarantee ε′ provided by
Plm is more strict than that of Prr which is ε.

4 Fair Privacy Protection as Classification

In the previous section, we showed that for each ε there are several possible
values for p00 and p11 for which the randomized response mechanisms are ε-
differentially private. Hence, the global privacy guarantees provided for all users
can be measured by ε in LDP, still different users may obtain different protec-
tion depending on their sensitive attribute values (as we show in Example 6).
Therefore, in this section, we propose metrics for measuring fairness in LDP
mechanisms, and provide a method to correct for disparate treatment.
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Example 6 (Disparate privacy guarantees). The following design matrices P1 and
P2 are (ε, δ)-private for all ε ≥ 0 and 0 ≤ δ ≤ 1.

P1 =
(

δ 1 − δ
0 1

)

P1 always returns the true value Xi = 1 for the users i with sensitive attribute
xi = 1, and randomizes 1− δ of the users with sensitive attribute xi = 0. Hence,
in this case an adversary observing the output Xi = 0 learns the true value of δ
of the users with xi = 0.

P2 =
(

1 0
1 − δ δ

)

For P2, similarly as in previous example, an adversary observing the output
Xi = 1 learns the true value of δ of the users with xi = 1.

In both cases the users are protected with (ε, δ)-LDP, for all ε ≥ 0 and
0 ≤ δ ≤ 1. However, the users that have their sensitive attribute revealed when
applying P1 are the users with xi = 0 while with P2 are the users with xi = 1.

4.1 Measuring Privacy Through Classification

While there are several definitions for algorithmic fairness [20], we only know of
the following definition for fair privacy.

Definition 5 (Fair privacy protection) [9]. A privacy system provides fair
protection if the probability of failure and expected risk are statistically indepen-
dent of the subject’s membership in a protected class.

The most similar fairness definition to this setting is equalized odds [16]. Fol-
lowing the literature of algorithmic fairness, we consider the case of advantaged
and disadvantaged groups over a protected attribute (PA) variable (e.g., race or
gender). Hence, a classifier Ŷ satisfies equalized odds with respect to protected
attribute PA and outcome Y , if Ŷ and PA are independent conditional on Y .

However, in our case the PA is the sensitive attribute Y that the attacker
intends to predict through the classifier Ŷ , that has been trained with the ran-
domized protected attribute. Hence, providing fair protection means to have the
same error rates for both predicted outcomes:

Pr(Ŷ = 1 | Y = 1) = Pr(Ŷ = 0 | Y = 0) (10)

Since, this equality does not hold in general, we use further proxy measures
for fair privacy to evaluate the randomization mechanisms. First, we formalize
the attacker’s model.

Definition 6 (Attacker’s model). We consider an attacker that has access
to the randomization matrix P , to the collected randomized sensitive attributes
Xi in Definition 2, and to other demographics that have been collected or linked
to each user in a dataset.
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The attackers’ aim is to predict the sensitive attribute of the user. Therefore,
we consider that the attacker trains a classifier Ŷ with the output of a randomized
algorithm A to predict the sensitive attribute Y = xi.

With this attacker’s model, we consider the balanced error rate as a first
measure for fair privacy, since it is an approach to having the same error rates
for both predicted outcomes as in (10). Additionally, [13] showed that any deci-
sion exhibiting disparate impact can be converted into one where the protected
attribute can be predicted with low balanced error rate.

Definition 7 (Balanced error rate). The balanced error rate of a predictor
is defined as the unweighted average class-conditioned error.

BER(Ŷ ) =
FPR(Ŷ ) + FNR(Ŷ )

2
= 1 − TPR(Ŷ ) + TNR(Ŷ )

2

Here, FPR denotes the false positive rate, FNR the false negative rate, TPR the
true positive rate and TNR the true negative rate of the model.

The BER measures how accurate is the classifier for predicting true values
and false values for a condition. Having a low BER is also a guarantee of having
good utility. Additionally, when both prediction accuracies are balanced, we
provide fair privacy as considered in Definition 5.

Besides this measure, we define the risk of disclosure as the attackers’ confi-
dence of inferring the sensitive attribute of a user, when observing the random-
ized sensitive attribute.

Definition 8 (Confidence of disclosure). We define the confidence of dis-
closure as the probability that an attacker observing the randomized value Ŷ = j,
correctly infers the sensitive attribute of the user Y = j. That is:

Confidence(Y = j | Ŷ = j) = Pr[Y = j | Ŷ = j], for j ∈ {0, 1} (11)

Remark 2. Note that Pr[Y = 1 | Ŷ = 1] and Pr[Y = 0 | Ŷ = 0] are the
Positive Predictive Value (PPV) and the Negative Predictive Value (NPV) of
the attacker’s classifier.

To provide similar privacy guarantees to the users, in terms of Definition 8,
regardless of their group of responses (positive or negative), we should guarantee
that the PPV and NPV are not very different. Hence, we propose the following
measure of risk-disparity:

Definition 9 (Risk disparity). We define the risk-disparity (RD) measure
for a randomization mechanism A, with respect to a classifier Ŷ that has been
trained with protected data obtained from the algorithm A, as the difference of
positive and negative predictive values of Ŷ :

RD(Ŷ ) = |PPV(Ŷ ) − NPV(Ŷ )|
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4.2 Theoretical Bounds for Randomized Response

Before carrying out the experimental evaluation, we consider an attacker that
uses only the randomized sensitive attributes Xi and the randomization matrix
P in (2). Under these assumptions, we can obtain general theoretical results for
all randomized response mechanisms regardless of the additional data.

In this case, the classifier is Ŷ = Xi, recall that xi is the sensitive attribute,
and we denote by nj the number of users with xi = j and by Nj the number of
users with Xi = j, for j ∈ {0, 1}.

Thus, we can estimate the expected values of the metrics in Sect. 4.1.

Proposition 2 (Expected values of the fair privacy metrics).

BER(Ŷ ) = 1 − p11 + p00
2

RD(Ŷ ) =
∣∣∣∣ p11n1

p11n1 + (1 − p00)n0
− p00n0

p00n0 + (1 − p11)n1

∣∣∣∣
Proof. The proof for BER(Ŷ ) is straightforward from the calculation of TPR(Ŷ )
and TNR(Ŷ ). For calculating RD(Ŷ ), we consider the following equations
obtained from the definition of the randomization matrix:

(1 − p00)n0 + p11n1 = N1

p00n0 + (1 − p11)n1 = N0

Then, PPV(Ŷ ) = Pr[Y = 1 | Ŷ = 1] = p11n1
N1

= p11n1
p11n1+(1−p00)n0

. Similarly,

NPV(Ŷ ) = p00n0
p00n0+(1−p11)n1

.

From Proposition 2 and Theorem 1, we obtain the following:

Corollary 2. For any ε-tight LDP algorithm Az such that p00 + p11 > 1 and
p00 = eε(1 − p11), the expected value of the fair privacy measures as a function
of 0 < z ≤ 1

1+eε , can be calculated as follows:

BER(Az) =
1
2

+
1 − eε

2
z

RD(Az) =

∣∣∣∣∣
eεn0

eεn0 + n1
− n1

n1 + (1−eεz
1−z )n0

∣∣∣∣∣

5 Experimental Evaluation

In this section, we carry out an experimental evaluation over three datasets
commonly used as benchmarks in privacy and fairness literature: Adult Income
(Income) [6], COMPAS [19] and German Credit (Credit) [6]. Each of them has
different number of instances and features for training and is used for predicting
a particular sensitive attribute, as reported in Table 1.

The experimental setting is defined as follows, for each dataset:
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Table 1. Datasets used and sensitive attributes considered for the experiments.

Dataset Sensitive attribute Features Instances

Income Earns over $50k 12 48842

COMPAS Recidivated 8 6907

Credit Repaid loan 20 1000

1. Generate 30 random splits of the dataset in train (80%) and test (20%) of
the instances.

2. Choose ε values. We chose four with high utility (ε = 1, 2, 3, 4) and four with
high privacy (ε = 0.1, 0.2, 0.3, 0.4).

3. Apply the randomization matrix P (z) from Theorem 1 to the sensitive
attribute on the train set, for 10 equally spaced values of z given by (8)
for each ε value.

4. Learn a classifier Ŷ from the train set with randomized sensitive attributes,
using the additional data features for training.

5. Predict the sensitive attribute on the test set, using the learnt classifier Ŷ .
6. Collect and average the metrics for all the experiments.
7. Additionally, we calculate the theoretical bounds for each of the three metrics

using Corollary 2.

We consider only the case of p00 + p11 > 1, because it preserves better the
utility, otherwise, the case p00 + p11 < 1 obtains poorer classifiers.

In all figures, the values of p00, p11 and ε are related to each other. Having
fixed two of these three parameters, defines the value of the third (e.g., the value
of p00 and ε defines the value of p11). They are related to each other through
the equations in (8). Moreover, the possible values for p00 are limited by the ε
(as in Fig. 1), and the range of possible values for p00 decreases with ε.

We tested three different classifiers Ŷ : Gaussian Naive Bayes (GNB) which
was used in [4], Logistic Regression (LR), which was used in [13] and Random
Forests (RF), since Decision Trees were used in [14], but Random Forests are
more complex and better performing.

5.1 Empirical Results

In Fig. 2, we show the results on the balanced error rates (BER). The theoretical
bound in Corollary 2 shows that BER can be minimized when the ε and p00
increase. This trend is followed by COMPAS and Credit but for Income, the
minimal value of BER for ε ≥ 1 is reached when p00 is close to its possible
maximum but does not reaches it (e.g. for ε = 4 the best p00 is around 0.7). We
remark that BER is related with the utility of the classifiers, and as the results
show, the utility is better preserved (i.e., BER is smaller) when the added noise is
smaller (i.e., for larger values of ε). We also note that the shapes of the functions
(the concavity) are more similar depending on the dataset than on the classifier.
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Fig. 2. Balanced error rates for all datasets and classifiers trained with the randomized
sensitive attributes.

In Table 2 we present the best RD obtained when performing classification
with LR and the corresponding BER values obtained by tuning the values of p00
for ε = 0.1 and 1. For ε = 0.1, we note that for COMPAS and Income the same
value p00 = p11 = 0.52 obtains the best metrics for both BER and RD metrics,
however the best BER for Credit is not reached when the RD is optimal. For
ε = 1, we note that the best metrics for COMPAS are obtained for the same
value p00 = p11 = 0.73. In this case, there is a compromise between BER and
RD for both Income and Credit.

Table 2. Values of p00 and p11 to obtain the lowest risk disparity (RD) and their
corresponding balanced error rates (BER), that provide ε = 0.1 and ε = 1, when using
LR for classification (best scores in bold).

ε = 0.1

Dataset p00 p11 BER RD

Income 0.52 0.52 0.460 0.188

COMPAS 0.52 0.52 0.417 0.072

Credit 0.36 0.66 0.492 0.334

ε = 1

Dataset p00 p11 BER RD

Income 0.73 0.73 0.326 0.149

COMPAS 0.73 0.73 0.338 0.007

Credit 0.51 0.81 0.459 0.146
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Fig. 3. Risk disparities on all datasets and classifiers trained with the randomized
sensitive attributes.

In Fig. 3, we show the results on the risk disparities (RD). Which can be
compared to the theoretical bounds calculated in Corollary 2, depicted in Fig. 4.
The results for Credit are similar to the theoretical values, for all the three
classifiers (LR, GNB and RF). The values of RD for Income obtained with RF
are almost the same as the corresponding theoretical values on Fig. 4. Finally,
when comparing Figs. 2 and 3, we observe that the dataset that has a larger
range of BER for each ε (i.e., Income), is also the one with a larger range of RD.

Fig. 4. Theoretical risk disparity measures obtained with the protected attribute on
Income, COMPAS and Credit as a function of probability p00 and ε.
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6 Related Work

In this section, we review the related work to our study, we considered works
regarding the disparate impact of Differential Privacy, Local Differential Privacy,
Randomized Response and Model Inversion Attacks.

Disparate Impact of Differential Privacy. In [21] the authors show that the
noise added to obtain ε-differentially private data may disproportionately impact
some groups over others, when decisions are made using the protected data. In
[2] it is shown that differential privacy has disparate impact on model accuracy,
and [24] studies some of the components of differentially private empirical risk
minimization, that induce disparate impacts on model accuracy. In [28] show
how to correct it when using differentially private stochastic gradient descent.

Local Differential Privacy. The first definition equivalent to LDP was pro-
posed in [11], it was a methodology called “amplification”, used for limiting
privacy breaches without any knowledge of the distribution of the original data.
However LDP was formally introduced by [18] and gained prominence since [7].

In [26], it was shown how to provide LDP randomized response mechanisms,
while maximizing the accuracy of the estimation of the proportion π of people in
the population possessing the sensitive attribute. More generally [17] obtain the
randomized response mechanisms which minimize such estimation error, when
providing (ε, δ)-differential privacy. Frequency estimation in LDP setting is also
studied in [25], where the Optimized Local Hashing (OLH) protocol is introduced
and it is shown to have much better accuracy than previous frequency estima-
tion protocols satisfying LDP. Randomized response mechanisms for surveys and
applied research were studied together with multivariate regression techniques
in [3].

Model Inversion Attacks. To define an alternative measure of privacy that
explains what it means for an ML model to breach privacy, we contemplated
the works on model inversion [14,15] and membership inference attacks from
[22] which consider that a privacy breach occurs if an adversary can use the
model’s output to infer the values of unintended (sensitive) attributes used as
input to the model. Or, in other words, how ML models leak information about
the individual data records on which they were trained. Also, [4] showed that an
attacker may use data protected under differential privacy, to train an accurate
classifier. The main difference with such work is that, in our setting, the attacker
has access to the randomized train data and the model.

7 Conclusion

In this paper, we have proposed two metrics to analyze the fairness of binary ran-
domized response algorithms that provide ε-local differential privacy. We have
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shown through such metrics, that the privacy protection guarantees of those algo-
rithms may be different depending on the sensitive attribute of the individuals.
We have obtained theoretical and empirical bounds on three different datasets,
and analyzed an attackers’ capabilities through classification in machine learn-
ing tasks. We have characterized all the values of the randomization matrix that
provide ε-differential privacy, and shown that is possible to choose them in a way
to correct the disparities of the privacy guarantees provided to different groups
of individuals.
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Abstract. Consider two data holders, ABC and XYZ, with graph
data (e.g., social networks, e-commerce, telecommunication, and bio-
informatics). ABC can see that node A is linked to node B, and XYZ
can see node B is linked to node C. Node B is the common neighbour
of A and C but neither network can discover this fact on their own. In
this paper, we provide a two party computation that ABC and XYZ can
run to discover the common neighbours in the union of their graph data,
however neither party has to reveal their plaintext graph to the other.
Based on private set intersection, we implement our solution, provide
measurements, and quantify partial leaks of privacy. We also propose
a heavyweight solution that leaks zero information based on additively
homomorphic encryption.

Keywords: Link prediction · Common neighbour · Privacy preserving
graph mining · Private set intersection · Social network graphs

1 Introduction

Link prediction discovers important linkages between nodes in a graph. Based
on the analysis of these linkages, it helps the data holder to forecast what future
connections might emerge between the nodes, and to predict if there are miss-
ing links in the data. Some common applications include: (i) in social networks,
to recommend links between users; (ii) in e-commerce or personalized adver-
tisement, to recommend products to users; (iii) in telecommunication, to build
optimal phone usage plans between the users; and (iv) in bioinformatics, to
predict associations between diseases and attributes of patients or to discover
associations between genes (or proteins) and different functions.

Link prediction is typically done on the local graph of a data holder or ser-
vice provider. For instance, a social network, analyzing the common neighbours
between its users decides whether to recommend links between the users. How-
ever, link prediction will be more accurate and correct by considering more
information about the graph nodes. This can be achieved by merging two or

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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more graph databases that include similar information, leading to “distributed
link prediction” between two or more graph databases. For instance, two social
networks may utilize the connections in their combined graph to provide more
accurate link prediction for their users. Furthermore, distributed link prediction
will enable different uses of link prediction, such as building connections between
users and products based on the tastes of other similar users (e.g., friends of a
user). Such an application may be possible between graph databases of a social
network and an e-commerce service provider. In some cases, collaboration is
mutually beneficial to both parties. In others, one party can pay the other party
to participate—one party gets better data and the other gets to monetize its
data.

Distributed link prediction, although is a promising approach for more accu-
rate and richer link prediction applications, also results in privacy concerns since
it implies combining two or more different graph databases. In this scenario,
threats against privacy can be categorized into three groups [22]: identity dis-
closure, link disclosure, and attribute disclosure. All these threats should be
considered in a distributed link prediction algorithm, since it involves privacy-
sensitive databases from multiple parties.

One promising solution for this privacy concern is cryptography to achieve
distributed link prediction in a privacy-preserving way. Thus, in this paper, our
goal is to develop a cryptographic solution for privacy-preserving distributed
link prediction between multiple graph databases. We propose a solution based
on private set intersection (PSI) to tackle this problem by considering both the
efficiency of the solution and its privacy.

Via evaluations, we show that this solution provides good efficiency. For
example, it can run in under 1 s (ignoring communication latency) for graphs
based on a Flickr dataset with 40K nodes.

The proposed protocol does not provide perfect privacy (it leaks some inter-
mediary values) and so we quantify this leakage to better understand if it is
consequential enough to move to a fully private solution (which we also sketch).

1.1 Use Cases

Privacy-preserving distributed link prediction can be utilized in different set-
tings. Here, we explain some of the possible applications.

Social Networks. In this setting, there are two social networks, Graph 1 and
Graph 2. Graph 1 aims to understand whether there will be a link formed
between nodes x and y by also utilizing the similarity of x and y in Graph 2,
as distributed link prediction provides better accuracy compared to performing
this operation locally.

E-commerce. Another application can be between a social network and an e-
commerce service. In the previous use case, the link between two users is the main
concern of the protocol. Unlike the previous case, here the links between a user
and products are determined at the end of the protocol. In the e-commerce graph,



Privacy-Preserving Link Prediction 37

there are links between the users and the products that they have bought. The
aim here is to provide better advertising to users. The network will recommend
product n to the user x if this user’s friends also purchased the same product.
For this purpose, the e-commerce network has to know the friends of user x in
the social network. Unlike the previous use case, here link prediction cannot be
done locally on the e-commerce graph, as the knowledge of the social network’s
structure should be utilized in order to do the recommendation.

Telecommunication. In this use case, an advertising company wants to propagate
an advertisement in the telecom network. If user x is a target for that advertise-
ment, the company would like to know which nodes are likely to form links with
user x, in order to decide which nodes it will send the advertisement. The aim is
to maximize the number of nodes that learn about the advertisement. Another
application involves a social network graph and a phone operator graph. The
phone operator wants to find out friends of user x in the social network, so that
it offers the special services (e.g., discounts) to the users that are similar to user
x.

Bioinformatics. Here, the first graph consists of patients and diseases and the
aim is to predict the link between the patient i and the disease j. In the second
graph, there are similar patients to patient i. Using these similar patients, and
their connection to disease j, the link between patient i and disease j can be
inferred.

1.2 Related Work

There is a rich literature on link prediction algorithms (without consideration
of privacy) in a variety of network structures: multiple partially aligned social
networks [25]; coupled networks [11]; and heterogenous networks [21]. Other
works consider node similarity when two nodes in the graph do not share com-
mon neighbours [17]; unbalanced, sparse data across multiple heterogeneous net-
works [10]; missing link prediction using local random walk [19]; and the inter-
section of link prediction and transfer learning [24].

Other research considers the use of cryptography for collaborating on graph-
based data between two parties with privacy protections. However such works
consider problems other than link prediction: merging and query performed on
knowledge graphs owned by different parties [6]; whether one graph is a subgraph
of the other graph [23]; single-source shortest distance and all-pairs shortest
distance both in sparse and dense graphs [1]; all pairs shortest distance and single
source shortest distance [4]; and transitive closure [14]; anonymous invitation-
based system [2] and its extension to malicious adversarial model [3]. While it
may be possible to transform some of these into finding common neighbours
with a black-box approach, we provide a purpose-built protocol for common
neighbour. Later in Sect. 2.3, we review potential cryptographic building blocks
in the literature.
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Table 1. Different similarity metrics in a graph.

Similarity metric Definition

Common neighbours |Γ (x) ∩ Γ (y)|
Jaccard’s coefficient |Γ (x)∩Γ (y)|

|Γ (x)∪Γ (y)|
Adamic/Adar

∑
zε|Γ (x)∩Γ (y)|

1
log(|Γ (z)|)

Katzβ

∑∞
l=1 βl.|path

〈l〉
x,y|

where path
〈l〉
x,y := {paths of length exactly l from x to y}

weighted: path
〈l〉
x,y := weight of the edge between x and y

unweighted: path
〈l〉
x,y := 1 iff x and y are 1-hop neighbours

The weight is determined by the constant value β

2 Proposed Solution

2.1 Building Blocks from Data Mining

Link Prediction. Given a snapshot of a graph at time t, link prediction algorithms
aim to accurately predict the edges that will be added to the graph during the
interval from time t to a given future time t′ [18].

Similarity Metrics. In Table 1, different metrics for calculating proximity are
given. Common neighbours, Jaccard coefficient and Adamic-Adar index are
regarded as the node-dependent indices and they only require the information
about node degree and the nearest neighbourhood, whereas the Katz index is
defined as path-dependent index that consider the global knowledge of the net-
work topology [19]. While there are also other metrics that are used (some of
which are shown in Table 1), we choose common neighbours, as it is one of the
widely-used methods for link prediction.

Common Neighbours. Common neighbours is used to predict the existence of a
link between two nodes based on the number of their common neighbours. If two
nodes share common neighbours, it is more likely that they will be connected in
the future. In a local graph, the result of the metric can directly be computed
by determining the intersection of the neighbour sets of two nodes. Based on
the cardinality of the set, the network decides whether to suggest a link between
these two nodes. The cardinality is defined as

common neighbours = |Γ (x) ∩ Γ (y)|,
where Γ (x) and Γ (y) are the set of neighbours of nodes x and y respectively.

Adapting Common Neighbours for Two Parties. For the use case in this paper,
we look at the problem of computing common neighbours metric across two
different graphs owned by different entities. For example, this could be two
separate social networks, or a social network with an e-commerce network. Graph
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Fig. 1. An example computation between Graph 1 and Graph 2 to find the number
of common neighbours of nodes 1 and 6 in their joint graph. Our contribution is to
perform this computation in a privacy-preserving manner.

1 wants to perform link prediction between the nodes x and y by using the
common neighbours information from Graph 2. CN denotes the total number
of common neighbours that will be determined at the end of the protocol. We
propose the following computation for two graphs, taking care to not double
count any common neighbours:

CN = local1 + local2 + crossover1 + crossover2 − overlap

The variables are as follows:

– local1: number of common neighbours of node x and node y in Graph 1
– local2: number of common neighbours of node x and node y in Graph 2
– crossover1: number of common neighbours of node x from Graph 1 and node

y from Graph 2
– crossover2: number of common neighbours of node y from Graph 1 and node

x from Graph 2
– overlap: intersection of local1 and local2

Figure 1 illustrates an example of how CN is computed using the neighbours
sets of both Graph 1 and Graph 2 (based on the graphs in Fig. 6). Graph 1 decides
whether to suggest a link between nodes 1 and 6 based on this cardinality.

2.2 System Model

In our setting, there are two parties: Graph 1 and Graph 2, each having a
graph structured network. Graph 1 wants to determine whether to suggest a
link between the nodes x and y, not by only determining the common neigh-
bours using its own graph, but also utilizing the graph structure of Graph 2.
Graph 1 and Graph 2 compute common neighbours on their joint graphs with-
out disclosing their respective graph structures. The result (number of common
neighbours) is provided only to Graph 1, however the protocol can be run twice if
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Table 2. PSI-based and Non-PSI based cryptographic building blocks

PSI based PSI [9] Complexity: Protocol complexity is linear in

the sizes of the two sets. Both the client and

the server performs exponentiations and modu-

lar multiplications.

Info leaked: Intersection cardinality, no third

party

Security setting: semi-honest

Delegated PSI [12] Complexity: Computation and communica-

tion complexity of the protocol is linear in the

size of the smaller set. For polynomial inter-

polation field operations are performed. Cloud

server has to evaluate oblivious distributed key

PRF instances, and unpack messages. The wait-

ing time of packing messages by the backend

server is the main computation cost

Info leaked: Intersection cardinality, uses third

party

Security setting: semi-honest

PSI with FHE [8] Complexity: Communication overhead is log-

arithmic in the larger set size and linear in the

smaller set size. While FHE is asymptotically

efficient, it isn’t in practice

Info leaked: Input sizes and bit string length of

the sets, no third party

Security setting: Semi-honest

PSI with OT [20] Complexity: The circuit-based PSI protocol

has linear communication complexity

Info leaked: No info leaked as the result of

a function on the intersection cardinality is the

output, no third party

Security setting: semi-honest

Labeled PSI with FHE in

malicious setting [7]

Complexity: Communication overhead is loga-

rithmic in the larger set size and linear in the

smaller set size. While FHE is asymptotically

efficient, it isn’t in practice

Info leaked: No info is leaked, as the output is

secret shared, no third party

Security setting: Malicious

Non-PSI based Privacy-preserving integer

comparison [15] over each

pair

Complexity: Privacy-preserving integer com-

parison protocol is run between every pair of

nodes in the adjacency matrix created using the

neighbour list from both graphs. The comparison

protocol performs encryption, partial decryp-

tion, modular exponentiation, and multiplica-

tions

Info leaked: No info is leaked, no third party

Security setting: Malicious if ZKP added

Graph 2 also wants the result (otherwise, we assume Graph 1 is paying Graph 2
for this service). While creating our scheme, we make the following assumptions:

1. The identifiers in both graphs for the same nodes match. The graphs should
prepare for the computation by sharing a schema and agreeing on unique
identifiers (e.g., an email address or phone number for human users).
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2. Both graphs know the identity of the nodes for which the computation is
being performed. In other words, edges involving these nodes are hidden, as
well as all other edges and nodes.

3. If x and y are direct neighbours in Graph 1, Graph 1 has no need for the
computation.

4. If x and y are direct neighbours in Graph 2, Graph 2 will halt before doing the
computation and inform Graph 1. In this case, Graph 1 discovers a hidden
link between x and y, which is stronger for prediction than the number of
common neighbours.

Threat Model. The common public input to the computation will be the identi-
fiers of two nodes known to Graph 1 and Graph 2. The private input of Graph 1
and Graph 2, respectively, is an assertion of their graph data. We assume Graph
1 and Graph 2 honestly input their correct data. This is a common assumption
and resolving it involves having the data authenticated outside of the proto-
col, which is not a natural assumption for our use-cases. The second question
is whether we can assume Graph 1 and Graph 2 follow the protocol correctly
(semi-honest model) or exhibit arbitrary behaviour (malicious model). Given
the strong assumption of data input, we find it natural to fit it to a semi-honest
model of the protocol.

With these assumptions, we design the protocol so that Graph 2 learns noth-
ing about Graph 1 other than the common input. On the other hand, Graph 1
learns the number of common neighbours on the joint set, which is the output of
the multiparty computation (MPC). A fundamental limitation of MPC is that
the output itself can leak information about the input. For example, if Graph
1 is malicious and is able to repeat this protocol many times with Graph 2, it
can slowly reconstruct Graph 2’s input by adaptively providing different inputs
each time. For the purposes of this paper, we assume Graph 1 will not do this,
because it is semi-honest, and further Graph 2 would not entertain so many
executions of the protocol.

As an artifact of our protocol, Graph 1 also learns the intermediate values
to compute the number of common neighbours: local1 + local2 + crossover1 +
crossover2 - overlap. This extra information does allow a malicious Graph 1 to
reconstruct Graph 2 with fewer queries, but in Sect. 3.3 we show that the impact
of the leakage is immaterial. This can be prevented with heavier cryptography
(Sect. 4.1). In addition, Graph 2 can force Graph 1 to compute the wrong result
only if it behaves maliciously. In conclusion, our threat model provides reasonable
privacy protection while being lightweight enough to be practical, and we suggest
it represents a useful compromise for many real-world applications.

2.3 Building Blocks from Cryptography

Private set intersection (PSI) is a two-party cryptographic protocol that allows
two entities, each with a set of data, to learn the intersection of their data without
either learning any information about data that is outside the intersection [13].
After a detailed investigation of PSI variants and other related primitives, we
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Preparation 

1. Initialize CN = 0
2. Prepare neighbour list of node x: 1(x)
3. Prepare neighbour list of node y: 1(y)
4. Determine local1: 1(x)  1(y)
5. Remove local1 from 1(x)  and 1(y)
6. Encode 1(x) and 1(y) and 1(x)  1(y)

Client (Graph1) Server (Graph2)

Preparation 

1. Prepare neighbour list of node x: 2(x)
2. Prepare neighbour list of node y: 2(y)
3. Determine local2: 2(x)  2(y)
4. Remove local2 from 2(x)  and 2(y)
5. Encode 2(x) and 2(y) and 2(x)  2(y)

Determine crossover1: PSI [ 1(x) and 2(y)]
Determine crossover2: PSI [ 1(y) and 2(x)]

Determine overlap:  
PSI [( 1(x)  1(y)), 2(x)  2(y))]

Determine:

CN = local1 + local2 + crossover1+ crossover2 - overlap

local2

Fig. 2. Overview of the proposed PSI-based solution. PSI is called three times in the
protocol for determining crossover1, crossover2 and overlap. PSI itself is described in
Fig. 3

choose [9] as the core scheme to deploy for our link prediction. Our scenario
requires a scheme that calculates only the cardinality (sometimes called PSI-
CA) of the intersection of the two sets in an efficient and scalable way with
minimum information leakage with no third party’s assistance. A security model
for semi-honest adversaries is sufficient, and we leave additional (stronger) secu-
rity guarantees for future work. A summary of relevant cryptographic primitives
is given in Table 2 and we provide more details of each primitive in the full
version of the paper1.

2.4 Proposed Protocol

We use PSI scheme proposed in [9] to perform distributed link prediction between
two graph databases. Figure 2 shows the interactive protocol between Graph 1
and Graph 2. Graph 1 wants to learn the common neighbour index to determine
whether to suggest a link between the nodes x and y. Both Graph 1 and Graph 2
locally determine the neighbour sets of x and y (local1 and local2, respectively).
In order to determine crossover1, crossover2, and overlap, Graph 1 and Graph
2 run three separate PSI protocols among themselves. Each PSI leaks a certain
amount of information and we discuss this partial information leak in Sect. 3.3.
At the end of the protocol, Graph 1 learns the exact cardinality of common
neighbours of nodes x and y on the joint graph. Figure 3 shows the details of
the PSI protocol for calculating crossover1 (the calculations for crossover2 and
overlap are also the same). It is an interactive protocol between Graph 1 and
Graph 2, with offline and online stages. At the offline stage, Graph 1 masks its
set and Graph 2 masks its set and shuffles it. During the online stage, Graph 2
1 Full paper.

https://arxiv.org/pdf/2210.01297.pdf
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c.1 Input: ,  which is the 
neighbours of node x  in Graph 1

c.2 Masking the elements in set C:

Γ1(x) = {c1, . . . , cv}

Rc ← ℤq, R′c ← ℤq

X = gRc

∀i 1 ≤ i ≤ v :
hci = H(ci);
ai = (hci)R′c

c.3 

c.4 Computes the cardinality of the intersection 

Output: 

c.5 Learns the cardinality of the intersection

∀i 1 ≤ i ≤ v :
bci = (YRc)(a′li)

1/R′c mod q

∀i 1 ≤ i ≤ v :
tci = H′(bci)

|{ts1, . . . , tsw} ∩ {tc1, . . . , tcv} |

s.1 Input: , which is the 
neighbours of node y in Graph 2

s.2 with  random 
permutation 

Γ2(y) = {s1, . . . , sw}

( ̂s1, . . . , ̂sw) ← Π(S); Π

Rs ← ℤq, R′s ← ℤq
Y = gRs

∀j 1 ≤ j ≤ w : hsj = H( ̂sj)

s.3 Shu e the set received from the client: 

s.4 Apply one-way function  using :

∀i 1 ≤ i ≤ v : a′i = (ai)R′s

(a′l1, . . . , a′lv) = Π(a′1, . . . , a′v)

H′( . ) X
∀j 1 ≤ j ≤ w : bsj = XRs . (hsj)R′s

∀j 1 ≤ j ≤ w : tsj = H′(bsj)

X, {ai, . . . , av}

Y, {al1, . . . , alv}

{ts1, . . . , tsw}

Client (Graph1) Server (Graph2)

crossover1:  
PSI [ 1(x) and 2(y)]

Fig. 3. PSI protocol for determining crossover1 (adapted from [9])

receives the masked set of Graph 1, masks it with its own randomness and shuffles
it. When Graph 1 receives the sets, it removes the randomness and determines
the intersection of two sets. PSI is described in the multiplicative subgroup Gq

of Z
∗
p, where p and q are large primes, q | p − 1 and g ε Gq is the generator.

|p| = 1024 bits and |q| = 160 bits. This is for experimental purposes only, these
parameters should be at least doubled in length to meet the current, accepted
security level2. H and H′ are hash functions that are modeled as random oracles.

3 Evaluation

3.1 Performance

We implemented the proposed distributed link prediction algorithm and evalu-
ated it considering different aspects. We used the implementation of PSI defined
in [9] where q and p are 160 and 1024 bits, respectively. We ran our experiments
on macOS High Sierra, 2.3 GHz Intel Core i5, 8 GB RAM, and 256 GB hard disk.
We ran each experiment for 20 times and reported the average.

We used the Flickr dataset in our experiments and using the SALab tool3, we
generated two graphs based on Flickr. Node and edge similarities are set to 0.5.
Graph 1 and Graph 2 has 37377 and 37374 nodes; 1886280 and 1900553 edges

2 NIST Special Publication 800-131A Revision 2.
3 GitHub: SALab.

https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-131Ar2.pdf
https://github.com/gaborgulyas/salab
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Fig. 4. Total run-time (in milliseconds) of common neighbour on joint graph according
to varying sizes of neighbours for Node 1 and Node 2.

respectively. We picked two random nodes, determined their neighbour sets in
each graph and ran our experiments using them. In Graph 1, node 1 has 120
neighbours; 48 for node 2 in graph 1; 114 for node 1 in graph 2; and 47 for node 2
in graph 2. Figure 4 shows the total run-time of the common neighbour protocol
on the joint graph if we vary the size of neighbours for Node 1 and Node 2 in
both graphs.

3.2 Utility of the Protocol

We illustrate the additional common neighbour information gained by a graph
when it collaborates with a second graph. In our first experiment, we created two
graphs with the same Barabasi-Albert Distribution where 22 edges are added at
each step. Both graphs contain 4039 nodes. Average number of common neigh-
bours for each pair is 0.9 in Graph 1. When we consider the merged graph of two
networks, average number of common neighbours for each pair increases to 3.3.
This shows that distributed link prediction provides significantly more accurate
results (compared to local link prediction) and is worth pursuing.

In our second experiment, we created two graphs with the same number of
nodes. Both Graph 1 and Graph 2 have 200 nodes. Graph 1 is created with
Barabasi-Albert Distribution, where 22 edges are added at each step. Graph 2
is also created in the same setting and, we computed the average number of
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Fig. 5. The change in the average number of common neighbours of two pairs according
to connectedness of Graph2. k is the number of edges added at each step in Barabasi-
Albert distribution. As k increases in Graph 2, Graph 1 benefits more and more from
performing the protocol with Graph 2.

neighbours of each pair in the union and in Graph 2, with increasing values
of k. In this setting, as Graph 2 becomes more connected, it benefits less from
the distributed link prediction, as the connectedness of Graph 2 becomes more
similar to the union. This is shown in Fig. 5.

3.3 Security

The privacy and integrity of our proposed solution is largely subsumed by the
security of the underlying PSI protocol [9]. This protocol is shown to be secure
under the decisional Diffie-Hellman problem in an appropriate group with semi-
honest adversaries. The security proof is in the random oracle model. We make
three sequential calls to the protocol. While (universal) composability of the PSI
protocol is left by the authors for future work, there is no obvious issue with
running the protocol multiple times. For safety, Graph 1 can wait for the first
PSI to finish before starting the second one. The PSI protocol leaks (an upper-
bound) on the size of each party’s graph, and its output is the cardinality of the
intersection. Our protocol, with the three PSI calls, leaks the cardinality of four
intermediary values (local2, crossover1, crossover2, and overlap) in computing
the common neighbours. We now quantify the impact of this leakage on what
Graph 1 can learn about Graph 2 beyond the number of common neighbours.

Leakage of Partial Information. In our setting, there are three different cate-
gories of threats to privacy: identity disclosure, link disclosure, and attribute
disclosure. As PSI does not leak the nodes in the set intersection, we do not
learn about the identities or the attributes related to the nodes. In PSI [9], the
cardinality of intersection leaks information about the possible combination of
nodes in the intersection set. Graph 1, who learns the size of the intersection
set, can compute these combinations (which corresponds to link disclosure). The
only time Graph 1 learns the identity of a node (which means that the node is
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Fig. 6. Sample graphs with 10 nodes. We refer to this sample graph in Sect. 2.1 to
explain how common neighbours are computed among two parties and in Sect. 3.3 to
quantify the partial information leak.

Fig. 7. Number of possible combinations of intersection set according to cardinality of
intersection.

in the set that Graph 2 owns) is when Graph 1 has only one node in its set and
the cardinality of the intersection it receives as the result of the PSI protocol is
1. Consider the case where Node 1 in Graph 1 has only the node 7 in the set, in
Fig. 1. When Graph 1 learns that Crossover2 is 1, it can infer that 7 is connected
to Node 6 in Graph 2. Therefore, Graph 1 learns the identity of one of the nodes
in the neighbour set of Node 6 in Graph 2 and consequently, the link between 7
and Node 6.

We refer to the graphs in Fig. 6 in order to illustrate what type of information
is leaked during the PSI protocol run between Graph 1 and Graph 2, each having
10 nodes. Graph 1 wants to utilize the graph structure of Graph 2 to decide
whether to recommend a link between nodes 1 and 6. At the beginning of the
protocol, Graph 2 sends the size of the common neighbours of node 1 and node
6 (which corresponds to local2 and its size is 3) to Graph 1. Hence, Graph 1
learns that there are

(
8
3

)
possibilities for local2 as opposed to 28 (we choose from
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8 nodes as we assume that 1 and 6 are not neighbours in both of the graphs).
When we look at the end cases: (i) if the size of intersection is 0, Graph 1 does
not learn any extra information (for node 1, there are 28 possibilities with the
condition that for each possibility, node 1 and node 6 do not have any nodes
in the intersection); and (ii) if the size of the intersection is 8, Graph 1 learns
that nodes 1 and 6 are connected to all of the 8 nodes. Figure 7 illustrates the
number of possibilities learned by Graph 1 for each size of the intersection. It
also shows that even at the worst case, there is still a lot of information that is
not learned by Graph 1.

For a graph generated using the Flickr data set that has 37377 nodes, the
average number of neighbours of a node is 50. So, for two nodes with average
number of neighbours, there are

(
37377

50

)
possibilities for their intersection, which

is a very large number.

4 Discussion

4.1 Strengthening the Privacy

Here, we discuss a solution based on additively homomorphic encryption (e.g.,
exponential Elgamal or Paillier) that hides all partial information such that
Graph 1 learns only the cardinality. At the beginning of the protocol which is
shown in Fig. 8, Graph 1 determines the neighbour sets of nodes x and y, deter-
mines local1 and removes local1 from these sets. It encrypts each element in these
sets and the cardinality of local1. Graph 2 performs the same steps for local2. In
order to determine crossover1, an encrypted matrix is created: each encrypted
element in the neighbour set of node x at Graph 1 is compared against all of the
encrypted elements in the neighbour set of node y at Graph 2. The same is done
for crossover2 between the neighbour set of y at Graph 1 and the neighbour set
of node x at Graph 2. In order to compare two encrypted values, we adapt the
protocol proposed in [15]. The comparison function takes two encrypted values
and the output is either the encryption of 0 if these encrypted values are different
or the encryption of 1 otherwise. The sum over all the elements in the matrix
is determined using homomorphic addition both for crossover1 and crossover2.
Overlap, which is the intersection of crossover1 and crossover2, is also determined
in a similar way using privacy-preserving integer comparison. The final common
neighbours cardinality (CN), which is encrypted, is determined as CN= local1 +
local2 + crossover1 + crossover2 - overlap. Even though this approach strength-
ens privacy, it is significantly more costly compared our proposed solution based
on PSI. We think for most applications, the efficiency is a larger concern than
the partial leakage from our protocol, but it is possible that entities might prefer
complete privacy for very sensitive data.

4.2 Complexity

Our protocol’s complexity is linear in the sizes of the neighbour set of the nodes.
In this paper, we discuss the setting for performing distributed link prediction
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Preparation 

1. Initialize CN = 0 and encrypt it: [[CN]]
2. Prepare neighbour list of node x: 1(x)
3. Prepare neighbour list of node y: 1(y)
4. Determine local1: 1(x) 1(y)
5. Remove local1 from 1(x)  and 1(y)
6. Encrypt 1(x) and 1(y) and 1(x) 1(y)

Client (Graph1) Server (Graph2)

Preparation 

1. Prepare neighbour list of node x: 2(x)
2. Prepare neighbour list of node y: 2(y)
3. Determine local2: 2(x) 2(y)
4. Remove local2 from 2(x)  and 2(y)
5. Encrypt 2(x) and 2(y) and 2(x) 2(y) and 

local2

Determine:

[[CN]] = local1 +[[intermediate]]

[[intermediate]]

Determine the intermediate value:

[[intermediate]] = [[local2]] +
[[crossover1]] + [[crossover2]] - [[overlap]] 

Determine [[crossover1]] using privacy-
preserving integer comparison between 
each element of [[ 1(x)]] and [[ 2(y)]]

Determine [[crossover2]] using privacy-
preserving integer comparison between 
each element of [[ 1(y)]] and [[ 2(x)]]

Determine [[overlap]] using privacy-
preserving integer comparison between 
each element of [[ 1(x) 1(y)]] and [[ 2(x) 

2(y)]]

Threshold decrypt [[CN]]

Fig. 8. Overview of the solution with stronger privacy. Note that [[Γ1(x)]] means that
each element in the neighbour set of node x in Graph 1 is encrypted.

between two particular nodes in two networks. A network may want to expand
this computation for every possible pair in its graph. The complexity depends
on the size (which affects the number of possible pairs) and the density of the
network (the sizes of neighbour sets affects PSI run-time). PSI runs in linear
time complexity. Our protocol is for a specific pair of nodes. The number of
pairs in a graph with n nodes is n2, so running our protocol (or any protocol
based on PSI) one an entire graph will require running a linear time operation
on a quadratic number of nodes: thus, cubic time complexity in the worst-case.
Reductions in this complexity (e.g., based on heuristics for prioritizing which
nodes to look at) is an interesting future work.

5 Concluding Remarks

For better accuracy, link prediction can be performed on merged graphs belong-
ing to different parties. This leads to privacy concerns as parties do not want
to reveal sensitive data related to their network structures. Therefore, in this
work, we proposed a PSI-based, privacy preserving distributed link prediction
scheme among two graph databases. In our current proposed scheme, Graph 2
learns among which nodes Graph 1 is computing the common neighbours metric.
As a future work, a scheme that allows Graph 2 to hide the identities of these
nodes from Graph 1 can be proposed. We might also explore if more recent PSI
proposals [5,16] produce faster results.
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Abstract. Are doctors allowed to communicate with their patients via
email? The GDPR sets the bar high for securing health data: either
an end-to-end-encryption (E2EE) or a guaranteed transport encryption
needs to be used. As E2EE (with PGP or S/MIME) is not widely used
in practice, only a guaranteed transport encryption comes into ques-
tion. But are doctors’ email servers properly configured and provide such
strong security guarantees? As we found out in a large-scale investigation
of German medical institutions, this is not the case at all. Only a very
small minority of email servers provides state-of-the-art security. In all
other cases, communication between doctors and patients via email is
not secure and, thus, not permitted with regards to the GDPR.

Keywords: Email security · Opportunistic transport encryption ·
GDPR

1 Introduction

“Emails are like postcards; everybody can read them”—this analogy is often
used by people when talking about email security. Looking at email security in
more detail, one can see that this analogy is not very suitable, though. There are
mechanisms (e.g., transport encryption) in place that guarantee confidentiality
and authenticity to a certain extent, as we will point out in the next section.
However, guarantees “to a certain extent” do not always suffice in practice. There
are cases where we want true guarantees that the emails we send cannot be read
or forged by any unauthorized third parties; one might think of communication
with doctors, for example. End-to-end encryption (E2EE)—and signatures—
with PGP or S/MIME can provide such guarantees. However, E2EE has still
not found its breakthrough in practice for securing emails—leaving people with
a certain feeling of unease when sending emails with sensitive content without
any further protective measures (having the postcard analogy in mind). People
can just not estimate whether their email will be sent in a secure way to the
proper destination or not; chances are good1, but there is no guarantee.
1 Google regularly publishes numbers that show that around 90% of all emails sent

and received via Google Mail are protected with transport encryption: https://
transparencyreport.google.com/safer-email/overview.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Garcia-Alfaro et al. (Eds.): DPM 2022/CBT 2022, LNCS 13619, pp. 53–68, 2023.
https://doi.org/10.1007/978-3-031-25734-6_4
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Coming back to our communication with doctors2 example from above, we
should not only ask ourselves whether such communication via “unencrypted”
email (i.e., without E2EE) is a good idea, but whether such communication is
allowed at all. Since May 2018, the General Data Protection Regulation (GDPR)
is applied in Europe, raising the bar in terms of security for controllers. According
to Article 32 GDPR:

Controllers shall implement appropriate technical and organisational mea-
sures to ensure a level of security appropriate to the risk—taking into
account the state of the art, the costs of implementation and the nature,
scope, context and purposes of processing as well as the risk of varying
likelihood and severity for the rights and freedoms of natural persons.

In our example, with respect to the nature, scope and context of the transmis-
sion of sensitive medical data via email and, thus, (potentially) high likelihood
and severity for the rights and freedoms of patients (if their medical data gets
disclosed), one can see that proper technical measures need to be set in place to
ensure a level of security appropriate to the potential high risk. What would be
such proper technical measures in our scenario? The solution seems to be clear:
E2EE, being a state of the art measure with low costs of implementation. And
yet, practically none of the medical institutions3 have the ability to communi-
cate with E2EE (with their patients). Even if medical institutions would have
the ability, there would be few patients with whom they could communicate in
a secure way, as most patients also do not have E2EE facility set up on their
devices. [18] Despite all of that, email communication between medical institu-
tions and patients is taking place (without E2EE), be it to set up appointments,
send examination results and blood values, sick notes, covid test results, and so
forth.

Not only since the application of the GDPR do data protection authorities
(DPAs) argue with controllers (companies, medical institutions, public authori-
ties,...) whether they need to employ E2EE in order to communicate with their
customers, patients, citizens, etc. [25] In March 2020, the German DPAs4 pub-
lished a guideline for controllers5, in which they state in detail which kind of
technical measures need to be taken by the controllers (according to the risk
of the communication—based on the sensitivity of the data) in order to be on
the safe side (and not risk fines). Controllers that intend to receive emails with
high risk or that send emails with high risk need to take (one of) the following
technical measures:

– provide public key for E2EE; send emails with E2EE
– provide the facility for a “qualified” transport encryption
2 In the rest of the paper, we use the more general term medical institution, which

also covers clinics and medical care centers.
3 The same is true for other businesses and authorities as well.
4 In Germany, other than in other European countries, there are 18 DPAs in toal.
5 https://www.datenschutzkonferenz-online.de/media/oh/20200526 orientierungshilf

e e mail verschluesselung.pdf.

https://www.datenschutzkonferenz-online.de/media/oh/20200526_orientierungshilfe_e_mail_verschluesselung.pdf
https://www.datenschutzkonferenz-online.de/media/oh/20200526_orientierungshilfe_e_mail_verschluesselung.pdf
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A qualified transport encryption according to the German DPAs means that
TLS 1.2 (with secure cipher suites and perfect forward secrecy) or TLS 1.3 is
used and that DANE is employed.

Summing up, we can conclude the following:

– Medical institutions have websites where they state their email addresses
(and, thus, intend to receive emails with high risk—as emails containing sen-
sitive medical data always impose a high risk),

– Medical institutions communicate with their patients via email (during covid
pandemic time, covid test results were sent without any further protection
mechanisms via email, for example),

– E2EE is generally not employed in email communication between medical
institutions and patients.

Medical institutions would therefore need to make sure that their email servers
are configured according to the requirements of the DPAs, i.e., support a qual-
ified transport encryption. Otherwise, the medical institutions would put their
patients’ medical data at risk (when communicating via email) and furthermore
risk high fines by DPAs.

In this paper, we investigate whether medical institutions in Germany adhere
to the requirements by the DPAs with regard to secure email communication.

2 Background

This section describes relevant parts of the underlying principles of email com-
munication.

2.1 SMTP Protocol

SMTP is a plaintext protocol originally defined in 1980 as part of a system for
asynchronous email communication [7]. SMTP is used to transport the email
from the sender’s email client to the sender’s email server and from the sender’s
email server to the receiver’s email server. To finally collect the emails from the
server, the receiver needs to request the mails using IMAP or POP.

Since it was first defined, the protocol has received multiple extensions,
like CHUNKING for large messages [16], AUTH for user authentication [13]
or STARTTLS for TLS transport encryption [14,15] and many more.

2.2 Opportunistic Transport Encryption

For many years, data security and privacy protection was not a big concern and
emails were sent completely without any security measures.

The first step in this direction was E2EE using tools like PGP [10]. PGP
(and also S/MIME [3]) enables senders to encrypt their emails at their side and
decryption is only possible for the legitimate receiver (with the proper private
key); neither eavesdroppers nor the involved email servers can read the contents.
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This approach requires additional efforts for both sides of the communication
(e.g., in our scenario: for patients and doctors), because they have to actively
exchange their public keys.

The next step towards more privacy (more precisely, confidentiality) was
transport encryption for the SMTP protocol using the previously mentioned
STARTTLS extension [14]. Up until the STARTTLS command is issued by the
sender, the communication is still sent over plaintext. The STARTTLS message
then initiates a TLS Handshake where a common TLS version is negotiated and
session keys are generated using public key cryptography. All of the following
communication in this session is then encrypted.

This way of establishing an encrypted communication channel is easy to
attack for a man in the middle (MITM), though. An eavesdropper with the abil-
ity to modify the communication could simply strip the STARTTLS capability
from the EHLO response and therefore enforce plain text communication.

2.3 DNS-Based Authentication of Named Entities

To mitigate this so-called downgrade attack, a technology called DANE can be
used. It uses DNSSEC and a special DNS record type, called TLSA, to prove the
authenticity of a mailserver. A domain owner needs to enable DNSSEC for their
domain and create a TLSA entry, which stores either a signed TLS certificate,
a public key or a hash value of one of these. When a mail transfer agent (MTA)
wants to forward an email to this server, it firt checks if the contents of the TLSA
record match with the contents of the certificate provided by the server during
the STARTTLS initiation. This way, DNS is used as a trusted communication
channel to prove the authenticity of the certificate used for the mail transport.
DANE therefore makes it impossible for an MITM to just replace the certificate
in transmission. This implicitly prevents a downgrade attack, since a mailserver
with a valid TLSA record always has to support STARTTLS encryption. An
additional security advantage of DANE is that the owner of the domain can
specify a trust anchor of his choice and is not bound by official certification
authorities.

3 Related Work

Durumeric, et al. [21] examined the coverage of STARTTLS in Gmail Inbound
traffic between January 2014 and April 2015, recording an increase from 52% to
80% coverage within one year (mainly due to the start of support by Yahoo and
Hotmail). Zhu, et al. [26] measured a low DANE support between 0.05% (for
.com-domains) and 0.23% (for .net-domains) from March 2013 to October 2014.

Foster, et al. [22] compared the TLS support of the top 22 email providers in
2013 and 74 web services of the Alexa Top 100 list that send emails as part of
their service. They found that the percentage of users that use email providers
with TLS support increased from 52% in 2014 to 89% in 2015. The TLS support
of email-sending web services is generally lower and varies between categories,
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being the highest for financial institutions (67%) and lowest for news and dating
sites (0%).

This increasing trend can also be observed in a DANE study [23] where
domains worldwide (50% from Germany) have been tracked between 2014 and
2020. The study concludes with a result of 96.4% secure domains regarding
STARTTLS (ranging from 97.6% having at least one TLS-secure MX record
and 94.3% exclusively having secure MX records). The authors also report a
valid DANE support for 17.6% of domains.

Lee, et al. [24] further examined the regional differences in DANE support by
using data from OpenINTEL [9]. By comparing international top-level-domains
(.com and .org) with country-top-level domains (.se and .nl) between October
2017 and October 2019, they found a higher DANE support for region-specific
email servers (38.2% for .se and 9.8% for .nl) than for international ones (0.6% for
.com and 0.73% for .org). Despite the generally low coverage of DANE support,
they could observe an increasing trend in DANE support over these two years.

3.1 Our Contribution

In this paper, we present further analysis regarding email security as of June
2022. Particularly, we examine the security of email servers of medical insti-
tutions in Germany by measuring the used TLS versions and the coverage of
DANE support among the used email providers.

4 Methodology

This section describes our methodology for performing a security analysis of
email servers used by medical institutions.

4.1 Dataset Generation

Our analysis is based on domains of German medical institutions as of May 2022.
We developed a python web crawler that extracts registered profile information
of medical institutions from jameda.de, an independent medical appointment
booking platform.

To extract these profiles, combinations of all available German cities and
medical subject areas are queried. Many profiles contain a link to individual
websites, which are further scanned for email addresses using regular expressions.

All information is compiled by the crawler into a dataset with the following
structure:

– list of profiles containing:
• name of responsible doctor
• medical subject area
• extracted email addresses
• link to individual website and imprint section
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– list of all email addresses
– list of all domains
– list of websites that could not be scanned automatically

Some websites may contain multiple email addresses, including contact
details of medical associations, website building services and data protection offi-
cers. In order to eliminate non-medical email addresses, we performed a cleanup:
each email address has to contain a part of the doctor’s name or the medical
institution’s website URL in order to be seen as valid.

There were some cases in which no matches could be found and manual
verification was necessary.

With this approach, we gathered a total of 3772 email addresses (4414 before
cleanup) and 2938 domains (3382 before cleanup).

However, it is also possible that the crawler also collects email addresses that
are not visible to humans due to styling and formatting. Because of this, the
dataset could contain some outdated email addresses which are no longer used.

4.2 Security Analysis

The first step towards analyzing the email server’s security configuration is to
extract the domain from the email address and retrieve the respective MX and A
records of the responsible SMTP server(s). Then a TLS version test and a check
for DANE support is performed for each individual SMTP server.

DNS Records. The developed software uses the tool dig for performing DNS
queries [4]. We use the Google DNS as DNS server, which can be reached under
the IP 8.8.8.8 [6]. It supports DNSSEC, which means that we can determine if
it is a validated response by looking at the AD flag [5]. This is important for the
DANE analysis. Through trial and error, we found that if too many requests are
made, not all of them will be answered. For this reason we implemented a rate
limit of 10 queries per second. The following steps are conducted to get the MX
records and corresponding A records:

1. The domain name is extracted from the email address. Then all domain names
are deduplicated which results in a list of distinct domains.

2. For each domain, all MX records are queried and saved. Note that we do not
check whether implicit MX is used, which is why not all email servers may be
covered [12]. In addition, it is stored whether the response was validated by
DNSSEC (for DANE analysis).

3. For each MX record, all A records are queried and saved.

The result is a data structure in which all MX records are stored for each domain.
Each MX record itself has one or more A record entries.

To increase reliability of mailing, there can be multiple SMTP servers for a
domain. This can be due to multiple MX records or multihomed hosts (multiple A
records for one MX record). The order in which the SMTP servers are contacted
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depends on the preference values of the MX records and the order of the A records.
If there are multiple MX records, the sender tries to contact the host with the
smallest preference value first. The A records are processed in the order in which
the entries were provided by the DNS resolver.

One consideration was whether it is necessary to test each individual SMTP
server or if it is sufficient to test the first SMTP server from the MX record with
the lowest preference value (highest priority). If an SMTP server is not reachable,
then the sender selects the next one in the ordered list (but there may be an
installation-specific limit for connection attempts) [12]. When a domain offers
multiple SMTP servers, but not all of them offer the same level of security,
an attacker can take advantage of this fact. He blocks the SMTP connection
attempts to the secure SMTP servers and, thus, the sender connects to the
insecure email servers. Because of this, we decided to test each email server
individually and verify if all SMTP servers from a domain implement a security
feature.

TLS Version Scan. Our goal is to determine whether an email server offers
encryption via STARTTLS and if so, which TLS versions are supported.

For this purpose, the open-source tool testssl.sh was chosen because it is
actively developed and has a high popularity [17]. The tool is supplied with
each unique combination of MX record and IP address from the DNS lookup
done before. With our configuration, it connects to the server on port 25 and
performs the SMTP protocol. It is tested, whether STARTTLS is offered at all. If
so, the availability of SSLv2, SSLv3, TLS 1.0, TLS 1.1, TLS 1.2 and TLS 1.3 is
determined.

DANE Scan. The next step is to analyze if an email server supports DANE.
For a secure implementation of DANE, (1) DNSSEC must be enabled (for

the retrieval of the MX, A and TLSA records), (2) a TLSA entry must be published,
and (3) STARTTLS must be offered with a correct certificate chain [19,24].

Whether DNSSEC is available for querying the MX records is included in the
data from the DNS queries. To check the remaining conditions, we employ the
open source program gotls [11]. The tool receives the MX record and DNS server
as input. In this case the Google DNS server is passed. The domain of our server
is used as the hostname for the EHLO command.

First, all TLSA entries are queried. Through the use of DNSSEC, it must be
ensured that the response is authentic. Then the A entries are queried and a
connection with the individual SMTP server(s) is established. The tool checks if
the presented certificate matches the data from the TLSA entry. From the console
log it is possible to extract whether DANE is available and correctly implemented
for a particular SMTP server.
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4.3 Execution

The runtime of our program6 on a server with 2 vCores is approximately 2 h for
the dataset described in Sect. 4.1. Parallelization allows multiple servers to be
tested simultaneously.

To avoid spam, some email servers have blocked requests from dynamic IP
addresses. Therefore we run our program on a server with a static IP address.
Furthermore, an rDNS record is entered in the DNS, which points to our server.

5 Evaluation

In this section, we present the results of our email server analysis. We analyzed
2938 different domains. Recall that there may be multiple SMTP servers for one
domain. For 2836 domains (which are used by 2806 medical institutions) there is
at least one valid test result for an SMTP server. For the further analysis, only
those domains are used.

A detailed breakdown of the dataset is shown in Table 1.

Table 1. For the majority of domains we were able to obtain test results

Status Domains

No MX Records 77 (2.6%)

No valid test results (e.g. connection problems, blocklist) 25 (0.9%)

Valid test results (for at least one SMTP server) 2836 (96.5%)

5.1 TLS Deployment - Domains

A test is performed to determine whether STARTTLS is supported and if so,
which TLS versions are offered.

Highest Possible TLS Version. First we check the maximum TLS version
supported by at least one SMTP server under a domain (the maximum TLS
version of the strongest member of the group). However, there is no guarantee
that a patient can reach the SMTP server(s) with the high TLS version (for
example, because an attacker blocks the connection). Therefore, we also examine
the maximum TLS version that all SMTP servers of a domain support (the
maximum TLS version of the weakest member of the group).

2712 domains (95.6%) have the same highest TLS version for each SMTP
server. There are differences for 124 domains (4.4%): Here the maximum TLS
version for at least one SMTP server is different.

6 The sourcecode for the project is available at https://git.informatik.fh-nuernberg.
de/email-research/medical-institution-email-check.

https://git.informatik.fh-nuernberg.de/email-research/medical-institution-email-check
https://git.informatik.fh-nuernberg.de/email-research/medical-institution-email-check
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The analysis for all SMTP servers shows that 59.6% of the domains use TLS
version 1.3 and 39.8% use TLS version 1.2. The TLS versions SSLv2 to TLS 1.1,
which are considered insecure and are not state-of-the-art anymore, are used by
0.1% of the domains. No encryption is possible for 0.5% of the domains. Table 2
shows detailed results.

Table 2. The majority of domains (99.5%) offers encryption with STARTTLS

Highest possible TLS Version Domains
(at least one SMTP server)

Domains
(all SMTP servers)

No STARTTLS 9 (0.3%) 13 (0.5%)

SSLv2 0 (0%) 0 (0%)

SSLv3 0 (0%) 0 (0%)

TLS 1 0 (0%) 2 (0.1%)

TLS 1.1 0 (0%) 0 (0%)

TLS 1.2 1012 (35.7%) 1130 (39.8%)

TLS 1.3 1815 (64%) 1691 (59.6%)

Lowest Possible TLS Version. The lowest TLS version of a domain is the
minimum TLS version that at least one SMTP server under that domain sup-
ports (from the weakest member of the group, the minimum TLS version). This
is the worst case (from an encryption point of view) where the email is still
accepted by the receiving end with transport encryption.

2796 domains (98.6%) have the same minimum TLS version for all SMTP
servers. For 40 domains (1.4%), at least one SMTP server offers a different
minimum TLS version.

We find that 72.3% of domains accept emails with the deprecated versions
SSLv2 to TLS 1.1. 27.7% of domains require at least TLS version 1.2 for email
transport. Table 3 shows detailed results.

5.2 DANE Deployment - Domains

First, we take a look at the domains where at least one SMTP server offers
DANE. From a security perspective, this is not recommended. An attacker could
block the connections to the email servers with DANE support and force a
connection to insecure email servers. Therefore, we also check how many domains
offer DANE for all SMTP servers. We find that 25 (0.9%) domains provide
DANE for at least one SMTP server and 25 (0.9%) domains offer DANE for
all SMTP servers (see Table 4). The fact that each of the domains supports
DANE for all SMTP servers guarantees that the patient can take advantage of
the security features.
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Table 3. 2041 (72.3%) domains allow encrypted email sending with the deprecated
TLS versions SSLv2 to TLS 1.1

Lowest possible TLS Version Domains
(at least one SMTP server)

Domains
(all SMTP servers)

SSLv2 2 (0.1%) 1 (0%)

SSLv3 23 (0.8%) 19 (0.7%)

TLS 1 1845 (65.4%) 1823 (64.5%)

TLS 1.1 171 (6.1%) 172 (6.1%)

TLS 1.2 782 (27.7%) 812 (28.7%)

TLS 1.3 0 (0%) 0 (0%)

For DANE, according to RFC 7671, at least TLS 1.0 must be supported, and
TLS 1.2 or higher should be supported [20]. In our dataset, all domains that
support DANE for all SMTP servers use at least TLS 1.2.

Of the 25 domains that support DANE, 4 are from major German email
providers (“web.de”, “gmx.de”, “gmx.net” and “posteo.de”)7. The rest are,
according to the name, own domains of the medical institutions. The email
infrastructure of the latter domains is provided by 6 providers (see Sect. 5.3 for
details on identifying the email infrastructure provider). In 14 out of 21 (60%)
cases, this is “one.com”. The remaining 7 domains (40%) are distributed among
5 other providers.

The 25 domains are used by 81 medical institutions that offer at least one
email address that supports DANE. 22 of the domains are used by 66 medical
institutions, of which all email addresses support DANE. Of the latter, 47 facili-
ties use email addresses from major providers (“gmx.de/net” and “web.de”) and
19 have their own domain.

Table 4. Only a small percentage of domains (0.9%) supports DANE

Status Domains
(at least one SMTP server)

Domains
(all SMTP servers)

DANE Ok 25 (0.9%) 25 (0.9%)

DANE Not Ok 2.811 (99.1%) 2.811 (99.1%)

5.3 Email Infrastructure Provider Analysis

If a medical facility decides to accept emails through its own domain, email
server management can be outsourced to an external provider. These providers
7 web.de and GMX actually are part of the same company called “1 & 1 Mail & Media

GmbH”. Web.de and GMX are very popular freemailing services in Germany; there
exist paid premium services as well, though.



An Email a Day Could Give Your Health Data Away 63

can provide the email infrastructure for many domains. This means that the
security level of all managed domains depends on what the provider offers.

We investigate which providers manage the most domains for our dataset
and check which TLS versions are offered and whether DANE is supported.

Extracting Providers from MX Records. In our dataset, the MX records
are used to determine the providers. We found that the naming of the hosts
of a provider differs only on the subdomain level. For example, a provider has
the MX records mail1.myprovider.de and mail2.myprovider.de. For the analysis,
the two MX records are combined into one provider named myprovider.de. All
domains that have *.myprovider.de (star as wildcard) as MX record are counted
as managed domains of the provider myprovider.de. Note that not all providers
may be captured correctly using this method, as the naming of MX records may
differ.

It can be stated that only 6 providers (out of total 789) manage over 50% of
domains8. A change in security measures at these providers could have a major
impact on the security level of many domains.

TLS Deployment - Providers. We only analyze the 6 top providers in more
detail.

When looking at the SMTP servers per provider, we find that all servers
offer the same maximum TLS version. For the minimum TLS version, this only
applies to 5 of the 6 providers: kasserver.com has servers in our dataset that offer
TLS 1.0 as well as ones that offer TLS 1.1 or TLS 1.2 as the minimum version.

All providers offer the latest TLS versions 1.2 and 1.3. However, at the same
time 4 out of 6 providers still support the deprecated version TLS 1.0. The other
2 providers only allow encrypted receiving with at least the secure TLS version
1.2. Table 5 shows the detailed results.

DANE Deployment - Providers. To check whether a provider supports
DANE, its MX records and the associated SMTP servers are considered. The dif-
ference to the domain DANE analysis is that it is not checked whether DNSSEC
is also activated for querying the MX records. It is therefore possible that a
provider enables DANE, but the domain owner has not enabled DNSSEC (e.g.
missing DS entry in the parent zone).

None of the top providers supports DANE and, thus, leaving the email com-
munication of their customers (in our scenario: medical institutions) with their
users (here: patients) insecure.

Microsoft as a Service Provider. We were surprised that 249 medical insti-
tutions use email services provided by Microsoft, because Microsoft has long been
in the focus of criticism of German data protection authorities—justified or not.

8 Since one provider can manage multiple domains (MX records of two providers on one
domain) it is actually the sum of the managed domains of all providers.
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Table 5. Six providers handle the mail transport for over 50% of the domains

Provider Domains Min. TLS version Max. TLS version DANE

kundenserver.de 397 (13.6%) TLS 1 TLS 1.3 No

rzone.de 373 (12.8%) TLS 1.2 TLS 1.3 No

outlook.com 239 (8.2%) TLS 1.2 TLS 1.2 No

kasserver.com 237 (8.1%) TLS 1 (TLS 1.2) TLS 1.3 No

ispgateway.de 163 (5.6%) TLS 1 TLS 1.2 No

ionos.de 131 (4.5%) TLS 1 TLS 1.3 No

We first suspected that the medical institutions made use of a free outlook.com
account, which would have been definitely a problem in terms of privacy pro-
tection. One must know that Microsoft offers both private (“consumer”) and
business email services.

Microsoft differentiates between private and business customers both in terms
of the Service Agreements and in terms of the Privacy Policies—and this differ-
entiation is also relevant for the email service, and, thus, our scenario.

As an example, Microsoft states in its service agreements for private cus-
tomers9 that the provided services are only intended to be used for private and
non-commercial usage. Medical institutions that use a (free) private email service
from Microsoft might violate the service agreements10. Moreover, and this is the
more critical part: Microsoft states in its privacy policy for private customers11

that personal data are used for :

– Development and improvement of products
– Personalization of Microsoft products and provision of recommendations
– Targeted advertisement

To sum it up, Microsoft could use all the personal data (in our scenario: med-
ical data of medical institutions’ patients) sent and received via email through
a medical institution’s private customer email account as test data for product
development, for feeding recommender systems and for advertisement purposes.

Medical institutions, as controllers according to the GDPR, shall only use
processors that provide sufficient guarantees to implement appropriate technical
and organisational measures according to Art. 28 GDPR. A private email service
provided by Microsoft definitely does not provide sufficient guarantees and must
not be used by medical institutions for communication with patients.12

9 https://www.microsoft.com/en-us/servicesagreement.
10 And due to an absence of privacy guarantees for private accounts, such medical insti-

tutions might violate another term in the service agreement: The Code of Conducts
requires: “Don’t engage in activity that violates the privacy of others.”.

11 https://privacy.microsoft.com/de-de/privacystatement.
12 It should be noted that this might not only be the case for Microsoft but for other

freemail services (like web.de or GMX) as well; we did not check their service agree-
ments and privacy protection policies in detail, though.

https://www.microsoft.com/en-us/servicesagreement
https://privacy.microsoft.com/de-de/privacystatement
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We thus needed to find a way to check whether a Microsoft email address
is based on a private or business account. We can make a distinction between
three different variants:

(1) As a private customer, an account can be created at outlook.com, whereupon
an email address is created which ends with outlook.com. Depending on the
country, other top level domains are also possible, for example outlook.de.
The service outlook.com has been renamed several times over the years,
which is why there are still a number of “legacy” domains13 [8]. If such an
email address is used, the private plan is used.

(2) Both private and business customers can use their own (paid) domain with
the underlying email infrastructure provided by Microsoft [1,8]. This can be
recognized by the fact that the MX record of the domain points to a Microsoft
email server.

(3) Business customers are provided with an email address that ends with onmi-
crosoft.com [2]. In this case, a business plan is used.

Table 6 shows the breakdown of our analysis.

Table 6. Breakdown of the adoption of Microsoft’s email services. A medical facility is
included in a category if at least one email address from the facility meets the criterion.

Variant Medical institutions

(1) private outlook.com address 9 (0.3%)

(2) Microsoft email service with own domain 240 (8.6%)

(3) Microsoft business email account 0 (0%)

Especially variant 2 was of special interest for us, as most medical insti-
tutions use this variant and we could not directly derive from the data
whether those email addresses are based on a private or business account.
We then analyzed the MX records in more detail and noticed that they
ended either with “mail.protection.outlook.com”, “msv1.mail.outlook.com” or
“mail.eo.outlook.com”. In the next step, we needed to find out whether private
or business accounts are provided with such records. We therefore created differ-
ent Microsoft email accounts: private and business accounts, which we all linked
to our own paid domain. We found that private email accounts get an MX record
ending with “pamx1.hotmail.com” and business accounts get an MX record end-
ing with “mail.protection.outlook.com”. Help pages on the internet indicate that
the other MX records were previously used for the business offer. Thus, we are
quite sure that the 240 medical institutions that use a Microsoft email service

13 We used outlook.com, outlook.de, live.com, live.de, msn.de, msn.com, hotmail.com,
hotmail.de for the analysis.



66 C. Lange et al.

with their own domain use a business account with proper guarantees in terms
of security and privacy protection and these cases are not as problematic as they
first seemed to be.14

6 Conclusion

In this paper we investigated the state of email security of German medical insti-
tutions. For this purpose, we built a dataset of email addresses from a medical
portal and analyzed the corresponding email servers. We can conclude that (1)
the support of STARTTLS is high (99.5% of domains). Furthermore, we can
state that (2) 99.5% of the domains support the current TLS versions 1.2 and
1.3. The availability of DANE (3) is very low with 0.9% of the domains, how-
ever. In addition, we derived from the MX records which provider manages the
email infrastructure of a domain. We can see (4) that only few providers (0.6%)
manage more than 50% of the domains. The top providers all enable current
TLS versions, but DANE is not supported by any of them. If the providers
would implement state-of-the-art security properly, all of their customers’ email
communication would be secured at once.15

Only 25 of 2836 analyzed domains of medical institutions (used by 66 dif-
ferent medical institutions) are fully protected with DANE, thus meeting the
requirements of the German data protection authorities for high risk email com-
munication.16 All the other medical institutions must not exchange medical data
via email, unless they employ further technical measures like E2EE.

Medical institutions do not need to operate their email servers themselves—
they can make use of processors. However, what many forget: the medical insti-
tutions still stay the responsible controllers (in terms of the GDPR). If email
providers are chosen that do not provide state-of-the-art security, medical insti-
tutions risk GDPR fines from data protection authorities.

We will regularly repeat our investigation in the future and provide the results
at https://www.mail-sicherheit.jetzt.
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Abstract. In this paper, we present a methodology for constructing
explanations for AI classification algorithms. The methodology consists
of constructing a model of the context of the application in the Isabelle
Infrastructure framework (IIIf) and an algorithm that allows to extract a
precise logical rule that specifies the behaviour of the black box algorithm
thus allowing to explain it. The explanation is given within the rich
logical model of the IIIf. It is thus suitable for human audiences. We
illustrate this and validate the methodology on the application example
of credit card scoring with special relation to the right of explanation as
given by the GDPR.

1 Introduction

Artificial intelligence (AI) uses various methods of machine learning to solve
problems automatically. Some of the used methods, for example linear regression
or decision trees are amenable to human understanding. However, other very
successful ones, for example deep learning methods and convolutional neural
networks (CNN), are black boxes for humans: it is not clear from the outside how
the machine intelligence arrives at decisions. In critical applications, however, it
is absolutely necessary that humans can understand what is going on and why.

We provide a method for explanation using the expressive Higher Order logic
of the interactive theorem prover Isabelle. The Isabelle Infrastructure framework
(IIIf) provides rich contexts for actors, infrastructures and policies to enable
explanations of black box machine learning decisions to humans. This can be
particularly relevant for privacy critical application. Black box algorithms are
trained on data sets whose classification may have human biases but those are
hidden in the opaqueness of the learning algorithm. Explanation is necessary to
shed light into this. We propose a process of precondition refinement to arrive
at logical rules for explanation using counterfactuals for iterating the refinement
process. We illustrate and validate the proposed methodology by an example
of credit scoring. There private information is used in the automated decision
process of credit scoring guided by a black box AI algorithm. The GDPR grants
a right of explanation. We show how our approach using attack trees and an
expressive logical rule for explanation serves the main purposes of GDPR expla-
nation. All Isabelle sources are available [14].
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2 Background and Related Work

2.1 Explanation

Bau et al’s article “Explaining Explanation [. . . ]” [5] gives a good overview of
the techniques used for explainable AI (XAI). The more recent work [1] pro-
vides a critical analysis of current literature on the field of XAI providing some
challenges primarily featuring the post-hoc explanation of black box machine
learning like CNN and Deep Learning and providing human comprehensible
explanations. Belle and Papantonis [2] also give a very comprehensive survey
of current explanation approaches including very accessible illustrations of their
use on human centric examples.

Pieters distinguishes the main incentives of explanation as transparency (for
the user) and justification [23]. Explanation trees may be used to visualize the
relation of explanation goals and their subgoals according to Pieters providing
“a tree in which the goals and subgoals of an explanation are ordered systemat-
ically” [23]. This work is a very strong motivation to our approach to explain-
ability because explanation trees have much in common with attack trees. An
attack tree makes an attack more transparent by a step by step process that
can be characterized as “attack tree refinement” [7]. Ultimately, the attack tree
refinement leads to a fully expanded explanation that can be automatically ver-
ified on the model as is shown in the Isabelle Insider framework [8,10]. Thus
similar to an explanation tree, a sub-tree of an attack tree “explains” the attack
expressed by the parent node.

2.2 GDPR, Explanation and IIIf

The GDPR explicitly mentions a right of explanation. Wachter et al. [25] investi-
gate the use of counterfactuals for the explanation of automated decisions. They
argue that counterfactuals are in themselves sufficient to provide explanations.
We challenge their approach (see Sect. 5.1). Nevertheless, we also adopt the use
of counterfactuals but only as a means to construct a general explanation as a
logical rule. However, Wachter et al. also give a very detailed analysis of where
explanation is mentioned in the GDPR [25]. They clearly identify the purposes of
an individual who would want to claim an explanation against a data controller
based on the GDPR. Explanations serve three main purposes [25, Section 5].

– Understand decisions: provide transparency of the scope of automated deci-
sions and reasons.

– Contest decisions: provide the means to challenge a decision.
– Alter future decisions: provide help to adapt future behaviour to receive the

preferred outcome.

We will show that the logical method of explanation we provide serves all three
purposes (see Sect. 4.3).

In terms of logical modeling and analysis, it is worth mentioning that the IIIf
has been used for GDPR relevant applications. In fact, [9] evaluates IoT scenarios
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with respect to GDPR related privacy. This work shows that the IIIf can be
applied to provide privacy by design – one of the major principles stipulated by
the GDPR. However, this early application of IIIf in the context of the GDPR
can be seen as a formal experiment inspired by the concepts propagated by
the GDPR and to advocate the use of formal verification to support GDPR
compliance checking of IoT architectures. What the current work achieves is
much closer to actual applications of the GDPR in law practice. It is thus more
relevant to the application of the GDPR as a law to privacy related societal
issues. This is illustrated as well by the case study we present in this paper
where the explanation that our logical method IIIf provides can serve as a basis
for challenging a decision made by a data controller using an AI based black box
decision algorithm.

2.3 Isabelle Infrastructure Framework (IIIf)

Attack trees are fully embedded as “first-class citizens” into the logic in the
Isabelle Insider and Infrastructure framework (IIIf). It is thus possible to provide
a formal semantics for valid attacks based on Kripke structures and the temporal
logic CTL as well as to derive an efficient decision procedure. Code is generated
in the programming languages Scala for deciding the validity of attack trees.

The Isabelle Infrastructure framework (IIIf) is implemented as an instance
of Higher Order Logic in the interactive generic theorem prover Isabelle/HOL
[22]. The framework enables formalizing and proving of systems with physical
and logical components, actors and policies. It has been designed for the analysis
of insider threats. However, the implemented theory of the temporal logic CTL
combined with Kripke structures and its generic notion of state transitions are a
perfect match to be combined with attack trees into a process for formal security
engineering [4] including an accompanying framework [11]. In the current paper,
we show that the IIIf can also be used for explaining AI decisions made by black
box algorithms. We provide here a very brief overview of the main features of
the IIIf.

Kripke Structures, CTL and Attack Trees. A number of case studies have
contributed to shape the Isabelle framework into a general framework for the
state-based security analysis of infrastructures with policies and actors. Tem-
poral logic and Kripke structures are deeply embedded into Isabelle’s Higher
Order logic thereby enabling meta-theoretical proofs about the foundations: for
example, equivalence between attack trees and CTL statements have been estab-
lished [8] providing sound foundations for applications. This foundation provides
a generic notion of state transition on which attack trees and temporal logic can
be used to express properties for applications. The logical concepts and related
notions thus provided for sound application modeling are:

– Kripke structures and state transitions:
A generic state transition relation is →; Kripke structures over a set of states
t reachable by → from an initial state set I can be constructed by the Kripke
constructor as
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Kripke {t. ∃ i ∈ I. i →∗ t} I

– CTL statements:
We can use the Computation Tree Logic (CTL) to specify dependability prop-
erties as

K � EF s

This formula states that in Kripke structure K there is a path (E) on which
the property s (given as the set of states in which the property is true) will
eventually (F) hold.

– Attack trees:
attack trees are defined as a recursive datatype in Isabelle having three con-
structors: ⊕∨ creates or-trees and ⊕∧ creates and-trees. And-attack trees l⊕s

∧
and or-attack trees l⊕s

∨ consist of a list of sub-attacks which are themselves
recursively given as attack trees. The third constructor takes as input a pair
of state sets constructing a base attack step between two state sets. For exam-
ple, for the sets I and s this is written as N(I,s). As a further example, a two
step and-attack leading from state set I via si to s is expressed as

� [N(I,si),N(si,s)]⊕(I,s)
∧

– Attack tree refinement, validity and adequacy:
Attack trees can be constructed also by a refinement process but this differs
from the system refinement presented in the paper [12]. An abstract attack
tree may be refined by spelling out the attack steps until a valid attack is
reached:
�A :: (σ:: state) attree).
The validity is defined constructively so that code can be generated from it.
Adequacy with respect to a formal semantics in CTL is proved and can be
used to facilitate actual application verification.

The IIIf has a wide range of applications ranging from Insider threats in auc-
tion protocols [17] and airplane policies [16], security and privacy of IoT health-
care systems, for example, [9,11], the Quantum Key Distribution protocol [10],
Inter-blockchain protocols [19], the Corona-Warn App [12,18], and awareness in
social networks and unintentional insiders [15].

The potentials of using the IIIf for explanation (for AI and security) has
already been presented in an earlier paper but at the level of position paper only
[13] while the current paper provides a feasible methodology, an implementation
of explanation within the IIIf illustrating it on an application to a relevant case
study in the context of GDPR related privacy. Online sources are available [14].

3 Case Study of Credit Scoring

In this section, we give a brief introduction to credit scoring and its relevant
factors to motivate the case study that is used to illustrate how IIIf is applied
to it to provide a basis for explanation.
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3.1 Credit Scoring

Credit scores are ranks assigned to people to allow quantifying their “finan-
cial fitness” [3]. These scores are used by banks as well as credit institutes to
decide whether a client may receive a credit card or more importantly whether
a potential lender may receive a mortgage. It also influences the interest rate
you may receive which can lead to disadvantaging poorer people. According to
Internet publications [3,6] the research supporting the actual credit scoring “has
come from ClearScore.com” [3]. An interactive map provided by this company
allows to easily check credit scores as is illustrated in Fig. 1. An open question is
how such credit scores are created as they rely on private data. As Bull writes
[3]: “A higher income does not automatically lead to a higher credit score. For
example, residents in Kensington and Chelsea are among the capital’s highest
average earners at £131,000 a year but they rank in the middle of the credit
score table.” Nevertheless, it is quite obvious that such scores are used by credit
institutes. It seems rather likely that also AI based decision making procedures
are applied within financial institutions. In order to clarify such opaque relations
logical modeling can help as it remodels the actual context of the original data
collection and thus may show up any biases used. In the next section, we present
a simple example to illustrate how the credit scoring scenario can be represented
as an infrastructure model in IIIf.

Fig. 1. Interactive map illustrates how credit scores differ in London districts [6].

3.2 Model in IIIf

The Isabelle Infrastructure framework supports the representation of infrastruc-
tures as graphs with actors and policies attached to nodes. These infrastructures
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are the states of a Kripke structure describing the credit scoring scenario. The
behaviour is defined by a transition relation on states. This transition between
states is triggered by non-parameterized actions put, eval, move, and get exe-
cuted by actors. Actors are given by an abstract type actor and a function
Actor that creates elements of that type from identities (of type string written
‘‘s’’ in Isabelle). Actors reside at locations of an infrastructure graph of type
igraph constructed by its constructor Lgraph.

datatype igraph =

Lgraph (location × location)set

location ⇒ identity set

identity ⇒ (dlm × data) set

data ⇒ bool

(identity × bool option)set

For the current application to the credit scoring scenario, this graph contains
the actual location graph of type (location × location)set given by a set of
location pairs, and a function of type location ⇒ identity set that assigns the
actors to their current location. The third component of the datatype igraph is
of type identity ⇒(dlm ×data) set. It assigns security labeled data to actors.
The label type is called dlm as a reference to the decentralized label model by
Myers and Liskov who inspired it [21]. It is a pair of type actor ×actor set
defining the owner and the readers of a data item. The type data contains the
private data of users. For our example, we use the location, the salary, their date
of birth and ethnicity.1

data = location × nat × dob × ethnicity

The fourth component of type data ⇒ bool is the black box function: effec-
tively a table that contains the credit approval decision for given data inputs.
The final component of type (identity ×bool option)set records that a user
has requested a credit approval by uploading their identity together with a
boolean field that contains the future decision of the credit approval to the
set of requests. The second boolean component containing the answer is lifted
by the option type constructor that enables an undefined value None to flag that
there has not been any response yet.

Each of the components of the type constructor is equipped with a corre-
sponding projection function that allows to access this component in an instance
of this type constructor (an element of this type). These projection functions are
named gra for the set of pairs of location representing the infrastructure graph,
agra for the assignment of actors to locations, dgra for the data at that location,
bb for the black box, and requests for the pairs of request and approval decision
of actors of requesting credits.

We omit some standard constructions for infrastructure assembly and the
policy definition from local policies (see for example [12]). A generic state tran-
sition relation over Kripke structures is defined together with logic and decision
1 The latter two type definitions are omitted for brevity.
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procedures for IIIf. This is then instantiated to concrete applications of the IIIf
– like in the current credit scoring example – by defining the rules for the state
transition relation over a defined infrastructure type – as given by the above
igraph. This state transition relation then implements the behaviour for credit
scoring systems by explaining how actions executed by actors change the infras-
tructure state. The execution of actions is conditional on enabledness as defined
by the local policies and other conditions of the context. For credit scoring
systems, we consider here the actions put representing that a client requests a
credit approval and eval where an entitled client (presumably a credit institute)
executes a requested credit application.

In the precondition of the rule for a put action, the actor a residing at
location l in the infrastructure graph G (given by the predicate Actor a @G l)
who is enabled to put a request, uploads their data to the requests G field into
the infrastructure graph G. A potential credit institute Actor c can see a new
request since now there is a new pair (a, None) in the requests set where the
second component of this pair is flagged by the None constructor of the option
type as “unprocessed” while the first element is the requesting actor’s identity
a.

put: G = graphI I =⇒ Actor a @G l =⇒ Actor c ∈ actors G =⇒
enables I l (Actor a) put =⇒
I’ = Infrastructure

(Lgraph (gra G)(agra G)(dgra G)(bb G)

(insert (a, None)(requests G)))

(delta I)

=⇒ I → I’

The action eval allows evaluation of a request filed by actor a by a (presumable)
credit institute c given that c is contained in the readers set of the dlm label lb
that is given as the second element of the first element of the data item dgra G
a. Also c needs to be enabled to evaluate requests by the local policy. Given these
prerequisites, the actual evaluation is done by applying the black box function
to the data item d and recording the outcome in the second component of the
corresponding pair for a in the requests set.

eval: G = graphI I =⇒ Actor a @G l =⇒ l ∈ nodes G =⇒
Actor c ∈ actors G =⇒ (a, None) ∈ requests G =⇒
(lb,d) = dgra G a =⇒ Actor c ∈ snd lb =⇒
enables I l (Actor c) eval =⇒

I’ = Infrastructure

(Lgraph (gra G)(agra G)(dgra G)(bb G)

(insert (a, Some((bb G) d))(requests G - {(a, None)}))

(delta I)

=⇒ I → I’

We omit the state transition rules for the actions get and move. They will be
illustrated in the evaluation of the example below. For details of their definitions
see the online sources [14].
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The above infrastructure Kripke model for credit scoring formalises credit
scoring scenarios enabling reasoning in general about all instances. To simulate
concrete example scenarios, we can use the generic nature of the IIIf with its
polymorphic Kripke structure and state transition. Defining a locale [20] named
CreditScoring allows fixing some concrete values for the actors, locations, and
local policies and inherits all general definitions and properties of infrastructures
from the framework. For simplicity we consider just two actors Alice and Bob
and a credit institute CI.

locale CreditScoring =

defines CreditScoring actors = {‘‘Alice’’, ‘‘Bob’’, ‘‘CI’’}

The locale allows to initialize a concrete igraph with these and other values.
Moreover it serves to illustrate the explanation process that we are going to
present next.

4 Precondition Refinement Process (PCR Cycle)

In this section, we define a Precondition Refinement process (PCR cycle) which
is a cyclic method to derive a general logical characterization of what the black
box mechanism decides within any given state of the world. A possible world is
described in the IIIf as a Kripke state comprising actors, policies and infrastruc-
tures including any features necessary to specify the context of a human centric
scenario. After defining the process, we continue by illustrating its use on the
previously introduced credit scoring system.

4.1 Definition of PCR Cycle

In contrast to the RR-cycle [12], we do not refine a system specification instead
we refine the precondition of an explanation rule using the dynamic behaviour of
an infrastructure system. But similar to the RR-cycle, we use attack trees to find
“failure states”, that is, states in which a desirable outcome is not given. These
failure states allow us to find counterfactuals, which are local rules for specific
instances for which the desirable outcome is achieved. The preconditions of these
local rules guide the refinement of a general precondition. The refinement of the
precondition is repeated until it yields a general rule for explanation. The start-
ing point for this cyclic process of precondition refinement is an attack tree, i.e.
a proof of a temporal property of the form M � EF ¬DO showing that “failure”
states in the model M can be reached that do not fulfill the desirable outcome
(DO). This DO is comparable to what the “global policy” is in the RR-cycle
[12]. The failure state can be used to define a counterfactual, essentially given
as an additional precondition that would have provided an alternative path to
a state fulfilling the DO property. Besides helping to guide the refinement by
counterfactuals, the DO also provides the termination condition of the cyclic
precondition refinement process. Since the DO property is the positive classi-
fication of the AI algorithm given as a black box, the process yields a general
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explanation rule that gives a precise logical description how the DO property
can be achieved.

This is in a nutshell the working of the PCR cycle. In what follows we provide
its high level yet detailed algorithmic description including the formal definitions
of the core concepts used. However, before we come to that we need to introduce
how we formalise counterfactuals.

Counterfactuals. A counterfactual is best explained by example. We give one
that fits into the context of our case study: “if the client would have a monthly
salary of 40K, he would have got the loan approval”. Intuitively, counterfactuals
try to illustrate facts in the current state of the world by showing alternative
hypothetical developments of the world that feature the opposite case of the
fact. It is not a coincidence that our explicit world model of Kripke structures
and state transitions lends itself so naturally to modeling counterfactuals.

However, apart from modeling the different possible worlds and their evolu-
tion, we also need a metric on them. As Wachter observes “the concept of the
“closest possible world” or the smallest change to the world that can be made
to obtain a desirable outcome, is key throughout the discussion of counterfac-
tuals” [25]. We use the step-relation between possible states (worlds) to define
a unique notion of “closest” between three states. Intuitively, it formalises the
closest predecessor s of two possible states s’ and s’’ by stipulating that any
other state s0 that is also a predecessor (with respect to →∗) to states s’ and
s’’ must already be a predecessor to s.

Definition 1 (Closest State). A state s is closest (predecessor) to s’,s’’

with respect to step-relation →∗ iff

closest s s’ s’’ ≡ s →∗ s’ ∧ s →∗ s’’ ∧
∀ s0. s0 →∗ s’ ∧ s0 →∗ s’ ⇒ s0 →∗ s

This definition is used for defining counterfactuals with respect to a desirable
outcome DO by simply stating that for a state s with ¬ DO s there must be an
alternative trace leading to another possible world s’’ with DO s’’ such that
they are connected by a closest state s’. Using the definition of closest we can
define this simply as the set of states for which such a closest predecessor exists.

Definition 2 (Counterfactuals). Counterfactuals for a state s with respect
to a desirable property DO are the states s’’ that fulfill DO and have a closest
predecessor s’.

counterfactuals s DO ≡ {s’’. DO s’’ ∧
(∃ s’. (s’ →∗ s’’) ∧ closest s’ s s’’)}

We will see the application of these concepts in the following algorithm.
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PCR Cycle Algorithm

1. Using attack tree analysis in the CTL logic of the IIIf we find the initial
starting condition of the PCR. The variable B is an element of a datatype for
which we seek explanation (in the example it is actors).

M � EF { s ∈ states M. ¬ DO(B, s) }.

This formula states that there exists a path (E) on which eventually (F) a
state s will be reached in which the desirable outcome is not true for B. The
path corresponds to an attack tree (by adequacy [8]) designating failure states
s.

2. Find the (initial or refined) precondition using a counterfactual.

That is, for a state s in the set of failure states identified in the previous step
(a) Find states s’ and s’’ such that closest s’ s s’’, that is, s’ →∗ s

and s’ →∗ s’’. In addition, DO(B,s’’) must hold.
(b) Identify the precondition pci leading to the state s’’ where DO holds, that

is, find an additional predicate Δi with Δi(B, s’) and use it to extend
the previous predicate pci to pci+1:= pci∧Δi.

3. Generalisation.
Use again attack tree analysis in the CTL logic of the IIIf to check whether
the following formula is true on the entire datatype of B: it is globally true
(AG) that if the precondition pci holds, there is a path on which eventually
(EF) the desirable outcome DO holds.2

∀ A. M � AG {s ∈ states M. pci (A, s) −→ EF {s. DO(A, s)}}

(a) If the check is negative, we get an attack tree, that is, IIIf provides an
explanation tree for
M � EF { s ∈ states M. pci(A,s) ∧ ¬ DO(A, s) }

and a set of failure states s with pci(A,s) and the desirable outcome is
not true: ¬DO(A,s).

In this case, go to step 2. and repeat with the new set of failure states in
order to find new counterfactuals and refine the predicate.

(b) If the check is positive, we have reached the termination condition yielding
a precondition pcn such that for all A:
M � AG { s ∈ states M. pcn (A, s) −→ EF {s. DO(A, s)} }

Note, that the analysis in Step 3 might potentially reveal a new variable as part
of Δi over another datatype (locations in the example). This is not a problem
as it will eventually lead to tease out the entire set of parameters that the black
box decision procedure uses. We did not attempt to formalise it explicitly into
the above algorithm description to keep the exposition easier understandable.
2 Note, that the interleaving of the CTL-operators AG and EF with logical operators,

like implication −→ is only possible since we use a Higher Order logic embedding of
CTL.



Explanation of Black Box AI for GDPR Related Privacy Using Isabelle 79

4.2 Applying the PCR Cycle to Credit Scoring Case Study

We now demonstrate the PCR algorithm on our case study introduced in Sect. 3.
We consider the scenario, where Bob gets an evaluation by the credit institute
CI and it is not approved. Bob wants to understand why this is the case and
requests an explanation. The experts in the credit institute cannot give this
explanation as they have used a black box machine learning system bb. Now,
the IIIf and the PCR algorithm can be used by modeling the scenario and using
the bb system as a black box, that is, requesting only its classification output
(verdict) for any given inputs.3 The desirable outcome DO in an infrastructure
state s is given by the pair that a filed having a True as second component
(lifted by Some).

DO(a,s) ≡ (a, Some(True)) ∈ requests s

We show the run of the algorithm by going through its steps 1..3 for the appli-
cation additionally ornating the numbers with α, β, . . . to indicate the round of
the algorithm.

α.1 For actor Bob, we use CTL modelchecking in the IIIf to verify the formula

Credit Kripke �
EF { s ∈ states Credit Kripke. ¬ DO(‘‘Bob’’, s) }.

From this proof, the IIIf allows applying Completeness and Correctness
results of CTL [8] to derive the following attack tree.

� [N(I,C),N(C,CC)]⊕(I,CC)
∧

The attack tree corresponds to a path leading from the initial state I to the
failure state CC where Bob’s approval field in requests CC gets evaluated
by the credit company I as negative “False”. The evaluation steps are:

I → C : Bob puts in a credit request; this is represented by a put action. So,
the state C has (‘‘Bob’’, None) ∈ requests C.

C → CC : the credit institute CI evaluates the request represented as an eval
action with the result of the evaluation left in requests CC. So, the
state CC has (‘‘Bob’’, Some(False)) ∈ requests CC.

To derive the final failure state CC, the credit institute has applied the bb
function as Some((bb C) d) which evaluates Bob’s request as Some(False)
(see rule eval in Sect. 3.2).

α.2 Next, the PCR algorithm finds an initial precondition that yields the desir-
able outcome in a closest state using counterfactuals. The closest state is
given as Ca which differs from C in that Bob has a higher salary of 40K as
opposed to 35K as in C. The state Ca is reachable: Bob first applies for a

3 It is important to note that we request really only input output pairs and not
a mathematical description of the black box. This is in contrast to the stronger
assumptions made in the literature, for example [25] (see also the discussion in
Sect. 5.1).
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promotion via the action get. From the state Ca, Bob puts in the credit
application leading to CCa, before the credit institute CI evaluates leading
to CCCa. We see that now with the increased salary of 40K, Bob receives a
credit approval.

α.3 The next step of the PCR algorithm is generalisation. We want to investigate
whether the salary of 40K is a sufficient precondition in general (for all
actors) to explain why the bb algorithm approves the credit. When we try
to prove according to Step 3 that this is the case, the attack tree analysis
proves the opposite.

M � EF { s ∈ states M. pci(‘‘Alice’’,s) ∧ ¬ DO(‘‘Alice’’, s) }

It turns out that Alice who already has a salary of 40K doesn’t get the credit
approval. She lives, however, in London’s district SE1 unlike Bob who lives
in N3. Following thus Step 3.(a) we need to go to another iteration and go
back to Step 2. to refine the precondition by counterfactuals.

β.2 In this β-run, we now have the state s where Alice doesn’t get the approval.
According to Step 2.(a), we find a counterfactual state as the one in which
Alice first moves to N3. The new precondition now is created by adding the
additional Δ0 as A @s N3.

pci+1 (A, s) := salary A s >= 40K ∧ A @s N3

β.3 Going to Step 3 again in this β-run, now the proof of the generalisation
succeeds.

∀ A. M � AG {s ∈ states M. pci+1 (A, s) −→ EF {s. DO(A, s)}}

4.3 Discussion

With respect to the explanation, the algorithm finishes with the precondition

pci+1 (A, s) := salary A s >= 40K ∧ A @s N3

for any A of type actor. Although we terminated the algorithm there, we could
have entered another cycle by extending the list of parameters of the precondition
adding the location. The generalisation in Step 3 would have triggered the new
cycle with providing a precise precondition Δ to specify which locations are
sufficient for a desirable outcome. For the sake of conciseness of the exposition,
we omit this additional round. But we nevertheless want to discuss it here as it
sheds an interesting light onto the evaluation in particular with respect to the
GDPR relevance.

It turns out that often there is a bias in the data that has been used to
train the black box algorithm. For our case study, we deliberately used such
an example to show its potential use for the logical explanation we provide.
Since we give a general rule that formally describes and explains the decision
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process based on actual features of the context of the world. Here, the full run
of the PCR algorithm would reveal that for postcodes of London areas in which
predominantly black population lives, the salary has to be higher to gain credit
approval. While our example is synthesized, biases like this are known to be
implicit in data sets because of the data workers who provided the training data
classifications. A very important contribution of our explicit logical model is
thus to reveal such biases that are implicit in black box AI algorithms for data
evaluation.

How now is this relevant for the GDPR discussion of rights of explanation?
The three purposes of explanation that have been identified by Wachter et al.
[25] (see Sect. 2.2) with respect to the GDPR are all met by our explanation
algorithm.

– Understand decisions: the explicit model of context in IIIf contains the rules of
the state transition providing the details of each step. The attack trees that
produce the traces leading to failure states thus give detailed explanations
how the decisions have been arrived at. The algorithm finally produces a
general logical rule containing the precondition that explains precisely within
the detailed application context what are the relevant facts for decisions.

– Contest decisions: the attack trees are explanation trees showing how the
decision has been made. The general rule with the precondition provides a
means for contesting a decision as it allows to check the decision criteria and
reveal potential biases.

– Alter Future Decisions: the general rule and its precise precondition allow to
read out what are the criteria that can be used as a guideline to alter future
decisions. Moreover, the IIIf Kripke model can be explicitly used to simulate
the outcome of behaviour by simulating actions of the state transition rules
to arrive at favorable states.

5 Related Work and Conclusions

5.1 Related Work

Vigano and Magazzeni [24] argue that explainability is not only needed for AI
but as well for security. They use the notion of XSec or Explainable Security and
provide a research agenda for explainability in security centered around the “Six
Ws” of XSec: Who? What? Where? When? Why? And hoW? Our point of view
is quite similar to Vigano’s and Magazzeni’s but we emphasize the technical side
of explanation using interactive theorem proving and the Isabelle Infrastructure
framework, while they focus on differentiating the notion of explanation from
different aspects, for example, stake holders, system view, and abstraction levels.
Their paper is a position paper that produces a range of research questions illus-
trating them on examples and showing up potential avenues for future research
while we address a very specific way of providing a solution for explanation using
automated reasoning with IIIf.
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Relevant for the application of the IIIf to the task of explanation is (a) that
attack trees resemble explanation trees and (b) that developing a system using
attack trees using the RR-cycle resembles the process of generalizing local rules
by precondition refinement. Belle and Papantonis [2] already describe how to
infer local explanations from counterfactuals using quantitative information. A
local explanation corresponds to a rule. “Robustness” of the rule means that sim-
ilar instances will get the same outcome – a starting point for developing more
general rules. Their approach strongly inspired our development of the PCR
cycle because – in analogy to using attack trees as a trigger for the RR-cycle
– counterfactuals are now used to guide the development of general “robust”
rules. Nevertheless our work provides a precise process of precondition refine-
ment within Isabelle as well as a framework that extends the IIIf to support
explanation within rich human centric models.

Wachter et al. [25] is a paper that strongly inspired our work. We used their
analysis of explanation and the GDPR as requirements for our analysis and val-
idation of the PCR cycle. However, there are a number of differences. Wachter
advocates strongly the use of counterfactuals as fully sufficient for the explana-
tion of black box decision procedures. Nevertheless, they use a function fw [25,
p. 854] as explicit input to their optimiser that allows the computation of coun-
terfactuals at any given data points. Thus it is not really a black box algorithm
they assume. Consequently, in their demonstration example [25, Appendix A],
they easily outperform a very simple explanation method like LIME that uses
linear regression. Another difference to our work is that they only consider quan-
titative functions, like salary. Context features, like location, ethnicity, etc., that
are central to our logical method of building a complete rule explanation are not
represented.

5.2 Conclusions

In this paper, we have shown how the RR-cycle of the IIIf can be adapted to
provide a method for iteratively extracting an explanation by interleaving attack
tree analysis with precondition refinement. This precondition refinement (PCR)
cycle finally yields a general rule that describes the decision taken by a black
box algorithm produced by AI. Since it is a logical rule within a rich context
of an infrastructure model of the application scenario, it provides transparency,
We argue that the three purposes of the right of explanation of the GDPR of
understanding, contesting and altering a decision given by an automated AI
decision procedure are supported by the PCR cycle.

The PCR cycle only needs to slightly adapt the RR-cycle by implementing
an algorithm to define a methodology for interleaving attack tree analysis with a
step by step refinement of a precondition using counterfactuals. Responsible for
the ease of this adaptation is the first class representation of attack trees in the
IIIf. That is, the existing Correctness and Completeness result of attack trees
with respect to the CTL logic defined over Kripke structures allows changing
between attack trees and CTL EF formulas. Thus attack trees can be reused as
explanation trees because they explain how failure states are reached. This in
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turn allows the construction of counterfactuals that guide the refinement of the
precondition. This paper has validated the algorithm of the PCR cycle by a case
study of credit scoring. Further work should address to what extent finding the
counterfactuals and thereby the refined precondition can be automated.

References

1. Arrieta, A.B., et al.: Explainable artificial intelligence (XAI): concepts, taxonomies,
opportunities and challenges toward responsible AI. Inf. Fusion 58, 82–115 (2020)

2. Belle, V., Papantonis, I.: Principles and practice of explainable machine learning.
CoRR, abs/2009.11698 (2020)

3. Bull, S.: London boroughs mapped and ranked by residents’ credit scores - how
money-savvy is your area? Accessed 22 July 2022

4. CHIST-ERA. Success: Secure accessibility for the internet of things (2016). http://
www.chistera.eu/projects/success

5. Gilpin, L.H., Bau, D., Yuan, B.Z., Bajwa, A., Specter, M.A., Kagal, L.: Explain-
ing explanations: an approach to evaluating interpretability of machine learning.
CoRR, abs/1806.00069 (2018)

6. T. is Money. How well do your neighbours manage their money? Interactive
map reveals average credit scores by postcode. https://www.thisismoney.co.uk/
money/cardsloans/article-3273996/How-neighbours-manage-money-Interactive-
map-reveals-average-credit-scores-postcode.html. Accessed 22 July 2022

7. Kammüller, F.: A proof calculus for attack trees in Isabelle. In: Garcia-
Alfaro, J., Navarro-Arribas, G., Hartenstein, H., Herrera-Joancomart́ı, J. (eds.)
ESORICS/DPM/CBT 2017. LNCS, vol. 10436, pp. 3–18. Springer, Cham (2017).
https://doi.org/10.1007/978-3-319-67816-0 1

8. Kammüller, F.: Attack trees in Isabelle. In: Naccache, D., et al. (eds.) ICICS 2018.
LNCS, vol. 11149, pp. 611–628. Springer, Cham (2018). https://doi.org/10.1007/
978-3-030-01950-1 36

9. Kammüller, F.: Formal modeling and analysis of data protection for GDPR com-
pliance of IoT healthcare systems. In: IEEE Systems, Man and Cybernetics, SMC
2018. IEEE (2018)

10. Kammüller, F.: Attack trees in Isabelle extended with probabilities for quantum
cryptography. Comput. Secur. 87 (2019)

11. Kammüller, F.: Combining secure system design with risk assessment for IoT
healthcare systems. In: Workshop on Security, Privacy, and Trust in the IoT,
SPTIoT 2019, co-located with IEEE PerCom. IEEE (2019)

12. Kammüller, F.: Dependability engineering in Isabelle (2021). arXiv preprint,
http://arxiv.org/abs/2112.04374

13. Kammüller, F.: Explanation by automated reasoning using the Isabelle infrastruc-
ture framework (2021). arXiv preprint, http://arxiv.org/abs/2112.14809

14. Kammüller, F.: Isabelle Insider and Infrastructure framework with Kripke stru-
tures, CTL, attack trees, security refinement, and examples including IoT, GDPR,
QKD, social networks, and credit scoring (2022). https://github.com/flokam/
IsabelleAT

15. Kammüller, F., Alvarado, C.M.: Exploring rationality of self awareness in social
networking for logical modeling of unintentional insiders (2021). arXiv preprint,
http://arxiv.org/abs/2111.15425

http://www.chistera.eu/projects/success
http://www.chistera.eu/projects/success
https://www.thisismoney.co.uk/money/cardsloans/article-3273996/How-neighbours-manage-money-Interactive-map-reveals-average-credit-scores-postcode.html
https://www.thisismoney.co.uk/money/cardsloans/article-3273996/How-neighbours-manage-money-Interactive-map-reveals-average-credit-scores-postcode.html
https://www.thisismoney.co.uk/money/cardsloans/article-3273996/How-neighbours-manage-money-Interactive-map-reveals-average-credit-scores-postcode.html
https://doi.org/10.1007/978-3-319-67816-0_1
https://doi.org/10.1007/978-3-030-01950-1_36
https://doi.org/10.1007/978-3-030-01950-1_36
http://arxiv.org/abs/2112.04374
http://arxiv.org/abs/2112.14809
https://github.com/flokam/IsabelleAT
https://github.com/flokam/IsabelleAT
http://arxiv.org/abs/2111.15425


84 F. Kammüller

16. Kammüller, F., Kerber, M.: Applying the Isabelle insider framework to airplane
security. Sci. Comput. Program. 206 (2021)

17. Kammüller, F., Kerber, M., Probst, C.: Insider threats for auctions: Formal model-
ing, proof, and certified code. J. Wirel. Mob. Netw. Ubiquit. Comput. Dependable
Appl. (JoWUA) 8(1) (2017)

18. Kammüller, F., Lutz, B.: Modeling and analyzing the corona-virus warning app
with the Isabelle infrastructure framework. In: Garcia-Alfaro, J., Navarro-Arribas,
G., Herrera-Joancomarti, J. (eds.) DPM/CBT 2020. LNCS, vol. 12484, pp. 128–
144. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-66172-4 8

19. Kammüller, F., Nestmann, U.: Inter-blockchain protocols with the Isabelle infras-
tructure framework. In: Formal Methods for Blockchain, 2nd International Work-
shop, co-located with CAV 2020, Open Access Series in Informatics. Dagstuhl
Publishing (2020, to appear)

20. Kammüller, F., Wenzel, M., Paulson, L.C.: Locales a sectioning concept for
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Abstract. We study coercion-resistance for online exams. We propose
two new properties, Anonymous Submission and Single-Blindness which
preserve the anonymity of the links between tests, test takers, and exam-
iners even when the parties coerce one another into revealing secrets. The
properties are relevant: not even Remark!, a secure exam protocol that
satisfies anonymous marking and anonymous examiners, results to be
coercion resistant. Then, we propose a coercion-resistance protocol which
satisfies, in addition to known anonymity properties, the two novel prop-
erties we have introduced. We prove our claims formally in ProVerif. The
paper has also another contribution: it describes an attack (and a fix) to
an exponentiation mixnet that Remark! uses to ensure unlinkability. We
use the secure version of the mixnet in our new protocol.

Keywords: Coercion-resistance · Formal verification · Exponentiation
mixnet · Security flaws · Security protocol design · Proverif

1 Introduction

One of the most tangible consequences of the Corona virus pandemic in education
has been that academic institutions moved exams to the Internet. The migration
to an online format did aggravate the problem of fraud, which is now a concern
for all institutions worldwide (Watson and Sottile 2010).

Cheating at exams, i.e., taking advantage of the process for one’s own benefit,
is a practice as old as the establishment of exams, and it is unsurprising that
candidates try to cheat; However, the use of Information and Communication
Technologies (ICT) in exams makes it easier and more appealing even for the
authorities to temper with the exam processes. Authorities have been found to
increase the grades in order to boost their university national ranking1; More
recently, a famous legal firm has been fined 100M $ because hundreds of auditors
at the firm cheated at ethics tests required to keep their professional license2.
1 Valerie Strauss, “Remember the Atlanta schools’ cheating scandal? It is not over”,

1 February 2022, Washington Post, accessed on 2022/06.
2 Tory Newmyer, “Ernst & Young hit with a 100 million fine over cheating on ethics

tests”, 28 June 2022, Washington Post, accessed 2022/07.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Garcia-Alfaro et al. (Eds.): DPM 2022/CBT 2022, LNCS 13619, pp. 85–100, 2023.
https://doi.org/10.1007/978-3-031-25734-6_6
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With electronic exams (or e-exams), the implementation of traditional anti-
cheating mitigation actions is harder and less scalable than in traditional pencil-
and-paper exams. Frauds perpetrated by attacking the underline communication
infrastructure are subtle and hard-to-detect. The use of ICT in exams, and the
migration of them them online, may compromise the quality of education assess-
ment unless we can provide exam protocols that are secure by-design.

Security in e-exam is not a new topic. Previous research, shows that is possible
to formally express and study properties such as anonymous marking, question
secrecy, and mark integrity (Giustolisi 2018); that e-exam protocols can preserve
privacy despite curious authorities (Bella et al. 2017); and that e-exams can be
designed to be verifiable (Dreier et al. 2014), and privacy-preserving verifiable
(Giustolisi et al. 2017).

Contribution. This work contributes to the state of the art in e-exam security,
in several ways. First, it studies two new properties meant to capture coercion
resistance, a property never studied in e-exams. The new properties are called
Anonymous Submission and Single-Blindness. The former, expresses that exam-
iners cannot get to know the link between candidates (i.e., test takers) and the
tests that they had submitted, even if examiners force the candidates to reveal
their secrets (i.e., private keys); the latter, says that candidates cannot learn
the link between examiners and the tests that the examiners had marked, even
if they compel examiners to reveal their secrets.

Anonymous Submission and Single-Blindness are novel, although they may
resemble to Anonymous Marking (marks remain secret until notification) and
Anonymous Examiner (test takers ignore the identities of examiners). To answer
the question, we select a state-of-the-art secure exam protocol, Remark! (Gius-
tolisi et al. 2014), which uses the exponentiation mixnet proposed by Haenni-
Spycher (Haenni and Spycher 2011) to preserve anonymity and unlinkability, and
that satisfies Anonymous Marking and Anonymous Examiner even if candidates
and examiners can collude. Under collusion, Remark! does not satisfy Anony-
mous Submission and Single-Blindness, supporting that Anonymous Submission
and Single-Blindness are unprecedented.

Besides, we propose a new coercion-resistant exam protocol, which we call
Coercion-Resistant Electronic Exam (C-Rex). It satisfies Anonymous Submission
and Single-Blindness under coercion, and we prove this statement formally using
Proverif (Blanchet 2001), a model checker. We also verify that C-Rex satisfies
the other security properties already met by Remark!.

This work has another orthogonal, but not less important, contribution. We
discover that by injecting specific messages into the mixnet used by Remark!—
the Haenni-Spycher’s exponentiation mixnet—an attacker can break unlinkabil-
ity. An immediate consequence is that, in Remark!, various anonymity properties
no longer hold, including Anonymous Marking and Anonymous Examiner . We
discuss how to secure the exponentiation mixnet so that to restore Anonymous
Marking and Anonymous Examiner in Remark!. We believe that our fix also
improves the security of Haenni-Spycher’s mixnet in other domains than the
online assessment, a statement that will be investigated in future work.
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2 Related Work

Although a discussion about security in e-exams has recently gained attention,
the topic is not new and has been researched before. For a fairly extensive list
of requirements for e-exams, we refer the reader to (Giustolisi 2018); for a brief
account, we recall that security requirements for e-exams have been informally
expressed in (Weippl 2005; Furnell et al. 1998), while (Dreier et al. 2014) defines
a formal framework in the applied π-calculus to specify and analyze authenti-
cation and privacy in e-exams; in addition, the authors define and show how to
prove a set of verifiability properties for exams (Dreier et al. 2015). In a similar
domain, that of computer-supported collaborative work, (Foley and Jacob 1995)
formalizes confidentiality, proposing exams as a case study.

In the state-of-the-art, we find not only works that describe properties for
secure and private assessment, but also proposals for new security protocols for
computer-assisted exams. (Castella-Roca et al. 2006) designs a protocol that
meets authentication and privacy properties in the presence of a fully trusted
exam manager. (Bella et al. 2014) proposes an e-exam, which considers a cor-
rupted examiner, but assumes an honest-but-curious anonymiser. This assump-
tion was later removed in (Bella et al. 2017).

(Huszti and Pethö 2010) tackles on-line exams and discusses an Internet-
based exam protocol with few trust requirements on principals. (Giustolisi et al.
2014) describes Remark!, another Internet-based exam protocol that ensures
authentication and conditional anonymity requirements with minimal trust
assumptions; this is the protocol we refer to here as use case.

The interest in e-exams is not limited to researchers. Many institutions for
language proficiency tests, for example the Educational Testing Service (ETS)3,
or organizations for personnel selection, for instance Pearson4 or the EU EPSO5,
offer computer-assisted and online testing.

Some related protocols have been proposed in the area of conference man-
agement systems. Our proposed properties can be seen as double-blind review
properties, typically requested in the submission of conference papers. (Kanav
et al. 2014) introduced CoCon, a formally verified implementation of a confer-
ence management system that guarantees confidentiality. Arapinis et al. intro-
duced and formally analysed ConfiChair, a cryptographic protocol that addresses
secrecy and privacy risks coming from a malicious-but-cautious cloud. Their work
has been extended to support any cloud-based system that assumes honest man-
agers, such as the public tender management and recruitment process (Arapinis
et al. 2013). All such works do not mention or consider coercion resistance, a
class of properties that, instead, we study here for e-exams.

3 https://www.ets.org/.
4 https://www.pearsonassessments.com/.
5 https://epso.europa.eu/.

https://www.ets.org/
https://www.pearsonassessments.com/
https://epso.europa.eu/
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3 Background

Exam procedures differ one another in the details, but they all share the same
organization and information flow at a certain level of abstraction. They are
generally organized in four distinct phases: Registration, Examination, Mark-
ing , and Notification. Several roles are involved: candidates, the test takers;
question committee, which prepares the exam questions; examiners, those who
mark the tests; and exam authorities, a set of potentially distinct agents that
help e.g., distribute the test to students, assign examiners, and notify marks.

3.1 Security Properties of an e-Exam

An e-exam protocol is expected to guarantee specific security properties. The
ones this work refers to are: (i) Test Answer Authentication (only tests sub-
mitted by eligible candidates are collected); (ii) Examiner Authentication (only
authenticated examiners are allowed to marking tests); (iii) Mark Privacy (the
marks given to a candidate’s test remain unknown to the other candidates); (iv)
Anonymous Marking (examiners do not learn the owner of a test they are mark-
ing, until after the markings are notified); (v) Anonymous Examiner (candidates
do not learn the identity of the examiners who marked their tests). To this list,
we study Anonymous Submission and Single-Blindness (see Sect. 3).

3.2 Coercion Resistant e-Exams

Since no one studied coercion-resistance in e-exams (the property has been stud-
ied extensively but in other domain, for instance, e-voting), we propose our inter-
pretation. In layman terms, it means that an exam protocol should preserve pri-
vacy between examinees and examiners even when they force one another into
revealing secrets the lead to de-anonymization, such as, private keys.

The threat is not negligible considering that e-exams are used not only for
university grading but also, for instance, in national and international educa-
tional assessments like for instance, the PISA6; the PIAAC7; the various Tests
for English as a Foreign Language required to get US VISA and studentships.
Here, the benefits at stake are higher and so are the incentives to stress the
procedure for one’s own profit.

To address coercion resistance, we propose two additional security require-
ments for e-exams, Anonymous Submission and Single-Blindness. Anonymous
Submission states that an examiner cannot learn which answer is submitted by
which candidate. At first glance, it sounds similar to Anonymous Marking , as
both aim to achieve unlinkability between the identity of a candidate and the
answer that she submitted. The difference is that the definition of Anonymous
Submission is based on the indistinguishability of the answers submitted by

6 The Programme for International Student Assessment.
7 Programme for the International Assessment of Adult Competencies.
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two known candidates, while the definition of Anonymous Marking is based on
the indistinguishability of the candidates’ identities who submitted two known
answers. As shall we see in Sect. 5.1, this is a key difference that allows us to
model coercion in an e-exam by starting from the definition of Anonymous Sub-
mission. The property is relevant when an examiner tries to coerce candidates
to reveal their private keys, or the answers they submitted.

Single-Blindness ensures that no candidate can learn which mark has been
assigned by an examiner. This property recalls Anonymous Examiner , as they
both aim to achieve unlinkability between the identity of an examiner and the
mark he provided. However, while the definition of Anonymous Examiner is
based on the indistinguishability of the examiners’ identities who provided a
mark for two known tests, Single-Blindness is based on the indistinguishability
of the marks provided by two known examiners. Here, the main difference is
that Single-Blindness does not consider the tests at all. The property is relevant
when a candidate attempts to compel an examiner to reveal a private key to get
access to the marks he has reported to the exam authority.

4 Use Case and a Relevant Attack on Mixnet

We are interested to verify whether our new properties are novel and relevant,
and not other properties renamed. Thus, we pick a state-of-the-art exam protocol
Remark! (Giustolisi et al. 2014)—an internet-based exam that preserves all the
properties listed in the previous section, including Anonymous Marking and
Anonymous Examiner and study our new properties against it. In Remark!’s
threat model, all parties are malicious and can collude. It seems a good choice
to start with to explore resilience against coercion.

4.1 Remark! in a Nutshell

It is organized into four phases: at Registration private/public keys and pseudo-
identities are generated and distributed to candidates and examiners using an
exponentiation mixnet; during Examination, questions are anonymously dis-
tributed (relying on a bulletin board) to candidates; the exam authority receives
the answers submitted by the candidates; at Marking the æanonymously dis-
tributes the tests to examiners; at Notification, the exam authority records the
marks and notifies the candidates their results. Dreier et al. in (Dreier et al.
2014) formally proved that Remark! satisfied Test Answer Authentication, Mark
Privacy, Anonymous Marking and Anonymous Examiner .

Remark! relies on the Haenni-Spycher’s exponentiation mixnet (Haenni and
Spycher 2011) to generate pseudo-identities for examiners and candidates.

Haenni-Spycher’s Exponentiation Mixnet. (Haenni and Spycher 2011)
proposed a structure called verifiable shuffling mixnet or exponentiation mixnet,
and designed an e-voting protocol based on it. The aim of the mixnet is to gen-
erate a list of pseudonyms from a list of public keys in a way that only the owner
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of a public key can find the corresponding pseudonym in the output list. This
mixnet construction is used in Remark! to output a list of pseudo-public keys
(pseudonyms) from an input list of public keys, while preserving unlinkability
between input and output lists. To do so, the exam authority sends the list of
eligible candidates’ and examiners’ public keys to the mixnet. Upon receiving the
list of public keys the mixnet generates the output list as depicted in Fig. 1. In
this structure, PK i = gSKi , PK i = hC

SKi , rk =
∏k

i=1 ri and πk = πk ◦ · · · ◦ π1,
where SK i, rk and πk are, respectively, the private key of party ith, the secret
element of the mixnet kth, and the secret permutation of the mixnet kth. For a
more detailed description, see (Haenni and Spycher 2011).

mix1 mix2 mixm

C1 PK1 PKr1
π1(1)

PKr2
π2(1)

· · · PKrm

πm(1)
= PK1

C2 PK1 PKr1
π1(2)

PKr2
π2(2)

· · · PKrm

πm(2)
= PK2

...
...

...
...

...
Cn PKn PKr1

π1(n)
PKr2

π2(n)
· · · PKr

πm(n) = PKn

g gr1 gr2 · · · grm = hC

Fig. 1. Using exponentiation mixnet to generate pseudonyms. All the terms within the
box are published on the bulletin board.

4.2 Intermezzo: An Attack and a Fix on Remark!’s Mixnet

Before proceeding further, we have to comment on a finding that we discovered
while reflecting on the role of the mixnet in preserving anonymity and unlika-
bility. It is a new attack against the implementation of Haenni-Spycher’s mixnet
used in Remark! that compromises anonymity and unlinkability, and which we
have to fix before proceeding further.

The attack allows an attacker to link any public key to its corresponding
pseudonym. Let L = {gt1 , . . . , gtn} be a list of n values where g is the generator
of a multiplicative subgroup Gq of prime order q and ti ∈ Zq, 1 ≤ i ≤ n.

Let us assume that E is a party that receives L and is requested to send
it to the mixnet. We show that a malicious E is capable of deanonymizing an
arbitrary element of L by adding an additional input to the list. E first chooses
a random number s ∈ Zq and computes gs. Then, she selects the pseudonym she
wants to deanonymize, say gti ∈ L, it inserts gti · gs into L,and sends L to the
mixnet. The mixnet returns L′ = {L′

1, . . . , L
′
n+1} = {gt1·r, . . . , gtn·r, (gti · gs)r}

as output and publicly publishes gr. Now, E computes (gr)s and searches in L′

for the element grs · Lj . That element is the pseudonym that links to ti.
The attack exploits the fact that grs · gti.r = (gti · gs)r. It lets E learn

L′
j = gti·r which is the corresponding output for the chosen input gti without E

knowing the secret element ti. If E runs it for each element, in O(n2) time, he
can learn all the n links between L and L′.
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It is worth to stress that if the mixnet has a procedure to check the eligibility
of the input public keys run by E, the attack is possible if E is untrustworthy,
which is usually a health assumption (i.e., better not to have trusted parties):
E can violate this check and inputs a manipulated public key. If we assume that
the mixnet has no eligibility check feature for inputs, then the attack can even
be done by any external attacker who only knows a member from L.

The attack mentioned above is independent of the system in which the mixnet
is used. Any protocol that relies on the Haenni-Spycher’s exponentiation mixnet
is vulnerable to this injection attack. In Remark!, exam authority can launch this
attack to learn the link between public keys and their associated pseudonyms
that violates Anonymous Marking and Anonymous Examiner .

4.3 A Mixnet Resilient to Injection Attacks

To secure the mixnet against our linkability attack, one possible solution is
to prevent the injection of biased public keys into the mixnet. We propose
an Injection-Resistant Exponentiation Mixnet setup based on Haenni-Spycher’s
mixnet, where the input public keys should be accompanied by their Zero Knowl-
edge Proofs of Knowledge (ZKPKs) for their corresponding private keys. The
rest of the structure remains unchanged.

With this simple fix, the mixnet only accepts a public key that is associated
with a verified ZKPK and aborts otherwise.

5 Security Formal Analysis

Having fixed the mixnet construction, a question remains open: does Remark!
with the stronger mixnet (for reference, we call it Injection-Resistant Exponen-
tiation Mixnet (IRemix)) satisfy Anonymous Submission and Single-Blindness
even if we assume that the parties can coerce one another? If that were true,
Anonymous Submission and Single-Blindness could be simply achieved by ensur-
ing unlinkability. We could even suspect that Anonymous Submission and Single-
Blindness are implied by Anonymous Marking and Anonymous Examiner . For-
tunately, this is not the case, as we argue later in this section, after we set up
the formal framework where we perform our security analysis.

Formalizing e-Exams. Since we aim at a formal verification, we need to model an
e-exam protocol in a formal language. We choose the applied π-calculus (Abadi
and Fournet 2001) for the task, and we refer to the strategy advanced by Dreier
et al. . in (Dreier et al. 2014), which we remind here.

Definition 1 (E-exam protocol) (Dreier et al. 2014). An e-exam protocol is
a tuple (C,E,Q,A1, . . . , Al, ñp), where C is the process executed by the candi-
dates, E is the process executed by the examiners, Q is the process executed by
the question commitee, Ai’s are the processes executed by the authorities, and ñp

is the set of private channel names.
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Note that all candidates and all examiners execute the same process, but with
different variable values, e.g., keys, identities, and answers.

Definition 2 (E-exam instance) (Dreier et al. 2014). An e-exam
instance is a closed process EP = νñ.(Cσid1σa1 | . . . |Cσidj

σaj
|Eσid′

1
σm1 | . . .

|Eσid′
k
σmk

|Qσq|A1σdist | . . . |Al), where ñ is the set of all restricted names, which
includes the set of the protocol’s private channels; Cσidi

σai
’s are the processes

run by the candidates, the substitutions σidi
and σai

specify the identity and the
answers of the ith candidate respectively; Eσid′

i
σmi

’s are the processes run by the
examiners, the substitution σid′

i
specifies the ith e xaminer’s identity, and σmi

specifies for each possible question and answer pair the corresponding mark; Q is
the process run by the question committee, the substitution σq specifies the exam
questions; the Ai’s are the processes run by the exam authorities, the substitution
σdist determines which answers will be submitted to which examiners for grad-
ing. Without loss of generality, we assume that A1 is in charge of distributing
the copies to the examiners.

Definition 2 does not specify whether the examiners are machines or humans.
For the purpose of our model this distinction is not necessary; it is sufficient that
an examiner attributes a mark to a given answer.

Note that Q and A1 could coincide if for instance there is only one authority
A, in that case we can write simply Aσqσdist instead of Qσq|A1σdist .

Model Checking and Equational Theories. We use ProVerif (Blanchet 2001) for
the analysis of e-exam protocols. ProVerif allows one to analyze reachability and
equivalence-based properties in the symbolic attacker model. We chose ProVerif
mainly because it has been extensively used to analyze exam protocols (Gius-
tolisi 2018), hence we could easily check formerly defined security properties for
exams. ProVerif is also one of the few tools that allows for automated analy-
sis of privacy properties using observational equivalence; therefore, we can check
Anonymous Submission and Single-Blindness in our protocol automatically. The
input language of ProVerif is the applied π-calculus (Abadi and Fournet 2001),
which the tool automatically translates to Horn clauses. Cryptographic primi-
tives can be modeled by means of equational theories. An equational theory E
describes the equations that hold on terms built from the signature. Terms are
related by an equivalence relation = induced by E. For instance, the equation
dec(enc(m, pk(k)), k) = m models an asymmetric encryption scheme. The term
m is the message, the term k is the secret key, the function pk(k) models the
public key, the term enc models the encryption function, and the term dec mod-
els the decryption function. The list of all equational theories used to model the
Remark! protocol can be found in (Dreier et al. 2014).

5.1 Threat Model and Formalization of the New Properties

We let the attacker read all public data on the bulletin board and impersonate
misbehaving parties, including an unbounded number of dishonest examiners
when checking Anonymous Submission, and an unbounded number of dishonest
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candidates when checking Single-Blindness. In addition, we check both proper-
ties under a coercion scenario, meaning that the coerced candidate (resp. exam-
iner) reveals their secrets before notification.

Privacy properties can be modeled as observational equivalence properties.
To model Anonymous Submission, we consider two honest candidates and an
unbounded number of dishonest examiners; to model Single-Blindness, we con-
sider two honest examiners and an unbounded number of dishonest candidates.
We check both Anonymous Submission and Single-Blindness considering an hon-
est exam authority. We also check Anonymous Marking and Anonymous Exam-
iner considering a dishonest exam authority.

First, we check whether Anonymous Submission holds in our protocol: specif-
ically, that even if two honest candidates swap their answers in two different runs
of the protocol then the attacker cannot distinguish the two resulting systems.

Definition 3 (Anonymous Submission). An exam protocol ensures Anony-
mous Submission if any exam process EP , any two candidates id1 and id2, and
any two answers a1 and a2.

EP{id1,id2}[Cσid1σa1 |Cσid2σa2 ]|marked≈l EP{id1,id2}[Cσid1σa2 |Cσid2σa1 ]|marked
The difference between Anonymous Submission and Anonymous Marking

is that the latter considers two honest candidates who swap their secret keys
in two different runs. While both properties aim at hiding the link between
candidate’s key and answer, the definition of Anonymous Submission crucially
enables a definition of coercion-resistance. To model this, we additionally let the
candidates publish their answers and their secret keys on the public channel,
and verify that Anonymous Submission still holds:

EP{id1,id2}[Cσid1σa1 |Cσid2σa2 ]|marked ≈l EP{id1,id2}[C ′|Cσid2σa1 ]|marked
where C ′ is a process such that C ′\out(chc,·) ≈l Cσid1σa2 , i.e. C ′ is the process
that acts like one submitting answer a2, but pretends to cooperate with the
attacker by revealing their secrets trough channel chc.

Then, we check whether Single-Blindness holds in our protocol. We check
that if two honest examiners swap their marks in two different runs of the pro-
tocol, then the attacker cannot distinguish the two resulting systems.

Definition 4 (Single-Blindness). An exam protocol ensures Single-Blindness
if for any exam process EP , any two examiners id1 and id2, any two marks m1

and m2

EP{id1,id2} [Eσid1σm1 |Eσid2σm2 ] ≈l EP{id1,id2} [Eσid1σm2 |Eσid2σm1 ]

As for Anonymous Submission, we also check that Single-Blindness holds
under examiner coercion. We let the examiners publish their marks and secret
keys on the public channel:

EP{id1,id2} [Eσid1σm1 |Eσid2σm2 ≈l EP{id1,id2} [E′|Eσid2σm1 ]

where E′ is a process such that E′\out(chc,·) ≈l Eσid1σm2 .
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The difference between Single-Blindness and Anonymous Examiner is that
the latter considers two honest examiners who swap their keys in two different
runs. While both properties aim at hiding the link between key and mark, the
definition of Single-Blindness enables the definition of coercion-resistance.

Security Findings. Under the only threat of collusion, ProVerif proves that both
properties holds in Remark!. However, under coercion threats, it finds attacks.

Anonymous Submission does not hold under candidate coercion, because the
exam authority publishes on the bulletin board the answer of a candidate along
with their pseudo public keys (see step 6 in (Giustolisi et al. 2014)). ProVerif
shows an attack trace in which a coercer, who knows the secret key of a coerced
candidate, finds out the candidate’s answer by retrieving their pseudo public key
from the output of the exp. mixnet (see step 1 in (Giustolisi et al. 2014)).

Single-Blindness does not hold under examiner coercion either, because, at
notification, the mark and the answer are signed with the examiner’s pseudo
signing key (see step 8 in (Giustolisi et al. 2014)). ProVerif shows an attack
trace in which a coercer, finds out which answers have been marked by a coerced
examiner by retrieving their pseudo signing key from the output of the exp.
mixnet (see step 2 in (Giustolisi et al. 2014)). Table 1 summarizes the findings.

6 A Secure Coercion Resistant Exam Protocol

We now present our new protocol, C-Rex, whose goal is to guarantee all the
properties outlined above. C-Rex has four main phases Registration, Examina-
tion, Marking , and Notification and one additional phase which is run before
the exam begins. We assume that each test consists of at least two questions.
We also assume that there is an append-only bulletin board (BB), which records
data concerning examiners, candidates and exam authority. The bulletin board is
used to publish public parameters and is also needed for verifiability guarantees.
Moreover, we assume that each principal has a pair of Elgamal public/private
key which used in an Elgamal cryptosystem (ElGamal 1985). The five phases of
C-Rex are depicted in Fig. 2 and are as follows:

Pre-Assignment : Let us assume n candidates and m examiners. Before starting
the exam, the exam authority forms A = {1, . . . , n} and then partitions A into
d subsets as AP = {AP1 , . . . , APd

}, and labels them as P = {P1, . . . , Pd}. The
exam authority sends AP and P to each examiner through a secure channel.
The examiners sign the partitions and send them back to exam authority, which
distributes the signatures among all examiners so that each examiner can check
if they have received the same message as the others.

Registration: This phase is as the registration phase in Remark!, but with
the IRemix explained in Sect. 4. In this phase, we create pseudo public keys
(pseudonyms) as outputs from a list of public keys as inputs while preserving
the unlinkability between input and output lists. exam authority sends the list
of public keys of eligible candidates and examiners and the list of correspond-
ing Zero-Knowledge Proofs of Knowledge (ZKPKs) of those keys to the mixnet.
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Each candidate and examiner, during the authorization and eligibility checks,
provides the ZKPK of their keys. When receiving the list of public keys accom-
panied by their ZKPKs, the mixnet checks the proofs and generates the output
list in the same fashion as in Fig. 1.

Testing : The exam authority signs and encrypts the questions with the candi-
date’s pseudonym and posts them on the bulletin board. The candidate decrypts
the test, checks the signature, and answers the questions. Then she sends
[SignSKC ,hC

(quest, ans, PKC)]PKA
where SKA, PKA, quest, ans and PKC are

the private key of exam authority, the public key of exam authority, the answers,
and the candidate pseudonym, respectively. Furthermore, exam authority sends
the candidate [SignSKA

H(quest, ans, PKC , α)]PKA
where H and α are a secure

hash function and a random value generated by exam authority.

Marking : In this phase, we introduce a new technique called Shuffled Answers
to assign the collected tests to the examiners in a way that guarantees Anony-
mous Submission and Single-Blindness also in case of coercion. The idea behind
this technique is that when the Marking phase starts, each examiner receives a
test where each (question, answer) pair belongs to a random candidate. After
collecting the tests from the candidates, exam authority forms a matrix named
T , which consists of all candidates’ (question, answer) pairs. Then it chooses a
secure permutation matrix named Π and applies it to T to form a new matrix
Tπ, that is Π(T ) = Tπ. The following transform mathematically expresses the
shuffling procedure. Here, if we assume k questions and n candidates, (q, a)(i,j)
is the answer of candidate j to question i.

T =

⎡

⎢
⎣

(q, a)1,1 · · · (q, a)1,n

...
...

(q, a)k,1 · · · (q, a)k,n

⎤

⎥
⎦

Π−→

⎡

⎢
⎣

(q, a)(1,π1
1)

· · · (q, a)(1,π1
n)

...
...

(q, a)(k,πk
1 )

· · · (q, a)(k,πk
n)

⎤

⎥
⎦ = Tπ

Let us define T and Tπ as sets of n vectors T = [V1, . . . , Vn] and Tπ =
[V π

1 , . . . , V π
n ], respectively. Vj , 1 ≤ j ≤ n shows the test of candidate j, while

V π
j , 1 ≤ j ≤ n represents a new test whose each question belongs to a random

author. exam authority signs Tπ with its private key and publishes it on the
bulletin board in front of its public key. Then exam authority randomly assigns
each examiner a member of P and posts this assignment on the bulletin board.
Therefore, each examiner sees a label in front of their pseudonym on the bul-
letin board that means which subset they should mark. Let us name PE the
label assigned to the examiner E. E grades the corresponding assigned vectors
and, for each, sends the message [SignSKE ,hE

(Mπ
j , APE

)]PKA
to exam authority

where Mπ
j is the vector of marks associated with V π

j and j ∈ APE
.

Notification: Let Sπ
j = SignSKE ,hE

(Mπ
j , APE

). When the exam authority
receives all messages from all examiners, first it checks if the examiners marked
the correct assigned subsets, and then it constructs two Sπ = [Sπ

1 , . . . , Sπ
n ] and

Mπ = [Mπ
1 , . . . ,Mπ

n ] matrices. Then, it applies the inverse permutation Π−1 to
these matrices and generates S = [S1, . . . , Sn] and M = [M1, . . . ,Mn], respec-
tively. M is the matrix of final marks and each column of it, which means Mj , is
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a vector showing the marks for the jth candidate’s test. S represents a notifica-
tion matrix which includes the marks signed by the eligible examiners. The exam
authority signs and encrypts each column of S with the pseudonym of the cor-
responding candidate and then posts the output on the bulletin board. Finally,
the mixnet servers reveal their secret exponents that are used to anonymize the
candidates. The anonymity of the candidate is revoked, and the exam authority
can register the marks and reveal the secret element α at the end of the exam.

Let us now assume that the coercer has asked a candidate to reveal her
private key and her submitted test. The coerced candidate first looks at Tπ and,
from each row, picks an arbitrary pair of (question,answer). Then, she reveals her
real private key, as well as the set of (question,answer) pairs chosen. We claim
that the coercer cannot distinguish whether the candidate has demonstrated her
real test or a fake one. Instead, let us assume an examiner Ej , 1 ≤ j ≤ d who
is coerced by a candidate and is supposed to mark the tests labeled Pr ∈ P . In
addition to Pr, Ej marks Pr′ where Pr′ ∈ P and r �= r′. Now, if the coercer asks
Ej to reveal her secret keys, Ej pretends that she has marked only the tests
labeled Pr′ . Our assertion is that the coercer cannot distinguish whether Ej lies
about her assigned partition.

Security Formal Analysis. ProVerif proves that our protocol meets both Anony-
mous Submission and Single-Blindness, including the coercion alternatives. Our
protocol resists the attack on candidate coercion seen in Remark! because the
exam authority re-randomizes the pseudo public key of the candidate. Single-
Blindness is proved also under examiner coercion because, differently from
Remark!, a coerced examiner can lie to a coercer by claiming that the exam-
iner is marking a different partition of tests.

In addition to Anonymous Submission and Single-Blindness, we prove in
ProVerif that our protocol meets all the original properties meet by Remark!,
namely, anonymous marking, anonymous examiner, test answer authentication
and examiner authentication. Table 1 summarizes the findings.

Table 1. Synthesis of the findings of the formal analysis under different threats.

Properties Remark! (with IRemix) C-Rex Threat model

Answer Authentication � � Dishonest E

Examiner Authentication � � Dishonest C

Mark Privacy � � Dishonest (C∗, E∗)

Anonymous Marking � � Collusion (EA, E)

Anonymous Examiner � � Collusion (EA, C)

Anonymous Submission � � Dishonest E

Single-Blindness � � Dishonest C

Anonymous Submission ✗ � Coercion (E)

Single-Blindness ✗ � Coercion (C)
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Examiner

E

Mixnet

M

ExamAuthority

EA

Candidate

C

Pre-Assignment Secure Distribution: (AP ,P )

Registration

Publish: r̄m =
m

i=1
ri PKC = PK r̄m

C hC = gr̄m

1 : SignSKM
(PKC ,hC)

B.B.

Publish: r̄m =
m

i=1
ri PKE = PK

r̄m

E hE = gr̄m

2 : SignSKM
(PKE ,hE)

B.B.

Testing

3 : [SignSKA
(quest,PKC)]

PKC

B.B.
TC = (quest,ans,PKC)

4 : [SignSKC ,hC
(TC)]PKA

RC = (quest,ans,PKC ,α)

5 : [SignSKA
H(RC)]

PKC

B.B.

Marking

Publish:Tπ =

(q,a)(1,π1
(1))

· · · (q,a)(1,π1
(n))

...
...

(q,a)(k,πk
(1))

· · · (q,a)(k,πk
(n))

6 : PE

B.B.7 : [SignSKE ,hE
(Mπ

j ,APE
)]PKA

Notification

SC = [SignSKE1 ,hE
(M1C ,APE1

), · · · ,SignSKEk
,hE

(MkC
,APEk

)]

8 : [SignSKA
(SC)]

PKC

B.B.9 : Secure Transfer: rC

Reveal: α

Fig. 2. The message sequence chart of C-Rex

Table 1 highlights the dishonest parties in our analysis. For Mark Privacy, C∗

and E∗ are, respectively, all candidates and examiners except the candidate and
examiner concerned. Collusion is possible when at least two parties misbehave.
Therefore, Anonymous Marking and Anonymous Examiner are discussed in the
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collusion threat model with respectively EA & E, and EA & C being dishonest.
Anonymous Submission and Single-Blindness are studied under both coercion
and non-coercion scenarios. The ProVerif codes are accessible online8.

7 Conclusion

The use of online exams, which peaked during the pandemic, raises issues of
security and privacy, since it is easier to cheat when exams are held in remote.

In certain sectors, like in e-voting, security and privacy are already well-
established subjects of research. Various academic and industrial collaboration
activities have been established, which now support the sectors with ideas, pro-
totypes, forums for discussions, and projects. Compared to e-voting, electronic
exams seem underrepresented. One could discuss whether what is at stake in e-
voting, aka one important cog in the democracy process, is more important than
the quality of assessment of skills and knowledge of people, but recent events
show that the government attention to a fair and honest assessment is not sec-
ond to anything. At the time of writing, giant companies like Ernst & Young,
admitted their employees had cheated on ethics exams, an act that cost them
a fine of a hundred million USD9. This episode is not isolated. In March 2022,
PwC has been sanctioned about one million USD for “having faulty quality con-
trol standards that allowed more than 1,200 professionals to cheat on internal
training courses”10. In a different domain, many universities are struggling to
achieve robust online assessment systems, where at stake is the trust that we
have in the general reward strategy of our educational systems. It is clear that to
adhere to a code of conduct is not a sufficient guarantee for an honest outcome
and that we need better, more secure, and private by-design exam protocols.

This work studies a class of exam security requirements missing in the state-
of-the-art: coercion resistance. Following this main goal, we obtained several
important achievements. First, we formally defined two new properties, Anony-
mous Submission and Single-Blindness, which allow one to reason about the
phenomenon of coercion in online exams. Thanks to this effort, we find that a
state-of-the-art protocol is not coercion resistant in the sense we describe with
our properties. Coercion resistance requires a different approach, and we propose
a new cryptographic protocol Coercion-Resistant Electronic Exam (C-Rex). To
our knowledge, it is the first coercion-resistant e-exam protocol: unlike Remark!,
it guarantees Anonymous Submission and Single-Blindness even if the parties
can coerce one another into revealing secrets.

C-Rex implements a new secure exponentiation mixnet which is also an orig-
inal, although orthogonal, contribution of this work. In fact, while investigat-
ing the security of a state-of-the-art e-exam protocol, Remark!, we found an
linkability attack on the Haenni-Spycher’s mixnet, the main building block of
8 C-Rex Code Repository.
9 id. at 2.

10 Soyoung Ho, “Canada for Widespread Employee Cheating on Internal Tests”,
Thomson Reuters, 2 March 2022, last access 2022/07.

https://www.dropbox.com/sh/8ak3o4tdcs7jv5f/AABoDeyaTV-3ToM_5lYabaqha?dl=0
https://tax.thomsonreuters.com/news/u-s-audit-regulator-sanctions-pwc-canada-for-widespread-employee-cheating-on-internal-tests/
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Remark!. The attack completely breaks the claimed unlinkability property of
this mixnet. The new injection-resistant exponentiation mixnet which we pro-
pose, called Injection-Resistant Exponentiation Mixnet (IRemix), is fully based
on the structure of Haenni-Spycherbut add an important steps requiring ZKPKs
which, we prove informally, works as a countermeasure against the attack. For-
mally verifying the security of IRemix remains an important further work. Fur-
thermore, in the Pre-Assignment phase, we proposed a simple protocol which
assures that all parties have received the same set of partitions. It is desirable
for future research to formally verify this protocol.

Future studies could also investigate the security of the systems that used
Haenni-Spycher’s mixnet as an identity mixer, against the linkability attack that
we have found. The first one could be Haenni-Spycher’s e-voting protocol (Haenni
and Spycher 2011), which seems, but we need to corroborate this statement,
vulnerable to this attack if the election authority is dishonest. Other schemes that
might be prone to the attack are (Dubuis et al. 2013), (Locher and Haenni 2014),
(Ryan 2016), and (Haenni and Koenig 2013). Since our formal verification of the
C-Rex protocol in this work are about authentication and privacy properties,
another direction for future research is investigating the verifiability guarantees
of C-Rex.

Acknowledgement. Rakeei and Lenzini’s research is supported by the ANR and
FNR international project INTER/AN/20/14926102 - “Secure and Veriflable Elec-
tronic Testing and Assessment Systems” (SEVERITAS). Giustolisi is supported by
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Abstract. Analysis of genetic data opens up many opportunities for medical and
scientific advances. The use of phenotypic information and polygenic risk scores
to analyze genetic data is widespread. Most work on genetic privacy focuses on
basic genetic data such as SNP values and specific genotypes. In this paper, we
introduce a novel methodology to quantify and prevent privacy risks by focus-
ing on polygenic scores and phenotypic information. Our methodology is based
on the tool-supported privacy risk analysis method Privug. We demonstrate the
use of Privug to assess privacy risks posed by disclosing a polygenic trait score
for bitter taste receptors, encoded by TAS2R38 and TAS2R16, to a person’s pri-
vacy in regards to their ethnicity. We provide an extensive privacy risks analysis
of different programs for genetic data disclosure: taster phenotype, tasting poly-
genic score, and a polygenic score distorted with noise. Finally, we discuss the
privacy/utility trade-offs of the polygenic score.

1 Introduction

Genetics strongly influence phenotypes, the observable traits of humans and other
species. Since the successful sequencing of a human genome in 2003, many attempts
have been made to develop new methods utilizing this vast information. Research
focuses on understanding the association between phenotypic and genetic information
(see, e.g., [18,20] on taste reception genes). Polygenic risk scores are developed to
summarize the effect of genes on phenotype, especially in medical applications [21].
They are typically defined as a weighted sum on genetic data related to a single phe-
notype trait. Unfortunately, the use of a genotype in a polygenic score could disclose
information about other conditions it is associated with. For example, the Apolipopro-
tein E (ApoE) gene shows both strong correlation with cardiovascular disease risk and
Alzheimer’s disease risk [15].

Researchers have demonstrated privacy risks associated with genetic data [16]. For
instance, an individual’s genomic data can be used to find out predisposition to disease,
e.g., using the phenotypic information or polygenic scores mentioned above. A person’s

Work partially supported by the Danish Villum Foundation through Villum Experiment project
No. 00023028 and New Zealand Ministry of Business, Innovation and Employment – Hīkina
Whakatutuki through Smart Ideas project No. UNIT1902.
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genome is based on their ancestry, with the addition of any mutations acquired by that
person or their ancestors [7]. As a consequence, disclosing genetic data poses privacy
risks, not only for its owner, but also her relatives and ancestors [11]. On a population
level (not necessarily for individuals), knowledge about an individual’s ancestry allows
to make predictions about their ethnicity. The distribution of genotypes for a popula-
tion is based on ancestry, therefore genetic data correlates to the ethnicity of individuals
(e.g., [18]). This poses a privacy risk for individuals who may be subject to discrimina-
tion.

Most privacy risk analyses and anonymization mechanisms in genetics focus on
basic genetic data—such as SNP values or specific genotypes [16]. These approaches
have been proven to be very effective in anonymizing and quantifying different kinds
of privacy risks such as reidentification, kin privacy, or health care privacy [5,7,9,14].
See Sect. 8 for a detailed discussion of related works.

In this paper, we propose to quantify and prevent privacy risks by focusing on poly-
genic scores and phenotypic information. To the best of our knowledge, this is the first
work to explore this viewpoint to tackle genetic privacy. Our work does not aim to
replace existing methods, but to complement them through this new lens. This work
is motivated by the observation that genetic data is often disclosed in terms of pheno-
typic information and polygenic scores. So it is directly applicable to the way geneti-
cists process and disclose information. We build on top of the privacy risk analysis
method PRIVUG [17]. Given a disclosure program (e.g., the program to compute a poly-
genic score), a probabilistic model of attacker knowledge and an output of the program,
PRIVUG computes the attacker posterior knowledge that can be used to assess privacy
risks. We demonstrate the use of PRIVUG to assess the privacy risks posed by disclos-
ing a polygenic trait score for the TAS2R38 and TAS2R16 taste receptor genes. We
quantify the risks to a person’s privacy in regards to their ancestry and thereby derived
their likely ethnicity. The data and programs in this case study are selected to enhance
readability and to serve as a template to apply our methodology. The methodology we
present can be applied to phenotypes and polygenic scores working on any kind of
sensitive genetic data. In summary, our contributions are:

– A methodology to analyze privacy risks of phenotypic information and polygenic
scores based on the PRIVUG method.

– A demonstration of the methodology on a real case study based on the TAS2R38
and TAS2R16 taste receptor genes and their correlation with ethnicity.

– An extensive privacy risks analysis of different programs for genetic data disclosure:
taster phenotype, tasting polygenic score, and a polygenic score distorted with noise.

– An analysis of the trade-off between privacy and utility of the polygenic score.

The data and source code of all experiments are available at: https://github.com/itu-
square/privug-genetic-privacy.

2 Background

Taster Genes. The genotype is the genetic description of an organism made up of the
specific alleles of genes an individual has inherited. A phenotype is an observable
trait of an organism, in our case, tasting bitterness or sourness. Several studies found

https://github.com/itu-square/privug-genetic-privacy
https://github.com/itu-square/privug-genetic-privacy
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correlations between TAS genotypes (a fragment of the entire genotype of humans) and
the perception of chemical substances [2,4,6,18]. TAS2R38 is predominantly respon-
sible for detecting bitterness [2,18] and TAS2R16 is associated with detecting sour-
ness [4]. Together they define the taster phenotype explored in this study. A haplo-
type is (a part of) a genotype containing chromosomes from one parent only. In this
paper, we focus on the pairs of haplotypes that compose the genotypes of TAS2R38
and TAS2R16. We do not consider more basic elements such as alleles. The haplotypes
of TAS2R38 are PAV, AVI, AAV, AVV, PAI, PVI, AAI and PVV. The haplotypes of
TAS2R16 are HAP-CD, HAP-A, HAP-B. Thus, a given individual has a pair of haplo-
types for each TAS2R genotype.

Data Privacy Analysis with PRIVUG. PRIVUG is a tool-supported method to explore
information leakage properties of data analytics programs [17]. PRIVUG assumes that
a program transforms an input dataset into an output, which is subsequently disclosed
to a third party called an attacker. PRIVUG does not require a dataset, but starts with a
probabilistic model of the attacker’s knowledge. The model is analyzed together with
the program to study the risks of inference of sensitive information.

Let I, O denote sets of inputs and outputs of a program. Let D(I) be a distribution
over a set, in this case the set of inputs. We write I ∼ D(I) to denote a random variable
over the set of inputs. The PRIVUG method is divided in the following five steps:

Step 1: Attacker’s Prior Knowledge. We model what the attacker knows about the
input before observing the output of the program as a belief distribution. For a program
that receives an integer (I � Z), this could be a distribution U(−10, 10), a discrete uni-
form distribution on integers between −10 and 10, which models an attacker knowing
only that the input is between −10 and 10 but not more. We write p(I ) for the prob-
ability distribution associated with the random variable I representing the input to the
program.

Step 2: Interpret the Program. We run the program not on a concrete input data
set from I, but on the belief distribution representing the attacker’s knowledge about the
input. For example, the following program takes as input an integer and returns its value
perturbed by a Laplacian distribution with mean 0 and scale 1:

def program(x: int): return x + stats.laplace.rvs()

We transform this program into a probabilistic one taking a distribution over inputs and
run it on the attacker’s knowledge distribution:

def program(x: Dist(int)): return x + stats.laplace.rvs()

where Dist(int) denotes a distribution over integers (D(Z)). The attacker’s knowl-
edge together with the program define the joint distribution over inputs and outputs:
p(I ,O).

Step 3: Observation. Optionally, we can assume that the output of the program, or
some information about it, has been disclosed to the attacker (otherwise we reason about
all possible input data sets). For instance, assume that the attacker learned that the output
of the program was greater than 7. Adding this observation amounts to conditioning the
joint distribution, e.g.switching from p(I ,O) to p(I ,O | O > 7).

Step 4: Posterior. We approximate the joint distribution using standard Markov
Chain Monte Carlo (MCMC) methods. In this paper, we use the PyMC3 [19] library.
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Fig. 1. The case study overview.

Step 5: Posterior Analysis. We query the inferred distribution to study the posterior
knowledge of the attacker. To this end, we can query for probabilities and compute sum-
mary statistics of the distributions (mean, variance, etc.), and standard leakage measures
such as entropy, KL-divergence, mutual information, and Bayes vulnerability [1].

3 The Case Study

A data analyst wants to disclose data about the ability of study participants to taste
wine. Such data is commonly released [2,4,6,18]. To compute the tasting information,
the analyst uses the information about the taste receptor genes TAS2R38 and TAS2R16.
Figure 1 includes an example of data for a single participant in the box labeled Partic-
ipant i, including haplotype pairs PAV/AVI for TAS2R38 and HAP-A/HAP-A for
TAS2R16. The analyst considers the following three options of disclosing the data.

1. Taster/non-taster binary Phenotype. This program labels participants as taster,
who can taste bitterness and sourness (having relevant haplotypes of TAS2R38 and
TAS2R16), or non-taster. For Participant i the output of this program is non-taster on
both accounts.
2. Wine tasting score/polygenic score. Combines TAS2R38 and TAS2R16 haplotype
pairs to compute a genetic trait score. The polygenic score is based on biochemical tests,
published in [2], to determine the response of TAS2R38 haplotypes to bitter substances,
and the presence TAS2R16 taster haplotypes. The larger the score, the better the wine
tasting abilities of the participant. For Participant i the program output is 9.31.
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Table 1. TAS2R38 and TAS2R16 haplotype probability for each ethnicity, p(Hr38 |E) and
p(Hr16 |E), respectively [18,20]

TAS2R38 TAS2R16

PAV AVI AAV AVV PAI PVI AAI PVV HAP-CD HAP-A HAP-B

African .5076 .4270 .0248 .0032 .0018 .0007 .0339 .0010 .1511 .8355 .0133

Asian .5076 .3518 .0061 .0008 .0000 .0015 .1322 .0000 .0011 .6309 .3679

European .6451 .3531 .0000 .0017 .0000 .0000 .0000 .0000 .0000 .6810 .3189

American .4566 .4922 .0356 .0049 .0032 .0003 .0055 .0017 .0000 .8105 .1894

3. Wine tasting score with noise. This program adds noise to the output of the previous
one with the goal of decreasing privacy risks. For Participant i, it outputs 9.31 plus a
random perturbation ν drawn from a Normal distribution with mean 0 and standard
deviation σ. The value of σ determines the amount of noise. In Sect. 7 we evaluate the
impact of different values of σ on privacy risks and utility.

The first two disclosure programs are standard methods to aggregate and share genetic
data. They are not designed with privacy protection in mind. The last method attempts
to enhance privacy by adding random noise to the wine tasting score.

In this case study, the ethnicity of participants is considered sensitive information.
Note that our programs do not use ethnicity as input. Still, their output could be used
to learn about ethnicity using a linking attack. Genetic information is correlated with
ethnicity, and, in this case, the attacker may conclude that Participant i has European
ethnicity.

We consider an information-theoretical attacker that has access to: i) publicly avail-
able aggregated data correlating TAS2R38, TAS2R16 and ethnicity [2,4,6,18], in par-
ticular Table 1; ii) the source of the disclosure program, and iii) the program output
released by the data analyst. This is depicted in Fig. 1 as lines connecting those elements
to the attacker model at the bottom. The goal of the attacker is to infer the ethnicity of a
study participant. There are no bounds on the computational resources available to the
attacker.

Our objective is to apply the PRIVUG method to reason about this case, to expose
privacy risks involved in releasing genetic data, as well as to encourage geneticists to
consider PRIVUG (and similar tools) as an aid in decision making.

4 Modeling

In the following, we use H to denote the set of TAS2R38 haplotypes: PAV, AVI, AA,
etc. (second row in Table 1). We use E to denote the set of ethnicities (first column in
Table 1). We use H and E to denote the corresponding random variables. We consider
an attacker who, a priori, makes no assumptions about the ethnicity of the participant.
In other words, before observing the output of the program, the attacker considers all
ethnicities in Table 1 to be equally likely. For convenience, we map each ethnicity to an
element in N0. The prior is uniform over the ethnicities, i.e. E ∼ U(0, 3).
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Fig. 2. Priors on ethnicity, and haplotype pairs. Left: TAS2R38. Right: TAS2R16.

For the taste receptor haplotypes we consider an attacker informed by publicly avail-
able population genetics studies [18,20] containing information about the correlation
between ethnicity, TAS2R38, and TAS2R16. Given an ethnicity E, we use r38E and
r16E to refer to vectors composed by columns 2–9 and columns 10–12 in row E of
in Table 1, respectively, so we have that Hr38 ∼ Cat(r38E) and Hr16 ∼ Cat(r16E),
where, for example, Cat(r38E) is a categorical (discrete) distribution defined by vector
r38E . Here again, each haplotype value is mapped to an element in N0.

Figure 2 shows the joint distributions of ethnicity and haplotype pairs representing
the beliefs of the attacker. For instance, the top-left cell (left graph) shows that the
probability of African ethnicity and the haplotype pair PAV/PAV is 0.07. For TAS2R38,
this prior assigns high probability to haplotype pairs PAV/PAV and PAV/AVI—as [18]
established that PAV and AVI are common haplotypes in all tested populations. For
TAS2R16, the haplotype pairs HAP-A/HAP-A and HAP-A/HAP-B are most likely, due
to the common occurrence of HAP-A [20].

We now investigate and compare the privacy risks of the three disclosure programs
from the previous section. All these work on pairs of haplotypes: we use (Hr38

0 ,Hr38
1 )

to refer to each TAS2R38 haplotype and (Hr16
0 ,Hr16

1 ) for TAS2R16.

Taster/Non-taster Binary Phenotype. We consider a disclosure program that maps
TAS2R38 and TAS2R16 to binary phenotypes: taster, non-taster. For TAS2R38, the
haplotype pair AVI/AVI corresponds to the non-taster phenotype, and the remaining
haplotype pairs to taster. For TAS2R16, the haplotype pair HAP-CD/HAP-CD corre-
sponds to the non-taster phenotype, and the remaining haplotype pairs to taster:

Phr38nt �
∧

i∈{0,1}
Hr38

i = AVI Phr16nt �
∧

i∈{0,1}
Hr16

i = HAP-CD

Figure 3 shows their Python implementations. Both programs take a haplotype pair and
return a Boolean stating whether the pair corresponds to a non-taster.

Wine Tasting Score/Polygenic Score. The polygenic score is a linear combination of
genotype weights and haplotype weights:

Lgs � αr38 · gtr38 (Hr38
0 ,Hr38

1 ) + αr16 · gtr16 (Hr16
0 ,Hr16

1 )

The function >j : H × H → R is the genotype weights; it assigns a score modeling
the impact on tasting ability of a pair of haplotypes. The coefficient αj ∈ R is the gene
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Fig. 3. Taster disclosure program for TAS2R16 (line 1) and for TAS2R38 (line 2)

Fig. 4. Wine tasting linear polygenetic score disclosure program

Fig. 5. Wine tasting linear polygenetic score disclosure program with random noise

weight; it assigns a score modeling the influence of the gene on the tasting score. We
set the weight values based on the biochemical test [2], for the response of TAS2R38 to
bitter substances, and the presence TAS2R16 taster haplotypes. Figure 4 shows Python
code for the polygenic score. The implementation rounds the value to 2 decimal points.
This is how polygenic scores are normally disclosed (and perceived by the attacker).

Wine Tasting Score with Random Noise. Here we consider a polygenic score aimed at
reducing privacy risks. We use a normal distribution with mean 0 and different values
of standard deviation to generate random noise:

ν ∼ N (0, σ) NLgs � Lgs + ν

Figure 5 shows a Python implementation. The function np.random.normal(0,σ)

uses the NumPy [10] library to sample from a normal distribution with mean 0 and
standard deviation σ. We do not fix the value of σ, to study the effect of increasing
values in Sect. 7.

5 Privacy Risk Metrics

Output privacy risk. We evaluate the privacy risk associated with disclosing a concrete
output of the disclosure method. To this end, we look at the posterior distribution of
ethnicity given a concrete program output. Let O denote a random variable modeling
the output of any of the programs in Sect. 4, we compute

p(E | O = v) for a concrete output v in the domain of O.

If the probability for an ethnicity is high, then it means that the attacker can learn with
high probability the ethnicity of the individual. Output privacy is useful when a data
analyst is trying to decide whether or not to disclose a program output. For instance, in
the taster phenotype program for TAS2R38, suppose that p(E = African | Phr38 =
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taster) = 1. Now consider a data analyst that after running the program obtains taster.
Then, releasing that output also discloses the individual’s African ethnicity.

Program Privacy Risk. To evaluate the overall privacy risks of a program, we use a
metric that accounts for the probability of each output, p(O). Note that output privacy
measures risks disregarding how likely the output is. Naturally, combining output pri-
vacy with the probability of the output yields the joint distribution of ethnicities and
outputs,

p(E | O)p(O) = p(E,O).

Program privacy is useful for data analysts assessing risks before computing a concrete
output. High values indicate both a high risk of leaking the individual’s ethnicity and
that it is likely that the leak may occur. Suppose that, for the taster TAS2R38 pheno-
type program, we have that p(E = American,Phr38 = taster) = 0.8. That is, if the
program outputs taster and the ethnicity of the individual is American with probability
0.8, indepent of the input. Intuitively, this program has high privacy risks for Ameri-
cans. Ideally, the program should distribute probability among ethnicities and outputs
uniformly.

Privacy Risk Scores. These scores aim to summarize the output and program privacy
risks into a single score (real value). We use two privacy risk metrics to summarize
privacy risks into a score: maximum output privacy and Bayes vulnerability [1].

Maximum Output Privacy. This metric summarizes the results of output privacy risks.
It reports the maximum output privacy for all possible program outputs. That is,

max
e∈E,o∈O

p(E = e|O = o)

Maximum output privacy is a pessimistic upper bound on privacy risks, as it is
pessimistic because it does not take into account the probability of the output. A pro-
gram may have large maximum output privacy for an output that is very unlikely.
Recall the example above where p(E = African | Phr38 = taster) = 1 and
P (Phr38 = taster) = 0.01. Here the maximum output privacy equals 1. Note that
we do not need to explore other outputs; as 1 is the maximum output privacy risk. This
metric does not indicate what/how many outputs or ethnicities produce the maximum
output privacy. However, since maximum output privacy is an upper bound on privacy
risks, a low value of output privacy does indicate low risks for all outputs.

Bayes Vulnerability. This metric summarizes program privacy risks. Bayes vulnerabil-
ity [1] measures the expected probability of correctly guessing the ethnicity by observ-
ing the output of the program. Bayes vulnerability is defined as

V =
∑

o∈O

max
e∈E

p(E = e,O = o).

A high value of Bayes vulnerability implies high privacy risks. Bayes vulnerability does
not indicate what ethnicity is at risk or what output causes the leak. Bayes vulnerability
is especially useful when comparing disclosure programs. The joint distribution (pro-
gram privacy risk) may consist of a large number of ethnicity/output pairs, making it
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Fig. 6. Top-left: Program privacy risks of binary phenotype program (first two histograms), and
output privacy risk of binary phenotype program (3rd and 4th histograms). Top-right: Privacy
risk scores results for all disclosure programs. Middle: Output privacy risk of polygenic scores.
Bottom: Program privacy risk of polygenic score.

tedious to compare among several programs. Furthermore, Bayes vulnerability can be
used as a first indicator of privacy risks. In case Bayes vulnerability is high, then the
joint distribution may be explored to find the ethnicities at high risk.

6 Utility Metrics

Absolute Difference. We consider the absolute difference of the wine tasting score (real
output) and the wine tasting score with noise (distorted output), i.e., |Lgs − NLgs|. A
value of 0 indicates perfect utility, the larger the value the worse the utility. Since our
analysis estimates distributions p(Lgs) and p(NLgs), we actually analyze the distribution
of the absolute difference, p(|Lgs − NLgs|).
Error Bound Probability. As for privacy risk metrics, now we define a score that sum-
marizes utility. Specifically, we consider the probability that the absolute difference is
within a bound δ, formally, p(|Lgs − NLgs| < δ). The value δ defines the amount of
error that the analyst considers acceptable. For this paper, we (arbitrarily) set to study
δ ∈ {0.1, 0.5, 1}, but our analysis can be applied for any δ. High error bound probability
indicates high utility, with 1 being perfect utility and 0 worst utility.
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Fig. 7. Utility results. Left, center: Distribution of absolute distance between noisy and real poly-
genic score. Right: Error bound probability for different σ and δ.

Fig. 8. Utility/privacy trade-off for all polygenic scores for different error bounds.

7 Analysis and Results

In this section, we discuss: i) the quality of the inferred posterior distribution; ii) privacy
risks of each disclosure program using the privacy risk metrics presented in Sect. 5; and
iii) the utility evaluation for the disclosure programs adding random noise.

7.1 Posterior Inference

To estimate the joint posterior distribution, we use a Metropolis-within-Gibbs sampler
optimized for Categorical variables [3,19]. The model in Sect. 4 is composed of eth-
nicity and haplotype variables which are in a nominal (categorical) scale. We generate
100k samples with a burn-in period of 50k samples. The resulting posterior distribution
shows good sampling/convergence diagnosis [3]: Estimated Sample Size (ESS) of at
least 50k, a Markov Chain Standard Error (MCSE) below 0.15, and R̂ of 1.0 for all
parameters. This diagnosis indicates that the inferred posterior has converged and it is
accurate.

7.2 Output Privacy Risk

Binary Tasting Phenotype. The last two heatmaps in Fig. 6 (top-left) show the out-
put privacy results for the tasting phenotype program, for TAS2R38 and TAS2R16,
respectively. We observe that the non-taster output carries higher privacy risks in both
cases. For TAS2R16, it implies completely giving away the ethnicity of the individual.
Interestingly, the taster output is (mostly) uniformly distributed among ethnicities. This
means that in both cases it is safe to publish that the individual is a taster.
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Fig. 9. Output privacy risk (top) and program privacy risks (bottom) for polygenic scores with
random noise for increasing σ.

Wine Tasting Score. Figure 6 (middle) shows the output privacy risk of the wine tasting
score. For more than half of the possible outputs, the African ethnicity is at high risk,
i.e., output privacy risk close to 1. European is the second most vulnerable ethnicity.
The American ethnicity shows high risk only for 3 possible outputs. The Asian ethnicity
shows low risk for all outputs. For the outputs 9.31 and 17.37 the output privacy risk
of each ethnicity is very close to 0.25 (the same as in the prior). This means that the



114 R. Pardo et al.

attacker would not learn much by observing this output. For data analysts interested in
output privacy risk, we recommend to only disclose the output if it equals 9.31 or 17.31.

Wine Tasting Score with Random Noise. Figure 9 (top) shows the output privacy results
of the wine tasting score with random noise for an increasing noise level σ from 0.1 to
5.

For σ = 0.1, Africans and Europeans have higher output privacy risk. Due to the
large number of outputs, now we discuss ranges of possible outputs. A gray homoge-
neous color indicates that risk is distributed uniformly across ethnicities. We observe
this effect in the range (9.35, 9.40) and around 17.33. These intervals are close to the
low risk values in the wine tasting score without noise. Values of σ equal to 0.5 and 1
increase the width of the uniformly distributed areas. This effect also reduces the size of
solid black ranges, meaning that output privacy improves, especially for Africans and
Europeans. For values of σ greater than 1 the above effect is more pronounced. As σ
increases, a large uniform gray range (with low output privacy risks) covers most of the
spectrum of output values. For σ = 2 and σ = 5, outputs (approximately) in the range
(9.5, 11.5) show good output privacy. We also observe that, in these cases, the border
regions (low and high output values) show high contrast indicating high output privacy
risks for some ethnicities.

Our results indicate that for 0 < σ < 1 outputs in the regions close to 9.31 and
17.37 have low output privacy risk. For 1 < σ ≤ 5, outputs in the range (9.5, 11.5)
show low output privacy risks. As expected, the larger σ the higher the privacy, but we
compromise its utility. We discuss this in Sect. 7.5.

7.3 Program Privacy Risk

Binary Tasting Phenotype. For TAS2R16 (Fig. 6, 2nd heatmap in top-left), we observe
that taster has the highest probability and is uniformly distributed across ethnicities.
This indicates (almost) complete absence of program privacy risks. Recall that non-
taster has very high output privacy (Sect. 7.2). Now program privacy reveals that the
non-taster output has very low probability; only 0.01. (Probability values do not add up
to 1 because they are rounded.) TAS2R38 (Fig. 6, 1st heatmap in top-left) shows similar
results: Taster is a more likely output than non-taster, and probability is distributed uni-
formly across ethnicities for taster. We observe that for tasters, Europeans have slightly
lower program privacy risk than the other ethnicities. However, when the output is non-
taster, Europeans have double the program privacy risks compared to other ethnicities;
with this scenario occurring with probability 0.06. This is inline with the high output
privacy risks for Europeans and this program output, but program privacy shows that
this case is unlikely.

To sum up, both binary tasting genotype programs have low program privacy risks,
with TAS2R16 offering better protection than TAS2R38.

Wine Tasting Score. Figure 6 (bottom) shows the program privacy risks for the wine
tasting score. We observe that only outputs 1.24, 9.31 and 17.37 have non-negligible
probability. This is useful information, as output privacy allocated high privacy risks for
Africans, but now we discover that those outputs are very unlikely. In fact, within the
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high probability outputs, Africans show the lowest risk of all ethnicities. Interestingly,
the outputs with non-negligible probability coincide with some of those having low
output privacy risks, i.e., 9.31 and 17.37. As for output 1.24, although it does not exhibit
high program privacy risks, the probability for Europeans is higher than for others.

All in all, the wine tasting score shows a good level of program privacy risks. Prob-
ability is mostly distributed across ethnicities for all likely outputs. However, this dis-
tribution is less uniform than for the binary tasting phenotype. This is expected as the
polygenic score contains genetic information about TAS2R38 and TAS2R16. On the
contrary, the phenotype programs work on either TAS2R38 or TAS2R16.

Wine Tasting Score with Noise. Figure 9 (bottom) shows the results of program privacy
risks for the wine tasting score with random noise. Each row displays the results for a
value of σ, starting from σ = 0.1 up to σ = 5.

In the first 3 rows (0.1 ≤ σ ≤ 1), we observe 3 distinct high probability regions.
Note that these coincide with the high probability outputs in the program privacy risks
for the wine tasting score without noise: 1.24, 9.31 and 17.37. Similarly to the score
w/o noise, program privacy reveals that most of the high risk outputs for Africans are
unlikely events. Also, program privacy is (mostly) uniformly distributed across ethnici-
ties for the high probability outputs. With higher program privacy risk for: i) Europeans
in outputs around 1.24, Asian and Europeans; ii) Europeans and Asians in outputs
around 9.31; and iii) Asians and Americans for outputs around 17.37. Nevertheless,
these results are positive, as there is no ethnicity with significantly higher risks. For
the last 2 rows (2 ≤ σ ≤ 5), the 3 regions above merge into a single high probability
region centered around 10. Program privacy risks across ethnicities become more uni-
form as σ grows. This is displayed as a uniform gray tone across ethnicities. This is a
clear indication of low program privacy risks. As mentioned earlier, these results must
be considered together with utility metrics. We discuss utility in Sect. 7.5.

To sum up, random noise improves the program privacy of the wine tasting score,
especially for large values of σ where privacy risks are uniformly distributed across
ethnicities. It is unclear, however, how it compares with the binary phenotype programs.
The following section, that discusses the results of program privacy scores, will allow
us to effectively compare all disclosure programs.

7.4 Privacy Risk Scores

Maximum Output Privacy. Figure 6 (top-right, light gray columns) shows the maximum
output privacy risk for all disclosure programs. We observe that all programs except for
Phr38 have max. output privacy risk 1. This is because they have at least one output for
which output privacy risk equals 1. As discussed earlier, this metric is quite pessimistic:
we saw in the program privacy results that most of the outputs with high output privacy
are very unlikely. Nevertheless, maximum output privacy serves as a good upper bound
on risk. Here we can see that Phr38 is close to 0.4. This means that, no matter the
output, output privacy risks will never be above this value. This may be a sufficient
level of privacy, taking into account that 0.25 is the prior probability for each ethnicity.
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Bayes Vulnerability. Figure 6 (top-right, dark gray columns) shows the Bayes vulnera-
bility results for all disclosure programs. Recall that Bayes vulnerability measures the
expected probability of learning ethnicity by observing the output. This metric scales
the risk in each output by the probability of the output. As a consequence, we observe
lower risk levels when compared with maximum output privacy. Interestingly, Phr16

has a lower risk score than Phr38 (as opposed to what we observed in maximum out-
put privacy). This is because the output with high output privacy risk in Phr16 is very
unlikely. As expected, the wine tasting score without noise has the largest Bayes vul-
nerability; as it encapsulates the most information. The results show that the effect of
noise reduces the risk, but not substantially. None of the levels of noise we analyzed
show lower privacy risks than the binary tasting phenotype programs. However, the
maximum Bayes vulnerability is ≈ 0.42, which is not a very high value.

There is no universal value for perfect Bayes vulnerability. Companies/institutions
may fix values for Bayes vulnerabilities based on their privacy requirements. For illus-
trative purposes, we (arbitrarily) set on a value no more than 0.35 Bayes vulnerability,
i.e., at most 0.1 more than the prior. Then, only the tasting phenotype programs and
wine tasting score with random noise and σ ≥ 0.5 are considered privacy preserving.

7.5 Utility

Absolute Distance Distribution. Figure 7 (left,center) shows the absolute distance distri-
bution between the wine tasting score with and without noise for different values of σ.
The results are split into two figures to better appreciate the High Density Interval (HDI)
of the distributions; note the difference range values for x and y axes. For 0.1 ≤ σ ≤ 1
(left plot), all distributions have their mode close to 0 and the HDI ends around 1 (or
1.5 for σ = 1). This indicates a small introduced error. For the right plot (σ > 1), the
mode is close to 0 as well, but the HDIs are much wider: The HDI ends at 5 for σ = 2,
at 10 for σ = 5 and at 15 for σ = 10.

The extent to which the error in the linear score is admissible is problem dependent.
However, this analysis shows the large amount of distortion that values of σ > 0.5
introduce. Fixing a maximum level of error would be helpful in deciding what programs
have acceptable error. The next metric explores this.

Error Bound Probability. Figure 7 (right) shows the error bound probability results for
increasing value of σ in the wine tasting score program with noise for error bound
values δ ∈ {0.1, 0.5, 1}. We consider these values acceptable given the scale of the
wine tasting score. However, the value of δ is application dependent, and our method
can be used with any value of δ. The plots show the 90% probability boundary, which
we consider sufficient confidence. Stronger requirements can be set, e.g., 95% or even
100%.

For all δ values, we observe a sharp exponential decay in utility as σ increases. For
δ = 0.1, utility decays below 20% even for σ = 0.5. For σ > 0.1, we observe worse
utility: with values very close to 0. This indicates that only values of σ close to 0.1
are acceptable. Increasing the error bound to δ = 0.5 yields better utility. Yet no value
σ > 0.1 meets our requirements. It is only for δ = 1 that σ = 0.5 meets our utility
requirements. As for the other cases, no value σ > 0.5 has acceptable utility.
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Adding noise decreases privacy, but it is not a panacea. The results in this section
show that we can only add a small amount of noise, if we want to preserve utility.

Privacy/Utility Trade-off. We conclude by putting together the privacy and utility
scores. Figure 8 plots the error bound probability (utility) and Bayes vulnerability (pri-
vacy). We analyze different levels of δ, as before.

For δ = 0.1 (left in Fig. 8), we observe that no level of noise meets the utility
requirements. Only Lgs (wine tasting score w/o noise) is above the 90% line. NLgs with
σ = 0.5 shows a utility level around 60% with almost the same Bayes vulnerability.
In other words, we gain no privacy and deteriorate utility to an unacceptable degree
(for δ = 0.1). Reducing the utility requirements to δ = 0.5 (center in Fig. 8) includes
σ = 0.1 as an acceptable program. But, again, we gain almost no privacy protection.
Finally, for δ = 1, NLgs with σ = 0.5 meets the utility requirements. In this case, Bayes
vulnerability is reduced by 0.06 (from 0.43 to 0.37). This privacy score is still far from
the prior (i.e., 0.25), but it is a significant improvement.

Data analysts may use these results to make an informed decision on the programs
to disclose the wine tasting score. Given our results and privacy/utility requirements we
set forth, the best choice would be NLgs with σ = 0.5. That said, the most valuable
takeaway is the analysis process and privacy/utility information we described.

8 Related Work

There exists a wide spectrum of research on genetic privacy [16]. Below we cover the
most relevant work in the context of this paper.

Cai et al. [5] develop a re-identification attack based on Genome-Wide Associa-
tion Studies (GWAS). These studies are applied to human genomic data to understand
disease associations. The presented algorithm scales well for realistic GWAS datasets.
They show that the number of re-identified individuals grows with number of released
genotypes. Gymrek et al. [7] demonstrate re-identification risks by combining haplo-
type information with demographics such as age and state. In particular, they analyze
the probability of re-identifying US males. Our work focuses on privacy risks asso-
ciated to phenotypes and polygenic scores instead of working directly on genotypes.
Also, we focus on the problem of inferring sensitive data (ethnicity) as opposed to re-
identification.

Gürsoy et al. [8] study the probability of inferring sensitive phenotypes, i.e., pheno-
types the victim wants to keep secret. They consider an attacker with access to public
studies on the correlation between genotypes and sensitive phenotypes. Given the geno-
type of a victim, they compute the probability of learning the sensitive phenotypes. The
authors propose a data sanitation protocol for genotypes that minimizes the probability
of learning sensitive phenotypes. Similarly, Harmancie and Gerstein [9] study privacy
risks on genomic deletions on signal profiles. Genomic deletions may enable attacker to
infer sensitive phenotypes via public statistics on the correlation between deletions and
phenotypes. The authors propose an anonymization method based on removing dips in
signal profiles. These works tackle the problem of inferring sensitive phenotypes from
genotype data. Instead, we quantify and protect against inferring sensitive data from
public polygenic scores or phenotypes.
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Humbert et al. [11,13] propose a probabilistic model to infer Single Nucleotide
Polymorphism (SNP) values. They use an inference algorithm (belief propagation or
Bayesian inference) to estimate the distribution of unknown SNP values from informa-
tion about observed SNPs, genomic data of family members, familial relationships, etc.
The authors also define health privacy scores based on SNP values. Anonymization is
performed by masking specific SNPs. They further propose an optimization algorithm
that determines the SNP to mask to minimize risks in the aforementioned model [12]. In
this context, Humbert et al. [14] have developed a tool for communicating and raising
aware of kin privacy to lay users. These works focus on SNP information to quantify
privacy risks, we instead target polygenic scores and phenotypes.

9 Conclusion

Polygenic risk scores are typically defined as a weighted sum on genetic data related to
a single phenotype trait. They are used to summarize the effect of genes on phenotypes,
both to inform the individual patient and to anonymize results for publication. As dis-
cussed above, any disclosure of genetic data including polygenic scores is associated
with the risk of re-identifying individuals or to find out a predisposition to a disease.

In this paper, we have introduced an approach to quantify and prevent privacy risks
by focusing on polygenic scores and phenotypic information. We believe that this is the
first work to explore this viewpoint to tackle genetic privacy. Building on top of the pri-
vacy risk analysis method PRIVUG [17], we compute the attacker posterior knowledge
from a program to compute the polygenic risk score, a probabilistic model of attacker
knowledge about the individuals covered and populations, and an output of the program.

Our approach aims at supporting existing methods with a novel way to measure the
risk of privacy violations. We have demonstrated its application on a polygenic trait
score for the TAS2R38 and TAS2R16 taste receptor genes. We have shown how to
quantify the risks for a person’s privacy in regards to their ancestry and thereby derived
their likely ethnicity. While the data and programs in this case study were selected
to enhance readability, our methodology can be applied to phenotypes and polygenic
scores working on any kind of sensitive genetic data.
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Abstract. In this paper, we present a secure multiparty computation
(SMC) protocol for single-source shortest distances (SSSD) in undirected
graphs, where the location of edges is public, but their length is private.
The protocol works in the Arithmetic Black Box (ABB) model on top
of the separator tree of the graph, achieving good time complexity if
the subgraphs of the graph have small separators (which is the case for
e.g. planar graphs); the achievable parallelism is significantly higher than
that of classical SSSD algorithms implemented on top of an ABB.

We implement our protocol on top of the Sharemind MPC platform,
and perform extensive benchmarking over different network environ-
ments. We compare our algorithm against the baseline picked from classi-
cal algorithms—privacy-preserving Bellman-Ford algorithm (with public
edges).

Keywords: Secure multiparty computation · Path algebra · Semiring
framework · Single-instruction-multiple-data · Bellman-Ford ·
Sharemind

1 Introduction

Graph algorithms are the foundation of many computer science applications such
as navigation systems, community detection, supply chain networks [32,38,39],
hyperspectral imaging [35], and sparse linear solvers. Privacy-preserving parallel
algorithms are needed to expedite the processing of large private data sets for
graph algorithms and meet high-end computational demands. Constructing real-
world privacy applications based on secure multiparty computation is challenging
due to the round complexity of the computation parties of SMC protocol [11,23,
24]. The round complexity problem of SMC protocol can be solved using parallel
computing [10,14].

Single-Instruction-Multiple-Data (SIMD) a principle for parallel computa-
tions [19]. Recently, SIMD principles have been used to reduce the round
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complexities in many privacy-preserving graph algorithms, including minimum
spanning tree [4,25] and shortest path [2,3,5]. These privacy-preserving graph
protocols are constructed on top of SMC protocols, and they are capable to
process sizeable private data sets, where both the location and length of edges
are private. The construction of these protocols follows the classical graph algo-
rithms [15], storing the intermediate values privately, invoking SMC protocols
for the computational steps in these algorithms, and attempting to parallelize
the computations as much as possible.

In this paper we show that certain other SSSD algorithms may be even
more suitable for conversion into SMC protocols. Considering the Parallel RAM
(PRAM) model of execution, Pan and Reif [29,31] proposed a parallel algorithm
for the Algebraic Path Computation (APC). Their algorithm assumes the avail-
ability of the separator tree of the graph and computes a recursive factorization
of the graph’s adjacency matrix on its basis [31], with the number of steps and
the parallel complexity depending on the height of the tree and the size of sepa-
rators. We also assume that the separator tree is among the public inputs for the
SMC protocol, and show how to privately execute Pan and Reif’s algorithm. Our
empirical evaluation shows that for graphs with “good” separator trees, including
planar graphs, our protocol may be up to two orders of magnitude faster than
protocols based on classical SSSD algorithms.

The availability of the separator tree implies that the locations of the edges of
the graph have to be public (this is accounted for in our empirical comparisons),
only their lengths are private. Privately computing SSSD in this setting can still
be relevant for a number of applications. E.g. private SSSD in city streets with
public layouts has been tackled using either SMC [37] or differential privacy [34].
However, SMC protocols based on classical SSSD algorithms either do not benefit
from the public end-points of edges at all [17], or benefit only slightly [6].

Our Contributions. In this paper, we present the following:

– The first privacy-preserving parallel computation protocol of algebraic short-
est path. The protocol uses the sparse representation of an (adjacency)
matrix, where the locations of edges are public, while their lengths are private.
We propose suitable data structures and normalizations for this task.

– Implementations (on top of the Sharemind MPC platform [7,8]) of the alge-
braic shortest path protocol, and an optimized privacy-preserving Bellman-
Ford protocol, with public locations and private lengths of edges. Benchmark-
ing results for both implementations for various sizes of graphs, and different
network environments.

2 Preliminaries

2.1 Secure Multiparty Computation

Secure multiparty computation (SMC) is a cryptographic technique, allowing
a number of parties each give input to a pre-agreed functionality F , and learn
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the input meant for this party, such that each party (or a tolerable coalition of
parties) will learn nothing besides their own input and output. There exist a
number of different approaches for constructing SMC protocols, including gar-
bled circuits [40], homomorphic encryption [16,21], or secret sharing [12,20], and
offering security either against passive or active adversaries. These approaches
typically include steps for entering a value into the computation in a privacy-
preserving manner, for performing simple arithmetic operations (e.g. addition
and multiplication in a finite field or ring) with private values present in the
computation, and for opening a private value to a party upon the agreement of
sufficiently many other parties. These steps, that constitute protocols by them-
selves, can be combined relatively freely. Hence, if the functionality F has been
presented as an arithmetic circuit, then these protocols for input/output and
arithmetic operations can be combined to yield a protocol for F .

Availability of such compositions leads to the typical abstraction of SMC in
privacy-preserving applications—the Arithmetic Black Box (ABB) [16,26]. An
ABB is an ideal functionality in the Universal Composability [13] framework.
This framework considers a set T of interacting Turing machines [22], executing a
protocol Π. Beside the set of machines T , there is also another Turing machine—
the adversary that can interfere with Π by sending to machines in T certain
commands that have been defined in the adversarial API’s of these machines. The
set of the machines also includes the environment that interacts with machines
in T and the adversary over a well-defined API. Given two sets of machines
T and T ′ implementing the same API towards the environment, we say that
T is at least as secure as T ′, if for any possible adversary A targeting T (i.e.
its adversarial API), there exists an adversary S targeting T ′, such that the
environment cannot distinguish whether it is executing with T and A, or with
T ′ and S. This notion is composable: if additionally T = T0 ∪ {Ξ} for a Turing
machine Ξ, and a set of machines U is at last as secure as {Ξ}, then T0 ∪ U is
at least as secure as T ′. Often, we say that Ξ is the ideal functionality for the
corresponding real functionality U that implements it.

The ABB functionality is represented by a Turing machine FABB that allows
the environment representing all parties of a multiparty application to perform
private computations. If one of the parties sends the command (store, v) to the
ABB, where v is a value from one of the rings that the ABB supports, then it
creates a new handle h, stores the pair (h, v), and sends h back to all parties. If
all (or sufficiently many) parties send the command (perform, op, h1, . . . , hk) to
the ABB, where op is one of the supported operations and h1, . . . , hk are existing
handles, then the ABB looks up the stored pairs (h1, v1), . . . , (hk, vk), computes
v = op(v1, . . . , vk), creates a new handle h, stores (h, v), and sends h back to
all parties. If all (or sufficiently many) parties send the command (declassify, h),
then ABB looks up (h, v) and sends v back to all parties. A secure application
that makes use of the ABB remains secure if FABB is replaced with a set of
Turing machines that securely implement the ABB, i.e. run secure multiparty
computation protocols. Note that if we want to compute a function F with the
help of an ABB, and if the ABB only declassifies the end result of F , then the
resulting protocol is trivially private [26].
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In the following, a value v stored in the ABB and accessed through a handle
is denoted by �v�. Similarly, �v� denotes a vector of values, and �V� a matrix
of values stored in the ABB. We use the notation �u� + �v� [resp. min(�u�, �v�)]
to denote that the addition [resp. minimum] operation is being invoked on the
values �u� and �v�; the result of this operation is again stored in the ABB. We
extend this notation pointwise to vectors and matrices.

The cost of the operations of the ABB depends on the implementation of
FABB. If Sharemind has been used as the implementation, then the addition is a
free operation (i.e. it requires no communication between parties), and minimum
requires a constant amount of bits to be exchanged in a constant number of
rounds. Hence the bandwidth cost of min(�u�, �v�) is linear in the length of u
and v, while the round complexity is logarithmic in their length. In the following
descriptions of algorithms built on top of the ABB, we have to be explicit in
stating, which operations can or cannot be performed in parallel. For loops, we
write forall to denote that all iterations take place in parallel; we write for to
state that the loop is sequential.

2.2 Graphs, Separators, Semirings, and Algebra Path Problem

A graph G = (V,E) is a mathematical structure consisting of a set V of vertices
that are connected by edges from a set E ⊆ V × V . The edges between vertices
may have lengths assigned to them; these are given by a function w : E → Z.
A graph may be directed or undirected; in the latter case, E is symmetric. If
V ′ ⊆ V , then we let G[V ′] denote the induced subgraph (V ′, E ∩ V ′ × V ′).

A graph G = (V,E) can be represented in computer memory in different
ways. The dense representation of G is the adjacency matrix—a |V |×|V | matrix
over Z ∪ {∞}, where the entry at u-th row and v-th column is w(u, v). On the
other hand, the adjacency list representation gives for each vertex u ∈ V the list
of pairs (v1, w1), . . . , (vk, wk), where (u, v1), . . . , (u, vk) are all edges in G that
start in u, and wi = w(u, vi); we call such representations sparse. If |E| � |V |2,
then sparse representation takes up less space than dense representation and the
algorithms working on sparse representation may be faster [9].

We call a graph (actually, an infinite family of graphs) sparse if its number
of edges is proportional to its number of vertices, |E| = O(|V |); otherwise we
call it dense. A graph is planar if it can be drawn a plane without crossing the
edges outside vertices. If G is planar, then |E| ≤ 3|V | − 6 according to Euler’s
formula for the number of vertices, edges and faces of its drawing [36].

A separation of the graph G = (V,E) is a partition of its vertices V =
V1 ∪̇ S ∪̇ V2, such that any path from a vertex in V1 to a vertex in V2 must pass
through a vertex in S (called a separator). It is known [27] that planar graphs
have separations where |S| = O(

√
|V |) and |V1|, |V2| ≤ 2|V |/3. A separator tree

of G is either a single node containing (∅, V, ∅); or the root node (V1, S, V2) for
some separation of G, and its two subtrees—separator trees for G[V1 ∪ S] and
G[V2 ∪ S]. Planar graphs thus have separator trees of height O(log |V |).

A (commutative) semiring is an algebraic structure S with two binary opera-
tions ⊕ and ⊗, where both are associative and commutative, have unit elements
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0© and 1©, where ⊗ distributes over ⊕, and where a ⊗ 0© = 0© for all a ∈ S. We
overload ⊕ and ⊗ to also denote addition and multiplication of matrices with
elements from S; the multiplication may also be denoted by juxtaposition. Given
matrices A ∈ Sn×n and X ∈ Sm×n, the algebra path problem is to find a matrix
Y ∈ Sm×n, such that Y = X⊕YA. Let I ∈ Sn×n be the identity matrix. If A has
a quasi-inverse, i.e. a matrix A∗ ∈ Sn×n, such that I ⊕ AA∗ = I ⊕ A∗A = A∗,
then Y = XA∗ is a possible solution to the algebra path problem.

Algebra path problem generalizes a number of graph-theoretic tasks. Let
G = (V,E) be a graph and let t ∈ V , and let S = N∪ {∞}, ⊕ be the minimum,
⊗ be the addition, 0© = ∞, 1© = 0, n = |V |, m = 1, A be the adjacency
matrix of G, and x = X ∈ S1×n be the t-th unit vector (i.e. vt = 1© = 0 and
vj = 0© = ∞ for j �= t). Then y = Y is the vector of shortest distances from
the t-th vertex [28]. Other instantiations of the semiring and X give solutions to
other problems [30].

Having the semiring instantiated as in the previous paragraph, the quasi-
inverse of A ∈ Sn×n is defined; it is equal to (I ⊕ A)n. If A is the adjacency
matrix of some graph, then A∗ is the matrix of shortest distances between the
vertices of the same graph. Hence any all-pairs shortest distance (APSD) algo-
rithm is suitable for computing A∗; but it would be inefficient to use for the
SSSD problem, particularly when A is a sparse(ly represented) matrix.

Given x and symmetric A, Pan and Reif [30], proposed the following algo-
rithm for computing x⊗A∗ without ever materializing A∗. Let d ∈ N and pick
numbers n = n0 > n1 > · · · > nd > 0. Let P ∈ Sn×n be a permutation matrix.
Define matrix A0 = PAPT (i.e. we permute the rows and columns of A in the
same manner; this corresponds to reordering the vertices of G) and define the
matrices Xh,Yh,Zh,Ah+1 (for h ∈ {0, . . . , d − 1}) by

[
Xh YT

h

Yh Zh

]
:= AhAh+1 := Zh ⊕ YhX∗

hY
T
h (1)

where Zh,Ah+1 ∈ Snh+1×nh+1 ; this also defines the sizes of Xh and Yh. Letting
I and O denote identity and zero matrices of appropriate sizes, one can verify
that the following identity holds:

A∗
h =

[
I X∗

h ⊗ YT
h

O I

]
⊗

[
X∗

h O
O A∗

h+1

]
⊗

[
I O

Yh ⊗ X∗
h I

]
. (2)

We thus have an algorithm to compute y = x ⊗ A∗. Let xP = x ⊗ PT . Let
h = 0. Extract Xh,Yh,Zh from Ah and compute X∗

h (using any APSD algo-
rithm), Qh = Yh ⊗ X∗

h and Ah+1. Note that X∗
h ⊗ YT

h = QT
h . Multiply xP

with the first matrix in (2), then the result with the second matrix, and then
the result with the third matrix, thus defining yP = xP ⊗ A∗

0. Finally remove
the permutation, computing y = yP ⊗ (PT )−1. All computations are done with
sparse matrices. Importantly, multiplication with the second matrix in (2) splits
the current vector into two parts, where the left part is multiplied with X∗

h,
and the right part with A∗

h+1 through a recursive call. The recursion stops by
computing A∗

d directly (using any APSD algorithm).
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Pan and Reif [30] show that if the choice of P and n0, . . . , nd is informed by
a separator tree T of G with height d = O(log n) and separators of size O(

√
n),

then, depending on how X∗
h and A∗

d are computed, the described algorithm
requires either O(log3 n) parallel time and O(n3/2 log n) work, or O(

√
n log n)

parallel time and O(n3/2) work. The time estimate follows directly from the
parallel time complexity of the matrix operations, multiplied by the depth of
the recursion. The work estimate follows from careful counting of elements in
the sparse representations of matrices [31].

Pan and Reif [31, Sec. 7] describe, what kind of information is extracted
from the separator tree T. We refer to them for details, but let us describe the
result. The main outcome is a list L = (L0, . . . ,Ld) of lists of lists of vertices of
G, such that each i ∈ V occurs in L exactly once. The permutation matrix P
must reorder the vertices so, that they appear in the same order as in flattened
L. For h ∈ {0, . . . , d}, the number nh is equal to the number of vertices in
(Lh,Lh+1, . . . ,Ld). Let L = (L0, . . . , Ld), where each Lh is the list of lengths
of elements of Lh (note that elements of Lh are lists of vertices). In (1), Xh is
going to be a block-diagonal matrix with the block sizes listed in Lh; this is used
in the computation of X∗

h.

3 Privacy-Preserving Algebraic Shortest Path Protocol

This section presents the privacy-preserving version of the algorithm decsribed
above. We present the used data structures, the auxiliary functionalities, and
the main computation.

Data Structures. We mostly use the sparse representation of matrices. The rep-
resentation 〈〈A〉〉 for a matrix A ∈ Sm×n where we do not hide the position of
non- 0© cells, but we hide the contents of these cells, is a triple 〈〈A〉〉 = 〈m,n, C〉,
where C is the list of cells of the matrix that may contain an element differ-
ent from 0©. Each cell is again a triple (i, j, �v�), where i ∈ {0, . . . , m − 1} and
j ∈ {0, . . . , n − 1} are the coordinates of that cell, and v ∈ S = N ∪ {∞} is the
value in it. The value v is stored privately in the ABB. In our implementation
on top of Sharemind, we represent elements of S as 64-bit integers (representing
∞ as a large number). In the following, we use the standard list constructors,
destructors, and combinators—NIL, cons, length, head, tail,++ (concatenation)—
to express algorithms working with lists. We write C[k] for the k-th element of
the list (starting with 0).

We allow the same coordinates (i, j) to occur several times in C. We define
that the triple 〈m,n, C〉 represents a m×n matrix, where the cell at coordinates
(i, j) contains the value min{v | (i, j, �v�) ∈ C}.

We also make use of the dense representation �V� of (small) matrices. It is
simply a matrix of elements of S stored in the ABB.

Auxiliary Functions. We have a relatively large set of helper functions for decom-
posing and combining matrices, as well as normalizing and converting between
different representations. We list them below and shortly describe how they work.
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getMin(�v�, ı) takes a private vector of values, and an equal-length public vector
of indicators. The indicator vector consists of segments of equal values. If
there are k such segments of length l1, . . . , lk (with |v| =

∑
j lj), then the

output of getMin is a private vector of k values, where the j-th element is the
minimum among the elements of v at the positions corresponding to the j-th
segment of equal values in ı. The implementation of getMin is straightforward,
we can divide �v� into k segments according to the values in ı, and then call
min from the ABB for all segments in parallel. Sharemind does not directly
support such parallel invocation for segments of different length, but it is
still possible to design getMin to run in SIMD fashion, doing O(|v|) work
and requiring O(logmaxj lj) rounds.

norm1(〈m,n, C〉) takes a sparsely represented matrix. It returns the same matrix,
having sorted elements (i, j, �v�) of C by (i, j). It does not invoke any MPC
protocols.

norm2(〈m,n, C〉) first invokes norm1 on its input, and then removes the duplicate
occurrences of the same cell from C. It does the latter by invoking getMin.

getSlice(〈m,n, C〉, u, l,m′, n′) returns the m′ × n′-sized submatrix of 〈m,n, C〉,
whose upper corner is in the cell (u, l) of the input matrix. Its output is
〈m′, n′, C′〉, where C′ is the list of elements (i−u, j− l, �v�), where (i, j, �v�) ∈
C, u ≤ i < u + m′, and l ≤ j < l + n′.

overlay(〈m,n, C〉, u, l,m′, n′), where m′ ≥ m + u and n′ ≥ n + l, outputs
〈m′, n′, C′〉, where C′ is the list of elements (i+u, j+ l, �v�), where (i, j, �v�) ∈
C. I.e. overlay creates a m′×n′-sized supermatrix of the original matrix, where
the upper left corner of the original matrix is at position (u, l), and the rest
of the matrix is filled with 0© = ∞.

overlap(〈m,n, C1〉, . . . , 〈m,n, Ck〉) returns 〈m,n, C1 ++ · · · ++ Ck〉.
transpose(〈m,n, C〉) returns 〈n,m, C′〉, where the elements of C′ are the elements

of C with their first two components swapped.
identity(n) returns the n × n identity matrix, represented sparsely.
sparse-to-dense(〈m,n, C〉) returns the dense representation of its argument (which

has to be normalized). It initializes a m × n array of values �∞�, and copies
the elements of C to their places.

dense-to-sparse(�V�) returns the sparse representation of its argument. It returns
〈m,n, C〉, where m and n are dimensions of V, and C is a list of length mn,
containing one element for each cell of �V�.

Major Functions. These include the addition and multiplication of matrices, and
the computation of quasi-inverses of block-diagonal matrices. The first of them—
pointwise minimum—is simple: if 〈〈M〉〉 and 〈〈N〉〉 have the same dimensions, then
〈〈M〉〉 ⊕ 〈〈N〉〉 = norm2(overlap(〈〈M〉〉, 〈〈N〉〉)).

The multiplication protocol for sparse matrices, given in Algorithm 1, is also
unsurprising. An interesting detail is the transposition (and normalization) of
the first matrix before the actual multiplication. In this way, the values of both
x1 and x2 are non-decreasing during the loop. In our implementation we optimize
the inner loop by running only through the segment of D, where x2 = x1.
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Algorithm 1: Matrix multiplication over the semiring N ∪ {∞}
Data: Matrices 〈〈M〉〉 = 〈m,n, C〉 and 〈〈N〉〉 = 〈n, k,D〉
Result: Matrix 〈〈M〉〉 ⊗ 〈〈N〉〉

1 begin
2 〈n,m, C′〉 ← norm1(transpose(〈〈M〉〉))
3 E ← NIL
4 for i ← 0 to length(C′) − 1 do
5 (x1, y1, �v1�) ← C′[i]
6 for j ← 0 to length(D) − 1 do
7 (x2, y2, �v2�) ← D[j]
8 if x1 = x2 then E ← cons((y1, y2, �v1� + �v2�), E)
9 return norm2(〈m, k, E〉)

Algorithm 2: Quasi-inverse of a block-diagonal matrix
Data: Matrix 〈〈M〉〉 = 〈n, n, C〉, list of block-sizes B
Requires: C contains no cells outside the blocks defined by B
Result: Matrix 〈〈M〉〉∗

1 begin
2 forall i ∈ {0, ..., length(B) − 1} do
3 〈〈Ai〉〉 ← getSlice(〈〈M〉〉,∑i−1

j=0 B[j],
∑i−1

j=0 B[j], B[i], B[i])

4 〈〈Bi〉〉 ← dense-to-sparse(FloydWarshall(sparse-to-dense(〈〈Ai〉〉)))
5 〈〈Ci〉〉 ← overlay(〈〈Bi〉〉,∑i−1

j=0 B[j],
∑i−1

j=0 B[j], n, n)

6 return overlap(〈〈C0〉〉, ..., 〈〈Clength(B )−1〉〉))

The only non-local operation in Algorithm 1 is the final norm2. The addition
in line 8 is performed locally by the parties running the protocols implementing
the ABB. Both the round complexity and the number of non-free operations of
Algorithm 1 depend on the cells included in C and D.

Algorithm 2 for quasi-inverse of 〈〈M〉〉 finds the quasi-inverse of each block of
M, and then combines the blocks. The input to Algorithm 2 is a list of sizes of
the blocks on the main diagonal of M; the sum of elements of B has to be n. We
use the Floyd-Warshall APSD algorithm [18] for computing the quasi-inverse
of a single block. We have adapted our privacy-preserving implementation [2,
Alg. 8] to compute the APSD for several (adjacency) matrices at the same time,
such that the round complexity of Algorithm 2 is O(maxB), while the number
of non-free operations is O(

∑
i(B[i])3). Our experiments [2] show that despite

greater round complexity, Floyd-Warshall is faster than repeated squaring.

Main Computation. The computation corresponding to the multiplication x⊗A∗

according to (2) is given in Algorithm 3. It takes as inputs the sparse matrix
representations of both A and x, where we think of the latter as a matrix with
a single row. The multiplication operation also takes as input a list L of lists of
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Algorithm 3: Main loop of the algebra path computation
Data: Symmetric matrix 〈〈A〉〉 of size n× n, non-empty list of lists of lengths L,

vector 〈〈x〉〉 of length n
Result: Vector 〈〈y〉〉 = 〈〈x〉〉 ⊗ 〈〈A〉〉∗

1 Function Algebraic-paths(n, 〈〈A〉〉,L, 〈〈x〉〉) is
2 B ← head(L); L′ ← tail(L); s ← ∑

B
3 if L′ = NIL then
4 return 〈〈x〉〉 ⊗ quasi-inverse(〈〈A〉〉,B)

5 〈〈Xast〉〉 ← quasi-inverse(getSlice(〈〈A〉〉, 0, 0, s, s),B)
6 〈〈Y〉〉 ← getSlice(〈〈A〉〉, s, 0, n − s, s)
7 〈〈Z〉〉 ← getSlice(〈〈A〉〉, s, s, n − s, n − s)
8 〈〈Q〉〉 ← 〈〈Y〉〉 ⊗ 〈〈Xast〉〉
9 〈〈A′〉〉 ← 〈〈Z〉〉 ⊕ 〈〈Q〉〉 ⊗ transpose(〈〈Y〉〉)

10 〈〈z〉〉 ← 〈〈x〉〉 ⊗ overlap(identity(n), overlay(transpose(〈〈Q〉〉), 0, s, n, n))
11 〈〈zL〉〉 ← getSlice(〈〈z〉〉, 0, 0, 1, s)
12 〈〈zR〉〉 ← getSlice(〈〈z〉〉, 0, s, 1, n − s)
13 〈〈wL〉〉 ← 〈〈zL〉〉 ⊗ 〈〈Xast〉〉
14 〈〈wR〉〉 ← Algebraic-paths(n − s, 〈〈A′〉〉,L′, 〈〈zR〉〉)
15 〈〈w〉〉 ← overlap(overlay(〈〈wL〉〉, 0, 0, 1, n), overlay(〈〈wR〉〉, 0, s, 1, n))
16 return 〈〈w〉〉 ⊗ overlap(identity(n), overlay(〈〈Q〉〉, s, 0, n, n))

block-sizes; it is formed on the basis of the separator tree of the graph having
the adjacency matrix A (described at the end of Sect. 2.2), its length is d + 1.

Algorithm 3 closely follows (1)–(2). The current length of L describes the
current depth of the recursion; length 1 (checked in line 3) indicates the base.
Otherwise, 〈〈A〉〉 is the reprensetation of one of the matrices Ah. We start by
decomposing Ah into Xh (and find its quasi-inverse, using the list of lengths in
the first element of L), Yh and Zh, compute Qh and Ah+1, multiply 〈〈x〉〉 with
the first matrix in (2). We will then split the resulting vector z into two parts
of lengths s and n − s, and multiply the left half with X∗

h. We now recursively
call Algorithm 3 with the right half of z, with Ah+1, and with the list of lists of
lengths missing the first element. We complete the computation by concatenating
the two vectors, and multiplying it with the third matrix in (2). The round
complexity, and the number of invoked ABB operations follow directly from
Pan and Reif’s analysis [31].

In order to compute the distances from a vertex t of an undirected graph
G = (V,E) with public locations, but private lengths of edges, we have to perform
more steps before and after invoking Algorithm 3, but all these steps are public.
Starting from the sparsely represented adjacency matrix 〈〈A〉〉 of G, we have to
find the separator tree of G, permute the vertices of G (giving us the matrix
〈〈A0〉〉), and create the list L. We have to create the vector 〈〈x〉〉 as a unit vector,
where we have the value 1© = 0 only at the position corresponding to the location
of vertex t after the permutation. After calling Algorithm 3 with 〈〈A0〉〉, L and
〈〈x〉〉, we have to apply the inverse permutation to the resulting vector 〈〈y〉〉.
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4 Security and Privacy of Protocols

The privacy-preserving APC protocol is built on top of a universally compos-
able ABB. It receives its private inputs through the handles to values stored
in the ABB, and returns its private outputs in the same fashion. The proto-
col contains no declassify-operations. Hence, as discussed in Sect. 2.1, it inherits
the same security properties against various adversaries as the underlying secure
computation protocol set. In particular, if the ABB is implemented by the Share-
mind MPC platform, then the resulting APC protocol is a three-party protocol,
working with public locations but secret-shared lengths of edges, and provides
information-theoretic security against an adversary passively corrupting at most
one of the parties.

5 Empirical Evaluation

5.1 Privacy-Preserving Bellman-Ford with Public Edges

We want to compare the APC protocol with protocols based on classical SSSD
algorithms, where the locations of edges are public, but their lengths are private.
We see that Dijkstra’s algorithm cannot benefit from public location of edges,
because the order in which it relaxes the vertices depends on the lengths of the
edges, thus the random permutation of vertices that could hide that order [1]
would make the locations of edges private again. Hence we think that it is fair to
compare the new protocol against a protocol based on the Bellman-Ford (BF)
algorithm.

Such privacy-preserving algorithm is given in Algorithm 4. We see that at
each iteration of the main loop, it defines �a� as the current distance of the start
vertex of each edge from s. Vector �b� will then record the current distance of
the end vertex of each edge, when the last step is made over this edge. The same
getMin operation as in Sect. 3 is used to find the minimum distance for each
vertex. We see that the number of non-free operations executed by Algorithm 4
is O(mn), while its round complexity is O(n logD), where D is the maximum
in-degree of a vertex.

5.2 Setup of Benchmarking

We have implemented the APC and BF algorithm on the Sharemind MPC plat-
form, using the SecreC language [33] offered by this platform. The benchmark-
ing took place on three servers with 12-core 3GHz CPUs with Hyper-Threading
running Linux, and 48 GB of RAM, connected by an Ethernet 1 Gbps LAN.
The local computations in Sharemind MPC are single-threaded, and there is no
support for performing computations and network operations at the same time.

We want to measure the performance in different network environments, cor-
responding to LAN and WAN deployments. We throttle the connections between
the servers in order to simulate these environments. In our experiments, we con-
sider “HBLL”, “HBHL” and “LBHL” settings. Here HB (high-bandwidth) means
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Algorithm 4: Bellman-Ford based SSSD algorithm with public edge loca-
tions
Data: Number of vertices and edges n and m
Data: Vectors (of length m) of starting and ending vertices, and lengths of

edges: S, T , and �W �
Data: starting vertex s ∈ {0, . . . , n − 1}
Requires: T is sorted
Requires: There is a loop edge with length 0 at each vertex
Result: Vector of distances �D� from vertex s

1 begin
2 �D� ← ∞; �D[s]� ← 0
3 for i ← 0 to n − 1 do
4 forall j ∈ {0, . . . ,m − 1} do �a[j]� ← �D[S[j]]�;
5 �b� ← �a� + �W �
6 �D� ← getMin(�b�,T )

7 return �D�

1 Gbps and LB (low-bandwidth) 100 Mbps link speed between servers. Also, LL
(low-latency) means no added delay for the messages sent between the servers,
while HL (high-latency) means additional 40 ms delay.

The performance of the APC algorithm is highly dependent on the locations
of edges. As we are most interested in the performance of the algorithms on
planar graphs, and as we want to focus on optimizing the privacy-preserving
computations, not the computation of the separator tree, we have selected grid
graphs as the family of graphs on which we have performed benchmarking. The
R×C grid graph has RC vertices that can be thought as being placed in a R×C
grid. Each vertex is connected with 4 of its closest neighbours (less for vertices
at the edges of the grid); the number of (undirected) edges is (2RC − R − C).
Grid graphs have easy-to-compute separators of size min(R,C) that split their
set of vertices into two roughly equal parts; the height of the resulting separator
tree is ≈ logR + logC. In the following we let G(N) denote the N × N grid
graph.

5.3 Measuring the Performance of Algebraic Path Computation

We report the running times and the bandwidth consumption (per computing
server) for grid graphs G(N) for different values of N , on Sharemind cluster
for the HBLL network environment in Table 1. The times correspond to the
execution of Algorithm 3; we have not measured the time it takes to construct
the separator tree, the lists L and L, or to permute the matrices and vectors.

The largest grid graph that we ran our implementation on, was G(600). This
graph has 360 k vertices and ≈1.4 M (directed) edges. We are not aware of
any previous executions of privacy-preserving SSSD on graphs of similar size, no
matter if the locations of edges are private or not, or what the actual shape of
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Table 1. Running time (in seconds) and bandwidth consumption of privacy-preserving
algebraic path computation protocol for graphs G(N)

N Bandwidth Time

5 0.16 MB 0.1

9 0.30 MB 0.3

17 2.31 MB 1.2

33 27.3 MB 8.2

50 90.3 MB 30.1

N Bandwidth Time

65 366 MB 66.4

100 874 MB 244

129 1972 MB 522

150 3136 MB 838

N Bandwidth Time

200 7792 MB 2029

257 16.4 GB 4280

513 138.3 GB 35341

600 224.6 GB 58082

Fig. 1. Performance of algebraic path computation protocol on graphs with given num-
bers of vertices in different network environments

the graph is. We see that the running time for such a graph was a bit over 16 h,
which may be practical for certain settings.

In Fig. 1, we compare the running time of privacy-preserving Algebraic path
computation protocol on graphs of different sizes in different network environ-
ments. We see that for small graphs, the performance only depends on the latency
of the network. Only for graphs with 1000 or more vertices (N = 33) does the
available bandwidth start having an effect.

5.4 Comparison of APC and BF Protocols

The running times of both privacy-preserving SSSD protocols that use public
edges—Bellman-Ford and Algebraic path computation—for the sparse repre-
sentation of the graphs are illustrated in Table 2. The experiments also show
average bandwidths in different network environments. The running times of all
graphs in different network environments for Algebraic path computation are
lower than the running times of the Bellman-Ford protocol. Similarly, the band-
width consumption in Algebraic path computation is smaller than bandwidth in
Bellman-Ford protocol.
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Table 2. Benchmarking results (bandwidth for a single computing server) for Bellman-
Ford and Algebraic path protocol in different network environments, for grid graphs
G(N)

N Bellman-Ford Algebraic path computation Speed-up
Bandwidth Running time (s) Bandwidth Running time (s) BF vs. APC

HBLL HBHL LBHL HBLL HBHL LBHL HBLL HBHL LBHL

5 0.4 MB 0.33 33.3 33.3 0.09 MB 0.1 18.2 18.2 3.3x 1.8x 1.8X
9 2.64 MB 2.74 108 108 0.28 MB 0.3 38.0 38.0 9.1x 2.8x 2.8x

17 22.3 MB 18.4 388 399 2.33 MB 1.2 69.4 71.4 15.3x 5.6x 5.6x
33 324 MB 214 1509 1684 24.1 MB 8.2 146 165 26.1x 10.3x 10.2
65 4.4 GB 819 6542 9205 273 MB 66.4 522 670 12.3x 12.5x 13.7x

129 173 GB 13395 36835 81346 2005 MB 522 1355 2669 25.6x 27.1x 30.5x
257 2.86 TB 203428 521491 1154261 17.2 GB 4280 9182 20276 47.5x 56.8x 56.9x
513 37.3 TB 3092314 7147049 17883699 144 GB 35341 73215 166643 87.4x 97.6x 107.3x

Fig. 2. Performance (time in seconds) of Bellman-Ford Version 3 and Algebraic path
computation protocols on graphs of different sizes in different network environments
(red: HBLL, green: HBHL, blue: LBHL, light: Bellman-Ford, dark: Algebraic path
computation) (Color figure online)

In Table 2, the execution times of the Bellman-Ford protocol on larger graphs
have been estimated: we benchmarked the larger examples by running only a few
iterations of the main loop in Algorithm 4, measured the running time of a single
iteration, and then multiplied with the total number of iterations.

We depict the running times also in Fig. 2, presenting the comparison of
Algebraic path computation and Bellman-Ford protocol for different network
environments. We see that despite the simple structure of Bellman-Ford, Alge-
braic path computation is still faster also in high-latency environments.

6 Conclusion and Future Work

We have shown that designers of privacy-preserving applications working with
data in graph form and needing to find the distances between vertices should
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look beyond the classical SSSD algorithms when selecting the protocol for short-
est paths’ computation on top of a SMC framework. Even though many of the
Parallel RAM algorithms proposed for SSSD have components that are not eas-
ily converted into parallel privacy-preserving protocols (e.g. the spawning and
scheduling of tasks based on private data), there may be algorithms that process
data sufficiently uniformly in order to serve as basis of SMC protocols.

We have shown how APC may be used to compute SSSD in privacy-
preserving manner. It gives us efficient protocols, compared to classical SSSD
algorithms. The same semiring framework may be instantiated in different ways,
and be used for solving other graph problems, e.g. finding the minimum span-
ning trees or solving the all-pairs shortest distance problem. These algorithms
may be converted into SMC protocols exactly as we have done here, with the
only possible slight difference arising from the scalar ⊗-operation no longer being
free.

In this paper, we have presented a protocol for undirected graphs. The APC
algorithm is equally well applicable to directed graphs [31, Remark 6.1], and this
change can also be implemented on top of an ABB.

In this paper, we have required the locations of edges to be public. We believe
that a protocol with private locations is possible. This would not significantly
change the subroutines. Still the matrix multiplication may become more expen-
sive due to the need to run through both loops in Algorithm 1, and quasi-inverse
will become more expensive due to the need to consider a central stripe of diag-
onals, instead of just the blocks on the main diagonal. There may be more
changes to the main computation, as we no longer know the sizes of matrices;
hence padding may be necessary. Also, the main computation would receive the
list of lists of block-sizes as a private parameter, too.

Computing that list of lists of block-sizes privately is likely an even more
complex problem. We are not aware of efficient parallel RAM algorithms for
computing the separator tree, that could be easily converted to run on top of a
SMC framework.
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Abstract. Smart shared spaces, such as smart buildings, represent a
fast-growing market and can benefit from several sensors that generate
data which can be used to improve automatisation, increase efficiency
in energy management, and optimise occupant’s comfort. Equally, the
smart shared spaces pose many privacy challenges as they are equipped
with sensors that can potentially be used to gather data about occu-
pants that they may or may not feel comfortable disclosing, for example,
details of their daily routine or occupancy reports of their office. Due to
these challenges, it can lead to the opposite results to the optimisation of
occupant’s comfort as occupants may not want to use the space due to
the privacy concerns. Therefore, it is important to allow the occupants
to inform their privacy settings so they feel more confident knowing that
their privacy preferences are being respected. We recognise that in some
spaces (e.g., shared workplaces) occupants may feel uncomfortable dis-
closing their preferences if their anonymity is not respected due to the
lack of transparency about who can control that data. Thus, this work
focuses on a decentralised system based on the SITA privacy model to
provide occupants of shared spaces a way to specify and manage their pri-
vacy preferences anonymously. We propose a blockchain solution through
smart contracts to control how the privacy settings are shared, ensuring
that the users have full control of these records. Moreover, it allows
traceability over the user’s preferences data usage. Our evaluation shows
that the system performs well in regard to time and usability and it
can be linked to different smart building management systems. Conse-
quently, this work demonstrates data protection in practice as it puts in
place an appropriate technical and organisational measure to safeguard
the individual’s privacy by increasing transparency and accountability
of smart building data management in accordance to the data protec-
tion by design and default approach under the General Data Protection
Regulations (GDPR).
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1 Introduction

Many in academia and industry have stressed the growing concern around main-
taining user privacy in an increasingly data-driven society [7]. Thus, enabling
users to manage their privacy preferences and correctly specify how they would
like their data to be used is an important issue [18].

Smart buildings are one of the areas where such concerns for privacy are
being raised [3]. In particular, due to the increasing concern about personal
data breaches [9]. Smart buildings are a fast-growing market and their growing
prevalence means more data is being collected about people whether they know
it or not [17]. Privacy preferences management can be done using a privacy
policy, such as P3P, which is centralised as presented by Pappachan et al. [17].
This raises many privacy concerns, particularly regarding the disclosure of data
that a user may not feel comfortable disclosing [17]. A wide variety of sensors
and systems found in smart buildings [14] could be used to track the location or
behaviours of a person, including smartphone usage, occupancy detection, CO2
monitoring, light level monitoring, temperature monitoring, and smart-meter
readings [10,20,21].

Therefore, the objective of this work is to address such privacy concerns sur-
rounding smart buildings by building a system which enables users to easily
specify their privacy preferences and share them with smart building systems.
This allows users to have a fine-grained control over their privacy within these
smart buildings and put the control back in their hands regarding what data
is collected about them. These privacy preferences will also be kept private to
alleviate any fears users may have of being discriminated against because of
their choices. For example, an employee working in a smart building may not
feel comfortable with regular occupancy readings of their office but may feel
too intimidated by their employer to set their preferences as such. Preferences
are thus kept private and the intention is that when preferences are shared
with smart building management systems they are simply used to ensure data
collected by sensors within the smart building respect these preferences. Conse-
quently, this system demonstrates data protections in practice. In accordance to
the General Data Protection Regulation, Article 25 outlines the requirement of
data protection by design and default, concerning the implementation of data
protection principles in an effective manner and “to integrate the necessary safe-
guards into the processing in order to meet the requirements of this Regulation
and protect the rights of data subjects” [6]. Building occupants are the data
subjects in this regard. On that account, the adoption of this proposed system
acts as a safeguard to ensure that the rights of data subjects are respected in the
smart shared space by improving transparency of data collection and informing
individuals of the data being collected by the smart buildings. Moreover, as the
system is enabled by smart contracts, it improves transparency in data process-
ing [1] as well as allowing building occupants to select the privacy preferences to
limit the purpose of processing. However, further analysis of the GDPR princi-
ples [6] and the data subject rights in relation to smart buildings is beyond the
scope of this paper. This proposed work is only intended to illustrate the use of
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smart contracts to improve privacy and individual’s control over their personal
data, highlighting the application of individuals rights and principles under the
GDPR in a form of technical and organisational measures.

In this work, we investigate the usage of a public blockchain to manage
user’s privacy preferences in smart building environments. The proposed solu-
tion allows users to store and manage their privacy preferences through smart
contracts to ensure decentralisation, authenticity, integrity and trust on the use
of information. This solution follows the GDPR principles of lawfulness, fairness,
and transparency of process and purpose limitation. It also respects the rights
to be informed and to restrict processing as the system places control over per-
sonal information in the hands of the data subjects. Our solution allows users to
set different privacy preferences for each smart building or sharing a specific set
of privacy preferences to different rooms within the same smart building. Con-
sequently, users can delete or remove a set of privacy preferences, though the
costs (based on the current exchange rate for Ethers) might not be compatible
with the recurrent modifications on these preferences yet. It would, therefore,
suit a model where users register their preferences only once or another solution
could be using a private blockchain for privacy preferences. However, further
evaluation is required.

The remainder of this work is as follows. Section 2 provides a background on
recent works about privacy in smart spaces, as well as, recent contributions of
blockchain to privacy concerns. Section 3 presents our proposed solution to man-
age user’s privacy preferences using a blockchain-based solution through smart
contracts. An experimental evaluation is presented in Sect. 4 considering the
public blockchain Ethereum. Finally, Sect. 5 concludes this work and indicates
future work directions.

2 Background and Related Work

2.1 Privacy in Smart Spaces

An increasing number of spaces are becoming so called ‘smart’ by using a
plethora of sensors that continuously collect data [13]. Such spaces usually have
a management system that captures a digital representation of a dynamically
evolving space at any point in time for different purposes, for example, occu-
pant’s comfort, safety, and management automatising. However, such represen-
tation could lead to the modelling of patterns that might reveal people’s activities
which could disclose data that people might not feel comfortable disclosing. For
example, it could reveal their location at different times, their current activities,
or when and whom they spend time with [19]. Thus, privacy concerns are rising
in such spaces. Previous research already addresses [16,19] concerns about the
privacy preferences of smart spaces occupants, regarding what data they feel
comfortable sharing, how and with whom.

Smart buildings are socio-technical systems that connect building systems,
IoT technology, and occupants [9]. Several sensors that collect and handle build-
ing data are highly influenced by the presence of building occupants; these could
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be used to monitor and track their location and activities. Therefore, occu-
pant’s privacy concerns are rising where stringent data protection legislation
(e.g., GDPR) plays an important role in regulating the smart built environments.
Harper et al. [9] present a study conducted amongst occupants of a state-of-the-
art commercial smart building to understand their privacy concerns and prefer-
ences. Their results show that most of the occupants are concerned and called
for more transparency in the data collection process.

Bugeja et al. [2] discuss that the heterogeneous, dynamic, and Internet-
connected nature of smart spaces environments adds several privacy concerns
as personal data is more accessible. According to the authors, this accessibil-
ity alongside the rising risks of data security and privacy breaches makes smart
home security and privacy a critical topic that needs more research. Thus, their
research presents an overview of the privacy and security challenges directed
towards smart homes including the evaluations on constraints and challenges of
existing solutions.

A study on the privacy concerns and preferences of the occupants of smart
buildings when used as their workplace is presented by Harper et al. [8] based on
online questionnaires to map the opinion of participants who were residents of a
real-world smart building, as well as, non-residents. Their research concludes that
both smart building residents and non-residents care about privacy over data
collection in smart buildings, especially regarding sensors in the building that
collect data about them as that could lead to monitoring and tracking at work.
Also, they discuss that more transparency is required throughout the whole cycle
of data collection, storage, processing, usage and beyond. The authors conclude
their paper by indicating that current approaches for getting the consent of
smart building occupants are not efficient regarding privacy preferences and
data collection.

Therefore, it is important to follow a structured model to handle data in
such spaces; for example, SITA [16] is a conceptual privacy model that divides
location privacy into four dimensions: Spatial, Identity, Temporal, and Activity.
Each of the dimensions are divided into five levels each of these having their own
interpretation of privacy in form of a privacy method referred to as a strategy,
and the values of these levels can be changed individually in each dimension.
The aim of SITA is to be an intuitive and easily implemented model where
it overcomes other existing location privacy solutions that usually are binary
privacy or constrained to either identity, temporal, or spatial data. The authors
claim that SITA is a complete model providing that all existing privacy methods
can be described using SITA and that the model can be applied to all types
of location based services. However, such privacy preferences should be set and
handled properly as they could be considered as sensitive user data and therefore
should be managed privately and securely.

2.2 Blockchain-Based Technology to Improve Privacy

Blockchain is a technology that aims to address some of the challenges regarding
securely and properly storing and handling personal and sensitive data. Despite
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its initial concept applied to the financial domain where it keeps a public ledger,
changes are constantly made to fit it to other applications, making it suitable
for different domains [15].

Researches have been published regarding the adoption of blockchain to pro-
tect personal data. Zyskind et al. [23] discuss the implementation of decentral-
ising privacy using blockchain to protect personal data, addressing that privacy
concerns are arising due to the increasing amount of user data stored by both
public and private companies. Their proposal combines blockchain with non-
blockchain technologies to produce a system looking to overcome some common
privacy issues. Firstly, it ensures that users have ownership over their own data.
With a centralised database, the service in control of the database has full own-
ership and unlimited access to the data. Blockchain’s decentralised nature places
ownership back into the user’s hands, and they get to delegate access permis-
sions to services as they see fit. This is a crucial part of what our system looks
to achieve as well, giving the user control of their privacy preferences and who
they share them with. Secondly, it embraces data transparency and auditability.
With a centralised database it can be unclear what data is being collected about
the user, how it is being used, and by who. Blockchain is transparent by nature,
with transaction logs being open for everyone to view. This makes it easily visi-
ble who is accessing data, when they accessed it, and how. This is the core value
of the system proposed in our work - to make it clearly visible and traceable of
who is accessing and using a user’s privacy preferences including any changes
made to them. This reinforces how blockchain can help to protect personal data,
and thus why it is being used in this proposed system.

A blockchain-based approach for matching desired and real privacy settings
of social network users is presented by Lax et al. [11]. This demonstrates the
ability for blockchain’s decentralised nature to place control back into the hands
of users. Taking an example of privacy settings on social media, what stops a
social media platform from manipulating your privacy settings for their own
gain? They store your settings, and if such settings were altered, it would not be
possible to prove who did it. Perhaps you changed them and simply forgot? The
auditability of blockchain places the full control of settings back in the hands
of the user where the settings can only be managed by the users and allows for
traceability when changes are made. Therefore, the paper by Lax et al. presents
a model for interaction between a social media and a user via a smart contract
which inspired the model produced for the proposed work in this paper.

In a different approach, Li et al. [12] proposed a scheme to allow privacy
preservation but also the possibility to reward the privacy data shared by the
user. To do this, they used a smart contract approach to provide incentives for
data sharing. The solution was implemented using a deniable ring signature and
Monero blockchain. This system has similarities with what is proposed in our
paper, but they focus on incentives and payments to use user data and not
necessarily to manage privacy preferences.

Given this background, these works show that blockchain and decentralisa-
tion can help protect the privacy of users and give them control of their own data,
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but such technology has not yet to be used in smart spaces, like smart buildings.
Hence, this paper presents a system that aims to apply blockchain to preserve
privacy in smart shared spaces as it represents a growing market with serious
implications on user privacy and trust. Moreover, the proposed system supports
the movement of Industry 5.0 [4] which complements the existing Industry 4.0
[5] paradigm. Industry 5.0 attempts to capture the value of new technologies,
providing prosperity beyond jobs and growth, while respecting planetary bound-
aries. The movement places wellbeing of the industry workers at the centre of
the production process including improving the workers comfort and respecting
privacy preferences.

3 Privacy Preferences Management Through Smart
Contracts

This section presents our blockchain-based system to manage user privacy pref-
erences in smart shared spaces according to the SITA model. SITA is considered
the most appropriate model for our system as it allows five different privacy lev-
els on four dimensions, allowing the user to easily chose several different privacy
preferences that can be adapted to different smart shared spaces (for example,
smart shared offices) and therefore was adopted in this work.

The overall system model is explained including the detailed descriptions of
the system’s functionality. Figure 1 shows the overall system model. It breaks
down the system into four key parts, and two parties that will use it. The
key parts are the DApp UI, JavaScript methods, the smart contract, and the
blockchain itself. The two parties are the ordinary user who defines and man-
ages their privacy preferences using the DApp, and the smart building control
system which interacts directly with the smart contract to retrieve the privacy
preferences shared by its occupants.

The smart contract handles all interaction with data stored on the blockchain,
whether that is retrieving preferences, storing or modifying preferences, or man-
aging access to preferences. As mentioned above smart building control systems
will interact with this contract directly by calling the relevant commands. The
access of preferences by smart building systems is controlled by the users and
owners of those preferences. Users can manage a list of ‘approved addresses’
which are allowed to retrieve their preferences from the blockchain. The smart
contract will allow only these approved blockchain addresses to retrieve a user’s
preferences, ensuring that the user has full control over who can access them.
Consequently, users can manage as many different sets of preferences as they
want, each with its own secret key. Thus, for example, users can define and
manage some privacy preferences under one key which can be shared with a cer-
tain smart space, and under another key they manage different preferences which
could be shared with another smart space. This allows the users to share different
preferences with different smart spaces. Regular users do not directly interact
with the contract, instead they make inputs via the DApp UI, and JavaScript
methods work as an intermediary calling the necessary commands on behalf of
the user.
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Fig. 1. Overall system overview

3.1 Smart Contract Design

The smart contract in the system retrieves and modifies data stored on the
blockchain. Although this mostly involves the encrypted privacy preferences of
users, the lists of approved addresses are also included as discussed above. The
smart contract is divided into a list of features which in this case refers to
individual functions.
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The following functions are required features for a smart contract:

– Set Preferences: Used to store a set of privacy preferences on the blockchain.
It is called both the first time a set of preferences are stored, as well as when
modifying already existing preferences. Preferences are stored in a mapping
(dictionary) in which the key is the combination of the user’s address and
the hash of the secret key, and the value stored is the encrypted privacy
preferences of the user.

– Get Preferences: Used to retrieve the preferences of any user, but only
approved addresses will be successful and have the encrypted preferences
returned. It takes a user’s address and secret key hash as parameters, which
in combination should produce a mapping key like in the Set Preferences
Function. The address that called the function (msg.sender) will be checked
to see if it is an approved address for these preferences, and the encrypted
preferences will be returned only if it is.

– Delete Preferences: Allows the user to delete a certain set of privacy pref-
erences. It is a self-explanatory function, which can only be called by the user
to delete preferences of their own.

– Delete All Preferences Function: Allows the user to delete all preferences
stored under every one of their keys. It could be used, for example, if the user
has forgotten their secret key and wishes to prevent their privacy preferences
from being accessed.

– Add Approved Address Function: Adds an approved address for a certain
key, to allow that address to retrieve the preferences stored under the key.
This is how the user can manage who they share their preferences with.

– Remove Approved Address Function: Removes an approved address
for a certain key, preventing that address from being able to retrieve those
preferences anymore.

3.2 JavaScript Methods Design

The JavaScript methods implemented act as an intermediary between the DApp
and the smart contract, responsible for calling the contract functions set out
above on behalf of the user. The main methods are:

– Encrypt Preferences: The system requires the preferences to be encrypted
to overcome blockchain’s transparency. If the setPreferences contract func-
tion was called with unencrypted preferences, the user’s preferences would
be available to anyone viewing the transaction logs on the blockchain. This
would compromise the privacy of the user’s preferences, hence the preferences
must be encrypted. Thus, a symmetric encryption scheme (AES) was chosen
as users will need to share the encryption key with smart spaces management
systems.
Once returned, the preferences will be decrypted with the same key allowing
them to be read and used by a smart building system.
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– Decryption Function: As privacy preferences are stored encrypted on the
blockchain, when retrieved they will still be encrypted. Hence, a decryption
function is necessary so the preferences can be read. This function will sim-
ply AES decrypt the encrypted preferences to return the original plaintext
preferences. This function will be called after preferences are retrieved.

– Generate Key Function: Produces an AES-2561 key used to encrypt pref-
erences, which will also be hashed for use as part of the composite key in
the smart contract. This function is required to enable AES encryption and
decryption, and thus is just as necessary.

– Hash Key Function: Encrypted preferences are stored on the blockchain
under a composite key which includes the hash of the secret key. Therefore,
a function to perform this hashing is necessary.
Thus, to hash the key we feed in the secret key as a parameter and receive
its hash in return. In our implementations, SHA-32, the most secure hashing
standard for the time was chosen.

3.3 DApp Design

Design of the DApp required identifying the necessary UI features to allow the
user to manage their privacy preferences. This means the UI needed to provide
a way for the user to do all the things the smart contract offers from getting
and setting preferences, to adding and removing approved addresses. Figure 2
shows the DApp UI Wireframe that was implemented, and illustrates the main
features.

The main features of the DApp UI are:

– Your Account: Displays the blockchain address the user is signed into via
MetaMask3

– Secret Key Input Box: An input box for the secret key. User can type in an
existing key, or have a new key generated to fill the box.

– Retrieve Button: Calls the smart contract getPreferences function with the
user’s address and hash of the secret key in the input box. Successful retrieval
will have the preferences form filled with the retrieved preferences, and the
approved addresses drop-down filled with all approved addresses for those
preferences.

– Get New Key Button: Calls the genKey JavaScript function to generate a
new AES key, which will fill the secret key input box.

– Delete These Preferences Button: Calls the smart contract deletePreferences
function with the user’s address and hash of the secret key from the input
box.

– Preferences Form: Features one drop-down selection box for each SITA dimen-
sion, allowing the user to define their chosen level for each dimension.

1 https://nvlpubs.nist.gov/nistpubs/fips/nist.fips.197.pdf.
2 https://csrc.nist.gov/publications/detail/fips/202/final.
3 MetaMask extension is available at https://metamask.io.

https://nvlpubs.nist.gov/nistpubs/fips/nist.fips.197.pdf
https://csrc.nist.gov/publications/detail/fips/202/final
https://metamask.io
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Fig. 2. DApp UI Wireframe

– Submit Button: Calls the smart contract setPreferences function from the
user’s address, with the preferences from the form encrypted, and the secret
key from the input box hashed.

– Approved Addresses Drop-down: Drop-down selection displaying all the
approved addresses for this preferences set. This selection can be used to
choose an approved address to delete by pressing the cross (approved address
remove button).

– Approved Address Remove Button: Calls the smart contract removeAp-
provedAddress function on the selected approved address.

– New Approved Address Input Box: Input box for new approved addresses.
– Approved Address Add Button: Calls the smart contract addApprovedAd-

dress function on the approved address in the input box.

4 Experimental Evaluation

We evaluated the whole system based on its usability and performance regarding
correctness, financial cost and time to perform each kind of transaction (insert,
modify and delete preferences, add and remove approved addresses that can
retrieve the user’s privacy preferences) and usability. A basic documentation
and all the source code is available at a GitHub repository4.

The smart contract is deployed to a test Ethereum blockchain using Ganache,
and the DApp is hosted locally on localhost:3000 using NPM on a hardware

4 https://github.com/cvncodes/DPM2022.

https://github.com/cvncodes/DPM2022
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based on an Intel Core i7-8565U @1.80GHz processor, BC501 NVMe SK hynix
128 GB SSD disk, 16 GB DDR4 and Windows 10 Pro as operating system.

The following is a walkthrough of the system, showing the main steps to use
the proposed solution.

1. A user accesses the DApp through their web browser, signing in using the
MetaMask extension to confirm their credentials.

2. After the login, the system will retrieve the SITA dimensions on the form
with the retrieved preferences if any are stored for that key. This information
is retrieved from the smart contract that stores user preferences.

3. The user can then use the form (seen in Fig. 2) to define their desired SITA
levels. Encryption is necessary in this step to ensure that the user’s preferences
are not visible in transaction logs when making setPreferences calls to the
smart contract, thus ensuring they stay private.

4. Using the setPreferences method stores the encrypted preferences on the
blockchain, both for the first time and for updating preferences.

5. The user can then specify who else can retrieve these preferences by adding
approved addresses (addAprovedAddress), ensuring only approved addresses
can retrieve a user’s privacy preferences.

6. Approved addresses (e.g., smart buildings) would then call the contract get-
Preferences method through the console, retrieving the user’s preferences.

7. If a user wants to prevent an address from retrieving their preferences again,
they could remove them from the approved addresses (removedApprovedAd-
dress).

8. Alternatively, the user could delete the preferences set altogether (deletePref-
erences).

As the system uses Ethereum there is a cost associated with actions that need
to write to the blockchain, including setting, modifying, and deleting preferences,
as well as adding and removing approved addresses. This entails the vast majority
of actions that a user would carry out when using the system cost Ether.

Table 1 shows that the latency to insert new transaction (run a method in
the smart contract) is approximately 1s. These results can vary considering the
amount of gas used as incentive to the miners [22]. Additionally, the cost to
perform the methods in the smart contract vary from 0.0014 Ethers (setPref-
erences, modifying an existing preferences set) to 0.0126 Ethers (deleteAllPref-
erences, considering 3 stored keys). Considering that 1 Ether is equivalent to
US$1169.195 these means that to create a user privacy preferences set (setPref-
erences for the first time) would cost approx. US$5.85. While to modify existing
preferences and to allow an address to access preferences would cost approx.
US$1.64 and US$2.92, respectively. Finally, to delete preferences or to delete all
preferences (considering 3 keys) it would cost approx. US$5.38 and US$14.73,
respectively.

5 Exchange Rate from July 11, 2022 at 1AM availabe at https://coinmarketcap.com/.

https://coinmarketcap.com/
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Table 1. Transactions cost and Latency

Contract function Cost (ETH) Time (ms)

setPreferences (First time) 0.005 1100
setPreferences (Modifying) 0.0014 1090
addApprovedAddress 0.0025 1090
removedApprovedAddress 0.0019 1094
deletePreferences 0.0046 1100
deleteAllPreferences (1 Key) 0.0046 1100
deleteAllPreferences (2 Keys) 0.0085 1175
deleteAllPreferences (3 Keys) 0.0126 1205

Smart contract costs certainly raise an important question of who is respon-
sible for the payment. Having this system deployed to the main net is certainly
an option and the system could be extended to record transaction costs so that
smart building systems can reimburse their users. This, however, relies on those
in charge of the smart building management systems accepting these extra costs.

In the case that users would bear the costs of managing their preferences,
they could be discouraged from managing accurate preferences due to the costs
associated, in particular, deleting existing preferences.

Alternatively, the smart contract could be deployed on a private or semi-
private blockchain. This would require smart buildings to host their own
blockchain where they deploy the contract and allow users of the smart building
to register and manage their preferences. Such a solution would allow the waiv-
ing of any transaction fees, eliminating any concerns regarding transaction costs.
This would unfortunately come at the cost of the transferability available within
the base system. With smart buildings running their own blockchain networks,
users would no longer be able to easily share their preferences between smart
buildings like the base system offers. There may also be some concerns regarding
how decentralised the system actually is if the blockchain is hosted by the smart
building that will use the preferences.

Another possible alternative would be a consortium solution, such as, a
blockchain that has its control shared by different entities or institutions that
will share the infrastructure costs. For example, universities, governmental insti-
tutions and other organisations could maintain enough active nodes to keep the
decentralisation, but with a reduced cost to the user of the solution. This would
allow users to share their privacy preferences in different buildings or facilities.

5 Final Considerations and Future Work

Due to the popularisation of smart shared spaces, they are equipped with several
sensors to better manage that spaces and provide services, such as better com-
fort to the occupants; however, this also poses many privacy concerns and data
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protections challenges as occupants may not know what data are being collected,
they may feel less confident or uncomfortable staying in such spaces. These chal-
lenges are potential drawbacks to the use of smart shared spaces along with
the compliance to data protection regulations. Therefore, this proposed work
contributes to the data protection by design and by default approach in smart
buildings to ensure that privacy and the individuals’ rights over their personal
data are respected and protected in such space through the data management
system. This work shows that it is possible to use blockchain to allow users to
store and manage their privacy preferences privately. With the proposed system,
smart space occupants can set and modify their privacy preferences according
to the SITA privacy model dimensions and levels, as well as, define with whom
those preferences are shared with.

A system has been developed as a prototype and evaluated through a test
case. The results show that the usage of a public blockchain is promising regard-
ing its functionality and usability, handling user’s privacy preferences properly
according to time and hardware usage, as well as, providing a way to allow users
to handle their privacy preferences privately. However, using a public blockchain
can also be a problem due its significant financial costs to deploy and run smart
contracts. We recognise that the system’s operations should cost users as lit-
tle as possible to encourage them to correctly specify and update their privacy
preferences without concern for the cost. An alternative is the adoption of a con-
sortium blockchain solution to reduce the operation costs, without centralising
the control to a single organisation. Another alternative, could be such a system
being financially supported by an organisation, e.g., a city council.

As future work, developing an API is to be considered to provide an easy
way to connect this project to smart building management systems so that it can
work according to its occupants privacy preferences. This would include adding
events to the smart contract to alert the smart building system when preferences
they are using have been updated. Furthermore, the system presented in this
work could be hosted in a webserver to be used as a tool to collect user privacy
preferences to evaluate its usability in real world by real potential users.
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Abstract. Many religious communities are going online to save costs
and reach a large audience to spread their religious beliefs. Since the
COVID-19 pandemic, such online transitions have accelerated, primar-
ily to maintain the existence and continuity of religious communities.
However, online religious services (e.g., websites and mobile apps) open
the door to privacy and security issues that result from tracking and
leakage of personal/sensitive information. While web privacy in popular
sites (e.g., commercial and social media sites) is widely studied, privacy
and security issues of religious online services have not been systemat-
ically studied. In this paper, we perform privacy and security measure-
ments in religious websites and Android apps: 62,373 unique websites
and 1454 Android apps, pertaining to major religions (e.g., Christian-
ity, Buddhism, Islam, Hinduism). We identified the use of commercial
trackers on religious websites—e.g., 32% of religious websites and 78%
of religious Android apps host Google trackers. Session replay services
(FullStory, Yandex, Inspectlet, Lucky Orange) on 198 religious sites sent
sensitive information to third parties. Religious sites (14) and apps (7)
sent sensitive information in clear text. Besides privacy issues, we also
identify sites with potential security issues: 19 religious sites were vulner-
able to various security issues; and 69 religious websites and 29 Android
apps were flagged by VirusTotal as malicious. We hope our findings will
raise awareness of privacy and security issues in online religious services.

1 Introduction

With the advancement of technology, significant changes are made as to how
religious practices are conducted during the last couple of decades [1]. The early
online churches simply used websites with static pages (e.g., scriptorium pages
of religious texts) to share information with an increased audience. Gradually,
these websites started to include dynamic content hosting various interactive
services (e.g., chat and messaging services, podcasts, videos of sermons, inter-
active worship). Also, with the proliferation of mobile devices, religious services
were offered through mobile apps [2]. The recent COVID-19 pandemic has also
resulted in offering religious services through online social media platforms (e.g.,

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Garcia-Alfaro et al. (Eds.): DPM 2022/CBT 2022, LNCS 13619, pp. 151–166, 2023.
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Facebook Live, YouTube) [3], and religious faiths in the United States have
strengthened due to the pandemic [4]; 57% of the adults in the United States who
attended religious services at least monthly, are now watching religious services
online due to the pandemic [4]; churches supplement their revenue using virtual
offering (e.g., donation) services. Unfortunately, various third parties included
on religious online services to support various functionalities, are used to track
users [5], and engage in privacy violations [6] leaking sensitive information; a
prayer app (Muslim Pro) that eases the practicing of daily rituals prescribed in
Islam, has leaked user location data to a broker (X Mode), which in turn had sold
the same information to its contractors (including US military contractors) [7];
another prayer app (pray.com) sold the prayers of a grieving user who suffered
a tragedy [8]. Also, while the possible influences from artificial intelligence (AI)
technology on religious online services is still an under-studied area, potential
exposures of highly confidential conversations relating to spiritual needs of users
through chatbots (included on religious online services) will impact the privacy
of users. In addition, security issues in religious online services can expose sen-
sitive information of users; the Vatican site was hacked and compromised (in
2020) [9] with the aim of stealing sensitive information.

Past studies primarily discussed the evolution of digital religious communities
from traditional religious institutions. Campbell [10] studied Internet trends and
their implications on religious practices (including social and cultural shifts) and
challenges related to online religious networks. The author observed that study-
ing the religious practices of Internet users leads to a more refined understanding
of the complex interactions with online services. Campbell et al. [2] provided a
methodological approach to study religious-oriented mobile apps available on
iTunes app store. The authors reviewed 451 religious app functions and their
use, and group those apps into 11 categories.

In this work, we perform a large scale web privacy measurement of religious
websites and Android apps. To the best of our knowledge, this is the first mea-
surement study on privacy/security of religious online services, performed on a
global scale. For the web privacy measurements, we use 62,373 websites collected
from the URL Classification [11] source, after filtering out false positives (i.e.,
non-religious sites) using VirusTotal [12] website categorizations. Thereafter, we
crawl the extracted religious websites using OpenWPM [13] web privacy mea-
surement framework. We analyze the instrumented tracking metrics (third party
scripts/cookies, fingerprinting APIs) using the instrumented data saved to the
OpenWPM database. We identify religious websites that use session replay ser-
vices, by inspecting the traffic sent by potential sites including session replay
services with HTTP Toolkit [14]. In addition, we examine religious sites that
send personal information to external parties using the chatbot functionality.
We look for leaked personal/sensitive information (e.g., name, email address,
address, prayer requests, confessions, user’s location provided for searches) from
religious websites that use HTTP or configured to use session replay. To find
potential TLS vulnerabilities and weaknesses, we collect and analyze TLS cer-
tificates of 45,004 religious websites. In order to find other vulnerabilities in
religious websites (e.g., Cross Site Scripting, SQL Injection, Path Traversal), we
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scan 11,888 religious websites using the Wapiti scanner. We also collect reli-
gious Android apps, and leverage MobSF [15], LiteRadar [16], and mitmproxy
(with Google UI/Application Exerciser Monkey), to perform static and dynamic
analysis techniques (using a Pixel 6 phone). However, we limit the security eval-
uation of religious online services due to possible legal and ethical issues. We
also use VirusTotal [12] to identify religious sites, Android APKs and included
third party domains hosting scripts/cookies that are malicious.

Contributions and Notable Findings

1. We develop a framework to collect religious websites and Android apps by
eliminating false positives from given external source(s), and a test method-
ology to evaluate the privacy and security exposures from these religious
websites.

2. 198/62,373 (0.3%) religious websites include session replay services—e.g.,
FullStory (fullstory.com), Inspectlet (inspectlet.com), Luckyorange (luckyor-
ange.com), Yandex (yandex.com). We observed that users’ personal/sensitive
information is sent from the analyzed religious websites to session replay
services (FullStory, Yandex, Inspectlet). Such shared sensitive information
includes name, phone number, address, email address, message/comment,
prayer request, location searches, login information, donation information,
and keywords used in site searches.

3. 19/11,888 religious websites were found to be vulnerable—SQL Injection (9),
Reflected Cross Site Scripting (7), Server Side Request Forgery (2), Path
Traversal (1). The Path Traversal attack (on christcc.org) exposes several
local files under /etc directory (e.g., /etc/password).

4. 7/1454 religious Android apps leaked sensitive information (e.g., user cre-
dentials, API key, phone number) from unprotected Firebase endpoints. In
addition, 2 apps (cdff.mobileapp, com.avrpt.teachingsofswamidayananda) sent
user credentials/device information over HTTP.

5. 17,418/62,373 (27.9%) and 3569/62,373 (5.7%) of religious sites include com-
mercial tracking scripts and cookies, respectively. These trackers embed ana-
lytic and other third party services (e.g., social media plugins) on religious
websites. Google dominates in tracking on both religious sites (32%) and apps
(78%). There were tracking cookies that expire after a long period of time
(including 4 tracking cookies by center.io on 4 religious sites that expire in
year 9999). In addition, 1351/1454 (93%) of religious Android apps included
tracking SDKs.

6. 69/62,373 religious websites were flagged as malicious at least by 5
security engines used by VirusTotal (e.g., samenleesbijbel.nl, csiholytrin-
itychurch.com). We also observed 12 malicious domains set tracking
scripts/cookies on religious sites. Additionally, 29/1454 (2%) religious
Android apps were flagged by VirusTotal by at least one security engine;
islamictech.slfgo religious Android app was flagged by 10 security engines in
VirusTotal.

7. 14/24 religious websites that use HTTP, sent personal/sensitive information
(name, email address, phone number, address, message, prayer request, con-
fession, date of birth, password).



154 N. Samarasinghe et al.

We disclosed our findings on security vulnerabilities of the 10 websites and 9
Android apps to the corresponding admins/developers. We also notified Google
about islamictech.slfgo.

2 Related Work

Web Privacy Measurements. There are various privacy measurement studies
that are performed in the past. Englehardt et al. [17] implemented OpenWPM, a
fully automated web privacy measurement framework. Using OpenWPM, Engle-
hardt et al. [17] performed a web privacy measurement of the top-1M Alexa pop-
ular sites (mostly commercial sites), and found Google and Facebook dominates
in tracking. Samarasinghe et al. [18] measured tracking on 150,244 government
websites and 1166 Android apps, and found commercial trackers on those online
services (mostly Google trackers), although it was unexpected to have trackers
on government sites that are funded by the taxpayers. Hoy et al. [19] studied 102
church websites in the United States and found that they collect personal identi-
fying information. The confidential information that are entered to church guest
books and prayer requests, were leaked from corresponding church websites. We
studied tracking on religious websites and found a larger proportion of those
sites with Google trackers (32%, 19,772 out of 62,373 websites). In addition, we
found 22 websites leak sensitive information of users (e.g., name, address, email,
donation amount, prayer requests) to session recording services.

Privacy Analysis of Mobile Apps. Several past studies analyzed privacy and
security issues in mobile apps. For example, Binns et al. [20] studied 959,000
apps from US and UK Google Play stores, and found that third party tracking
follows a long tail distribution dominated by Google (87.75%). Nguyen et al. [21]
performed a large-scale measurement on Android apps to understand violation of
General Data Protection Regulation (GDPR) explicit consent. They found 28.8%
(24,838/86,163) of apps sent data to ad-related domains without explicit user
consent. Several recent studies (e.g., [22]) analyzed COVID-19 tracing apps, and
highlighted privacy and surveillance risks in these apps. In contrast, we study
privacy and security issues of 1454 religious Android apps and found Google
specific tracking SDKs in a large proportion (78%, 1132 out of 1454) of them.

Analysis of SSL/TLS Certificates Used in Online Services. Felt et
al., [23] measured the HTTPS adoption on the web, and found the number
of top websites (from HTTPWatch Global, Alexa top-1M, Google top-100) that
use HTTPS (by default) doubled between early 2016 and 2017. Alabduljabbar
et al. [24] investigated the potential vulnerabilities (SSL/TLS) in free content
websites (FCW) and premium websites. The authors found 17% and 12% of
free websites have invalid and expired certificates, respectively. The authors also
found more FCWs (38%) use ECDSA signature algorithm compared to pre-
mium websites (20%). We analyze TLS certificates of 45,004 religious websites
and found 92.9% and 7.1% of HTTPS sites use RSA and ECDSA signature
algorithms, respectively.
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3 Methodology

In this section, we provide details of our website and apps collection methodology.
Then, we elaborate our privacy analysis and measurement techniques; see Fig. 1
for an overview of our methodology.

Fig. 1. Overview of our methodology.

3.1 Collecting Religious Websites and Android Apps

Religious Websites. We acquired a list of 583,784 websites (on April 26, 2022)
from URL Classification [11] that are categorized as Religion; 448,646 (out of
583,784, 76.9%) are classified into multiple categories (including Religion). URL
Classification provides a confidence rank for classified categories of each website,
and with manual inspection, we find websites ranked 50 and above are likely
religious sites; 202,968 (out of 583,784, 34.8%) websites are ranked 50 and above.
To ensure, false positives are eliminated, we scan the 202,968 websites with
VirusTotal [12], and filter 62,373 (out of 583,784, 10.7%) websites that are flagged
as Religion by at least one security engine included in VirusTotal.

Religious Android Apps. We feed unique keywords related to major religions
(i.e., Christianity, Islam, Hinduism, Buddhism) to Google-Play-Scraper [25], that
crawls and extracts 2512 Android apps matching those search keywords from
Google Play Store. We eliminate false positives by manual inspection, and finally
select 1454 apps for our analysis.

3.2 Web Privacy Measurements

We configure OpenWPM [13] web privacy measurement framework to run with
10 parallel browser instances in headless mode. We configure OpenWPM instru-
mentations for HTTP requests/responses, JavaScript, cookies, DNS requests and
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callbacks. JavaScipt instrumentation also collects passive fingerprinting APIs
included in religious websites. To mimic a new request, and to avoid any influence
from past browsing history, for each URL visit, we clear the browser profile after
each visit to a website. We use a physical machine (connected to our university
network) running Ubuntu server 20.4 LTS, 64 GB RAM, 1TB SSD, AMD Ryzen
Threadripper 2950X 16-Core Processor for our measurements between May 1,
2022 - May 7, 2022. A total of 62,373 religious sites were successfully crawled. We
also configure OpenWPM to save the site content to a LevelDB [26] database.
The instrumented tracking metrics extracted from OpenWPM are saved to an
SQLite database for further analysis. The saved information in the database
contains both stateful (i.e., scripts/cookies) and stateless (fingerprinting) forms
of tracking metrics. We then extract scripts and cookies hosted on third-party
domains (i.e., domains of scripts/cookies that do not match the domain of the
religious site that they are included). We use EasyPrivacy [27] filtering rules
that block third party trackers in religious sites to identify known third party
tracking scripts/cookies.

3.3 Session Replay Scripts and Chatbot Services in Religious
Websites

We identify a list of known session replay scripts offering session replay ser-
vices [28]—FullStory (fs.js), Inspectlet (inspectlet.js), Lucky Orange (core/lo.js),
Yandex (watch.js, tag.js). Then we extract the religious websites (198 out of
62,373, 0.32%) that include those scripts, from the javascript table of OpenWPM
SQLite database. Thereafter, we inspect these 198 sites manually, to identify
possible personal/sensitive information leaked during user interactions with the
religious websites (e.g., while submitting messages and prayer requests, donat-
ing to religious institutions). During the interactions with these websites, we use
crafted data (e.g., name, email, date of birth, messages, amount for donations),
but do not submit the form, as input information is sent to remote servers, after
each keystroke during user input. Personal information is also sent during inter-
actions with chatbots in religious websites. We manually inspect the network
traffic using HTTP Toolkit [14] to identify information sent over the network.

3.4 Security Issues in Religious Websites

Potential security issues in religious websites can cause privacy issues. In this
section, we discuss security issues in the analyzed religious websites.

Malicious Religious Websites. In order to determine if the religious websites
and included third party domains (hosting scripts/cookies) are malicious, we
scan all 62,373 religious websites, and included 1906 third party tracking domains
using VirusTotal. Note that, at least in some cases, VirusTotal engines1 may

1 https://tinyurl.com/2p8ynsfj (we exclude CRDF and Quttera for their unreliable
results as we observed).

https://tinyurl.com/2p8ynsfj
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misclassify or delay in updating domain categorization labels [29]. We report
domains that are flagged by at least 5 security engines as malicious.

HTTP/HTTPS Traffic and TLS Certificates Used in Religious Web-
sites. We use PyOpenSSL [30] to collect the TLS certificates (in X509 format)
of the analyzed religious websites. Then we extract various information of the
collected certificates—i.e., validity duration, common name, issuer information
(e.g., issuer name, issuer country, issuer organization), signature algorithm, pub-
lic key size (for RSA only). We identify the protocol used in each web request
(i.e., HTTP, HTTPS). We also analyze the collected information, to determine
whether any of the religious websites send personal/sensitive information over
plain HTTP, or the associated certificates used in religious websites expose users
to risks.

Other Security Issues in Religious Websites. We randomly selected 11,888
religious websites (out of 62,373), and scanned them using the Wapiti [31] scan-
ner to find other security issues (e.g., Cross Site Scripting, Server Side Request
Forgery, SQL Injection). Wapiti crawls the web pages of a given website, and
looks for scripts and forms in web pages where it can inject payloads to iden-
tify vulnerabilities. We configured Wapiti to use 15 s as max-attack-time and
max-scan-time, and scan up to a depth of 5 levels from the base URL.

3.5 Android App Analysis

Tracking SDK Detection. We perform static analysis, using LiteRadar [16]
by feeding APK files of each of the religious Android apps. The output from this
process includes the tracking SDKs included in religious Android apps, the use
of tracking SDKs, and requested permissions (including dangerous permissions
such as camera, contacts, microphone, SMS, storage, and location).

Misconfigured Firebase Database. Many Android apps, including religious
apps, use Google Firebase [32] (a widely used data store for mobile apps) to
manage their backend infrastructure. However, due to possible misconfigura-
tion, Android apps connected to Firebase database can be vulnerable. Exposed
data from Firebase vulnerabilities includes personally identifiable information
(PII) and plain text passwords. We leverage MobSF [15] to extract URLs of
unprotected Firebase endpoints for each APK file, which contains potential vul-
nerabilities; we then download the exposed data from the Firebase datastore
URL2 and check for apparent sensitive and PII items, including: user identifiers,
passwords, email addresses, and phone numbers. However, for ethical/legal con-
siderations, we do not validate the leaked information (e.g., login to an app using
the leaked user credentials). Then we remove the downloaded datastore.

Dynamic Analysis. We use a rooted Pixel 6 mobile phone with Android 12, to
proxy traffic from newly installed apps via mitmproxy [33]. To avoid collecting
2 The URL is of the form <Firebase project name>.firebaseio.com/.json (e.g., https://

catholic-connect-213606.firebaseio.com/.json).

https://catholic-connect-213606.firebaseio.com/.json
https://catholic-connect-213606.firebaseio.com/.json
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traffic from other apps, we uninstall all other apps, except those apps required for
basic functionalities (e.g., Camera, Google Play Store). A mitmproxy root certifi-
cate is installed on the phone. We also install mitmproxy on a separate desktop
machine to collect and decrypt HTTPS traffic. Both the desktop machine and
phone are connected to the same Wi-Fi network. We use adb [34] to automate
the installation, launch, and uninstallation of the apps. We also use Monkey [35]
with 5000 events (e.g., touch, slide, swipe, click) for each app; login to app UI
is not supported (if prompted). The network traffic is captured and stored in
pcap files. We use the captured network traffic to determine sensitive information
(e.g., device identifiers sent to trackers, leaked hardcoded user/admin credentials
and API keys) sent to external entities. We close mitmproxy and uninstall the
installed religious app before moving to the next app.

Session Replay from Android Apps. We leverage the dynamic analysis to
inspect third party domains included in apps, to identify those known session
replay services (e.g., Yandex, Hotjar, MouseFlow, UXCam) to which apps send
HTTP requests. For this exercise, we use Burp Suite [36] to identify apps that
send sensitive information to corresponding session replay services.

Malicious Domains and Apps. We scan the APK files of 1454 religious
Android apps with VirusTotal. We also scan 1539 domains included in apps
(as found in the network traffic) with VirusTotal.

3.6 Ethical Considerations and Limitations

We do not use the sensitive information (e.g., user identifiers and passwords)
extracted from static and dynamic analyses of Android apps for any intrusive
validations that may have an impact to the privacy of users. In addition, we
did not retain any data from exposed Firebase databases. The Wapiti black-box
scanner we use to find vulnerabilities in religious websites, limits the scope of
the scan only to the web page (e.g., add/remove query parameters).

EasyPrivacy [27] filtering rules that we use are not comprehensive enough
to identify all possible tracking scripts/cookies set on religious sites (especially
country specific trackers). We also resorted to use manual steps in verifying false
positives/negatives of religious websites and Android apps, which are not trivial
to automate (e.g., inspection of sensitive information relayed from session replay
services to third parties). Android apps with obfuscated code may have impacted
our static analysis, but not so on our dynamic analysis. Random clicks triggered
from the UI automation that use monkeyrunner, may not precisely target the
specific targeted areas on the UI.

4 Results: Religious Websites

4.1 Session Replay and Chatbot Services

With session replay services that are included in websites, a user’s session is
replayed through the browser and sent to a remote third party; information
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replayed includes user interactions on a website, such as typed inputs, mouse
movements, clicks, page visits, tapping and scrolling events. During this process,
user’s sensitive information can be exposed to third-party servers that host ses-
sion replay scripts. We identified four session replay services on the analyzed
religious sites (62,373): FullStory (4), Inspectlet (5), Lucky Orange (1), Yandex
(187). The Lucky Orange session replay service was included only on one ana-
lyzed religious site (discoverquran.com), and we found session replaying on this
site was disabled by the site owner. FullStory was used (e.g., in fbckahoka.org,
emmausdenver.com) to replay requests for religious material and prayer requests
by users. Inspectlet was used to replay meta-information (e.g., page title, browser
information, dependent resources of websites requested) of religious sites (e.g.,
gbcga.com, afci.com.au) browsed by users, which can be leveraged for fingerprint-
ing. We found personal information (e.g., name, email, phone, message, address,
login ID), donation details (e.g., donation amount), prayer requests and key-
words used during site searches being replayed to Yandex session replay services
from 19 religious sites; see Table 1.

Furthermore, AI-based chatbots are being included in religious websites
to emulate personal human conversations. Exposure of these conversations
to adversaries may divulge personal information of users. We observed chat-
bots of two religious sites shared personal conversation to third parties:
chertzumc.com transmitted user conversations in base64 format to an exter-
nal domain (chat.amy.us), and immersivehistory.com sent user conversations as
is, over a websocket to a third party domain (socket.tidio.co).

4.2 Religious Sites with Security Issues

The Wapiti scanner identified security issues in 19 (out of 11,888) religious
websites—SQL Injection (9), Reflected Cross Site Scripting (7), Server Side
Request Forgery (2), Path Traversal (1); see Table 2 for examples of secu-
rity issues in religious websites. Christcc.org is vulnerable to the Path Traver-
sal attack that exposes the local /etc/passwd file. Although, user passwords
are not revealed from the /etc/passwd file, the content (e.g., full names,
list of system users indicating software installed on the host) of it can be
used for reconnaissance and social engineering efforts, which may eventually
lead to reverse shells and local privilege escalations. The potential Reflected
Cross Site Scripting attacks that can be launched by some websites (e.g.,
abccolumbia.org, christcc.org, cogsabbath.org), are proof of the attacker’s abil-
ity to execute much more harmful attacks (e.g., steal credentials, hijack user
accounts, exfiltrate sensitive information) on users. The same applies to reli-
gious websites (e.g., abccolumbia.org, aoffcc.com, welfarebc.com) subjected to
SQL Injection vulnerability, where the consequences from such attacks (e.g.,
unauthorized viewing of user data, removal of data from database tables,
attacker gaining database administrative rights) are far reaching. We also
scanned religious Android apps pertaining to these religious websites (for secu-
rity issues) using Wapiti, and found com.subsplashconsulting.s R858KV (CCC
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Table 1. Use cases for information leakage with session replay services (SRS) on reli-
gious sites.

Leakage type Religious site SRS Leaked information

Personal information glorygod.ru,

aglow.org.uk,

novizavet.ru,

standrews.ru,

slovo-istini.com,

zhslovo.ru, sda-spb.ru

Yandex Name, phone number, email,

address/city, message

nehemiah.ru Yandex Location entered to search for the

closest church

mbs.ru, belchurch.org Yandex Login ID

solba.ru Yandex Email address used to subscribe for a

newsletter

Request for religious

material

fbckahoka.org FullStory Email address, sermon notes

Request for prayer fbckahoka.org FullStory Full name, email, phone, prayer

request

solba.ru Yandex Name, message, donation amount of

the prayer request for a patient

(Corona and other diseases), and to

succeed in studies/exams

Meta information of site

requests

lifeteen.com FullStory links clicked by users (relating to

various religious missions)

gbcga.com Inspectlet Page title, URL browsed, browser

information (i.e., browser type,

version, webkit, user-agent).

afci.com.au Inspectlet URL and dependencies (CSS,

JavaScript) of the site browsed

bengalipdfbooks.info Yandex Links clicked by users

Donation details novizavet.ru Yandex First name, last name, donation

amount

rpconline.ru Yandex Donation amount, mode of payment

(e.g., bank card)

Keywords uses for

searches

new-church.ru,

wolrus.org, sda-spb.ru,

kateheo.ru

Yandex Keywords used in site searches that

may include sensitive information

Camp Hill, PA App) app that corresponds to christcc.org religious website, con-
tains 2 endpoints (https://app.easytithe.com/AppAPI/api/account/churchInfo,
https://app.easytithe.com/AppAPI/api/account/paymentList) that are vulner-
able to SQL Injection.

4.3 Religious Sites Flagged as Malicious

We found 69 (out of 62,373, 0.1%) religious sites were flagged as malicious by
VirusTotal (at least by 5 engines). We only considered sites that apparently were
used for malicious purposes according to VirusTotal category labels and commu-
nity comments, containing keywords including malware, compromised, infection,
spyware, fraud, weapons, command and control, bot network and callhome. We
also observed 12 malicious domains host tracking scripts/cookies on religious
sites, as per VirusTotal (at least by 5 engines): freecontent.date (modifies files
in Chrome extension folder) and iclickcdn.com (website redirected to malicious
pages) were flagged as malicious by more than 10 engines. With Retire.js [37],

https://app.easytithe.com/AppAPI/api/account/churchInfo
https://app.easytithe.com/AppAPI/api/account/paymentList
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Table 2. Examples of security issues in religious websites.

Security issue Website Details of the security issue

Reflected Cross Site
Scripting (XSS)

spiritofmedjugorje.org This vulnerability is found via injection of
parameter ArticleSeq (e.g., https://
spiritofmedjugorje.org/index.php?
ArticleSeq=%3C%2Fscript%3E%3CScRiPt
%3Ealert%28%27wfj7hux5b6%27%29%3C
%2FsCrIpT%3E)

SQL Injection abccolumbia.org Injection of parameter media id (e.g.,
https://abccolumbia.org/video.php?media
id=10%27%20AND%2092%3D92%20AND
%20%2714%27%3D%2714). The parameter
value passed to media id is decoded as 10’
AND 92=92 AND ’14’=’14

Path Traversal christcc.org Linux local files disclosure vulnerability via
injection of parameter path—exposes
/etc/passwd, /etc/group, /etc/hosts,
/etc/host.conf, /etc/resolv.conf, /etc/profile,
/etc/csh.login, /etc/fstab, /etc/networks,
/etc/services files (e.g., https://christcc.org/
vcf download.php?path=%2Fetc%2Fpasswd)

Server Side Request
Forgery (SSRF)

allsaintsphoenix.org SSRF vulnerability via injection of parameter
url (e.g., https://allsaintsphoenix.org/s/cdn/
v1.0/i/m?url=http%3A%2F%2Fexternal.url
%2Fpage&methods=resize%2C500%2C5000)

we found JavaScript sources (i.e., bootstrap, jquery, swfobject) included in 3 reli-
gious sites (wierdapark-suid.co.za, divyabodhanam.org and divyabodhanam.org)
were using legacy script versions that are vulnerable to Cross Site Scripting.

4.4 Analysis of HTTP/HTTPS Traffic from Religious Websites

We analyze the HTTP/HTTPS traffic and characteristic of TLS certificates used
in religious websites. We were able to extract 45,004 (72.2%, out of 62,349)
websites that use HTTPS; 17,345 requests failed (e.g., because of timeout).

Use of HTTP in Religious Websites. We found 24 religious websites (out
of 62,373, 0.04%) use plain HTTP for communication.

Table 3. Top-5 religious websites with
most leakages of personal/sensitive infor-
mation over HTTP—DOB = Date of Birth,
PR = Prayer Request

Website N
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eliotchapel.org

nbcog.net

therockchurchla.org

walkatliberty.com

catholicfamily.net

HTTP is not secure, and allow
adversaries to listen to the traffic
sent from these websites, and cap-
ture sensitive personal information.
We found 14 out of 24 of religious
websites that use HTTP, sent per-
sonal/sensitive information (first/last
names, email address, phone number,
address, message/comment, prayer
request/confession, date of birth/age,
password) of users over the clear; see
Table 3 for top-5 religious websites
that leak personal/sensitive informa-
tion over HTTP.

https://spiritofmedjugorje.org/index.php?ArticleSeq=%3C%2Fscript%3E%3CScRiPt%3Ealert%28%27wfj7hux5b6%27%29%3C%2FsCrIpT%3E
https://spiritofmedjugorje.org/index.php?ArticleSeq=%3C%2Fscript%3E%3CScRiPt%3Ealert%28%27wfj7hux5b6%27%29%3C%2FsCrIpT%3E
https://spiritofmedjugorje.org/index.php?ArticleSeq=%3C%2Fscript%3E%3CScRiPt%3Ealert%28%27wfj7hux5b6%27%29%3C%2FsCrIpT%3E
https://spiritofmedjugorje.org/index.php?ArticleSeq=%3C%2Fscript%3E%3CScRiPt%3Ealert%28%27wfj7hux5b6%27%29%3C%2FsCrIpT%3E
https://spiritofmedjugorje.org/index.php?ArticleSeq=%3C%2Fscript%3E%3CScRiPt%3Ealert%28%27wfj7hux5b6%27%29%3C%2FsCrIpT%3E
https://abccolumbia.org/video.php?media_id=10%27%20AND%2092%3D92%20AND%20%2714%27%3D%2714
https://abccolumbia.org/video.php?media_id=10%27%20AND%2092%3D92%20AND%20%2714%27%3D%2714
https://abccolumbia.org/video.php?media_id=10%27%20AND%2092%3D92%20AND%20%2714%27%3D%2714
https://christcc.org/vcf_download.php?path=%2Fetc%2Fpasswd
https://christcc.org/vcf_download.php?path=%2Fetc%2Fpasswd
https://allsaintsphoenix.org/s/cdn/v1.0/i/m?url=http%3A%2F%2Fexternal.url%2Fpage&methods=resize%2C500%2C5000
https://allsaintsphoenix.org/s/cdn/v1.0/i/m?url=http%3A%2F%2Fexternal.url%2Fpage&methods=resize%2C500%2C5000
https://allsaintsphoenix.org/s/cdn/v1.0/i/m?url=http%3A%2F%2Fexternal.url%2Fpage&methods=resize%2C500%2C5000
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Validity Period of TLS Certificates. Popular browsers (e.g., Google
Chrome) have announced in 2020, SSL/TLS certificates cannot be issued for
more than 13 months (397 days) [38]. Larger validity periods make it tedious
to roll out changes to cryptographic primitives of certificates (e.g., update to a
stronger encryption algorithm) by certificate issuers, and to ensure the trust of
an identity (i.e., website’s domain). We found 590 (out of 45,004, 1.3%) of the
religious websites that use HTTPS have a validity period between 24–28 months
in the issued certificates; none of the certificate issuers of these certificates are
free certificate authorities—e.g., Sectigo Limited (398), GoDaddy.com, Inc. (80),
Starfield Technologies, Inc. (61), DigiCert Inc (27).

Analysis of Certificate Issuers. We observed that the top-5 certificate
authorities that issue certificates for the analyzed religious websites are Let’s
Encrypt (29,357/45,004, 65.2%), cPanel, Inc. (4996, 11.1%), Cloudflare, Inc.
(2945, 6.5%), GoDaddy.com, Inc. (2416, 5.4%), DigiCert Inc (1799, 4%). We
also explored the country level distribution of TLS certificate issuing organi-
zations, and found United States (42,618/45,004, 94.7%) and United Kingdom
(1724, 3.8%) dominates in the distribution.

TLS Certificate Signature Analysis. We found 41,804 (out of 45,004, 92.9%)
of HTTPS religious sites use RSA signature algorithms—i.e., sha256 with RSA
(41,697), sha384 with RSA (106), sha512 with RSA (1); all RSA signature algo-
rithms use a pubic key of at least 2048 bits. In addition, 3200 (out of 45,004,
7.1%) HTTPS religious websites use ECDSA (Elliptic Curve Digital Signature
Algorithm) signature algorithm—i.e., ecdsa with SHA256 (2966), ecdsa with
SHA384 (234). The ECDSA signature algorithm uses shorter keys for the same
security level as in RSA with larger keys. Although ECDSA is a more efficient
signature algorithm, recent studies found it is more vulnerable to attacks [24].

4.5 Third-Party Tracking Scripts

Table 4. The top-10 known tracking cook-
ies and their expiry periods (m = month, y
= year).

Tracker #Sites Cookie expiry

1m-1y 1y-5y > 5y

bidswitch.net 1165 1 1 –

adsrvr.org 686 – 690 –

rlcdn.com 517 4 513 –

id5-sync.com 454 390 – –

demdex.net 201 402 – –

statcounter.com 379 – – 379

casalemedia.com 342 2 343 –

crwdcntrl.net 298 298 – –

tapad.com 298 296 – –

eyeota.net 271 – 3 –

We found 27.9% (17,418/62,373) of
religious websites had at least one
known tracker on their landing pages,
and a total of 359 unique known
trackers. We observed popular non-
commercial religious websites include
commercial trackers on them—e.g.,
churchofjesuschrist.org (a top ranked
religious website [39]) included third
party scripts from 7 unique com-
mercial tracking domains. The most
common known commercial track-
ers on religious websites were google-
analytics.com (12,653, 20.3% of web-
sites), googletagmanager.com (7064,
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11.3%) and wp.com (3713, 6%). Religious sites we analyzed, are often devel-
oped using WordPress and Squarespace website building services. The scripts
included by the former are used for pixel tracking, while the latter use analyt-
ics to track users. In addition, the Facebook (facebook.net) social media plugin
included in religious sites is used to collect information on users’ browsing behav-
iors (e.g., websites and other apps visited), and share this information with other
third parties. Furthermore, the PayPal plugin included in religious websites (for
online donations) can also be used to track users.

4.6 Third-Party Tracking Cookies

We found 3569/62,373 (5.7%) websites set tracking cookies. The most
number of cookies are set by bidswitch.net (1165/62,373, 1.9%), adsrvr.
org (686/62,373, 1.1%) and rlcdn.com (514/62,373, 0.01). Biblehub.com and
biblegateway.com are top ranked religious websites [39] that included cookies set
by 42 and 16 tracking domains, respectively; a cookie set by cpmstar.com (an
adware) on biblehub.com expires after 20 years. Cookies set by statcounter.com
(used for web analytics) expires after 5 years; see Table 4. We also found track-
ing cookies set by center.io on 4 religious websites (zionbaptistva.com, laven-
dervines.com, effect900.com, catholicfundraiser.net) expire in year 9999.

5 Results: Religious Android Apps

Static Analysis Results: Tracking SDKs and Exposed Firebase
Databases. With LibRadar, we found a total of 7398 tracking SDKs (203
unique) on 1454 religious Android apps. We also used LibRadar to check the
usage types of these SDKs (e.g., Google Mobile Services is used as a develop-
ment aid, Google Analytics is used for mobile analytics). Similar to religious
websites, most tracking SDKs in apps were also from Google (1132/1454, 78%)
and Facebook (205/1454, 14.1%). Note that Google tracking SDKs are also used
for ad and mobile analytics. Although the collection of analytics can help pro-
vide a better user experience and improve protection (e.g., fraud detection [40]),
it can also be effectively used for tracking/profiling. A notable example is the
com.prayapp app that embedded 10 tracking SDKs (including Google and Face-
book). The app collects personal information (e.g., location, app usage), and
apparently, the app owners also purchase data (e.g., gender, age, ethnicity, reli-
gious affiliation) from third parties for better profiling [41]; they may also share
personal information to third parties (e.g., advertisers) for commercial purposes.

We found 55 (3.8%, 1454) religious Android apps exposed their Firebase
databases due to unprotected endpoints; 7 of these apps leaked sensitive
information—e.g., user name, password, phone number, email, profile picture,
chat details, API key, device type. However, we did not verify/use/store this
info (deleted immediately after checking the data types). Notable examples:
Vedic Library (com.hinbook.library)—an app that supports individual spiritual
enhancement (100K+ installs), and Catholic Connect (com.catholicconnect)—a
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social media platform to build and collaborate between Catholic communities
(10K+ installs).

Dynamic Analysis Results. Examples from what we observed from our
dynamic analysis include a Christian dating chat app (cdff.mobileapp, 1M+
installs), that sent login information via HTTP to a domain owned by
the same owner (christiandatingforfree.com). We also found cdff.mobileapp
and com.avrpt.teachingsofswamidayananda sent device information (device ID,
device model, device manufacturer, device operating system, screen resolution)
over HTTP to christiandatingforfree.com and avrpt.com domains, respectively
(both the apps and corresponding domains are owned by the same party). Such
device data can be used to passively track users by fingerprinting their devices.

Session Replaying from Apps. We found that the UXCam session replay ser-
vice collected users’ location (i.e., GPS coordinates) from the Tabella Catholic
app. Hotjar and MouseFlow collected fingerprinting information from Muslim
kids (e.g., device model) and Buddhist Sangam (e.g., mouse events) apps, respec-
tively.

Religious Apps and 3rd-Party Domains Flagged as Malicious. 29/1454
religious apps were flagged as malicious by VirusTotal: one app by 10 engines,
eight apps by two engines and 20 apps flagged by one engine. islamictech.slfgo
(50K+ installations) is flagged as malicious by 10 security engines. 8 apps
included the Android.WIN32.MobiDash.bm [42] stealthy adware that usually
displays ads when the mobile device screen is unlocked. 8 apps contained the
AdLibrary:Generisk [43] malware that steals information (e.g., Facebook creden-
tials). We also observed calls to two malicious 3rd-party domains by religious
apps—jainpanchang.in and orthodoxfacts.org third party domains were included
in com.mosync.app Jain Panchang (Jain Panchang) and com.orthodoxfacts
(Orthodox Sayings) religious Android apps, respectively. Jain Panchang requires
the WRITE SECURE SETTINGS3 Android permission, allowing the app to
read/write secure systems settings, which is not supposed to be used by third-
party apps.

6 Conclusion

Online religious services raise concerns about user privacy. Information with
deeply personal content shared by faith-based communities over online religious
services are accessed by various third parties (via tracking scripts/cookies, ses-
sion replay) that include commercial entities, governments (for surveillance pur-
poses) [7]. As such, adherence to best practices is imperative to safeguard the
privacy/security of users; developers need to be vigilant in including third party
scripts/libraries in religious websites, and should do proper scanning before using
such dependencies. Privacy regulations require personal data used to interact
with religious websites to be protected; according to GDPR [44], personal data

3 https://tinyurl.com/489ee9xu.

https://tinyurl.com/489ee9xu
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relating to religious beliefs are deemed sensitive. However, we observed religious
online services do not fully comply with these regulations. Proliferation of pri-
vacy regulations should drive faith based organization to partner with trusted
service providers that comply with industry standards/best practices. In addi-
tion, routine risk assessments, audits and inspections of the policies/procedures
of religious online services should be carried out by the owners of these services.

Finally, we note that there are several privacy measurement studies [17,45–
47] that looked into tracking/exposure of sensitive information from online ser-
vices of different types (e.g., business, government). However, these measure-
ments were done using different tools, environments, techniques and time inter-
vals. Therefore, a naive comparison between the reported findings in these studies
and ours is not meaningful, and we leave it as a future work to find a better
comparison approach.
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Abstract. Integrating blockchain with IoT technology is a hot topic
in recent years. Some outstanding approaches propose to design new
blockchain platforms from scratch to adapt them to the special needs of
the resource-constrained devices of the IoT. On the other hand, integrat-
ing existing blockchain systems, like Bitcoin or Ethereum, would open
the door to extend and use a plethora of already successful applications
running on these systems. In this paper, we show the feasibility to inter-
act with the Bitcoin blockchain with an IoT device. To this end, we
implement a minimal SPV wallet that we deploy on a microcontroller
unit from the STM32F4 family. Then, we empirically study the perfor-
mance of this minimal wallet analyzing its key functionalities in terms of
execution time, memory usage, and network traffic. Beyond demonstrat-
ing the feasibility of integrating the most popular blockchain network
with the IoT, the results of this experiment show the most demanding
operations, which is a necessary first step to construct a wallet optimized
for the IoT.

Keywords: IoT · Blockchain · SPV wallet · Bitcoin

1 Introduction

In 2008, the author of [16], under the pseudonym, Satoshi Nakamoto, presented
Bitcoin as a peer-to-peer online payment system that works without a central
bank or administrator. Some months later, Nakamoto implemented an open-
source software version of the protocol and started running the first Bitcoin
node. Since then, thousands of users in the world have downloaded and installed
this software, creating a highly secure and decentralized payment infrastructure.

One of the most prominent innovations of Bitcoin is the blockchain, a data
structure to store the monetary transactions of the system, which is built collab-
oratively and stored in a distributed way on the network nodes. The blockchain
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J. Garcia-Alfaro et al. (Eds.): DPM 2022/CBT 2022, LNCS 13619, pp. 169–184, 2023.
https://doi.org/10.1007/978-3-031-25734-6_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25734-6_11&domain=pdf
http://orcid.org/0000-0003-1632-9815
http://orcid.org/0000-0001-7534-1326
http://orcid.org/0000-0003-3036-2240
https://doi.org/10.1007/978-3-031-25734-6_11


170 M. Rahmanikivi et al.

is considered to be immutable, secure, distributed, traceable, and scalable. Cur-
rently, there are many other proposals to build blockchain platforms beyond
Bitcoin. Nonetheless, generally, they share several characteristics and have a
similar architecture.

To send and receive monetary transactions in Bitcoin, users need wallet appli-
cations. These are basically used to manage keys, run cryptographic operations,
and communicate with the Bitcoin network. Generally, the wallets are installed
on laptop computers or mobile phone devices, and are operated by human users.
However, with the advent of the Internet of Things (IoT), there is also the
need to connect IoT devices to blockchain networks. These are normally compu-
tationally and memory-constrained instruments that, many times, are battery
powered, and that are operated autonomously with minimal human interaction.
Therefore, building wallet applications for the IoT has very different require-
ments than conventional wallets and, nowadays, represents a challenge.

Previous research works have focused on the design of new cryptocurrencies
specially adapted to IoT requirements. However, in this paper, we question the
need for such designs by evaluating to what extent IoT devices are able to
interact with conventional public blockchains. Specifically, our goal is to design
and implement a light minimal wallet for Bitcoin. The contributions of this paper
are thus 1) to demonstrate that it is indeed possible to run a minimal Bitcoin
wallet on a resource-constrained device, and 2) to measure the resources needed
to perform different wallet functionalities. Additionally, our paper contributes
to the discussion of whether special IoT specific blockchains are needed in order
to be able to successfully use blockchain from IoT devices.

The rest of the paper is organized as follows. Section 2 presents the state
of the art. Section 3 describes the operations and functionalities of a minimal
wallet. Section 4 shows the performed experiment, describing the used board,
the computed metrics, and discussing the results. Finally, Sect. 5 concludes the
paper.

2 State of the Art

The Bitcoin network is made of nodes running a software called the Bitcoin client.
Depending on the functionality that a node wants to carry on the network, the
client can be deployed implementing some of the following four basic functions:
wallet, miner, full blockchain database, and network routing [1, Chapter 8]. In
this way, nodes are generally classified as full nodes, miners, or light nodes.
Full nodes are responsible for downloading, verifying, and storing all blockchain
blocks, from the genesis to the current block. They can also have wallet and
mining functions, and can assist other nodes in updating their version of the
blockchain, resending blocks, transactions, etc. Miners are responsible for receiv-
ing and verifying user transactions, and generating new blocks [1, Chapter 10].
Finally, lightweight nodes are designed to be installed on devices constrained in
computational resources or storage capacity (e.g. mobile phones). The Simplified
Payment Verification (SPV) protocol [1, Chapter 8] can be used by lightweight
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clients to obtain and validate transactions of their interest. Instead of download-
ing all the data of all the blocks of the chain, SPV nodes only download the block
headers. A block header is a data structure that contains the basic information
to identify the block and guarantee the integrity of its transactions. Further-
more, each block header also includes the hash of the previously published block
header, creating, in this way, the chain of blocks. Since SPV nodes do not have
all the data of the system to validate transactions, they require the assistance
of, at least, one full node.

In this paper, we focus on the wallet component. A wallet [1, Chapter 5] is a
software that stores seeds (or the keys derived from seeds), provides key manage-
ment, creates transactions, and verifies selected transactions. Also, a wallet can
gather the history of transactions related to a desired key. Since many wallets
are installed in mobile phones with a low storage and computational capacity,
they normally run the SPV process mentioned above and require the assistance
of another node.

Nevertheless, although mobile phone wallets are optimized to run in con-
strained environments, they are still not adequate for the IoT, since IoT require-
ments are much more strict than those for mobile devices. On the one hand, many
IoT elements are built just using microcontrollers that cannot run an operating
system, or computationally-reduced microprocessors running specially designed
operating systems including fewer functionalities, such as RTOS [26] or Con-
tiki [5]. On the other hand, the computational and storage restrictions of IoT
elements, and the fact that they are battery-powered in many cases, require
a higher degree of optimization for their applications. There are some works
that study, in a general way, the challenges and opportunities of implementing
blockchain in the IoT scenario, like [24]. Other works focus on creating IoT spe-
cific blockchain products, specially adapted to the needs of these systems. A
relevant project in this regard is IOTA [18].

However, the goal of this paper is to evaluate if IoT devices can interact
with conventional blockchain systems, like Bitcoin. Bitcoin is nowadays the most
important cryptocurrency by market capitalization [3], and implementing a min-
imal wallet compatible with IoT devices can enable many new applications. Some
research in this field has focused on creating bitcoin payment channels with IoT
elements [8,12]. Also, other researchers have studied the execution of Ethereum
transactions in IoT devices [9]. However, as far as we know, there are no papers
exhaustively evaluating the functionalities of a bitcoin wallet in an IoT device,
nor proposing the minimal wallet components for this type of environment.

We define the minimal wallet functionalities based on existing works men-
tioned above and we explain and clarify them in the next section.

3 A Minimal Bitcoin Wallet

A wallet is a software component used by the Bitcoin users to interact with the
Bitcoin network. Well-known Bitcoin wallets are Electrum, Exodus, or Trezor,
which allow users to manage keys, and create and receive several types of trans-
actions. This research work has the goal to enable a minimal wallet that allows



172 M. Rahmanikivi et al.

IoT elements to interact with the Bitcoin network. For this, this minimal wallet
has to connect to the network and be able to send, receive and validate basic
transactions. Because of the limited resources IoT elements have, our design
will be focused on implementing a lightweight wallet that does not store the
full blockchain and validates transactions using the Simplified Payment Verifica-
tion (SPV) protocol [15]. Moreover, since Pay-to-Public-Key-Hash (P2PKH) [1,
Chapter 8] outputs are currently the most common UTXO type in Bitcoin [25],
we focus our work on this kind of output. To enable these, the minimal wallet
has to offer a set of functionalities (described in Sect. 3.1) and implement several
operations, which we group into the following categories: K (key management),
D (data structures), S (sign and verify), B (blockchain), and N (networking).

The key management category groups operations related to cryptographic
keys, that is, the generation of the random seed value, the encoding of this
seed for backup, the derivation of private and public keys from the seed, and the
computation of addresses. Our minimal wallet follows BIPs 32 and 39 to generate
keys and their backup. Bitcoin improvement proposal 39 (BIP39) [17] introduced
the standard of mnemonic words which converts the seed into a series of 12 to 24
words to make a better way to store and back up the seed. Likewise, BIP32 [27]
was proposed to avoid the creation of nondeterministic keys, a situation where
keys are unrelated and nonrecoverable because each key is independently derived
from a seed. Instead, BIP32 introduced hierarchical deterministic (HD) wallets,
where keys are generated following a tree-based process. In this process, the seed
is used to derive the root key of the tree. The root key can derive several child
keys, each child can derive a series of grandchild keys, and so on.

The necessary sub-operations to fulfill key management following BIP39 and
BIP32 are: K1 (create mnemonic words from random data), K2 (generate root
private key from mnemonic words), K3 (derive child private key from root private
key), K4 (generate child public key from child private key), K5 (generate address
from child public key), and K6 (verify transaction belongs to the wallet).

The operations related to Data structures (D) are responsible for decoding
received transactions to extract their basic components (e.g. inputs, outputs,
etc.) and, also, preparing and encoding new transactions. This includes two
sub-operations: D1 (encode transaction including prepare inputs, outputs, and
transactions), and D2 (decode transaction).

The operations related to Signatures (S) employ the keys (generated by the
Key management operations) to perform or verify the digital signature of a
transaction (prepared by the Data structures operations). This includes two sub-
operations: S1 (sign a transaction), and S2 (verify the signature of a transaction).

When receiving a transaction, the minimal wallet is responsible for verifying
not only the signature but also the correct inclusion of the transaction in the
blockchain. SPV clients validate transaction inclusion by requesting a Merkle
proof from a full node. This Merkle proof allows the client to verify that a
transaction is indeed included in a block using just the block header. Then, SPV
clients also validate that the block header belongs to the main chain, by checking
the previous hash pointers also found in the header. We have grouped these
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operations under the Blockchain (B) category. This includes two sub-operations:
B1 (validate headers), and B2 (validate Merkle proof).

The operations related to Networking (N) include the following four sub-
operations: N1 (download headers), N2 (send the transaction to the network),
N3 (get transaction), and N4 (get Merkle proof).

3.1 Minimal Wallet Functionalities

With the operations from the previous section, a minimal wallet should perform
the following functionalities shown in Fig. 1:

Bootstrap is a preprocessing functionality, performed once in the lifetime of
the system, responsible for generating the necessary data required to perform
other functionalities. During the Bootstrap, the wallet generates the BIP32
root private key and prepares it for backup following the BIP39 encoding.

Synchronization is another preprocessing functionality, performed in every
startup of the system, responsible for updating the block header list with the
current state of the blockchain. Therefore, to synchronize, the wallet down-
loads and validates the headers since the last header stored locally to the last
header included in the blockchain.

Send is a functionality that transmits data (i.e. a transaction) to the blockchain.
In a typical bitcoin payment, the UTXO(s) that the sender spends, generally,
contains more BTC than the amount that he or she wants to pay. Thus, the
sender creates what is known as the change address to send the difference
between the intended value to transact and the actual value of the used
outputs. For this, the wallet derives two keys (one for the change address,
and another belonging to the output from which the funds are going to be
redeemed). The latter is used for signing the transaction. When the keys are
ready, the wallet creates a raw transaction, then signs it, and, finally, sends
it to the network.

Receive obtains data from the blockchain to verify that received transactions
from one address are valid. Here, the wallet sends a request to another node
in the network specifying an address. The node responds by sending all the
transactions that have as the recipient the given address1. Then, the wallet
decodes each transaction and verifies: (1) if the transaction belongs to the
wallet’s keys, (2) the transaction signature, and (3) if the transaction belongs
to the blockchain, validating the Merkle proof of the transaction in the block
header where the transaction claims to be included.

3.2 Cryptographic and Codification Functions

The functionalities explained in the Sect. 3.1 require using some cryptographic
and conversion functions. The most important of these functions are: hash func-
tions (SHA256 and Double SHA256 [6], HMAC-SHA512 [11], RIPEMD160 [4]),
1 For privacy reasons, the SPV client does not literally include its addresses on the

request: it creates a Bloom filter that matches transactions of its interest, and sends
the filter to the full node.
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Fig. 1. The wallet functionalities.

Public-key cryptography (Elliptic curve version secp256k1 [13], and conversion
(Base58 [21], Base16 [10]).

Table 1 describes the functions involved in each of the wallet functionali-
ties. As the table shows, K1 uses SHA256 and Base10 to generate mnemonic
words from random data (entropy). K2 generates the root private key executing
the HMAC-SHA512 hash function 2048 times. K3 derives a child private key,
using elliptic curve multiplication and HMAC-SHA512 in D iterations, where
D is the generation depth (D = 1 for CHILD, D = 2 for a child(CHILD), D
= 3 child(child(CHILD))), and so on). When the child private key is ready,
K4 employs elliptic curve multiplication to make the child public key. Finally,
K5 generates a legacy address (based on the P2PKH method) by executing
HASH160, SHA256, and Base58. K6 compares the public key of the transaction
with the list of the wallet keys, to check whether a transaction is paying to the
wallet.

Data management operations do not require any cryptographic operations:
D1 arranges and serializes data to prepare the transaction, and D2 parses the
transaction to its components.

Regarding signature related operations, both S1 and S2 need to compute
the hash of the transaction. This hash is used by S1 to compute the ECDSA
signature and by S2 to verify that signature.

B1 validates the blockchain headers by computing its hash and comparing
it with the previous block hash pointer in the next block. B2 checks the inclu-
sion of the transaction in a confirmed block by validating a Merkle proof. This
implies performing DoubleSHA256 N times, where N is log2 of the number of
transactions in the block [1, Chapter 9].

4 Evaluation

In this work, we have implemented a minimal wallet, as described in the previous
sections, for a basic IoT device to empirically demonstrate the feasibility of
interacting with the Bitcoin network with this type of equipment and, also,
to evaluate the cost of executing the basic functionalities and operations. A
thorough analysis of this will allow us to optimize a minimal IoT Bitcoin wallet.
Section 4.1 specifies the hardware used in this experiment, Sect. 4.2 describes the
evaluation metrics, and Sect. 4.3 presents and discusses the results.
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Table 1. Cryptographic functions required for each operation of the minimal wallet.

Op Description Functions Conversion

K1 Mnemonic words 1× SHA256(CheckSum) 1×Base10

K2 Generate root private key 2048×HMACSHA512 1× (Base16)∗

K3 Derive child private key D × EllipticCurveMultiplication
D ×HMACSHA512

1× (Base16)

K4 Derive child public key 1× EllipticCurveMultiplication 1× (Base16)

K5 Generate address for P2PKH 1×HASH160
1× SHA256(CheckSum)

1×Base58

K6 Verify the transaction belongs
to the wallet keys

– –

D1 Prepare Transaction – –

D2 Decode transaction – –

S1 Sign The Transaction (Per
P2PKH input)

1× ECDSAsignature
1×DoubleSHA256

–

S2 Verify the signature (Per
P2PKH input)

1× ECDSAverification
1×DoubleSHA256

–

B1 Validate headers NumberOfHeaders×
DoubleSHA256

–

B2 Verify inclusion of transaction
in the block

N× DoubleSHA256 –

∗ The base16 conversion is optional to make the result human-readable.

4.1 Hardware Description

Nowadays, IoT manufacturers produce a wide diversity of IoT devices according
to market needs. This diversity materializes in significant differences in their
resources and characteristics, such as in their processor, RAM, flash memory,
sensors, connectivity, or power consumption.

The experimental part of this paper is made using an STM32f446RE micro-
controller unit (MCU) with a 180MHz ARM Cortex M4 CPU, 512 Kbytes of
flash memory, and 128 Kbytes of SRAM. This MCU belongs to the STM32F4
series. Figure 2 shows the resources (CPU speed and RAM memory) available in
different archetypal IoT devices, highlighting the board used for the experiments
of this paper. Although this board can be considered a high-performance IoT
device, as the figure shows, it is quite representative in the IoT space.

We use the ESP8266 (ESP-01) [14] wifi module for network communications.
This module is able to operate in two different modes: with the AT command
interface or using a native software development kit (SDK). On the one hand,
the AT command interface allows an easy integration, but it is not optimized
for speed nor efficiency, and has some limitations. On the other hand, the SDK
includes driver libraries that can be used to implement embedded wifi solutions,
which are more efficient than the AT command interface. As a first step, in this
study, we used the AT command interface.
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Fig. 2. Comparison of different IoT development boards [19].

4.2 Evaluation Metrics

This section describes the metrics used to evaluate the performance of the dif-
ferent functionalities and operations of a minimal wallet running on the IoT
device detailed above. We focus on three different aspects: (1) execution time,
(2) memory usage, and (3) network traffic.

Regarding (1) execution time, three considerations have to be made. First,
although the CPU of the MCU is able to run at 180 MHz, the results included
in this paper are computed with the speed restricted to 32 MHz. We conducted
experiments with other clock speeds resulting in execution times proportional
to the clock speed. We only show the results at 32 MHz, since they are more
representative of a resource-constrained IoT scenario. Second, we measure time
indirectly, through counting CPU cycles (and dividing them by the clock speed,
32 * 106). Third, all measurements are made in bare metal mode (i.e. no oper-
ating system was loaded in the board).

Regarding (2), we measure the amount of used memory (both for SRAM and
flash memory). To implement our code, we use the STM32CubeIDE 1.8.0 [22]
integrated development environment (IDE) with its default configuration: arm-
none-eabi-gcc [7] as the compiler for C language and arm-none-eabi-g++ [7]
for C++ language. Additionally, we use the application programming interface
(API) of the uBitcoin library [20], which is based on the Trezor wallet library [23].

Regarding (3), we measure the amount of sent and received data capturing
the network traffic with Wireshark [2] in an external computer, running the
Bitcoin Core to answer the requests of the minimal wallet in the microcontroller.

It is worth noting that some of the measurements are strongly dependent
on many parameters, some of them influenced by external factors. For instance,
synchronization time clearly depends on the time elapsed since the last syn-
chronization and the network congestion, or the amount of traffic sent over the
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network depends on the transaction size (affected by the number of inputs,
outputs, and the transaction type). To make the results more significant, we
repeated each measurement ten times. In the next section, we show the average
of these measures. The standard deviation was very low for all the measures, so
we decided to not show it in the figures for the sake of readability. Moreover,
we chose to depict the results for what can be considered the most common
situations and discuss the worst case scenarios. With this regard, we used trans-
actions with one input and two P2PKH outputs (one for the recipient and one
for the change). As we have already mentioned, P2PKH outputs are nowadays
the most common UTXO type in Bitcoin [25]. On the other hand, synchroniza-
tion times are shown for clients who are 100 blocks away from the head of the
blockchain (around 16 h without synchronization). Finally, transaction inclusion
proofs are computed for blocks with 2000 transactions (which corresponds to the
mean number of transactions per block in the last 200000 blocks).

4.3 Results

This section presents and discusses the measurements taken on execution time,
memory usage, and network traffic, using the minimal wallet operations running
in the hardware described in Sect. 4.1.

Fig. 3. Average time of 10 executions for each functionality, broken down by operations.

Execution Time. Figure 3 illustrates the execution time (in seconds) of each
of the functionalities, broken down by individual operations. Downloading block
headers for synchronizing the node (N1) is clearly the most time consuming oper-
ation. However, this result has to be taken with caution, since our implementa-
tion was not optimized for network transmissions: as we explained in Sect. 4.1,
we use the AT command interface of the wifi module to send and receive data,
and this interface is intended for rapid integration but it is not optimized for
speed transmission.



178 M. Rahmanikivi et al.

Focusing on execution time, the most time consuming operation is definitely
generating the master key from the entropy (K2), which requires 2048 iterations
of HMAC-SHA512 and takes up to 19 s on average. Nonetheless, this operation
is just required for bootstrapping the wallet (either when creating a new wallet
or when recovering one from backup). In contrast, everyday functionalities such
as sending and receiving transactions need around 11 s. Derivation of the child
private key (K3) and signature validation (S2) are the most expensive crypto-
graphic operations within these functionalities.

Taking into account the time spent deriving child private keys (K3), we could
speed up the send and receive functionalities by precomputing the keys before-
hand. The resulting keys could be stored and recovered whenever the wallet
needs them. Additionally, since the receive functionality only needs to compute
a receiving address, other key derivation paths could be used with the goal to
avoid the computation of the child private key (K3)2. Likewise, the K3 operation
executed in the send functionality to compute the change address could also be
avoided (so just one execution of K3 would be needed). We leave the evaluation
of these alternative paths as future work.

As we explained in Sect. 4, the results depicted in the figures correspond to
common scenarios (i.e. synchronization is evaluated by a node which is 100 blocks
behind, transactions have one input and two P2PKH outputs, and transaction
inclusion proofs are computed for 2000 transaction blocks).

Furthermore, it is important to analyze the worst case scenario for certain
functionalities. For synchronization, this corresponds to a new node that con-
nects to the network and, therefore, it is only aware of the genesis block. In
this case, considering the average results of synchronizing 100 headers shown in
Fig. 3, downloading all the headers (N1) up until block 737700 (May 2022) would
take up to 6.8 days and validating them (B1) would require around 2.6 h.

The worst case scenario for validating transaction inclusion in a block occurs
when the number of transactions is maximum. Currently, the record is for block
367853, with 12239 transactions. Validating the Merkle proof for a transaction
in this block (B2) takes 83 ms (just a 10% increase with respect to the average
block).

Memory Usage. The board used for our experiments has three different types
of memory: flash, SRAM, and micro SD memories. The first two are embedded
in the board, and we have added an external micro SD extension in order to
store user data. To understand memory usage results, it is important to note
that the application code, constants, and initialized global variables are stored in
the flash memory, whereas uninitialized global variables, addresses of initialized
global variables, local variables (stack) and dynamic ones (heap) are stored in
SRAM. User data such as keys, block headers, transactions and logs are stored
in micro SD.

2 BIP32 [27] Hierarchical Deterministic Wallets also allow to derive public child keys
from their public parents directly, without first having to compute child private keys.
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Fig. 4. Average SRAM memory used for each functionality, broken down by operations.

Figure 4 illustrates the SRAM used (in KB) for each of the functionalities,
broken down by individual operations. Because operations are executed sequen-
tially and they release their SRAM as soon as they finish, the SRAM used by
each functionality is determined by the most SRAM-consuming operation in that
functionality.

The most SRAM-consuming operation is validating Merkle proofs (B2) in the
receive functionality, which needs 9.5 KB (this almost doubles the requirements
of the next most demanding operation, header validation, B1). Therefore, all
functionalities can be executed with less than 10 KB of RAM, with receive
being the most demanding one. However, two considerations have to be taken
into account.

First, it is worth mentioning the block headers that are downloaded (N1)
and validated (B1) during synchronization are stored in a MicroSD memory.
Therefore, they are not all kept in SRAM at the same time. This is the reason
why synchronization does not have higher SRAM usage.

Second, the SRAM usage of the synchronization and receive functionalities is
dominated by blockchain validation operations (validate headers, B1, and vali-
date Merkle proof, B2, respectively). Meanwhile, cryptographic operations define
the SRAM requirements for the bootstrap and send functionalities (generate root
private key, K2, and signature generation, S1, respectively).



180 M. Rahmanikivi et al.

Fig. 5. Average flash memory used for each functionality, broken down by operations.

Flash memory usage is shown in Fig. 5. Because all the code to execute a
functionality is stored in the flash memory at the same time, the flash memory
used by each functionality is mostly3 determined by the sum of the needs of its
operations.

The two operations using the most flash memory are transaction signing
(S1) and child private key derivation (K3), which need 42.5 KB and 35 KB
of flash memory, respectively. Individual functionalities can be executed using
less than 127 KB of flash memory. We have found significant differences between
functionalities with respect to flash memory requirements. Both send and receive
functionalities require more than 123 KB of flash memory, whereas bootstrap
and synchronization require just 48 KB and 20 KB, respectively.

However, as explained before, key derivation operations (K3 and K4) could
be precomputed beforehand, thus reducing flash memory usage for both the send
and receive functionality.

Network Traffic. Figures 6 and 7 illustrate the amount of data transmitted
through the network (in KB) for each of the functionalities. Figure 6 differentiates
network traffic by direction: struck bars indicate sent data, whereas plain bars
represent received data. Figure 7 displays the overhead introduced by sending
data through the network: struck bars indicate the size of the data encoded for
network transmission, whereas plain bars represent the amount of data transmit-
ted through the network (i.e. taking into account datagram headers, json-RPC
parameters, etc.).

To understand both direction and overhead in networking, it is important
to note that although our minimal wallet implements the SPV protocol to val-
idate transaction inclusion in blocks, it is connecting to a Bitcoin core RPC
client to obtain blockchain data. This introduces some additional overhead in
the communication, because of the json encoding of data. Moreover, it is also
3 Although there is some code overlap between operations, our experimental data does

not show significant differences.
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Fig. 6. Average data transmitted for
each functionality, broken down by
operations. Struck bars represent data
sent.

Fig. 7. Average data transmitted for
each functionality, broken down by
operations. Struck bars represent net-
work overhead.

the reason why data is both sent and received for functionalities that may seem
unidirectional.

In these plots, Synchronization is evaluated on just one single block (in con-
trast with the previous sections, where 100 blocks were taken into account).
Within this context, synchronizing and sending a transaction requires around 1
KB of data transfer, and receiving it requires almost 2.5 KB. Reception indeed
needs more transferred data, because both the transaction (N3) and its proof
of inclusion into a block (N4) have to be transmitted. Moreover, note that the
wallet has to be synchronized with the network in order to be able to validate
new received transactions. On the contrary, a transaction can be sent with an
outdated wallet (as long as it is aware of its current UTXOs).

We can appreciate that a considerable amount of data is sent over the net-
work, even for functionalities that are intended to obtain data (i.e. synchroniza-
tion obtains headers and receives a transaction and its proof of inclusion). The
reason for this behavior is that requests for this data have to be sent, and since
the amount of data received for each request is small, they represent a consid-
erable proportion of the total traffic. On the other hand, a request to send a
transaction to the network (N2) is answered with the hash of the transaction,
so inbound traffic is also generated when sending.

The synchronization functionality is the one with the most overhead (both in
proportion to the sent data and in absolute values). The reason is that two RPC
calls are used to obtain each block header. On the contrary, all other operations
require a single RPC call.

5 Conclusion

The integration of blockchain with IoT scenarios may open the door to the devel-
opment of new applications and add security properties to existing solutions.
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However, since IoT devices are usually resource-constrained, standard imple-
mentations of blockchain clients are not appropriate for these devices. To unveil
the potential of blockchain for IoT, it is thus critical to evaluate to what extent
IoT devices are able to run basic wallet functionalities.

In this paper, we have shown that it is indeed possible to execute a minimal
Bitcoin SPV wallet in a resource-constrained device. Moreover, we have mea-
sured execution time, memory usage, and network data transmission of each of
the wallet functionalities, and thus identified the most costly operations.

Using an STM32F4 family MCU without optimizations, we are able to fully
synchronize a new SPV wallet in less than a week, and we are able to send and
receive transactions in less than 11 s. Regarding the suitability of the STM32F4
to run our minimal Bitcoin wallet, SRAM requirements are more than fulfilled
(functionalities can be executed using at most 10 KB from the 128 KB of SRAM
available). On the contrary, flash memory management requires a thorough anal-
ysis and a better optimisation, since we should take into account that the wallet
will not be the only executed application in a real case. In our experiment, indi-
vidual functionalities can be executed using 127 KB of flash memory, so the
whole wallet (without reusing code between functionalities) would need 319KB
of the 512 KB of flash memory available on the board.

Taking into account all the metrics evaluated, we have not observed any
single operation consuming significant amounts of resources for all the metrics.
However, signature creation (S1), and derive child private key (K3) seem to have
a significant impact in at least two of the three evaluated metrics.

Therefore, a first step to reduce the minimal resources needed to run a wallet
should be to optimize these operations. The time needed to download headers
(N1) is also notably high in our implementation, but we attribute it to the usage
of the AT interface. Computing the root private key (K2) is also very costly.
However, this operation is only executed once in the lifetime of the wallet and,
therefore, execution time does not seem critical. In environments with really low
memory capabilities, an alternative would be to precompute and load this key
on the devices.

Yet our work is still a first step towards evaluating suitability of IoT devices
to run wallet functions. On the one hand, our code and board configurations are
still not fully optimized. On the other hand, IoT devices have, in many cases,
more constrained capabilities than the board used in our experiments. Therefore,
our most immediate future work is to optimize the code and evaluate its perfor-
mance considering the heterogeneity of the IoT scenario, and empirically testing
it on paradigmatic IoT devices with different capabilities, using different com-
munication protocols (e.g. Zigbee, LoRa), boards, network configurations (e.g.
multihop networks), security requirements, etc. Additionally, a natural extension
of this work is to include layer 2 compatibility to our wallet and to extend it
to other public blockchains such as Ethereum. Future work will also describe
specific IoT scenarios, analyse their needs with respect to the use of blockchain
systems, and study the feasibility of their interaction with established permis-
sionless blockchains.
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Abstract. Sharding technology has been recognized to be a promising
solution for blockchain scalability problems in recent years. For safety
guarantees in each shard, mainly to prevent the single-shard takeover
attack, sharding requires an identity establishment protocol in which
participants have to pay a certain amount of resources (i.e., ticket price)
to get a node and participate in the network. However, state-of-the-
art sharding protocols overlook a non-democratic state of the real-world
where every participant has a different amount of resources, termed a
non-democratic environment. This oversight raises combined problems
of security and scalability due to the design of the identity establishment
protocol.

In this paper, we examine the effects of the non-democracy of
blockchain networks in terms of the security and scalability of blockchain
sharding and suggest formulae to quantitatively analyze the trade-off
between security and scalability. Moreover, we conduct a numerical anal-
ysis by capturing four real-world resource distributions from renowned
permissionless cryptocurrency networks. We re-evaluate the well-known
sharding protocols through this numerical analysis and present the
changed fault tolerance bounds and damage to scalability. The results
show that the ticket price plays a leading role in tuning the effect of non-
democracy. The main contribution of this paper is the proposal of new
metrics for accessing the degree of security and scalability with regard to
the ticket price in the identity establishment phase. Our discussion sug-
gests further research on a more delicate ticket price control algorithm
when designing a new sharding model for blockchain.

Keywords: Blockchain sharding · Scalability · Security

1 Introduction

A new kind of distributed system using blockchain has drawn tremendous atten-
tion in recent years from researchers as it has a huge success in cryptocurrency.
Its decentralized but byzantine-resistant features enable it also to be adopted
in various industrial use cases [26]. However, due to its limited performance
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in terms of transactions per second (e.g., 7 tx/s for Bitcoin [24] and 15 tx/s
for Ethereum [5]), blockchain has a long way to go before it can be applied in
practical usage for the public, considering that Visa supports 1,700 tx/s. To over-
come this problem, sharding of blockchain is proposed for achieving horizontal
scalability, i.e., it can increase its performance in proportion to the number of
participants. In the traditional blockchain, only a single network processes the
entire transactions; thus, as the size of the network increases, the communication
cost between validators and storage/computation overhead increase accordingly.
On the contrary, sharding streamlines the transaction processing by splitting the
network into a few small pieces of shard, and each shard processes the load in
parallel. This allows participants to process and store only a part of the whole
blockchain. Sharding is one good solution for scalability; however, it requires
a strong theoretical foundation for dealing with the trade-off between security
and scalability [12]. One of our major goals is to replenish the security research
of sharding blockchain to better understand the trade-off between security and
scalability.

Sharding is applied to permissionless and permissioned blockchains. We focus
on applying sharding to the permissionless blockchain, which is more generally
applicable and apt in terms of decentralization. Specifically, we explore problems
that arise when participants establish their identities to get involved in the con-
sensus of sharding blockchain. The recent research on sharding models [12,30]
lacks a detailed study on this identity establishment process, which is vital for
security. We, thus, argue that this paper is the first attempt to analyze the
identity establishment protocol of sharding blockchain.

In the traditional blockchain, a single node can run with the participant’s
full resources (e.g., computing power or stake). However, sharding blockchain
requires participants to split their total resources and run with multiple nodes,
each with a unit amount of resource, because it has to manage the safety
of multiple shards independently. Unless every node has the same amount of
voting power proportional to its resources, a single powerful participant can
easily dominate one of the shards and surpass the intra-shard fault tolerance
bound. This is the so-called single-shard takeover attack [2]. Most recent shard-
ing blockchains [13,18,21,28,31] enforce that each node has a unit amount of
resource to prevent this attack. The unit amount of resource is denoted as ticket
price and every recent sharding blockchain model requires the ticket price for
their identity establishment protocol except for a few variants which are not in
the range of our discussion. We elaborate this in Sect. 2. Every participant pays
for the tickets as much as its budget affords to maximize its incentive since the
amount of incentive is proportional to what extent a validator contributes to
the consensus. As a result, the total resource of each participant is fragmented,
leaving some amount as a remainder which becomes redundant. We call the
resources left after paying for the maximum number of tickets as waste resource,
and we denote this phenomenon as resource quantization.

Under resource quantization, we found that the ticket price is instrumen-
tal in coordinating the trade-off between security and scalability. In sharding
blockchain, participants who have bigger budgets run more nodes, and every
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(a) Bitcoin (b) Ethereum

(c) Ethereum 2.0 (d) Cosmos

Fig. 1. Resource distributions of a few renowned blockchain networks. They are approx-
imated by averaging the data collected during the period from Sep 04, 2021 to Dec 04,
2021.

participant will have a different amount of resources left in their wallets. Con-
sidering that nodes are randomly spread over shards, the participant having
more than some amount of resources is most likely to have at least one node in
each shard. This means that the participant might participate in every intra-
shard consensus, the opposite of what the sharding technology intended. For
this reason, the ticket price must be higher than some point so that not many
participants in the network have nodes in too many shards. On the other hand,
the maximum possible amount of waste resources increases as the ticket price
increases since the waste resource of each participant is more than zero and less
than the ticket price if it exists. This is problematic when adversaries collude
so that only honest participants have the waste resource (i.e., be quantized)
and its sum is huge. At worst, a pool of honest validators has so many waste
resources that adversaries can conquer the network with fewer resources than
the fault tolerance bound that the network guarantees. This is feasible enough
when considering that the mining pools commonly possess more than 15% of
the total resource of the network and collaborate themselves [10]. Therefore, the
ticket price also should not be too high.

However, most state-of-the-art sharding models assume a democratic envi-
ronment and ignore the above mentioned problem. In the democratic environ-
ment, every participant has the same amount of resources and runs a single
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node. As our common sense indicates, the actual environment where sharding
blockchains will be deployed is not democratic. This can also be ascertained
from the current resource distributions of a few popular blockchains. Figure 1
shows this, and we revisit how we can calculate the distribution in Sect. 5. Since
the demonstrations and experiments in the prior works are conducted with a
single node per participant, it would be invalidated if the model is released in a
non-democratic environment where participants run multiple nodes most of the
time [22].

In this paper, we first provide background for the identity establishment
phase of sharding blockchain and present a taxonomy of sharding blockchain
models according to their resiliency bound. After explaining several definitions
and notations, we suggest formulae to quantify the security threat from resource
quantization and damage to scalability. Having the formulae we suggest, empir-
ical results are presented with four real-world resource distributions captured
from Bitcoin [24], Ethereum [5], Ethereum 2.0 [1], and Cosmos [19]. Our contri-
butions can be summarized as follows:

– Formulate resource quantization, a new kind of security threat that only exists
in sharding blockchain.

– Present formulae to quantify the scalability and security of sharding
blockchain according to its ticket price.

– For the first time, build a theoretical background on identity establishment
protocols for sharding blockchains and examine the balance between security
and scalability.

2 Background

2.1 Sybil-Resistant Identity

In the permissionless setting, sharding blockchain requires a sybil-resistant iden-
tity. While permissioned blockchains [7] rely on an external selection process
to admit a network member [23], there is no such selection process in permis-
sionless blockchains. Instead, self-selected participants become a validator by
paying resources. This mechanism is required to deal with the problem of Sybil
attack [9] by restricting malicious entities from populating their nodes and tak-
ing over the network. For this purpose, Bitcoin [24] and Ethereum [5] designate
computing power as the resource to support Proof-of-Work (PoW). On the other
hand, other well-known blockchain systems use Proof-of-Stake (PoS) to define
the identity, such as Algorand [11] and Cosmos [19]. As far as a resource of
each miner can be split into certain unit pieces, other sybil-resistant identities
besides PoW and PoS, such as Proof-of-Burn (PoB) [15] and Proof-of-authority
(PoA) [8], also work well with the sharding blockchain.

2.2 Identity Establishment in Sharding Blockchain

Most sharding models rely on the identity (key-block) blockchain [17] in their
identity establishment protocol and share the same algorithmic structure with
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Table 1. Resiliency bounds.

Group Protocol name Total resiliency (θ)

A

Elastico [21]

1
4

OmniLedger [18]

Pyramid [13]

Zilliqa [28]

B
RapidChain [31] 1

3Ethereum 2.0 [1]

a few differences in implementation details. The identity establishment proto-
col can be divided into three steps. First, at the end of every round, a shard
that served as a leader of the consensus in the previous round announces new
randomness for the PoW puzzle to assure that the solution is not precomputed.
Second, a participant who wishes to join in the next round should establish an
identity by solving the fresh PoW puzzle that consists of the participant’s public
key, IP, and new randomness. Finally, after the previous leader shard receives
the predefined number of PoW solutions, it fixes the network membership for
the next round and records it in the identity blockchain. As some of them [18,21]
have already pointed out, it is worth noting that this identity blockchain is com-
patible with any sybil-resistant identity mechanisms (e.g., PoS). In the above
protocol we describe, the difficulty of the PoW puzzle is the ticket price. Cur-
rently, the ticket price is adjusted according to (i) the number of PoW solutions
submitted in the previous round or (ii) the time to solve a single PoW puzzle.
However, there is no model that considers the scalability and security problems
when controlling the ticket price.

2.3 Taxonomy

We classify sharding blockchain models into two groups, i.e., A and B,
according to the total resiliency bound. The group A includes Elastico [21],
OmniLedger [18], Pyramid [13], and Zilliqa [28] that have 1

4 total resiliency
with 1

3 shard resiliency since they adopted the traditional PBFT [6] algorithm
for intra-shard consensus protocol. On the other hand, the group B includes
RapidChain [31] and Ethereum 2.0 [1] that introduce their own version of BFT
consensus protocol [11,16] for intra-shard consensus to achieves 1

3 total resiliency
and the 1

2 shard resiliency. One of the renowned models in the literature, Monox-
ide [29], is out of our concern since its Chu-ko-nu mining requires most miners
to participate in as many shards as possible to guarantee security, which means
that theoretically, it does not allow the single-shard takeover attack. However, it
still suffers from power centralization [30], a lack of state sharding [12], and issues
associated with PoW [27]. We do not consider Chainspace [3] as well because
it relies on the assumption that a shard responsible for processing transactions
is honest. We only put the models that do not rely on the solid assumption of
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Fig. 2. (a) Every participant operates a single node and manages only a part of the
whole blockchain. There is no waste resource since all participants own the same
amount of resource with the ticket price. (b) The bigger budget the participant has,
the more nodes it can run. The total amount of waste resource is the sum of leftover
of all participants.

participants’ honesty under our consideration. Table 1 shows the total resiliency
bounds of exemplary models from both literature and industry we discuss fur-
ther.

3 Definitions and Notations

Before we plunge into any details of our formulae, we fix definitions of a few
terminologies and introduce some key concepts.

Node vs. Participant. We use the term node distinguished from a partici-
pant. A node is a unit of software implementation that can communicate on
the P2P overlay network and participate in the consensus. Since most shard-
ing blockchain protocols adopt the PBFT-based [6] algorithm for intra-shard
consensus, we generally use the term node to indicate a validator with single
voting power. A participant refers to a real-world individual or corporation that
owns a resource to invest on a blockchain, such as computing power (PoW) or
stake (PoS). This distinction is especially important in the context of sharding
blockchain. As discussed earlier, to evenly distribute network members into each
shard, mainstream sharding blockchain protocols charge a ticket price to each
participant. All participants have to pay a ticket price from their wallets for
every node they want to operate. This implies that each participant with more
resources than the ticket price might run several nodes. Therefore, unlike other
traditional blockchain protocols, participant and node do not mean the same
thing in this paper.

Democratic and Non-democratic Environment. The issue of node hetero-
geneity has been first introduced in RepChain [14] where they pointed out an
inefficiency of existing sharding blockchain systems that regard all nodes as the
same except for the dissimilarity between honest and malicious ones. Ostraka [22]
viewed the heterogeneity in terms of resource possession and first presented a
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notion of a democratic environment in which every participant has a similar
amount of resources. Whereas they focused on dealing with the protection from
the shard-targeted Denial-of-Service (DoS) attacks and the problem of limited
state sharding, we refer to this term to highlight the trade-off between scala-
bility and security in the sharding blockchain system. Most hybrid blockchain
protocols [25], including sharding blockchains, assume a democratic environment
where every participant only operates a single node. That is, every participant
owns the exact amount of resource by which it can run precisely one node, as
shown in Fig. 2a. The size of a shard in this figure is three, and there are six
participants in total, each of which is running one node. In contrast, participants
in a non-democratic environment operate as many nodes as they can create in
proportion to its holding amount of resources, as shown in Fig. 2b.

Table 2. Notations.

Notation Description

T Ticket price

N Total number of nodes

I Total number of participants

R Total amount of resources that the participants have

t Ratio of the ticket price to the total amount of resource (R)

h Number of adversarial nodes

β Average amount of waste resources

μ Average number of nodes per participant

θ Total resiliency

Other notations for the formulae are shown in Table 2. Note that we use
both notations T and t to denote the ticket price. T denotes the quantity of
resource for a single ticket. However, due to the diversity of mechanisms to define
identities (e.g., hashing power, stake), the choice of unit is somewhat arbitrary,
so we favor to use t throughout this paper, which means the ratio of the ticket
price to the total amount of resources R.

4 Analysis Models

In this section, we explicate quantitative measurement models to deal with the
problem in the identity establishment protocol of sharding in the non-democratic
environment from the ticket price perspective. A trade-off between security and
scalability arises as the ticket price grows and falls. We discuss both directions
one by one.
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4.1 Analysing the Effect of Resource Quantization

We present a new security threat, so-called resource quantization. The above-
mentioned approaches for generating nodes in the sharding blockchain system
inevitably accompany resource quantization that does not exist in the traditional
blockchain system. As every participant should fully utilize its resource to gen-
erate nodes to maximize its incentive, they are likely to pay for multiple tickets
as much as possible. However, the ticket price is independently chosen based
on a configuration of each blockchain protocol and can vary from time to time
under the dynamic environment [32]. Hence, participants who want to take part
in the consensus cannot precisely prepare their resource budget as a multiple
of the ticket price to avoid wasting resources. For this reason, it is unavoidable
to have a surplus resource in every participant’s wallet (PoS) or computation
cluster (PoW)1. This surplus resource is called waste resource, and it can be
calculated deterministically from all participants’ budgets and the ticket price.
Nevertheless, this does not mean that we can predict the total amount of the
waste resource unless every participant reveals their budget ahead of the proto-
col. Furthermore, it could fluctuate to a great extent even if there is a minute
change in the ticket price, and this would be amplified as more participants join
the network.

Let us figure out the effect of waste resources on the number of nodes in the
sharding blockchain. We denote the expected amount of waste resource for each
participant as β. Since a waste resource can not exceed the ticket price T, β has
a value between 0 and T. β is 0 when every participant owns resources precisely
a multiple of the ticket price and increases as participants add more resources
to their budget but less than the ticket price (T). When a certain non-zero β
exists, the sum of I participants’ waste resources is β × I, and the number of
nodes that could have been generated with waste resources is � Iβ

T �, called waste
nodes. The total number of nodes running in the network, thus, can be described
with Eq. (1) when there is no waste nodes and Eq. (2), otherwise.

(Ideal) N = �R

T
� (1)

(Quantized) N = �R

T
� − �Iβ

T
� (2)

Note that we cannot calculate β every moment during the consensus, but it
is possibly a high value close to the ticket price. Since the higher β means that
there may be more redundant resources that honest participants cannot use to
generate nodes, this makes their power weaker in the consensus than the power
they would have in an ideal environment. Whereas most of the honest commercial
participants compete with each other, adversaries can collude so that they can
decrease their β to almost zero. As more resources of honest entities become
redundant and lose their power, adversaries would get more chances to threaten
the entire system’s security.

1 https://github.com/DurianStallSingapore/Zilliqa-Mining-Proxy.

https://github.com/DurianStallSingapore/Zilliqa-Mining-Proxy
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Threat Model. To further elaborate on the security threat under resource quan-
tization, we describe the threat model. Our threat model is closely built on
the classic adversary introduced in the single-shard takeover attack in previ-
ous works [18]. This naive adversary cannot launch an attack as long as the
protocol’s resiliency bound (i.e., Table 1) is maintained. The adversary does not
collaborate with other honest entities and behaves arbitrarily until a specific con-
dition is met, such as owning more nodes above the shard resiliency bound (i.e.,
single-shard takeover attack). Upon this, we additionally assume that they can
collude so that they obtain a single summed resource budget. This means that
they would not suffer from the resource quantization as much as honest partici-
pants do since they can be viewed as a single participant; that is, their total waste
resource is at most the ticket price. Normally, the adversary needs more resource
than the total resiliency bound of the protocol to make invalid changes on the
global state (safety) or delay the protocol (liveness). Here we further assume rich
adversary owning almost the same resources with the resiliency bound but still
under the bound. Having considered the attribute of the blockchain ecosystem,
we consider this assumption quite probable [10,20], especially if we think about
the mining pools. We show this rich adversary still can subvert the protocol in
Sect. 5.

Modeling. Considering that the resource quantization only occurs among the
honest entities, the ratio of the maximum number of tolerable adversarial nodes
(h) in respect to the quantized total number of nodes should be bounded by the
total resiliency (θ) that is 1

4 for group A and 1
3 for group B.

h

�R
T � − � Iβ

T � < θ (3)

With this inequation, we can capture the minimum number of adversar-
ial nodes exceeding the total resiliency when given the ticket price at a spe-
cific moment during the protocol. Intuitively, since the denominator of the left-
hand side term is less than the ideal number of nodes, the number of attacker’s
nodes can surpass the resiliency bound even withholding less resource than the
resiliency bound. In Sect. 5, we confirm this threat with more concrete numbers.

4.2 Analysing the Effect of Increasing Nodes to Each Participant

In previous works on sharding [18,21,31], they assumed a non-democratic envi-
ronment. Their experiments and performance measurements were based on this
premise. However, we can only achieve the approximated democratic environ-
ment where the sharding effects can be maximized. To have this maximal effect,
we have to calibrate the ticket price carefully to minimize the number of par-
ticipants running more than two nodes. In such an environment, every partic-
ipant’s resource reserve is mainly distributed between T and 2T so that they
only have to run a single node. If the ticket price is lower than some threshold,
most participants will run multiple nodes. This situation is quite undesirable
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because increasing the number of nodes means increasing overhead regarding
network bandwidth, transaction processing, and storage requirement. The over-
head increases linearly regarding the number of nodes, and some of the partici-
pants probably might not afford it.

Given that these less-competent participants become a bottleneck and can
severely hamper the throughput [14], the performance improvements of prior
works are hard to hold in a non-democratic environment. One might claim that
the throughput could be guaranteed if all participants were capable enough to
participate in multiple shards. However, it can be viewed as running multiple
independent blockchains, and it would cause another scalability problem that
brings us back to the starting point. In addition, although the throughput, among
others, is the main factor of assessing the scalability of blockchain, an overhead
of storage and latency is also non-negligible element of scalability by itself [12].
Considering that a significant number of participants would run more than two
nodes despite the convoluted ticket price calibration, it can be seen that recent
sharding models sacrifice other factors of scalability to improve the throughput.
Nevertheless, the appointed throughput improvement cannot even be guaranteed
in the non-democratic environment due to the heterogeneity of participants in
terms of capacity.

Average Number of Nodes Each Participant Runs. There can be many quanti-
tative methods to measure the degree of damage in scalability caused by partici-
pants running multiple nodes. The most naive way is to use the number of nodes
run by participants owning the average amount of resources as the sole indica-
tor. In this case, one can simply force the ticket price to be a proper amount
so that these average participants only run a single node. Another sophisticated
way is to derive the bound by calculating the number of nodes that occupies a
certain percentage of shards on average (Appendix A). From this formulation,
one can limit the ticket price based on the average number of shards that each
participant joins. Since this can be regarded as a design choice for regulating
the trade-off between scalability and security, we suggest a simple model, the
average number of nodes, as a baseline so that future researchers can develop
their own scheme upon this.

Modeling. We can calculate the average number of nodes as follow.

μ =
�R

T � − � Iβ
T �

I
(4)

As the ticket price is getting small, participants should run more nodes, and the
network will have a higher average number of nodes accordingly. Note that μ
does not mean most participants are running around μ nodes. It varies according
to the shape of resource distribution among participants. This becomes more
obvious when Fig. 1 is considered. Therefore, we cannot simply get the ticket
price bounded with μ, but still it is good starting point to measure the degree
of scalability.
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5 Numerical Analysis

We show quantitative measures in four resource distributions of a real-world
blockchain network with suggested models. We try to answer the following
research questions throughout this numerical analysis.

– RQ1: Under the resource quantization, how much is the total resiliency bound
changed as the ticket price increases?

– RQ2: How much is the scalability ruined by decreasing the ticket price?
– RQ3: Is this information practically useful to operate sharding blockchain?

5.1 Datasets

Our datasets consist of four resource distributions captured from representative
blockchains for each popular consensus algorithm: PoW, PoS, and sharding. In
particular, we select Bitcoin and Ethereum since those two PoW blockchains are
the biggest network. We have chosen Ethereum 2.0, which recently has drawn
much attention for its sharding, and Cosmos, which uses the famous PoS con-
sensus algorithm Tendermint [4]. Having an assumption that a single participant
owns a single account, we take a different approach to approximate the actual
resource distribution for each dataset.

Bitcoin & Ethereum. We have counted the number of blocks each public
key mines for three months and divided it by the total number of blocks to
approximate the resource ratio each public key owns.

Ethereum 2.0. Since participants in Ethereum 2.0 should stake 32 ETH from
the original Ethereum 1.0 network, we can distinguish each participant with the
public key in Ethereum 1.0 and track the amount of ETH each public key stakes
in Ethereum 2.0.

Cosmos. Cosmos is a complete PoS-based blockchain, and we can see the voting
power of each validator from their website2.

5.2 RQ1. Upper Bound of Ticket Price

Figure 3 shows the resiliency bound recalculation results for group A and group
B. By equating both sides of Eq. (3), we can derive a new equation regarding
h, and then the new resiliency bound can be calculated by multiplying h by T

R ,
i.e., the ratio of the ticket price (Appendix B). We can affirm that the newly
derived resiliency bound decreases as the ticket price increases. Therefore, the
upper bound can be chosen according to the degree of security the blockchain
wants to provide. The upper bound will be tighter if the blockchain operator
does not want a further decrease in the resiliency bound.

Since the value of β fluctuates randomly, the graph is noisy, and the noise
is amplified when the ticket price is high. This is because of the nature of a
2 https://cosmoscan.net/cosmos/validators-stats.

https://cosmoscan.net/cosmos/validators-stats
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(a) Bitcoin (b) Ethereum

(c) Ethereum 2.0 (d) Cosmos

Fig. 3. Resiliency bound affected by non-democracy.

long-tailed resource distribution where the population of rich participants is
sparse. Therefore, the resiliency bound experiences more dramatic change when
the budget of rich participants matches multiples of the ticket price. Unlike
other distributions, in Fig. 3(c), there is a steep drop around 3.6466e−06 which
corresponds to 32 ETH. The reason is that most Ethereum 2.0 participants
buy only one ticket. We admit that the calculation based on the approximated
resource distribution is error-prone, especially in PoS-based blockchain where
participants can adjust their budget more easily than in PoW-based blockchain.
However, we believe that the results are still meaningful in showing that the
influence of non-democracy closely depends on the shape of resource distribution.

The region above 0.01 in Fig. 3, although we have shown up to 0.05, is imprac-
tical considering Fig. 1, where participants’ budget is mostly distributed between
0 and 0.01. Therefore, we consider a feasible ratio of the ticket price up to 0.01
and find the maximum resiliency drop for each resource distribution. Table 3
shows the affected resiliency bound (θ′) under this condition. The results are pre-
sented with the percentage drop ( θ′−θ

θ ×100) regarding the theoretical resiliency
bound (θ). The results illustrate that sharding models from prior works cannot
keep the ideal fault tolerance bound (θ) under the resource quantization, and it
can be diminished to the extent of −14% to −76% when they are applied in an
environment that has a similar resource distribution with the ones we presented.
Note that in Ethereum 2.0 settings, such a huge resiliency drop is unlikely to
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Table 3. Changed resiliency bounds.

Group Bitcoin Ethereum Ethereum 2.0 Cosmos

A 0.215 (−14%) 0.1975 (−21%) 0.06 (−76%) 0.155 (−38%)

B 0.2866 (−15%) 0.2633 (−22%) 0.08 (−76%) 0.2066 (−39%)

happen, as we already pointed out. However, it can still give a meaningful warn-
ing to the Ethereum 2.0 community that the ticket price should be changed by
having enough time for participants to prepare their budget in accordance with
the changed ticket price.

Table 4. Damage to scalability.

Metric Bitcoin Ethereum Cosmos

AN 48.06 16 39.81

MN 397 449 449

5.3 RQ2. Lower Bound of Ticket Price

Figure 4 illustrates the average number of nodes that each participant has to
run according to the decrease in the ticket price. The number decreases rapidly
from some point of the ticket price where the budgets of the most population
are distributed. That explains why Ethereum 2.0 graph (Fig. 4(c)) drops most
rapidly. Note that, unlike the resiliency bound graph, the scale of the x-axis here
is different for each resource distribution. Since the resource distribution covers
a broad range of budgets, it is impossible to make every participant run only
a single node. Instead, we can adjust the ticket price to minimize this number.
Blockchain operator, therefore, can have their own policy about the scalability
regarding the number of nodes running in each participant’s server and set the
lower bound of the ticket price to prevent the nodes from being too populated.

We suggest using the amount of resources that appeared most frequently in
resource distribution (the mode) to select the ticket price. We set the ticket price
(t) such that the mode lies between t and 2t and show the degree of damage
in scalability measured by two metrics for each resource distribution in Table 4.
The first metric we use is the Average number of Nodes (AN) that we have
introduced above, and the second is the Maximum number of Nodes (MN)
operated among participants. The metric MN is useful since it indicates the
maximum burden that participants are expected to have. We exclude Ethereum
2.0 since we have found that it tells nothing but the lack of middle class partly
because of its immature state. The results show that the network members would
run more than 15 nodes on average and the richest participant could manage
around 400 nodes even when we restricted the ticket price. This reveals that
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(a) Bitcoin (b) Ethereum

(c) Ethereum 2.0 (d) Cosmos

Fig. 4. Average number of nodes per participant. The lines are interpolated based on
the diverse ticket prices.

the performance reports assuming homogeneity of participants from the previ-
ous sharding research are invalid under the non-democracy. It is impossible to
increase the ticket price imprudently to reduce these overheads because of the
resource quantization.

5.4 RQ3. The Validity Interval of the Ticket Price

Here, the validity interval of the ticket price denotes an interval where the proper
level of secure resiliency bound is guaranteed while mitigating the damage to the
scalability enough. Specific decisions regarding the trade-off between security and
scalability are entirely up to blockchain developers. They only need to adjust the
ticket price so as to meet the validity interval. However, we can imagine a more
tricky situation where there is no validity interval. Although there seems to be a
wide validity interval for each of our four datasets, this does not mean it always
exists. According to the design decisions and the shape of resource distribution,
there can be no validity interval where the lower bound is larger than the upper
bound. In this case, developers should further change their design choices or
implement a more complex ticket price adjustment algorithm.
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6 Discussion and Future Works

Since, for now, there is no way to measure the total quantity of waste resources
(i.e., β × I) accurately, we need a way to track the budget of each participant
without harming privacy. Also, note that although we insist that inventing a
new algorithm for adjusting the ticket price is an indispensable step for sharding
blockchain, we see this as an orthogonal work to ours since it should be designed
to be able to blend in an overall architecture. Allowing participants to delegate
their resources to a small number of trusted participants can potentially resolve
the resource quantization issue since the waste resource of honest entities will
be summed. Therefore, it can be another possible future work. Also, we only
introduced simple models to measure the degree of scalability since a viewpoint
on scalability can be diverged in the way one sees the trade-off in there. We
believe that more delicate metrics must explain the scalability that is also easily
measurable.

7 Conclusion

This paper presented a problem we would encounter when the sharding-based
blockchain is deployed in the non-democratic environment, especially in the
identity establishment phase. From the ticket price perspective, we introduced
mathematical models to quantify the security threat from the resource quanti-
zation and the damage to scalability. With the formalized analysis for the trade-
off between security and scalability, we confirm that the ticket price takes an
important role in calibrating this trade-off. We hope future research on sharding
blockchain focuses on the ticket price control problem.
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Table 5. Additional notations.

Notation Description

S The number of shards

λ The target ratio of shards that is occupied on average

α The amount of resource to achieve the target ratio

A Amount of Resource to Participate in a Certain
Number of Shards

To show this, we define additional notations in Table 5. When a participant has
α/t nodes, a probability that the participant has at least a node in one of the
shards is the complement of the probability that all of the nodes are not in that
shard.

(1 − (
S − 1

S
)�α/t�) (5)

Now, we can estimate the expected number of shards that a participant with
α/t nodes would take part in.

S × (1 − (
S − 1

S
)�α/t�) (6)

Equation (6) should be equal to the target number of shards.

λS = S × (1 − (
S − 1

S
)�α/t�) (7)

Solving for α, we can get the amount of resource with which a participant has
nodes in the target number of shards (i.e., λS) on average.

α =
t log(1 − λ)
log(1 − 1/S)

(8)

B Resiliency Bound Recalculation

What we want to do is to calculate the minimum ratio of resources that is
smaller than the total resiliency bound (θ), yet can generate more number of
nodes which goes over the bound under the resource quantization. By equating
Eq. (3), we can derive the equation for this value and it will be the changed
resiliency bounds (θ′).

h

�R
T � − � Iβ

T � = θ (9)

h

(R − Iβ)/T
= θ (10)
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Solved for h.

h =
θ(R − Iβ)

T
(11)

Multiplied by the ratio of ticket price.

T

R
× h =

T

R
× θ(R − Iβ)

T
(12)

t × h =
θ(R − Iβ)

R
(13)

θ′ =
θ(R − Iβ)

R
(14)

Thus, the rich adversary with the resource more than θ′ but less than θ can still
subvert the network.
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Abstract. Nodes in the Lightning Network synchronise routing infor-
mation through a gossip protocol that makes use of a staggered broad-
cast mechanism. In this work, we show that the convergence delay in the
network is larger than what would be expected from the protocol’s speci-
fication and that payment attempt failures caused by the delay are more
frequent, the larger the delay is. To this end, we measure the conver-
gence delay incurred in the network and analyse what its primary causes
are. Moreover, we further investigate and confirm our findings through
a time-discrete simulation of the Lightning Network gossip protocol. We
explore the use of alternative gossip protocols as well as parameter vari-
ations of the current protocol and evaluate them by the resulting band-
width usage and convergence delay. Our research shows that there are
multiple ways of lowering the convergence delay, ranging from simple
parameter changes to overhauling the entire protocol.

Keywords: Bitcoin · Lightning network · Gossip · Convergence delay

1 Introduction

Since its inception in 2008, the Bitcoin [8] network showed an inability to scale
to a high volume of transactions [13]. The Bitcoin Lightning Network [11] is
a second-layer payment channel network (PCN) that enables a high volume of
low-cost off-chain Bitcoin transactions.

In the Lightning Network, nodes route payments by finding a path to the
destination based on a local copy of the public channel graph that each node
maintains. In order to keep their channel graph views in sync, nodes propagate
update messages via a peer-to-peer gossip protocol that utilizes a so-called stag-
gered broadcast. As a result of the gossip protocol, it can—in the worst case—take
more than 10 min for a message to reach all nodes in the network.

To avoid issues caused by stale routing information, a convergence delay
of this magnitude goes against the common goal of routing protocols to reach
convergence quickly and reliably. The larger the convergence delay is, the more
likely it is for payment attempts to fail since a source node might be computing
a route based on stale information. Payment attempt failures stemming from the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Garcia-Alfaro et al. (Eds.): DPM 2022/CBT 2022, LNCS 13619, pp. 203–218, 2023.
https://doi.org/10.1007/978-3-031-25734-6_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25734-6_13&domain=pdf
https://doi.org/10.1007/978-3-031-25734-6_13
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convergence delay currently account for roughly 1.24% of all failures according
to [14]. These failures can not be eliminated completely given that message
propagation cannot be instant. Moreover, improved routing algorithms such as
multi-part payments (MPPs) do not improve the rate at which these failures
occur. In fact, they may even increase their occurrences as the probability of
such failures only increases with the number of channels involved in a payment.

In this work, we investigate the convergence delay of routing information and
its effects on payments in the Lightning Network. Our main goal is to present
the current state of the convergence delay in the Lightning Network, the issues
it causes, and to layout potential improvement ideas. Our contributions can be
summarized as follows:

– We analyze the Lightning Network’s gossip protocol in its current state by
looking at and comparing CLN and LND, the two most popular node imple-
mentations. We measure the delay seen in the real network through a pas-
sive experiment and catalog the seen gossip messages (specifically all chan-
nel updates) to understand why and when gossip messages are broadcast
by nodes. The catalog is also useful to understand which types of channel
updates are potentially disruptive to payment routing (Sect. 3).

– We implemented a simulator capable of simulating the Lightning Network’s
gossip protocol as well as payments in the Lightning Network. We can boot-
strap our simulation from historical topology data and replay recorded gossip
messages. We use the simulation to gain further inside into how the gossip
protocol operates and where its inefficiencies lie (Sect. 4).

– We evaluate the use of alternative message propagation mechanisms in the
Lightning Network. Through simulation, we compare flooding, a structured
broadcast utilizing the channel graph topology, inventory based gossip, as
well as efficient set reconciliation using Minisketch [4] (Sect. 4).

To our knowledge, there exists no prior related work on the convergence delay
in the Lightning Network. However, there is a long history of convergence delay
research in internet routing through the Border Gateway Protocol (BGP), which
we use to draw inspiration for potential improvement ideas [1,2,7]. We discuss
these and other related works in Sect. 6. In the following, we give a primer on
information propagation and the convergence delay in the Lightning Network.

2 Information Propagation in the Lightning Network

The Lightning Network [11] is a second-layer payment channel network (PCN)
that enables a high volume of low-cost off-chain Bitcoin transactions. A payment
channel describes a type of smart contract that enables two parties to transact
off-chain, with the only bottleneck being the network latency between the two
parties. A PCN enables payments between nodes that do not have direct channels
with each other by routing payments over intermediary nodes. In order to ensure
that payment forwarding requires no trust towards these intermediaries, such
multi-hop payments are secured through so-called Hash Time Locked Contracts
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(HTLCs). Candidate routes are discovered by the originators through a source-
routing algorithm operating on a local copy of the network graph, i.e., the routing
information base (RIB). These local information are regularly kept in sync by
gossiping update messages in the network.

The channel_announcement, node_announcement and channel_update
messages are the three main messages of the Lightning Network’s gossip pro-
tocol. Channel announcements are used by two nodes to prove that there is a
channel between them. The proof comes in the form of four signatures tying
the nodes to the keys used in the funding transaction. Node announcements are
used to provide additional information about a node such as reachable network
addresses. Channel updates provide routing information for a channel edge, such
as routing fees and lock times. Each channel counterparty is able to broadcast
a channel update for its outgoing channel edge. In order for a channel to be
operational the network has to see three messages, one channel announcement
and two channel updates (one for each edge of the channel).

2.1 Influences on the Convergence Delay

While the details of the information dissemination protocols are left to the imple-
mentations, the most common implementations, such as CLN1 and LND2, generally
follow the same concepts. As we show later, the concepts presented in the fol-
lowing and their concrete parameterizations can have a significant impact on the
convergence delay.

Staggered Broadcast. The gossip protocol of the Lightning Network uses a stag-
gered broadcast that acts as a natural rate limiting mechanism to ensure that
the network is resistant to certain types of denial-of-service (DoS) attacks. In a
staggered broadcast, each node listens for gossip messages for a specified inter-
val (stagger interval) before broadcasting all messages to a subset of peers. While
listening, messages concerning the same channels are deduplicated by the times-
tamp field provided in the messages. If two channel updates for the same channel
edge are seen, only the most recent update is kept in the broadcast queue. The
value chosen for the stagger interval has a big impact on the convergence delay,
since the higher it is the longer messages take to reach a majority of nodes. The
specification3 recommends a 60 s stagger interval.

Gossip Syncers. The gossip_timestamp_filter message allows nodes to man-
age from which peers they want to receive new gossip. Not sending the filter
message is equivalent to not requesting any gossip. By default, nodes only send
filters to a subset of their peers, which are called active gossip syncers, while all
other peers are passive gossip syncers. The number of active syncer connections
each node maintains has an impact on the convergence delay since it determines

1 https://github.com/ElementsProject/lightning.
2 https://github.com/lightningnetwork/lnd.
3 https://github.com/lightning/bolts.

https://github.com/ElementsProject/lightning
https://github.com/lightningnetwork/lnd
https://github.com/lightning/bolts
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Table 1. Comparison of CLN and LND implementation details most influential on the
convergence delay.

CLN LND

Staggered broadcast 60 s interval 90 s interval, batches are
broadcast in 5 s intervals

Gossip syncers Five syncers, individual
rotations every hour

Three syncers, one being
rotated every 20min

Rate limiting One channel update per
day, burst up to 4

One channel update per
minute, burst of up to 10

how well nodes are connected. The more active syncer nodes choose the faster
messages will propagate.

Rate Limiting. While the staggered broadcast already offers a form of rate lim-
iting, nodes in addition apply a second rate limit on a per-edge basis. Only a
certain number of updates from the same edge are allowed for each rate limit-
ing interval. Such policies exist to prevent nodes from spamming the network
with channel updates, but also to prevent I/O DoS attacks, since nodes write
new channel updates to disk. A third rate limiting applies to redundant chan-
nel updates (only differing in the timestamp of the message), which are also
considered as keep alive updates. A node will broadcast keep alive updates to
indicate that its channels are still active and should not be pruned from other
nodes’ views of the network. To rate limit keep alive updates, nodes usually only
allow them in a defined frequency, but the details differ from implementation to
implementation.

Comparing Node Implementations. While the Lightning implementations gen-
erally follow the concepts just discussed, the specific parameters used by these
implementations can differ quite a bit. In the following, we therefore discuss
the relevant details of the two most popular implementations of the Lightning
Network protocol, CLN and LND.4

As shown in Table 1, the behavior of CLN generally sticks to the specification’s
guidance, while LND differs from it significantly with a stagger interval of 90 s.
When the timer expires, all seen messages are split up into batches and broadcast
to all relevant peers in 5 s intervals. The function for calculating the batch size
from the total number of messages n to broadcast is the following:

sb(n) = min

(
10,

n · 5s+ 90s − 1
90s

)

The number of broadcast batches increases with the number of messages, but is
capped at 18 in order to prevent the overlapping of stagger intervals. With 5 s
between batches and a maximum of 18 batches, the last message may potentially
4 Note that LND allows configuration of gossip parameters, CLN does not.
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(b) Measured convergence delay.

Fig. 1. LND’s broadcast batching and measured convergence delay.

be broadcast 17 · 5 = 85 s after the stagger timer expires. A plot of sb(n) can be
seen in Fig. 1a. Only if there are more than 162 messages seen per 90-s stagger
interval, all 18 batches will be filled. If the general rate of messages in the network
is lower than that, less batches will be used lowering the convergence delay.5

The rate limiting policies of these two node implementations do not play
together without friction. If a channel is updated once per minute, a CLN node
would disregard all updates after the fourth for up to one hour, while an LND
node would accept all updates. The CLN node will not relay disregarded updates,
which can cause the convergence delay for these updates to increase. However,
this is not an observable issue, since the majority of nodes are running LND.

3 Gossip Traffic Analysis

In the following, we describe our methodology for measuring and analysing gossip
traffic in the Lightning Network.

3.1 Measuring the Convergence Delay

In order to measure the convergence delay in the Lightning Network, we used the
python pyln-proto6 package to connect to and communicate with nodes on the
network. The node addresses were extracted from a topology snapshot collected
from an LND node right before the start of the experiment (Oct. 30, 2021). We
connected to as many nodes as possible and chose all of them as our active gossip
syncers. We recorded all received messages including at which times {t1, . . . , tn}
and from which node we got the message. The recorded timestamps can then be
5 The stagger interval was increased in January 2019 from 30 to 90 s with the reasoning

to lower bandwidth usage by slowing the propagation of messages [10]. In April
2019, the sub-batch broadcast was introduced with the reasoning to eliminate bursty
resource usage after the stagger timer expires [6]. We could not find records of
detailed discussion on how the exact parameter values for these changes were chosen.

6 https://github.com/ElementsProject/lightning/tree/master/contrib/pyln-proto.

https://github.com/ElementsProject/lightning/tree/master/contrib/pyln-proto
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Fig. 2. Categorization of observed gossip messages.

used to estimate the convergence delay in the network by looking at the difference
between the first and last timestamp. This estimation method assumes that the
first timestamps in these lists correspond to the time of initial broadcast and
that all nodes have seen the message after the last timestamp.

In total, we received 69, 942 unique gossip messages from 1, 046 nodes over
a time span of close to 10 h. To estimate the convergence delay, we used all
messages that were received at least from 500 different nodes. Figure 1b shows
the share of nodes that have seen a message in relation to the time since initial
broadcast: the average time it takes for a node to see a message is 359.9 s, with
95% of nodes seeing messages after 753 s and 100% of nodes seeing messages
after 2, 500 s.

3.2 Dissecting Recorded Gossip

We then categorized the collected data and examined which share of gossip
messages are node announcements, channel announcements or channel updates.
We also analyzed the contents of all channel updates to understand when nodes
send updates and how they typically update channel policies.

As seen in Fig. 2a, the arrival rate of new messages is more or less constant. Of
all messages we recorded, 5.13% were node announcements, 0.34% were channel
announcements and 94.53% were channel updates. This distribution matches
our expectations, as channel announcements are directly rate limited by the
blockchain, node announcements only need to be broadcast infrequently to mod-
ify network addresses or add new feature announcements, and channel updates
change channel policies, which happens regularly over the course of a channel’s
lifespan. We categorized channel updates into six different categories:

– Keep-alive updates only differ in the timestamp field. These updates are
meant to tell the network that a channel is still active. They made up 45.32%
of all recorded messages.
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– Channel closure updates close a channel temporarily or permanently. Tempo-
rary channel closures can happen if a peer goes offline due to network issues,
in which case the other peer will broadcast such an update to inform the
network not to route over the offline peer. These updates made up 19.29% of
all recorded messages.

– Channel re-open updates open a channel that was previously closed. These
updates made up 18.66% of all recorded messages.

– Disruptive updates change the channel policy in a way that could cause pay-
ment failures, if the payment source does not know of the update. Chan-
nel closures are excluded because we categorize them separately. Disruptive
updates made up 8.57% of all recorded messages.

– Non-disruptive updates change the channel policy in a way that could cause
a payment source to over-pay on fees or use a higher lock time than needed.
These updates made up 7.22% of all recorded messages.

– Misc. updates are all other updates that we saw. For example, updates that
change the htlc_minimum_msat field fall into this category. These updates
made up 0.99% of all recorded messages.

The observed amount of keep-alive updates is slightly concerning, as they
make up roughly 50% of all seen updates. This amount of keep-alive updates
cannot be explained by nodes broadcasting them at a reasonable rate. In theory,
a keep-alive only has to be sent for channels that did not have an update within
14 days. Therefore, transmitting a keep-alive update every 13 days should be
sufficient to prevent other nodes from pruning the channel. Figure 3a shows the
difference in the timestamp field between the keep-alive and the previous update:
we observe that for almost all of the keep-alive updates the differences lie between
86, 400 and 88, 200 s, which corresponds to exactly 1 day and 1 day plus 30 min.
We found that LND nodes are responsible for these updates, because they check
every 30 min if any of their channels had an update within the last day, and will
broadcast a keep-alive update otherwise. However, we were not able to explain
the large peaks seen in Fig. 3a at the interval boundaries. Moreover, we did not
observe any keep-alive updates with a smaller difference, because LND nodes do
not relay such updates and therefore they do not propagate through the network.

Looking at the timestamp differences for all updates in our channel re-open
category (cf. Fig. 3b), we see that most channels edges that get re-opened were
disabled for short periods of time. For example, 60% of edges were closed for
less than 22 min. This is likely caused by network issues that lead nodes to
temporarily disable edges.

4 Simulation Study

In the following, we discuss the conducted model-based simulation study on the
routing convergence delay in the Lightning Network.
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Fig. 3. Timestamp differences of keep-alive and channel closure updates.

4.1 Simulation Model

The behavior of real-world peer-to-peer networks is influenced by many different
variables. Nodes participating in such networks can be diverse in geographical
location, bandwidth restrictions, software implementation, software version or
configuration, and simulating all different permutations is simply not feasible.
In the context of investigating the gossip protocol of the Lightning Network,
we restrict the scope of our simulation by making the following assumptions: if
two nodes are connected through a channel, they have a constant TCP connec-
tion. The snapshot we use to bootstrap our simulation contains all nodes and
all channels that exist in the network. We ignore any non-listening nodes that
were not announced to the network, as well as private channels. Our simulation
propagates node and channel announcements, but does not actually add them
to the simulated topology. Only channel updates are applied to the simulated
topology. The gossip algorithm is the main influence on the convergence delay,
and we do not simulate other potential influences such as an overhead caused
by cryptographic functions. Payments are atomic and instant. All nodes in each
simulation follow the same gossip protocol. All nodes have the same bandwidth
of 1MB/s in up- and download.

We chose to implement our discrete-event simulator7 in the Go programming
language and bootstrap the simulation from historical topology snapshots that
were extracted from an LND node with a fully synced network graph. These snap-
shots contain a list of nodes and channels which we use to build our simulation
network. The snapshot we use for all simulations contains 17, 332 nodes, 77, 921
channels and was taken on Oct. 30, 2021. In order to simulate a realistic amount
of traffic, we replay gossip messages that we recorded in the real network. This
works well as most gossip messages can be traced back to an origin node in the
network as long the snapshot we use to bootstrap the simulation is not much
older than the start of the recorded period. For messages for which we could not

7 https://github.com/dergoegge/lnconv-paper-sim.

https://github.com/dergoegge/lnconv-paper-sim
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find an origin in our snapshot we choose a random origin. Bandwidth is mod-
eled by each node having an incoming byte counter that gets incremented with
every message that is being downloaded and decremented with every message
that is fully received. The arrival time of a new message is calculated based on
a fixed bandwidth, the number of incoming bytes and a fixed latency overhead
of 100ms.

4.2 Simulation Results

In this section, we present the data collected on an LND simulation scenario in
which we replayed the first hour of the gossip we recorded in Sect. 3, consist-
ing of 7, 217 network messages. We simulate 100, 000 payment attempts which
were uniformly distributed over the hour. Payment sources and destinations are
chosen randomly and the payment amount is set to 1 sat in order to reduce
interference by failures originating from anything else than outdated routing
information.

Bandwidth. The simulated network transferred a total of 40.77GB to deliver the
7, 217 messages to all nodes. The theoretical lower bound for bandwidth usage
Bmin is the product of the number of all nodes, the total number of messages
and the average message size, i.e.,

Bmin = num_nodes · num_messages · avg_message_size

Assuming all messages are channel updates with a size of 128 bytes, Bmin =
16.01GB. We therefore found that the network uses 2.55 times the theoretically
needed bandwidth Bmin.

Redundancy. 6.29% of messages will be seen only once, 33.28% will be seen twice,
59.93% will be seen three, and 0.5% will be seen four times. All nodes have 3
active gossip syncers which explains why most messages are seen three times or
less. A message is only seen 4 times if it is received as part of the initial broadcast,
which goes out to all connected peers. On average each message is seen 2.55 times.
Note that this is the same factor as the one from our bandwidth calculations:
every message that is received more than once is exactly the overhead to a perfect
broadcast in which every message is received only once by each node.

Convergence Delay. We measure the convergence delay by recording how long it
takes a message to be seen for the first time by every node. This is very similar
to the measurements conducted in Sect. 3, but within a simulation we get much
more accurate data since we have an omniscient view. Figure 4a compares the
convergence delay we recorded in the real network to the one we observed in
the simulation. In our simulation, the average time it took for a node to see a
message is 291.21 s, with 95% of nodes seeing messages after 510 s and 100% of
nodes seeing messages after 1, 075 s. The convergence delay seen in the simulation
slightly differs from the delay measured in the real network with messages in the
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Fig. 4. Convergence delay and broadcast queue waiting times in a simulated network
consisting only of LND nodes.

simulation propagating faster after initially being broadcast and messages taking
longer to reach all nodes in the real network. From 20% to 80% of nodes having
seen the messages it takes 240 s in the simulation while in took 265 s in the real
network.

As mentioned previously, roughly 50% of the messages that we recorded
are keep-alive updates. We ran a simulation without the keep-alive updates
(lnd-no-keepalives) and found that the convergence delay was significantly
reduced, with 95% of nodes converging after 374.19 instead of 510 s.

Waiting Times. Looking at the broadcast queue waiting times of messages we
observed that waiting times and hence the convergence delay become larger the
more messages are propagating through the network. This is explained by the
sub-batch trickling approach that LND has chosen which makes waiting times
dynamic to a certain degree. The growth of waiting times is bounded by the
maximum number of sub-batches that LND will send. A plot of the waiting times
can be seen in Fig. 4b. The minimum waiting time is 0 s and the maximum is
175 s. A message will wait 175 s, if it arrives at the beginning of the 90 s stagger
interval and gets broadcast in the last sub-batch, 85 s after the stagger timer
ticks.

Failed Payment Attempts. Out of the 100, 000 payment attempts, 42% were
successful and 58% failed. 0.114% of attempts failed because the payment source
did not have a recent update for one of the channel edges in the payment route.

As we have seen, the staggered broadcast is quite inefficient in its band-
width usage with messages being seen 2.55 times on average by the same node
and 95% of nodes converging after 510 s. The share of unconverged payment
attempts (0.114%) does not seem that problematic but it could be argued that
in absolute numbers the total number of unconverged payment attempts can
still be large. The research by Waugh and Holz suggests that this rate is actu-
ally higher at around 1.2% [14]. Exploring alternative gossip algorithms seems
worthwhile based on these results.
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Table 2. Convergence delays (95%), bandwidth usage, and payment attempts.

Algorithm Conv. delay Bandwidth usage Payment attempts

lnd 509.75 s 40.47GB 602
lnd-t1s 312.65 s 39.36GB 349
lnd-sb100 266.54 s 38.9 GB 316
lnd-inv 509.46 s 19.26GB 592
lnd-inv-t1s 313.45 s 19.41GB 394
lnd-inv-sb100 267.93 s 20.23GB 274
cln 101.29 s 59.52GB 171
cln-inv 103.2 s 26.36GB 161
spanning (BFS) 1.11 s 15.7 GB 5
flooding-4 2.72 s 50.7 GB 3
flooding-8 1.72 s 94.7 GB 1
flooding-16 1.16 s 180.92GB 2
flooding-32 0.82 s 353.21GB 4
minisketch-4 19.25 s 19.15GB 33
minisketch-8 20.24 s 19.84GB 43
minisketch-16 20.7 s 21.45GB 43
minisketch-32 20.54 s 21.46GB 30

4.3 Evaluating Alternative Gossip Strategies

In this section, we layout ideas for potential alternative gossip algorithms that
the Lightning Network could employ. We use our simulator to compare the differ-
ent algorithms and evaluate the feasibility of these alternatives based on band-
width usage, convergence delays, and their impact on payment attempts. We
compare the following alternative strategies: flooding, a structured broadcast
using a global spanning tree, inventory based gossip, parameter variations of the
current protocol, as well as set reconciliation using Minisketch [4].

We compare all alternative strategies to each other and the simulation data
from Sect. 4.2. We specifically compare bandwidth usage, convergence times and
the number of unconverged payment attempts and simulate each algorithm using
the same snapshot and replaying the same messages as before (17, 332 nodes,
77, 921 channels, 7, 217 messages over 1 h, 100, 000 payment attempts). The
convergence delays and bandwidth usage for all the different algorithms are
listed in Table 2.

As expected, flooding has the highest bandwidth usage with low convergence
delays and the spanning tree algorithm (global tree constructed using breadth-
first search) has the lowest bandwidth usage and the lowest convergence delay.
With flooding, we see the bandwidth consumption scaling proportionally with
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Fig. 5. Simulated parameter interdependencies.

increased connectivity (number of active syncer connections). The convergence
delay is naturally smaller with increased connectivity.

LND’s choice of staggered broadcast parameters results in a roughly five times
increase in the convergence delay compared to CLN. While LND’s approach leads
to a larger convergence delay it also reduces bandwidth usage by about 33%. We
simulated two variations of LND’s algorithm, one with a minimum sub-batch size
of 100 instead of 10 messages (lnd-sb100), and one with a sub-batch delay of
one instead of five seconds (lnd-t1s). Both of these parameter changes lead to
faster messages broadcast after the stagger timer expires leading to an decrease
in convergence delay of 39% for lnd-t1s and 48% for lnd-sb100.

Inventory-based protocols announce a shortened version of the full message
to give the receiver the chance to only request the full message once. For gossip
messages in the lightning network, the size of an inventory message can be 64
bits [12]. We see that inventory based protocols reduce bandwidth usage signifi-
cantly when compared to their regular variants. With lnd-inv requiring 52.4%
less bandwidth than lnd and CLN-inv requiring 55.7% less bandwidth than CLN.
The convergence delays however are unaffected by the decrease in bandwidth
usage. Usually it would be expected that latency increases with an inventory-
based gossip protocol but the extra round trip has no impact here, given that
the stagger interval is multiples larger than the round trip time.

In Fig. 5a, we compare the bandwidth usage of flooding and set reconcilia-
tion, in relation to the connections made by each node. Our set reconciliation
algorithm is based on the Erlay protocol that was proposed for the transaction
relay in the Bitcoin network [9]. In our protocol, we implemented no fan-out
flooding and hence all messages are exchanged via set reconciliation. We observe
that bandwidth usage does not increase proportionally with the number of con-
nections made for the set reconciliation protocol. Instead, the bandwidth usage
scales with the rate of messages in the network, just like the Erlay protocol.

We observe that the number of unconverged payment attempts is highly
correlated with the convergence delay. We do not distinguish between failed
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payment attempts and attempts that arise due to opportunity costs, as the com-
bined number of these attempts is sufficient in evaluating different protocols. As
seen in Fig. 5b, based on our limited data set of the different algorithms, the
relationship between the convergence delay and the number of unconverged pay-
ment attempts is linear. The lower the convergence delay, the fewer unconverged
payment attempts can be observed.

5 Discussion

The staggered broadcast protocols rate-limit the propagation of channel updates
by de-duplicating updates for the same channel with in the stagger interval. This
means that a node will only forward one channel update for the same channel
edge in every stagger interval. No potentially important updates are discarded,
since the newest update that was seen will always be forwarded. This form of
rate limiting prevents the network from witnessing rapid changes in channel
policies, while still propagating the newest updates. The propagation of the
newest updates is significantly delayed as we have shown through the simulations
and measured in Sect. 3. We argue that this form of rate limiting implicitly
discourages frequent channel updates at the cost of delivering the newest updates
with large delays. Explicitly discouraging frequent updates through strict per-
channel rate limiting as discussed in Sect. 3 could be well suited for some of
our alternative protocols that aim to deliver messages faster. A strict rate limit
would discard newer updates that violate the rate limit, so honest nodes should
never broadcast messages for the same channel in violation of the limit.

LND’s choice of parameters for its staggered broadcast is a bit of a mystery,
since there is no public record on how the exact values were chosen. However,
broadcasting messages in sub-batches instead of one large batch after the stagger
timer expires is a good choice to reduce bursty resource usage. We would however
recommend that the LND developers revisit their choice of parameters for the
staggered broadcast, because reducing bandwidth usage by 33% while increasing
the convergence delay by a factor of five does not seem like a reasonable trade-
off (compared to parameters mentioned in the specification). As we have shown
through the simulations, adjusting the parameters can have a big impact on
the convergence delay. Adjusting these parameters would be the least complex
software change to address the large convergence delay, while maintaining the
rate limiting properties of the staggered broadcast.

Introducing an inventory-based gossip protocol reduces the bandwidth usage
without changing the convergence delay at all. In combination with adjusting
the parameters of the staggered broadcast the convergence delay could also be
lowered. An inventory-based gossip protocol could remain a staggered broadcast
and thereby maintain its rate limiting effect without introducing strict rate lim-
iting. The added software complexity of an inventory-based gossip is fairly low
and there already exists a proposal on the specification [5].

Increasing the number of connections that nodes make to gossip (connectiv-
ity) can lead to better reliability in adversarial environments. With low connec-
tivity an attacker has to control less connections to be able to censor information
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from reaching a victim. For some protocols an increase in connectivity can also
lead to a reduction in convergence times because the spread factor is higher.

Even though the spanning tree protocol seems great based on the results, it is
not a great fit for the real network. As mentioned earlier, the protocol makes the
assumption that all nodes agree on the exact same static spanning tree, which
would not trivially work in the real network. A single tree is also not going work
for security and reliability reasons. If one node in the tree goes offline, none
of the nodes in its sub-tree would receive new messages. Introducing multiple
trees to gain redundancy would increase the bandwidth usage. A spanning tree
protocol with multiple trees would probably turnout to be similar in efficiency
to a flooding protocol.

A flooding protocol comes with a small convergence delay of one to two sec-
onds but increases bandwidth usage above that of the current algorithm (lnd).
Bandwidth usage increases linearly with increased connectivity. If an increase
in connectivity is wanted then flooding would not be suitable. In fact all proto-
cols besides set reconciliation lead to a proportional increase in bandwidth with
increased connectivity.

Compared to the other protocols, set reconciliation has a small convergence
delay and low bandwidth usage. Increasing connectivity is also possible without
increasing bandwidth usage, as the bandwidth usage scales with the rate of mes-
sages seen in the network. Introducing set reconciliation comes with much greater
software complexity than any of the other protocols. Multiple new message types
would need to be introduced and the Minisketch library adds a dependency.

Decreasing the number of unconverged payment attempts can also be done
without changing the gossip protocol. Nodes could temporarily allow payments
to use old channel policies after broadcasting a new policy. This would work well
for fee or lock time adjustments, but would ultimately depend on the channel
owners preferences.

6 Related Work

The explosive growth of the internet in its topological complexity as well as user
count has led to a lot of research on the convergence delay for routing proto-
cols, such as the Border Gateway Protocol (BGP). Large convergence delays in
BGP can cause routing failures similar to how large convergence delays in the
Lightning Network can cause payment failures. Labovitz et al. showed through a
2-year study that the convergence delay of BGP was much higher than previously
expected. By injecting routing events to simulate failures and collecting data on
these events, the authors were able to figure out the convergence delay for differ-
ent types of events. Convergence delays were primarily caused by different router
vendor’s implementations of the BGP specification with regard to the choice of
timer values [7]. da Silva and Souza Mota suggested ways on how to lower the
BGP convergence delay which included adjusting timer values of implementa-
tions and centralizing control of networks [2]. Ben Houidi et al. investigated
slow BGP table transfers which increase the convergence delay. They found that
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gaps, in which both sender and receiver are idle, during table transfers are a
common occurrence caused by timer driven implementations, with different ven-
dors choosing different timer values [1]. Similar to this BGP research, we found
that a big part of the convergence delay in the Lightning Network is driven by
the parameter choices for the staggered broadcast of different implementations.

Decker and Wattenhofer measured block propagation times in the Bitcoin
network and verified that the propagation time is the primary cause for forks in
the blockchain. They measured the propagation times by connecting to a large
number of nodes and listening for block announcements. With this setup they
recorded when blocks where seen and from which nodes. From this data they
are able to estimate how long it takes blocks to traverse the network after the
initial broadcast [3]. Our work is methodically similar, since we also measure the
convergence delay in the Lightning Network by connecting to many nodes in the
network and record arrival times of messages.

Naumenko et al. proposed Erlay, a protocol for transaction relay in the Bit-
coin network that makes use of efficient set reconciliation in combination with
flooding. It aims to lower the bandwidth requirements needed for transaction
relay with the trade-off of higher latency. The authors evaluated the bandwidth
and latency trade-off of Erlay and compared it to the current flood-only proto-
col [9]. We used the Erlay protocol as inspiration for simulating a similar protocol
in the Lightning Network and specifically used their prior research when choosing
the parameters for our protocol.

Waugh and Holz studied availability and reliability properties of the Light-
ning Network. They tested the network’s ability to route payments of different
amounts and created a taxonomy of permanent and temporary failures that
occurred. They looked at the availability of nodes in the network and measured
how much churn (nodes joining and leaving the network) exists [14]. This work
listed payment attempt failure types that were caused by outdated routing infor-
mation, by probing the network with real payments. We only simulated payments
to investigate these failure types.

7 Conclusion

In this work, we analyzed the convergence delay in the Lightning Network,
described the effect it can have on payments, and evaluated alternative gossip
protocols that could reduce the delay. We found the network to have a signifi-
cant convergence delay, with 95% of nodes only having converged after roughly 10
min. A majority of the gossip traffic consists of redundant channel updates (keep-
alive messages), which further increase the delay given the parameter choices of
the LND implementation. Our simulations show that payment attempt failures
due to unconverged routing information are rare (occurring in �1% of payment
attempts). However, the convergence delay may still be lowered while also reduc-
ing the bandwidth usage, either by switching to alternative gossip algorithms or
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adjusting the parameters of the current protocol. By switching to a set reconcil-
iation based protocol, the connectivity of the network could be increased with
nodes receiving gossip updates from more peers without suffering from significant
increases in bandwidth.
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Abstract. Security and privacy issues with centralized exchange ser-
vices have motivated the design of atomic swap protocols for decen-
tralized trading across currencies. These protocols follow a standard
blueprint similar to the 2-phase commit in databases: (i) both users
first lock their coins under a certain (cryptographic) condition and a
timeout; (ii-a) the coins are swapped if the condition is fulfilled; or (ii-
b) coins are released after the timeout. The quest for these protocols
is to minimize the requirements from the scripting language supported
by the swapped coins, thereby supporting a larger range of cryptocur-
rencies. The recently proposed universal atomic swap protocol [IEEE
S&P’22] demonstrates how to swap coins whose scripting language only
supports the verification of a digital signature on a transaction. However,
the timeout functionality is cryptographically simulated with verifiable
timelock puzzles, a computationally expensive primitive that hinders its
use in battery-constrained devices such as mobile phones. In this state of
affairs, we question whether the 2-phase commit paradigm is necessary
for atomic swaps in the first place. In other words, is it possible to design
a secure atomic swap protocol where the timeout is not used by (at least
one of the two) users?

In this work, we present LightSwap, the first secure atomic swap pro-
tocol that does not require the timeout functionality (not even in the
form of a cryptographic puzzle) by one of the two users. LightSwap is
thus better suited for scenarios where a user, running an instance of
LightSwap on her mobile phone, wants to exchange coins with an online
exchange service running an instance of LightSwap on a computer. We
show how LightSwap can be used to swap Bitcoin and Monero, an inter-
esting use case since Monero does not provide any scripting functionality
support other than linkable ring signature verification.

A full version of our paper is available in [2].
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1 Introduction

The functionality of atomic swaps [18] was introduced for trading assets between
two parties such that each of them holds assets in a different blockchain. The
concept of atomicity in such a setting is inspired by database systems where
either a multi-step transaction gets committed or it is rolled back in its entirety.
In the blockchain setting, it holds similar relevance guaranteeing that the swap
either fully occurs or fails entirely [17,44].

As an illustrative example, consider that a user Alice has asset α in blockchain
BA and user Bob has asset β in blockchain BB. An atomic swap is said to be
successful when Bob transfers asset β to Alice on BB contingent to the transfer
of asset α by Alice to Bob on BA. If Alice decides to cancel the swap, a refund
will be initiated. Upon asset refund, Alice will retain α in BA and Bob will retain
β in BB . A successful swap thereby leads to an exchange of asset’s ownership
[42]. Hence both the parties need to have accounts in each of the blockchains to
enable transfer of ownership [28].

While one can easily envision an atomic swap functionality leveraging a
trusted server, the blockchain community has put significant efforts into decen-
tralized protocols for atomic swaps [1,18,26,29,30,35,36,39,44,45]. In a nut-
shell, these different protocols follow a standard blueprint based on two building
blocks: (i) a (cryptographic) locking mechanism that allows one user to locks
coins for another user in a given blockchain; and (ii) a timeout mechanism that
allows the creator of a lock to release it after a certain time has expired. With
these building blocks, current atomic swap protocols are based on the following
blueprint: first, Alice locks α in BA for Bob and establishes an expiration time
of TA to such lock. Afterward, Bob locks β in BB to Alice with an expiration
time of TB : TA > TB . At this point, the atomic swap has been committed and
one of the following two outcomes can happen: (i) Bob allows Alice to unlock β
in BB , which in turn “automatically” allows Bob to unlock α in BA; or (ii) both
parties decide to abort the swap by allowing to release the locks at times TB and
TA respectively.

This blueprint framework used by atomic swaps is based on two crucial prop-
erties. First, the (cryptographic) locks should allow to “relate” one to another in
the sense that if one party opens one lock in one blockchain, such opening oper-
ation automatically reveals enough information to the other party to open her
own lock in the other blockchain. Such “correlated locks” have been implemented
in practice using different techniques such as leveraging the Turing-complete
scripting language of blockchains like Ethereum [40] or more specific scripting
functionality like Hash-time lock contract [7,12,18,30], using a third blockchain
[21,22,41] as the coordinator or bridge of the two blockchains [3,23,24,34,43]
used for the swap , leveraging trusted hardware [6], or designing cryptographic
schemes crafted for this purpose such as adaptor signatures [13,39].
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The second crucial property is that locked funds must be released to the
original owner after a certain time has expired. Surprisingly, all alternative pro-
tocols previously mentioned share only two techniques with regard to handling
the timelock functionality. They either (i) rely on the scripting language of the
underlying blockchain to implement it; or (ii) rely on a cryptographic timelock
puzzle [10,33,37] where a secret is saved under a cryptographic puzzle that can
be solved after a certain number of serial cryptographic operations are executed.
Unfortunately, both of these techniques clearly hinder the adoption of atomic
swaps. On the one hand, timelock based on the scripting language restricts its
use from those cryptocurrencies that do not have such support, such as Monero
[31] or Zcash (shielded addresses) [20]. On the other hand, cryptographic puzzles
impose a computation burden on the users that need to compute such a puzzle
for each of the atomic swaps that they are involved in. Such a scheme is not suit-
able for lightweight applications as it would drain the battery of a smartphone
or would add a non-trivial cost if outsourced to a third party (e.g., Amazon Web
Services [11]).

In this state of affairs, we raise the following question: Is the timelock func-
tionality a necessary condition to design atomic swap protocols? Or in other
words, is it possible to design an atomic swap protocol such that the timelock
functionality is not required in (at least one of) the two involved blockchains?

1.1 Our Contribution

In this work, we present for the first time a secure, decentralized, and trustless
atomic swap protocol that does not require any type of timelock in one of the
cryptocurrencies. In particular, we present LightSwap, a lightweight atomic swap
between Bitcoin and Monero. Similar to previous works, LightSwap leverages
adaptor signatures to implement the cryptographic condition that correlates the
locks over the committed coins. The crux of the contribution in LightSwap is
to depart from the 2-phase paradigm. Instead, we propose a novel paradigm
that maintains the security for the users (i.e., an honest user does not lose
coins) while removing the need to use timeouts in any form for one of the two
cryptocurrencies.

2 Notation and Background

Transactions in UTXO Model. In this work, we focus on the UTXO trans-
action model, as it is followed by both Bitcoin and Monero.

For readability, transaction charts are used to visualize the transactions, their
ordering, and usage in any protocol. We follow the notation in [5]. The charts
must be read from left to right as per the direction of the arrows. A transaction
is represented as a rectangular box with a rounded corners, input to such trans-
actions is denoted by incoming arrows and output by outgoing arrows. Each
rectangular box has square boxes drawn within. These boxes represent the out-
put of the transaction, termed as output boxes, and the value within represents
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tx

x1

x2

B
≥ t1

pkB
+t2

pkA, pkB

tx′ x2

φ1

φ2

φ3 ∧ φ4

Fig. 1. (Left) Transaction tx has two outputs, one of value x1 that can be spent by B
(indicated by the gray box) with a transaction signed w.r.t. pkB at (or after) round
t1, and one of value x2 that can be spent by a transaction signed w.r.t. pkA and pkB
but only if at least t2 rounds passed since tx was accepted on the blockchain. (Right)
Transaction tx′ has one input, which is the second output of tx containing x2 coins and
has only one output, which is of value x2 and can be spent by a transaction whose
witness satisfies the output condition φ1 ∨φ2 ∨ (φ3 ∧φ4). The input of tx is not shown.

the number of coins. Conditions for spending these coins are written on the out-
put arrows going out of these boxes. The notations and the illustration of the
transaction charts are provided in Fig. 1.

The parties that can spend these coins present in the output box are rep-
resented below the outgoing arrows in form of a signature. Usually, these are
represented as the public keys which can verify this signature. Additional condi-
tions for spending the coins are written above the arrow. Conditions are encoded
in a script supported by the underlying cryptocurrency. For our paper, we use
the notation “+t” or RelTime(t) which denotes the waiting time before a trans-
action containing an output can be published on-chain. This is termed as the
relative locktime. If absolute locktime is used, then it is represented as “≥ t” or
AbsTime(t). It means the condition for spending the output is satisfied if the
height of the blockchain is at least t. For representing multiple conditions, if it
is a disjunction of several conditions, i.e. φ = φ1 ∨ φ2 ∨ . . . ∨ φn, a diamond-
shaped box is used in the output box and each sub condition φi is written
above the output arrow. The conjunction of several conditions is represented as
φ = φ1 ∧ φ2 ∧ . . . ∧ φm.

Adaptor Signatures. We recall the functionality for generation and verification
of adaptor signature with respect to a hard relation. This becomes one building
block in our approach to substitute the functionality of HTLC. In more detail,
given a hard relation R : (x,X) ∈ R, where X is the statement and x is a witness,
public key pk having secret key sk, the language LR and a signature scheme
Σ = (Gen,Sign,Vrfy), an adaptor signature is defined using four algorithms
ΞR,Σ = (pSign, pVrfy, Adapt, Ext) as follows [4]:

– pSign(sk,m,X): A probabilisitc polynomial time algorithm which on input
of secret key sk, message m ∈ {0, 1}∗ and statement X ∈ LR, outputs an a
pre-signature σ̂.

– pVrfy(pk,m,X, σ̂): A deterministic polynomial time algorithm which on
input the public key pk, the message m ∈ {0, 1}∗, the statement X ∈ LR,
and pre-signature σ̂, outputs a bit b. If b = 1, σ̂ is a valid pre-signature on
message m.
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– Adapt(σ̂, x): A deterministic polynomial time algorithm which on input the
witness for the statement X, i.e. x and the pre-signature σ̂, outputs a signa-
ture σ.

– Ext(σ, σ̂,X): A deterministic polynomial time algorithm which on input sig-
nature σ, pre-signature σ̂ and the statement X ∈ LR, outputs a witness
x : (x,X) ∈ R or ⊥.

In this work, we leverage the threshold adaptor signature for ECDSA [27]
for the Bitcoin side and the instance defined in [29,38] for Monero. In a 2-of-2
threshold adaptor signature instance, each participant has a share of the secret
key sk.

3 Problem Definition

Given a user Alice and the service provider Bob, the former holds x XMR in
Monero blockchain and Bob holds y BTC in Bitcoin blockchain. Alice wants to
exchange x XMR for Bob’s y BTC. A generic atomic swap protocol follows a
2-phase commit protocol similar to that used in databases: (i) each user commits
their assets and (ii) each user claims the assets of the counterparty. To initiate
an atomic swap, both parties need to lock their coins and set a timeperiod within
which the swap must be completed. If Alice wants to cancel the swap, she will
initiate a refund and the locked coins are refunded to the original owner after
the designated timeperiod.

Existing Atomic Swap Protocols and Their Drawbacks. We discuss exist-
ing approaches as solution for the problem defined above. We denote Alice as A
and Bob as B.

(i) Using HTLC based approach. The simplest trustless exchange protocol widely
used across several cryptocurrency exchange is based on Hash Timelocked
Contract or HTLC. We discuss an HTLC based solution where both A and
B hold their coins at time t0. The script used in HTLC takes the tuple
(α, h, t,A,B), where α is the asset to be transferred, h is the hash value, and
t is the contract’s timeout period. The contract states that A will transfer
α to B contingent to the knowledge r where h = H(r) where H is a standard
cryptographic hash function if the contract is invoked within the timeout
period t. If the timeperiod elapses and B fails to invoke the contract, the
asset α is refunded to user A.

A can initiate exchange of x XMR in BA for y BTC in BB using HTLC. The
former chooses a random value r and generates h = H(r). She next proceeds to
lock x XMR in the contract H1 = HTLC(x, h, t5,A,B) at time t1, where t1 > t0,
and sends h, t5 to B. The timeout period of the contract is t5. Now B will reuse
the same terms of the contract but set the timeperiod as t4 : t4 < t5. We will
explain why the timeout period must be less than the previous contract. B locks
y BTC in the contract H2 = HTLC(y, h, t4,B,A) at time t2, where t2 > t1. A
knows the preimage of h and claim the coins from B by invoking H2 at time
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t3 : t2 < t3 < t4. B gets the preimage r which he can use for claiming coins from
A. If he had used the timeout period t5 for H2, then it is quite possible that A
delays and claims the coins from B just at time t5. This would lead to a race
condition and B might fail to acquire the coins from A if the time at which H1

is invoked exceeds t5. Hence he sets the timeout period of the contract H2 less
than the timeout period of contract H1. B claims the coins from A by invoking
H1 at time t4 : t3 < t4 < t5. By time t5, A holds y BTC in BB and B holds x
XMR in BA. This depicts the situation when the swap succeeds and the state
transition from time t0 to t5 discussed above is termed as happy path. If either
of the party decides not to co-operate then it will lead to failure of swap.

Incompatibility of HTLC in Scriptless Cryptocurrencies (e.g., Monero). HTLC-
based approach requires the use of timelock on both the Monero side as well as
the Bitcoin side. The timeout mechanism is essential to allow users to recover
their assets in the case the swap does not go through. Thus we require two
main building blocks to implement atomic swaps for cryptocurrencies: an atomic
locking mechanism and a timeout. However, the main challenge is that Monero
does not support hashlock and timelock. Without these two features, it will not
be possible for A to lock her coins at time t1. The use of timelock puzzles will
make our protocol unsuitable for lightweight applications. Hence none of the
paths can be initiated.

(ii) Without using HTLC for Monero. A fix for the challenges faced in HTLC
based protocol would be to design a protocol without having any hashlock
and timelock at Monero side, but B uses HTLC for locking y BTC in BB .
In Monero, coins locked in the address can be spend only by the party
possessing the private key of that particular address. The modified protocol
allows A to lock her coins in an address say pk, whose secret key is solely
possessed by her. This will allow A to initiate a refund at her will. Let the
secret key be s. She locks x XMR in address pk at time t1. Using this secret
key, she generates hs : hs = H(s). She shares hs with B. The latter locks y
BTC into HTLC(y, hs, t4,B,A) at time t2. For a successful swap, A invokes
HTLC using the secret s at time t3 and claims y BTC. B uses the secret key
s to spend x XMR locked in address pk at t4 and transfers it to his address
in BA.

Attack on this Approach. Apparently, it might look like we can accomplish the
swap using this approach. However, the problem is now A can initiate a refund
at any time she wants. Even if she initiates a refund after t2, she can still invoke
the HTLC as t2 < t4, and claim y BTC from B. The service provider B will lose
his coins. To counter this problem, we can resort to 2-of-2 secret sharing where
each half of the secret key s of address pk will be shared with A and B. This
will make A dependent on B for issuing a refund, violating our objective. If B
does not lock his coins at t2, A’s coins will remain locked forever.

From the above discussion, it is clear that designing an efficient protocol
without any kind of timeout in one of the two chains is a challenging task. We
provide a high-level overview of our proposed solution in the next section.
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4 Our Approach

4.1 Solution Overview

Our protocol must ensure that the party moving first is allowed to issue a refund
without depending on the counterparty. However, it must also be ensured that
if the swap is canceled, both parties must get a refund. Since Monero does not
support timelocks, we need to design a protocol that leverages the timelock used
in the Bitcoin script. We use threshold adaptor signature for seamless redemption
and refund of coins without any party suffering a loss in the process.

Signing Refund Transaction in Monero. Consider an atomic swap where
Alice (or A) wants to exchange her monero for Bob’s (or B) bitcoin. If she
locks her coins in an address whose secret key is known to her, she can spend
the coins at any time. It is better if the secret key is shared where each half is
possessed by A and B. However, this would mean that A has to depend on B
for initiating a refund. If B does not cooperate, then A’s coin will remain locked
forever. Hence both of them must collaborate and sign the refund transaction
even before A locks her coins. The signature generated uses threshold version of
adaptor signature. To generate such a signature, B uses his portion of the secret
key as well as a cryptographic condition, say R, to generate the incomplete
signature. A can complete the signature using her share of the secret key and
upon fulfilling the hard relation R inserted by B. On the Bitcoin side, once A
invokes the redeem transaction, the coins can be redeemed by her only after
a certain timeperiod, say t, elapses. In the meantime, if B finds that A has
refunded her coins but still invoked the redeem transaction at the Bitcoin side,
then he can publish his refund transaction within the timeperiod t. A valid
signature for a refund transaction can be generated by providing a witness to
the relation R. Once A has published her refund transaction on BA, B will know
the witness and hence, he can claim a refund easily.

We now describe our proposed two-party atomic swap protocol ensuring that
none of the parties lose coins in the process.

4.2 Protocol Description

We discuss a lightwieght atomic swap protocol where A wants to exchange xA

XMR for yB BTC of B. The protocol consists of six phases: setup, lock, redeem,
cancel, emergency refund and punish. The transaction schema for BTC to XMR
atomic swap is shown in Fig. 2. xA coins are held in blockchain BA and yB coins
are held in blokchain BB .

Setup Phase. In this phase, A and B jointly create the public key pk in BA.
A uses pk to generate an address for locking her coins. Each party will gen-
erate one-half of the secret key, i.e., A will generate sA, and B will generate
sB . A linear combination of their secret keys will result in s. The latter serves
as the private key of the address pk. Additionally, A samples an additional
secret rA and generates the statements RA for BA and R∗

A for BB (For example,
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(i) BTCl

yA ∧ yB

(iii) BTCc

yB

(ii) BTCr

yA ∧ yB

(v) BTCt

yA

(iv) BTCe

yB

+t1

pkA, pkB

pkA, pkB , S∗
A

+t2

pkA, pkB

R∗
A, pkB

(A) XMRl

xA

(B) XMRr

xB

(C) XMRc

xA

SA, SB

SA, SB , RA

Fig. 2. New transaction schema for BTC to XMR atomic swaps. Top: Transaction
schema for Bitcoin. Bottom: Transaction schema for Monero. Here xA and xB denotes
the fact that x Monero coins belong to either Alice or Bob correspondingly. Similarly
with yA and yB in Bitcoin.

RA = raG and R∗
A = raH for two different groups having generator G and H

respectively). A generates a proof πra
that proves rA is the witness to both the

statements RA and R∗
A. Similarly, using one half of secret key, sA, A generate

the statements SA and S∗
A for the blockchains BA and BB respectively. B gener-

ates a proof πsa
that proves sa is the witness to SA and S∗

A. B also generates a
proof πsb

that proves that sb is the witness of statement SB. Both parties share
((πra

, RA, R∗
A), (πsa

, SA, S∗
A), (πsb

, SB)). The readers may refer the full version
of the paper for details on generation of proof for each statement.

Pre-signing of Monero Refund Transaction: A creates a Monero refund trans-
action XMRc, box (C) in Fig. 2, where xA coins locked in address pk is send to
another address on BA controlled by A.

XMRc : pk
xA−→ A

Later, A and B collaborate and pre-sign XMRc based on the statement RA. Both
parties provide their share of private spend keys in the process of generating
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the adaptor signature without revealing it explicitly. This allows A to opt for a
refund anytime she wants.

Exchanging Signatures for the Transactions on Bitcoin Side: B shares his funding
source, txfund, with A. The source has a balance of at least yB coins. The
transaction BTCl, box (i) in Fig. 2, is created where B will lock his coins in a
2-of-2 multisig redeem script, pklock

A,B . The output is denoted as yA ∧ yB.

BTCl : txfund

yA∧yB−−−−−→ pklock
A,B

The coins can either be redeemed by A or refunded by B after a certain
timeperiod t1. A can publish the transaction BTCr, box (ii) in Fig. 2, spends the
output of BTCl and again locks into a 2-of-2 multisig redeem script, pkredeem

A,B .

BTCr : pklock
A,B

yA∧yB−−−−−→ pkredeem
A,B

The output of BTCr can either be refunded to B, if there is an emergency, or
it can be claimed by A after a certain timeperiod t2. A creates the transaction
BTCt, box (v) in Fig. 2, which will allow her to spend the output of BTCr after
timeperiod t2 and shares it with B.

BTCt : pkredeem
A,B

yA−−−−−→ A

The latter signs BTCt and sends it to A. Later B creates the transaction BTCc,
represented in box (iii) in Fig. 2. It allows him to refund the output yA ∧yB coins
of BTCl.

BTCc : pklock
A,B

yA−−−−−→ B

B sends BTCc to A for signature. A sends BTCr to B. The latter verifies the
transaction, pre-signs the transaction BTCr based on the statement S∗

A and sends
the partially signed transaction to A. Now A will sign the transaction BTCl and
send it to B.

Lock Phase. A creates the transaction XMRl, box (A) in Fig. 2 where she locks
xA coins into address pk.

XMRl : A
xA−−−−−→ pk

B, upon verification that A has locked the coins, proceeds with publishing
BTCl and locks his coins as well.

Redeem Phase. A knows the witness sA for the statement S∗
A and thus she

generates a valid signature for BTCr. She publishes the transaction but cannot
spend the output before a timperiod of t2 has elapsed. Meanwhile, B extracts sA

from the signature on BTCr. He will create the transaction XMRr, box (B) in Fig. 2
that will allow him to redeem the coins locked in address pk.

XMRr : pk
xB−−−−−→ B



228 P. Hoenisch et al.

By combining the secret keys sA and sB , he will be able to sign XMRr and publish
it on-chain.

Cancel Swap. If A wants to cancel the swap, she will generate a valid signature
for XMRc using the witness rA and publish it to claim her coins. Meanwhile, B
can wait till t1 has elapsed since BTCl was published and A has not initiated the
swap. He publishes BTCc and unlocks his coins.

Emergency Refund. Suppose A has initiated the swap by publishing BTCr
but she has unlocked her coins by publishing XMRc. Once XMRc is published, B
extracts rA from the signature on XMRc. He will create transaction BTCe, box (iv)
in Fig. 2 and spend yA ∧ yB coins locked in pkredeem

A,B .

BTCe : pkredeem
A,B

yB−−−−−→ B

Now he will sign the transaction using rA and publish the transaction on-chain
before t2 elapses.

From the above discussion on emergency refund, we emphasize the utility of
not allowing A to redeem the coins locked by B. Instead, a waiting time of t2
allows B to recover his coins, if A is malicious. On one hand, A can initiate a
refund any time she wants but on the other hand, she cannot claim the bitcoins
instantly.

Punish. If B has published XMRr and claimed xB coins, then A waits for t2
timeperiod to elapse after publishing BTCr. She will publish BTCt and claim yA

coins.
Now, consider that B has stopped responding and has neither claimed xB

coins nor initiated a refund. In that case, A can punish him for remaining inactive
by publishing BTCt. Hence, this phase is called punish phase and B loses his
bitcoins. A detailed description of the protocol can be found in the full version
of our paper [2].

4.3 Security and Privacy Goals

– Correctness: If both parties are honest, with one party willing to exchange
x units of coin for y units of coins of the other party, then the protocol
terminates with each party obtaining the desired amount.

– Soundness: An honest party must not lose funds while executing the protocol
with an adversary.

– Unlinkability: Any party not involved with the atomic swap must not be
able to link two cross-chain transactions responsible for the atomic swap,
except with negligible probability.

– Fungibility: An adversary must not be able to distinguish between a normal
transaction and a transaction for atomic swap in Monero Blockchain, except
with negligible probability.

We discuss how the security properties defined above holds for our proposed
protocol:
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– Correctness: If both parties A and B are honest, then the atomic swap
protocol ensures that if party A is able to redeem yA coins then party B can
redeem xB coins as well within a bounded timeperiod. This is possible since
when A publishes BTCr, B extracts the secret sA from signature on BTCr and
uses the same for signing transaction XMRr.

– Soundness: If party A initiates the swap but publishes XMRc before B pub-
lishes XMRr, then a relative locktime of t2 on spending the output of BTCr
allows B to opt for an emergency refund by publishing BTCe and refund his
coins.

– Linkability: Since Monero transactions are confidential and signatures on
transactions are generated from random values, any malicious party observing
both the Monero and Bitcoin blockchains will be able to link a pair of Bitcoin
and Monero transactions involved in the swap with negligible probability.

– Fungibility: There is no structural difference between a normal Monero
transaction and a Monero transaction constructed for LightSwap. Any mali-
cious party observing the Monero blockchain can distinguish between such a
pair of transactions with negligible probability.

A detailed security analysis of LightSwap in the Global Universal Composability
(GUC) [9] framework has been discussed in the full version of our paper [2].

5 Discussion

5.1 Building Monero Transactions

Pre-signing transactions involve signing a transaction where the outputs that
need to be spent as input in this transaction have not been added to the
blockchain. Since the private spend key and private view key for spending the
output of XMRl is generated using 2-of-2 secret sharing, it requires both parties
to co-operate and generate a valid signature for spending this output. However,
if Bob stops responding, Alice will never get back her coins. Pre-signing XMRc
will allow her to go for refund anytime she wants prior to signing of XMRl [25].
Unfortunately, it is not possible to implement the pre-signing of Monero trans-
action in its present form. We specify the key components for building a Monero
transaction - (i) a transaction has a ring signature per input to hide exactly
which output is being spent, (ii) a unique key image for an input being spent
to avoid double-spending, (iii) Pedersen commitments [32] for every input and
output, retaining the confidentiality of the transaction, and lastly, (iv) to show
that difference in input and output of a transaction is non-negative, bulletproofs
[8] are used.

The input of a Monero transaction, denoted as vin, consists of the amount,
key offsets, and key image. Since the amount is confidential, it is set to 0. The
key offset allows verifiers to find ring member keys and commitments in the
blockchain. It consists of the real output public key along with 10 other decoy
outputs. The first offset value is the absolute height of the block where the first
member is present. Rest are assigned values relative to the absolute value. For
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example, if the set of 11 public keys forming ring members have real offsets
{h, h + 4, h + 6, h + 10, h + 20, h + 33, h + 45, h + 50, h + 67, h + 77, h + 98},
then it is recorded as {h, 4, 2, 4, 10, 13, 12, 5, 17, 10, 21} where h is the height of
the block where the first public key can be found and each subsequent offset
is relative to the previous. This set is termed as “ring” and is stored in the
transaction. To ensure that a particular output can only be used once as an
input, Monero includes a key image of the output’s public key. The key image
is constructed using the public key of the output that will be spent. This avoids
double-spending attacks in Monero blockchain. Next, we discuss how the input
“ring” is used for constructing the ring signature CLSAG.

For computing the signature hash ci+1,∀i ∈ {0, 1, . . . , 10} where c11 = c0,
“ring” is taken as input along with other parameters and concatenated with
Li and Ri. To generate the signature, the offsets must be known. Offsets are
not known until and unless all the outputs in set ring have been added to the
blockchain. Lack of offsets violates the policy of pre-signing where the transaction
must be signed before the output that needs to be spent gets added to the
blockchain. To avoid this problem, instead of using the key offsets as input for
generating a signature hash, the set of public keys can be used as input. However,
this would require changing Monero’s codebase but the change is necessary for
realizing Layer 2 protocols in Monero blockchain.

5.2 Building Bitcoin Transactions

We created the necessary Bitcoin transactions for LightSwap and deployed these
transactions on the Bitcoin testnet. We observed and recorded the size of trans-
actions in bytes, where BTCl and BTCr is 360 B each, BTCc is 230 B, BTCe is
231 B, and BTCt is 229 B. Our result demonstrates the compatibility of the
protocol with the current Bitcoin network. The code is available in https://
anonymous.4open.science/r/btc_xmr_swap-A7B1, forked from https://github.
com/generalized-channels/gc.

6 Related Work

There have been efforts to design time locks on Monero. DLSAG [29] mentions
that Monero is locked in a 2-of-2 joint address comprising two different public
keys. Any one of the public keys can be used to spend Monero from the address
based on certain conditions, for example, pre-defined block height. However,
Monero needs to undergo a hard fork to implement DLSAG. Thyagarajan et al.
[38] proposed the first payment channel for Monero, PayMo, without requiring
any system-wide modifications. Additionally, the authors have also proposed
a secure atomic cross-chain swap using PayMo. The payment channel uses a
new cryptographic primitive called Verifiable Timed Linkable Ring Signature
(VTLRS). The signature scheme uses the timed commitment of a linkable ring
signature on a given Monero transaction. However, timed commitment requires
a huge computation overhead, making it unsuitable for designing lightweight
protocols.

https://anonymous.4open.science/r/btc_xmr_swap-A7B1
https://anonymous.4open.science/r/btc_xmr_swap-A7B1
https://github.com/generalized-channels/gc
https://github.com/generalized-channels/gc
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Threshold ring multi-signature proposed by Goodell and Noether [15]
was used for spender-ambiguous cross-chain atomic swaps. Their construction
doesn’t involve any timelock mechanism, it is based on sharing of secret keys
- whenever one party goes on-chain for claiming the amount, the other party
can reconstruct the secret key completely. However, the paper doesn’t formally
define the refund method in case one of the parties acts maliciously. Gugger
[16] proposed atomic swaps between Monero and Bitcoin. However, as per the
concept of the atomic swap, the party which initiates the swap must lock its
money first in its native blockchain. However, Gugger’s protocol requires the
counterparty selling Bitcoin in exchange for Monero to move first. This is not
desired as it puts the counterparty at risk. Since there is a timelock involved
before which the Bitcoins can be refunded, the buyer of Bitcoin may resort to
mounting draining attack [14] by not locking his Monero. We have provided a
detailed comparison of Gugger’s protocol and LightSwap in Sect. A of Appendix.
Hoenisch and Pino [19] provide a high-level sketch of a protocol that mitigates
the limitations of Gugger’s protocol. However, it avoids any detailed description
of the construction of the adaptor ring signature on Monero.

7 Conclusions

We propose LightSwap, a lightweight two-party atomic swap facilitating the
exchange of Bitcoin and Monero. LightSwap does not require any type of timeout
at one of the two blockchains, without additional trust assumptions. Our proto-
col is thus efficient, fungible, scalable, and can be used for any cryptocurrency
whose script does not support timelock. Either the party can initiate a refund,
even if the counterparty does not cooperate. We provide steps for implement-
ing LightSwap that demonstrate the ability to seamlessly deploy the protocol if
Monero’s codebase is changed to enable Layer 2 protocols. In the future, we are
interested to study if a protocol can be designed without using timelock even at
the Bitcoin side and what additional trust assumptions would be needed.
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A Detailed Comparison with Gugger Protocol

Gugger proposed a protocol for swapping B’s bitcoins for A’s monero without
using timelocks at the Monero side [16]. A locks her monero in an address, whose
one half of the private spend key is with A and other half with B. On the other
hand, B locks bitcoin in a 2-of-2 multi-sig address having two outputs, one is
redeemed and one is for refunding. The redeem script uses a hashlock where
the preimage of the hash must be used for claiming Bitcoins. Initially B locks
bitcoin and upon confirmation, A locks her monero. After A has verified that
B has locked bitcoin, she sends the preimage of the hash defined in the redeem
script. Using it, B publishes the redeem transaction and releases his part of the
private spend key to A. The latter uses it to construct the private spend key and
claim monero. A is at risk of losing her deposit forever if B refuses to collaborate
while refunding. There is no way A can refund her coins without B’s secret. The
schematic diagram of the protocol is shown in Fig. 3.

BTCl

a ∧ b

BTCr

xA

BTCc

a ∧ b

BTCt

xB

BTCp

xA

A, B

+t1

A, B

A, B

+t2

A, B

XMRl

xB

XMRr

xA

XMRc

xB

sA, sB

sA, sB

Fig. 3. Transaction schema for BTC to XMR atomic swaps from Gugger et al. [16].
Top: Transaction schema for Bitcoin. Bottom: Transaction schema for Monero. Note:
Monero view keys are omitted for clarity.
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To address these problems, we propose a protocol that allows A to refund
instead of depending on B. With this guarantee, she can always move first by
locking XMR before B locks BTC. We use the adaptor ring signature for the
refund transaction of Monero. But making this minor change in [16] won’t help
since providing freedom to A puts B at risk of losing money. It is quite possible
that A publishes the refund transaction first and then claims bitcoins. To prevent
such a situation, A will be allowed to claim bitcoins only after B has redeemed
monero. Thus once A publishes the redeem transaction, the money cannot be
spent immediately. A contest period is added before she can claim bitcoins.
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Abstract. Technology is being used increasingly for lowering the trust
barrier in domains where collaboration and cooperation are necessary,
but reliability and efficiency are critical due to high stakes. An example
is an industrial marketplace where many suppliers must participate in
production while ensuring reliable outcomes; hence, partnerships must be
pursued with care. Online marketplaces like Xometry facilitate partner-
ship formation by vetting suppliers and mediating the marketplace. How-
ever, such an approach requires that all trust be vested in the middleman.
This centralizes control, making the system vulnerable to being biased
towards specific providers. The use of blockchains is now being explored
to bridge the trust gap needed to support decentralizing marketplaces,
allowing suppliers and customers to interact more directly by using the
information on the blockchain. A typical scenario is the need to preserve
privacy in certain interactions initiated by the buyer (e.g., protecting
a buyer’s intellectual property during outsourcing negotiations). In this
work, we initiate the formal study of matching between suppliers and
buyers when buyer-privacy is required for some marketplace interactions
and make the following contributions. First, we devise a formal security
definition for private interactive matching in the Universally Compos-
able (UC) Model that captures the privacy and correctness properties
expected in specific supply chain marketplace interactions. Second, we
provide a lean protocol based on any programmable blockchain, anony-
mous group signatures, and public-key encryption. Finally, we implement
the protocol by instantiating some of the blockchain logic by extending
the BigChainDB blockchain platform.

1 Introduction

Online marketplaces like Xometry1 provide a centralized venue for vetted sup-
pliers and customers that significantly facilitate matching customers’ needs and
1 Xometry https://www.xometry.com/ is one among many other (e.g., Fictiv, Proto-

lab) online portals for on-demand manufacturing services that match their vetted
suppliers with customers interested in 3D printing their unique designs.
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suppliers’ offers in the manufacturing domain. On the downside, such an app-
roach requires that all trust be vested in the middleman. This approach central-
izes control, making the system vulnerable to bias towards specific providers.
Furthermore, both customers and suppliers have no privacy w.r.t. the middle-
man.

Motivated by these concerns and spurred by the development of blockchain
technology, recent work [14,16,28] propose to build decentralized online market-
place by replacing the middleman with a smart-contract capable blockchain. A
blockchain [25,37] is an immutable ledger that is shared among multiple peers.
Under the assumption that the majority of the peers follow the protocol, the
ledger is guaranteed to be immutable and contain only valid transactions. Valid-
ity of a transaction is assessed by the peers by running specific scripts on those
transactions. At a high-level, to build a decentralized marketplace, the inter-
action between customers and suppliers with the middleman could be replaced
with smart contracts over blockchain transactions. Correctness would be guar-
anteed by the transparency and consistency properties of the blockchain, which
enforce trust and facilitate dispute resolution.

Existing proposal for decentralized marketplaces [14,16,30,32] mostly target
retail marketplaces (e.g., Amazon), where the matching between a customer C
and a supplier S can be determined non-interactively via a payment transac-
tion from C in favor of S for a certain item. In this work, we are interested in
marketplaces where a match between a customer and a supplier is determined
after multiple interactions (e.g., request for proposal, bidding, selection, etc.),
and some interactions involve private inputs from both customers and suppliers.
This is typical of outsourcing supply chain marketplaces where some interactions
involve customers needing to disclose high-value data e.g. intellectual-property
assets like manufacturing designs, software algorithms etc. The process usually
involves an initial exploratory phase in which only limited information is shared
with a large group of suppliers, followed by a narrowing down of the selection of
candidate suppliers with whom subsequent interactions involving additional data
that need to be kept private. As a concrete example, a customer might request
proposals for the fabrication of a patient-specific craniofacial implant made out
of medical-grade titanium alloy, with a 3-week deadline. This initial information
may allow suppliers to determine if the request falls within their service capa-
bilities, but yet it does not necessarily divulge high-value information. However,
as negotiations proceed and potential suppliers are selected, suppliers will only
be able to determine if they can meet the 3-weeks delivery time and what price
to charge after seeing the complexity of the private implant design. Thus the
implant design is shared only with the shortlisted suppliers. In addition, buyers
need to keep some of their inputs in interactions private, but they may also
want to keep their identities private for some interactions. This is because, in
some contexts, the partnerships and collaborations that a company engages in
are considered a part of its competitive advantage.

On the other hand, in supply chain marketplaces, suppliers want to share as
much information about their capabilities, to be matched as candidates with as
many requests as possible. However, they may want to keep their bid values for
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each request private. Therefore, in the context of blockchains where all transac-
tions and transacting parties are recorded, it is essential to consider how to keep
information about buyer identity and some transactional inputs of both buyer
and supplier private.

To summarize, in this work, we target interactive marketplaces that present
the following privacy properties. 1. Matching is determined from private inputs.
Private inputs from both the customers (e.g., the private product design) and
the suppliers (e.g., the quotes) are required to perform the matching. Hence, the
approach of simply publishing requests on a blockchain and having smart con-
tracts matching them is not applicable here. 2. Customers should be anonymous
but accountable. The matching between the customer and the supplier should
remain private. Yet, suppliers need some guarantee that they are interacting
with accountable customers, i.e., belonging to a group of verified customers. At
the same time, suppliers would also want to build a reputation by having a record
of successful matches with accountable customers. This is different from the typ-
ical marketplace setting where a customer can be completely anonymous, and
reputation is built only through reviews. 3. Matched resources might be exclusive.
A supplier sells the use of its resources rather than an item. The marketplace
must guarantee that the manufacturer does not overbook its resources.

1.1 Our Contribution

We initiate the study of decentralized interactive marketplaces and we build a
proof-of-concept system based on blockchain technology. Specifically, our contri-
butions are:

1. A Formal Definition of Private Interactive Matching. We formally
capture the correctness and privacy properties of an interactive marketplace,
by abstracting it as the problem of private interactive matching in the Univer-
sally Composable (UC) framework [7]. Our definitional choices are inspired
by the service-oriented marketplaces such as in the manufacturing domain.

2. A Protocol for Decentralized Private Interactive Matching. We pro-
vide a decentralized protocol based on an ideal ledger capable of a set of
validation rules we define, and on anonymous group signatures. We formally
prove it is UC-secure.

3. Implementation and Evaluations. We provide an implementation strat-
egy for our ledger protocol that involves extending the transaction validation
framework of an open-source blockchain database BigChainDB (discussed in
Sect. 4). We call the extended platform SmartChainDB.

A Formal Definition of Private Interactive Matching. To formally model
the intuitive security guarantees outlined above we use the Universally Com-
posable (UC) framework [7] to define an ideal functionality FPrivateMatch. The
ideal functionality FPrivateMatch describes the ideal behavior of a platform that
matches customer with the correct suppliers, while guaranteeing anonymity of
the customer (within a certain group of well-known customers), correctness of
the match, privacy and fairness. We describe the ideal functionality in details
in Sect. 2. At high-level the ideal functionality FPrivateMatch has the following
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properties. Generality: It captures a variety of settings since there are no fixed
roles – a party can sign up as a supplier and customer; and no fixed logic –
the ideal functionality is parameterized by external algorithms validResource
and canServe that determines validity of the supplier commands. Customer’s
(Accountable) Anonymity: Requests are not associated to a specific customer,
but to the group the customer belong to. This means that when a supplier is
matched with a customer, the only information leaked to the other parties is
that a supplier was matched with a member of a certain group (e.g., the group
containing all the implant manufacturing companies). But a misbehaving cus-
tomer can still be identified within a group and then punished. Customer’s Input
Privacy: Requests contain public values (e.g., the type of resources required, the
deadlines, etc), and private values (e.g., the product design). From our example
earlier, the suppliers were informed that they were to provide titanium alloy
for three weeks. We consider such resources to be public as is the case in the
real world. The private values will be revealed only to the suppliers who have
expressed the interest in fulfilling the request and possess the resources to do so.
Our ideal functionality allows a supplier to signal interest to all requests just to
see the private inputs. Note that this models a behavior that is allowed in real
world. However, note that just as in the real world, measures can be added so
that if a supplier exhibits this behavior, it can be automatically discarded by
the customer. Supplier’s Input Privacy: The resources offered by a supplier and
their interest in serving a request are public. However, details of their quote (e.g.,
price) are private for everyone, except, of course, for the customer. Supplier’s
Transparency: The resources utilization (e.g., allocation to a certain request) of
the suppliers is public. Correctness and Flexibility of the Match: Only capable
suppliers can bid to be matched with the customer. The winner is chosen by the
customer according to its own private decision algorithm.

Fig. 1. Example of the protocol overview.
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A Protocol for Decentralized Private Interactive Matching. We pro-
vide a protocol that securely instantiates the ideal functionality FPrivateMatch. In
the instantiation, we require a blockchain which we abstract as an ideal ledger
functionality (Gsmartchain). To protect the anonymity of customers while ensuring
accountability, we use group signatures [2,5]. These are signatures associated to
a group such that a member can generate an anonymous signature on behalf of
the entire group. We also assume that there is a registration phase, where the
identity of each party and the claimed resources of the suppliers are vetted. This
step is application-specific, and we abstract it with an ideal functionality Greg.
After registration, parties can join groups. Group formation is again application-
specific; in our protocol we assume groups exist and do not regulate group for-
mation. We describe the stages of the protocol in details in Sect. 3. Below we
give an overview of the protocol with a simple example. In Fig. 1 we present an
example of the flow of the protocol. We consider three groups of customers as
can be seen on the top right. The customers are grouped by their industry - car
manufacturers, phone manufacturers and airplane manufacturers. In this exam-
ple, Nokia (from the PHONE group) wants to build a chip (the design) and needs
some chip building equipment (the resource). The suppliers presented below are
Intel, Nvidia and AMD. All transactions are sent to a network of validators,
that determine if a transaction is valid and then add them to the state of the
blockchain. 1 Nokia creates a pre-request transaction that details the resources
it needs. It only authenticates that it belongs to the group (GROUP:Phone) of
phone manufacturers to achieve anonymity within the group. To link next trans-
actions, Nokia they attaches the hash of a random nonce, and reveal the nonce
with the next transaction. 2 Intel and AMD express interest in serving Nokia
by posting an INTEREST transaction. 3 Nokia creates a REQUEST transac-
tion where it encrypts the design with a key k, and encrypts the key k with the
public keys of AMD pkAMD and Intel pkIntel. It also attaches a public key pkbid
for Intel and AMD to encrypt their bids. 4 AMD and Intel retrieve the design
and then determine a bid value. They encrypt their respective bids under pkbid
and post their BID transactions. 5 Nokia decrypts to retrieve the bid values
and determines a winner - Intel. It posts a WINNER transaction indicating that
Intel won. After this step, the interaction between Nokia and Intel will happen
off-chain.

For privacy, the sensitive information of the matching is protected as follows.
The identity of the customer is protected with the use of group signatures. If the
customer misbehaves, they may be de-anonymized by the group manager. This
functionality is not easily achieved with other privacy-enhancing techniques such
as ring signatures. The private design of the customer is never included directly
in a transaction. It is always encrypted. The encryption could even be uploaded
to another web location (controlled by the customer) and the transaction only
includes the web location. In the transaction, a customer will include encryptions
of the key used to encrypt the design, under the public key of the suppliers who
have shown interest in doing the job. Finally, the private bids of the suppliers
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are protected by encrypting them under the customer’s ephemeral public key
pkbid.

Note that, due to the use of anonymous group signatures, a malicious member
of the group can send follow up transactions for the same request. To prevent
this, we chain the transactions through puzzles (hash = H(nonce)), in such a
way that a customer can compute the next transaction in the flow only if it
knows the solution (nonce) to the puzzle of previous transactions.

Implementation: SmartChainDB. Our implementation strategy choices
were between the use of smart contracts on platforms such as Ethereum or the
development of native support for these marketplace transactions as first class
blockchain transactions. We chose the latter approach which offered several ben-
efits over the use of the smart contracts model. For this reason, we selected
to build on a platform BigChainDB [23], which offers an extensible architec-
ture to implement different kinds of blockchain applications. We also implement
group signature [5] as a possible signature scheme in BigChainDB. We refer to
the resulting extended system as SmartChainDB. We undertook a performance
evaluation to assess the additional overhead our changes to BigChainDB. We
found that latency of our marketplace transaction types took no more than
2.5× (additional 2 s of processing time) that of traditional transactions. The
group signature scheme took up to 12× (additional 12 ms) more than the tradi-
tional signature scheme.

Some Remark on Our Design Choices. We use a blockchain to allow a
seamless interaction between suppliers and customers while maintaining trans-
parency of this interaction. This transparency is critical when disputes occur
between entities. In traditional EVM compatible blockchain environments such
as Ethereum, Hyperledger Fabric, “Smart Contracts” are used to implement
general business logic. However, because smart contracts are owned by a single
entity, each customer would have to bear the burden of implementing their own
contract and face the risks of errors and high economic costs (gas fees) for inef-
ficient implementation. In addition, each supplier would need to discover and
study smart contracts as they are made available and make the effort to fully
understand their terms since smart contracts are binding and irreversible. We
observe that there would be sufficient commonality in behavior in such mar-
ketplace smart contracts that they could be generalized and provided as system
level operations (i.e. first-class blockchain transactions) which can be reused and
parameterized by users as needed. An additional advantage of this approach is
that moving functionality away from the smart contract layer into the blockchain
transaction layer, avoids the significant additional economic costs of such appli-
cations because of the high costs of smart contracts. Given the above mentioned
issues, we have pursued a different implementation model that is informed by
the factors that led to the success of database systems. More specifically we
extend BigChainDB an open-source blockchain database with new transactions
that enable matching between suppliers and customers.
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Our definition of the ideal matching functionality is inspired by the service-
oriented marketplaces (such as Xometry, Fictiv etc). In such domains having
the supplier’s activities public is considered as a feature for building reputation
rather than a drawback. We allow the private input associated to the customer’s
request to be seen by the suppliers that are interested in bidding, and not only
the supplier that is finally matched, since suppliers decide a bid value depending
on the complexity of the request. We note that a supplier can try to send an
interest transaction to learn the request of the customers. We note that such
an interaction is always possible in interactive marketplaces and can occur even
today. Furthermore, we note that depending on the application this may not
be favorable to the supplier. For example, our system may easily be modified to
lock resources of the supplier each time it sends an interest transaction. This will
disincentivize suppliers to send interest transactions just to learn the design of
customers. To protect the anonymity of the customers we use group signatures.
Each group in a group signature scheme is associated with a group manager and
this manager can deanonymize users. This is useful in the case of disputes and a
customer needs to be de-anonymized. Furthermore, the group manager may be
decentralized and we discuss this at the end of Sect. 3.

Related Work. Kosba et al. present Hawk [17], a framework for creating
privacy-preserving Ethereum smart contracts. A set of clients describe a func-
tionality that they want to implement, and the framework outputs the code for a
smart contract, and programs that is run by a third party who is the facilitator.
The data used by the smart contract is encrypted, this ensures on-chain privacy.
However, the facilitator must learn the inputs of all clients in order to compute
the functionality which is a scenario we avoid.

Benhamouda et al. [3] present a framework on top of the Hyperledger Fabric
that allows party to send encrypted inputs to the chain. To compute a function,
the parties run an off-chain multiparty computation protocol over the encrypted
input. The bidding and match steps in our private match functionality share sim-
ilarities with sealed-bid auctions. There, bidders simultaneously submit sealed
bids to an auctioneer who then announce the winner. A few sealed-bid auctions
via smart contracts have been proposed (e.g., Galal et al. [10] on Ethereum and
Xiong et al. [38]). However, they cannot be extended to implement the entire
flow of private matching. In terms of functionality, the closest work to our is by
Thio-ac et al. [33,34]. They integrate a blockchain to an electronic procurement
system (a procurement is the process of matching customers with suppliers).
However, they do not consider any privacy concern, nor do they present any
definitions or proofs. Recent work proposes blockchain-based solutions to decen-
tralize e-commerce retail platforms (e.g., Amazon). In [16,26,28], vendors list
their items as input to a smart contract and buyers input their bids. The smart
contract computes the output and reveals the winner. None of these schemes
consider the anonymity of the buyers. Buyers’ anonymity is addressed in Beaver
[31] by employing anonymous wallets and the Zcash blockchain [29]. However,
this line of work is suitable only for a non-interactive match over public inputs
and do not extend to the interactive setting we are interested in this paper.
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Finally, a rich body of work has investigated the use of blockchains to increase
transparency in the supply-chain management (e.g. [9,18,24,35,36] just to name
a few). However, all such work focusses only on the traceability and provenance
of the products.

2 Private Interactive Matching: Formal Definition
in the UC-Framework

The ideal functionality FPrivateMatch captures a private matching functionality
in the UC Framework [7], where customers are allowed to request a service
anonymously within a group, suppliers bid to fulfill these services, where the value
of the bid is private and eventually a supplier is matched with the customer.

The functionality maintains a global state that will contain all the transac-
tions and can be read by all parties. It also maintains a list (buffer) of transactions
that are to be added to state. The functionality keeps of track of the requests
in a table T that is indexed by the request id (denoted RID). To set notation:
P is the set of all parties and the adversary is denoted as A. G is the list of
groups initialized by the environment Z. We denote a set of locked resources
as LOCKS and TIMER as the set of times for each request. This set is used to
ensure that no time-out (denoted FulfillTime or MatchTime) has occurred. Upon
receiving a command from a party, the functionality creates a transaction that
corresponds to the command, adds the transaction to buffer and sends the same
to the adversary. This reflects the fact that the adversary learns that a command
has been invoked.

Overview of the Functionality. Our functionality (Fig. 2) captures the opera-
tions that the system should perform, the inputs that the system should protect
and the information that the system is allowed to leak to an adversary. We
briefly describe the security properties guaranteed by this functionality. Any
party that registers with the system as a customer joins a group identified by
GID. This party is anonymous within the group, since for every command
sent by the party (PRE-REQ, REQ, WINNER, RFILL) its identity is not revealed, but
only its GID is included. Only the set of suppliers chosen by the customer can
see the design as can be observed from the REQ command where the design is
sent only to Pj ∈ bidderSet (a set of suppliers that made bids). This guarantees
service confidentiality. Similarly, in bid command, the adversary is only noti-
fied of the bid and the actual bid value is only revealed to Pi. This guarantees
bid confidentiality to the bidders. Request soundness is the property that a
customer participate for a request flow unless it had sent the PRE-REQ command
for the request. This is achieved by checking for each command received from a
party Pi for request RID, that Pi ∈ T [RID]. The canServe predicate checks if a
supplier has enough available resources to serve a customer. The functionality
accepts bids from bidders only if canServe outputs 1 on their resources. This
ensures supplier completeness.
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Register : Upon receiving (REG, Pi, [roles]) from Pi, do P = P ∪ Pi. Send
(tx = (REG, Pi, [roles])) to A and do buffer = buffer‖tx.
Non-adaptive setup : Receive (CORRUPTED, b) from party Pi

Join Group : Upon receiving (gJOIN,GID) from a party Pi, update
G[GID] = G[GID] ∪ {Pi}. Send (gJOIN, Pi,GID) to A and (gJOIN, Pi,GID, 1) to
Pi.
Update Profile : Upon receiving (UPD, prof, roles) from Pi, verify Pi ∈ P. If
prof = GID, check if Pi ∈ G[GID]. If yes, send (tx = UPD, Pi,GID) to A and
do buffer = buffer‖tx. Else ignore the message. If prof = resi, and (Pi, ·) /∈
LOCKS[RID] for some RID and validResource(resi, Pi) = 1, update P as P ∪
{(Pi, resi)} and remove other instances of Pi ∈ P. Send (tx = UPD, Pi, resi) to
A and do buffer = buffer‖tx.
PreRequest : Upon receiving (PRE-REQ, GID, res, RID) from Pi

1. Check that Pi ∈ G[GID]. If not, ignore.
2. Add T [RID] = (Pi, res, ∅).
3. Initialize LOCKS[RID] = ∅ and TIMER[RID] = 0.
4. Send (tx = PRE-REQ, (RID, res,GID)) to the A and do buffer = buffer‖tx.
Interest : Upon receiving (INTRST,RID) from some supplier Pj :
1. Check if (res ∈ T [RID]) ⊂ resj
2. If yes, send (tx = INTRST,RID, Pj) to A and do buffer = buffer‖tx.
Request : Upon receiving (REQ, (RID, [designj ]j∈bidders,GID, bidders)) from Pi

1. Check Pi ∈ T [RID] and Pi ∈ G[GID]
2. Update T [RID] = (P, res, bidders)
3. Send (tx = REQ,RID,GID, bidders) to A and do buffer = buffer‖tx.
4. For each Pj ∈ bidders, send (REQ,RID, designj).
Bidding : Upon receiving (BID, (RID, bidj)) from Pj

1. Check canServe(RID, Pj , state, LOCKS) = 1 If yes,
2. Send (tx = BID, (RID, Pj)) to A and (BID, (RID, Pj , bidj)) to Pi. Send TIME

to GrefClock to receive currTime. Set TIMER[RID] = currTime.
3. Add (Pj ,RID, res) to LOCKS
Match : Upon receiving (WINNER,RID,GID, P ∗) from Pi

1. Check that Pi ∈ T [RID] and that it belongs to G[GID]
2. For each (Pj ,RID, ·) ∈ LOCKS[RID], delete (Pj ,RID, ·) from LOCKS[RID].

Send TIME to GrefClock to receive currTime. Set TIMER[RID] = currTime.
3. Send (tx = WINNER,GID,RID, P ∗) to A and do buffer = buffer‖tx
Fulfillment from customer: Upon receiving tx = (RFILL,RID,GID) from
Pi:
1. Check that Pi ∈ T [RID] and that it belongs to G[GID]
2. Send tx = (RFILL,RID,GID) to A and do buffer = buffer‖tx
Fulfillment from supplier: Upon receiving tx = (SFILL,RID) from Pi:
1. Send TIME to GrefClock and receive currTime. Set TIMER[RID] = currTime
2. Delete (Pi,RID, ·) from LOCKS[RID].
3. Send SFILL,RID to A and do buffer = buffer‖tx
Read : Upon receiving (READ) from Pi return state to Pi

Update State : Upon receiving (UPDATE, tx) from A: Delete tx from buffer.
Update state = state‖tx.
Unlock resources on time-out :
1. If currTime − TIMER[RID] > MatchTime, then delete (Pi,RID, ·) from

LOCKS[RID]
2. For RID if there exist WINNER message and no RFILL message and

currTime − TIMER[RID] > FulfillTime, then delete all (Pi, ·) from
LOCKS[RID] and LOCKS[RID]

FPrivateMatch

Fig. 2. An ideal functionality for private matching
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Auxiliary functionalities We will use several building blocks such as anonymous
signatures, registration authority, ledger, etc. in our protocols. We describe them
briefly:

Clock Functionality. GrefClock (defined in [8]) captures a global reference clock.
When queried with (TIME) command it returns currTime to the calling entity.
This functionality provides an abstract notion of time and only the environment
Z can update it. Parties do not use this function, only FPrivateMatch uses this
functionality as a sub-routine. This functionality is a simple counter that is
incremented by the environment. For our protocols we only require such an
incrementing counter. Alternatively one can also assume that time is realized
with respect to block height. For example, a supplier’s resources may be locked
for k blocks where k is a parameter of the system.

Group Signature Functionality. Ggsign (defined in [2]) provides an interface
of gSETUP, gJOIN,GKGen, gENROLL, gSIGN, gVERIFY, gOPEN, gGET. There are two
types of players associated to the functionality. The group manager GM and
the set of parties. The functionality allows a party Pj to join the group (using
gENROLL) only if the GM gives the approval. After joining Pj can ask the ideal
functionality to generate signatures (using gSIGN) on behalf of the group. A party
Pl can ask the ideal functionality to de-anonymize (“open” a certain signature
(using gOPEN), and the Ggsign will do so if allowed by GM. An instance of the
functionality for group with identifier GID is denoted as Ggsign.

Registration Functionality. Greg described in Fig. 3 abstracts the registration
process. Command REG allows parties to join the system without any role, that
they can later update using the UPD command. Greg verifies if the party is eligible
for this update by evaluating predicate ValidReg, and if so it returns a certificate
cert. Any party verify that a cert is valid by sending a VERIFY command.

This functionality is parameterized by a function ValidReg and maintains a list LREG

– Upon receiving (REG, roles) from a party Pi send (Pi, roles) to A and get back certi.
Store (Pi, roles, certi) in LREG.

– Upon receiving (UPD, prof, roles) from a party Pi, check if ValidReg(Pi, prof, roles) = 1.
If yes, send (Pi, prof, roles) to A and get back certi. Update entry (Pi, roles, ·) in LREG,
with (Pi, roles, certi).

– Upon receiving (VERIFY, cert∗, P ∗, roles) from a party Pi or a functionality F , check if
(P ∗, roles, cert∗) exists in LREG. If yes, return 1 else 0.

ValidReg(Pi, prof, roles):
– If prof = GID and “customer” ∈ roles, send gGET to Ggsign[GID] to receive D. If Pi ∈ D,

output 1.
– If prof = res and “supplier” ∈ roles, check validResource(Pi, res) = 1. If yes, return 1.

Greg

Fig. 3. The registration functionality

Smart Ledger Functionality. The smart-ledger functionality Gsmartchain

abstract the operations of a shared ledger where transactions are validated and
then added to the ledger. The ledger is denoted by the global state state that all
parties can read. Upon receiving a transaction from a party, the Gsmartchain func-
tionality first validates (see Fig. 8) the transaction and then adds the transaction
to the state.
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The functionality is parameterized by a ValidateTxn function (defined in Fig 8). The
functionality maintains a global state.
Validate transactions : Upon receiving tx from a party Pi. If ValidateTxn(tx) = 1 , do
state = state‖tx. Else ignore.
Read : Upon receiving READ from a party Pi, return state.

Gsmartchain

Fig. 4. The Gsmartchain functionality

3 The PrivateMatch Protocol

In this section we provide a detailed description of our PrivateMatch, and prove
that securely realizes the ideal functionality FPrivateMatch. We describe our proto-
col using the UC formalism below:

Protocol Overview. The protocol PrivateMatch uses the ideal functionalities
Greg, Ggsign [2] and Gsmartchain described above. Parties create and send transactions
to the Gsmartchain functionality. If valid, the transaction is added to a global state
that can be read by any party.

Upon receiving command I from the environment Z the customer does the following:
Register If I = REG
1. Send (REG, [roles]) to Greg and receive cert. Send (tx = REG, (Pi, cert)) to Gsmartchain and

receive (ACCEPTED, b).
2. Create keys : Generate encryption keys (Enc.pki, Enc.ski) ← Enc.KGen(1λ) and

signature keys (Sig.vki, Sig.ski) ← Sig.KGen(1λ). Publish (Sig.pki, Enc.pki)
Customer : Join group If I = (gJOIN,GID), send (gENROLL) to Ggsign[GID] and receive
back bit b.
Update profile If I = (UPD, prof, roles)
1. As supplier : Send (UPD, resi, [roles]) to Greg and receive cert. Send

(tx = (UPD, (Pi, cert))) to Gsmartchain and receive (ACCEPTED, b)
2. As customer : Send (UPD,GID, [roles]) to Greg. Receive cert and send

(tx = (UPD, (Pi, cert))) to Gsmartchain and receive (ACCEPTED, b)

Registration and Profile Updates

Fig. 5. Registration and updates

Registration and Profile Updates. Before participating in the protocol, par-
ties must register with the system by invoking the Greg functionality and receiving
a certificate cert. The party then prepares a transaction with the certificate and
its identity tx = (REG, (Pi, cert)) and sends it to the Gsmartchain functionality who
updates state. Once registered, a party updates its profile as a customer or sup-
plier (or both). To join a group GID, the party sends gENROLL command to Ggsign.
The party’s profile is then updated using the UPD interface of Greg. Similarly the
party uses the UPD interface to update its profile as a supplier.

Request for Service. To request resources for an implementation of design
the customer first prepares an anonymous PRE-REQ transaction (signed under
its group GID) which only includes the resources (denoted res) it would
require. Suppliers who are interested in fulfilling this request, send an INTRST
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transaction, which includes an encryption key pkj The customer then picks a
set of suppliers from the interested set of suppliers and creates the REQ trans-
action, where the design is encrypted (denoted Cd) with a fresh key kRID. The
key kRID is then encrypted (denoted Cj

key) under the public keys (pkj) of the
interested suppliers. Lastly, an encryption pkbid is also included that will be
used by the suppliers to encrypt their bid values. As described earlier, we chain
transactions for the same RID using puzzles. Hence, every transaction from the
customer for a specific RID contains the output hash of a collision-resistant hash
function (CRHF), and any follow up transaction must contain the pre-image
of hash. This is done to ensure that the same group member in the group is
continuing the protocol. Specifically the transaction is (REQ, (GID, (RID, pkbid,
{Cj

key}j∈bidders, Cd, hash1, nonce0), σ)). Note that the design is encrypted and can
be decrypted only by the chosen suppliers.

Bidding and Matching. To bid on a request, a supplier first decrypts the
encrypted keys to retrieve the symmetric key kRID with which they decrypt
the ciphertext and get the design. The supplier then encrypts its bid using the
public key pkbid, and send BID transaction containing the encrypted bid, where
BID = Sigski((RID, Cbid)). Since the bid is encrypted under the pkbid, only the
customer can learn the bid value of the supplier. The Gsmartchain functionality
locks the resources of the bidders at this point. The customer then decrypts the
encryptions to get the bids, perform its local decision to select a winner, and
finally creates a transaction (WINNER) that includes P ∗ which is the identity of
the winner. Once confirmed, the resources of the suppliers that were not selected
as winner are unlocked.

Pre-request If I = (PRE-REQ,RID, res)
1. Sample nonce0 ← {0, 1}λ and compute hash0 = H(nonce0‖RID)
2. Send (gSIGN,GID, (hash0, res,RID)) to Ggsign[GID] and receive back σ. Send

tx = (PRE-REQ,GID, ((hash0, res,RID), σ)) to Gsmartchain and receive (ACCEPTED, b)
Request If I = (REQ,RID, design, bidders)
1. Generate design encryption key kRID ← PrivKGen(1λ). Encrypt design:

Cd ← Enc(kRID, design).
2. For each Pj ∈ bidders - create Cj

key ← Enc(pkj , kRID)

3. Generate bid encryption keys (pkbid, skbid) ← KGen(1λ). Sample nonce1 ← {0, 1}λ and
compute hash1 = H(nonce1‖RID).

4. Send (gSIGN,GID, (RID, pkbid, {Cj
key}j∈bidders, Cd, hash1, nonce0)) to Ggsign[GID] and

receive σ. Send tx = (REQ, (GID, (RID, pkbid, {Cj
key}j∈bidders, Cd, hash1, nonce0), σ)) to

Gsmartchain and receive (ACCEPTED, b)
Match If I = (WINNER,RID, P ∗)
1. Retrieve set of encrypted bids {RID, Cj

bid}j∈bidders from state

2. Compute bidj = Dec(skbid, Cj
bid). Ignore, if decryption fails.

3. Sample nonce2 ← {0, 1}λ and compute hash2 = H(nonce2‖RID)
4. Send (gSIGN,GID, (hash2, nonce1,RID, P ∗)) to Ggsign[GID] and receive σ. Send

tx = (WINNER, (GID, (hash2, nonce1,RID, P ∗), σ)) to Gsmartchain and receive (ACCEPTED, b)
Fulfilling If I = RFILL
1. Send (gSIGN,GID, fulfill) to Ggsign[GID] and receive σ. Send tx = (RFILL, (GID, fulfill, σ))

to Gsmartchain and receive (ACCEPTED, b)

Customer: requesting and matching

Fig. 6. Customer protocols
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Interest If I = (INTRST,RID)
1. Read PRE-REQ message from state with RID.
2. Create interest message (RID, pki) and create a signature σ = Sigski (RID, pki).
3. Send (INTRST, ((RID, pki), σ)) to Gsmartchain and receive (ACCEPTED, b)
Bid If I = (BID, bid)
1. From state get (RID, pkbid, {Cj

key}j∈bidders, Cd, hash1, nonce0)

2. Ignore if i /∈ bidders. Else compute k∗
RID = Dec(ski, Ci

key) and compute
design∗ = Dec(kRID, Cd).

3. Encrypt bid as Cbid = Enc(pkbid, bid). Send (BID, Sigski ((RID, Cbid))) to Gsmartchain and
receive (ACCEPTED, b)

Fulfill If I = SFILL
1. Create σ = Sigski (SFILL, CdeliveryPrf ,RID).
2. Send (SFILL, (RID, σ)) to Gsmartchain and receive (ACCEPTED, b)

Supplier: interest, bid, fulfill and dispute

Fig. 7. Supplier protocols

Unlock Resources As is done in FPrivateMatch.
Validate registration and updates If tx = (REG, v, cert, roles) or (UPD, v, cert, roles),
send (VERIFY, cert, P, roles) to Greg. Output the bit returned.
Validate pre-request If tx = (PRE-REQ, m, σ) from a party Pi, send (gVERIFY, m, σ) to
Ggsign[GID]. Output the bit returned.
Validate interest : Upon receiving (INTRST, m, σ) from a party Pi, check
Sig.Vrf(vki, m, σ) = 1. If res ⊂ resi, retrun 1.
Validate request : If tx = (REQ, m, σ) Send (gVERIFY, (m, σ)) to Ggsign[GID]. If 1 re-
turned, check VrfSame(m, state) = 1, if yes, return 1.
Validate bid: If tx = (BID, m, σ) Check Sig.Vrf(vki, m, σ) = 1. Get RID from m
and check canServe(Pi, state,RID, LOCKS), add (Pi,RID, res) to LOCKS[RID], update
TIMER[RID] = currTime and return 1.
Validate Match: If tx = (WINNER, m, σ) send (gVERIFY, m, σ) to Ggsign[GID]. If 1 returned,
check VrfSame(m, state) = 1, if yes, return 1. Let P ∗ be the winner according to m and
res be the resource for RID. For all Pj �= P ∗, remove (Pj , ·) from the LOCKS[RID] and
update TIMER[RID] = currTime
Validate requester fulfill : If tx = (RFILL, m, σ), check VrfSame(m, state) = 1. If yes ,
send (gVERIFY, m) to Ggsign[GID]. If 1 returned, output 1.
Validate supplier fulfill : If tx = (SFILL, m, σ): Get RID from m. Check Sig.Vrfvki (m).
If yes, then return 1, and remove (Pj , ·) from LOCKS
Function VrfSame(m, state): Retrieve noncei from m. If ∃hashi ∈ state s.t. hashi =
H(noncei), output 1, else output 0.
Function canServe checks if the supplier has sufficient unlocked resources to serve the
customer.

Function ValidateTxn

Fig. 8. The validation function

3.1 Security Proof

Theorem 1. (Security in Presence of Malicious Customers) The protocol
PrivateMatch UC realizes the FPrivateMatch ideal functionality in the Ggsign, Greg,
Gsmartchain-hybrid world assuming collision-resistant hash functions [15], secure
“special” symmetric key encryption [20], EUF-CMA signature [15], secure com-
mitment schemes [15] and CPA-secure encryption [15] in the presence of a PPT
adversary that corrupts a subset of the customers.

Proof. In order to prove UC security we show that there exists a simulator
interacting with FPrivateMatch that generates a transcript that is indistinguish-
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able from the transcript generated by the real-world adversary running protocol
PrivateMatch. We give a high-level description of the simulator Sr and give an
intuition why security is guaranteed. We present detailed proofs in the full ver-
sion of the paper [21]. For a PRE-REQ command, the simulator only receives the
GID and not the identity of the party calling the PRE-REQ command. The sim-
ulator simulates the Ggsign functionality and records the message-signature pair
without the identity of the party. This guarantees anonymity within the group
GID. For the REQ command, the simulator encrypts 0 instead of design. By CPA
security of the encryption scheme the simulation is indistinguishable from the
real-world and thus we achieve service confidentiality. The simulator aborts
if it is able to create a REQ transaction that corresponds to the RID of an honest
user. This occurs with negligible probability since we use CRHF and thus we
guarantee requester soundness. For the BID command the simulator encrypts
0 instead of the bid value to get bid confidentiality. In the case of a malicious
customer, the simulator simulates a key-exchange and sends an encryption of 0
to the customer instead of encryption of its secret key.

Theorem 2. (Security in Presence of Malicious Suppliers) The protocol
PrivateMatch UC realizes the FPrivateMatch ideal functionality in the Ggsign, Greg,
Gsmartchain-hybrid world assuming collision-resistant hash functions [15], EUF-
CMA signature [15], secure commitment schemes [15] and CPA-secure encryp-
tion [15] in the presence of a PPT adversary that corrupts a subset of the sup-
pliers.

Proof. Like the malicious requesters case we need to show that there exists
a simulator (Ss) interacting with FPrivateMatch that generates a transcript that
is indistinguishable from the transcript generated by the real-world adversary
running protocol PrivateMatch. For an INTRST transaction from a corrupt Pi,
the simulator aborts with UnforgeabilityError if the signature corresponds to that
of an honest party. By the unforgeability property of the signature schemes, this
abort occurs with negligible probability. Moreover, when the command is sent
to the FPrivateMatch functionality, it checks the supplier is capable of fulfilling the
request. This guarantees the supplier completeness property

Remark on Fairness. We do not tackle the problem of fairness or disputes in
this work and consider it out of scope. There are numerous dispute resolution
solutions in the literature [12,16] and we claim that an appropriate technique
could be used in our setting as well.

Implementing Auxiliary Functionalities. We present some intuition on how
to realize the auxiliary functionalities - Greg: Verification of identity can be done
with systems like CanDID [22] that allows parties to port credentials from legacy
systems (e.g. social security numbers) whereas verifying resources of suppliers
may be done by some external auditing agencies. Ggsign: We use the Ggsign func-
tionality as defined in the work by Ateniese et al. [2] and the protocol realizing
this functionality is presented in Sect. 5 of [2]. This protocol has a single group
manager(GM) which goes against the spirit of a decentralized setting. One can
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replace the GM with multiple managers that enable threshold group signatures.2

[4] present a fair traceable group signature scheme that allow specific fairness
authorities to open signatures where the group manager encrypts the identity
of the party under the pk of the fairness authorities, and to open, the fairness
authorities run a threshold decryption protocol. Similarly [6,11] present proto-
cols for distributed tracing using tag-based encryption to open the signatures of
parties.

4 Implementation and Evaluation

Our implementation framework for PrivateMatch focuses on (i.) transactional
behavior that captures general marketplace business logic e.g., requesting for
quotes, bidding, etc.; (ii.) transaction anonymity using group signatures.

We introduce new blockchain transaction types into an open-source
blockchain platform that is amenable to the desired extensions. BigchainDB
[23] is a blockchain database that possesses blockchain characteristics. Its archi-
tecture involves a fixed set of nodes - validators, and is Byzantine Fault Tol-
erant (BFT) (up to a third nodes may fail). Its key architectural components
include Tendermint [19] (for consensus), the BigchainDB Server (for syntactic
and semantic validation of transactions), and a local MongoDB [1] database (for
blockchain storage) on every validator node.

Extending BigChainDB’s Transaction Model. BigChainDB allows trans-
fer of assets, and its transaction model is a “declarative”, attribute/key-
value model. We refer to our extension of BigChainDB as SmartChainDB.
SmartChainDB extends the validator algorithms in BigChainDB according to
the ValidateTxn. We implement “locking” of resources as a transfer of resources to
an “escrow” account (a designated non-user account used for holding resources).
To release the resources, the validators issue a transaction back to the owner.
Note that SmartChainDB is deployed as a network of its own with the valida-
tors running new validation algorithms. They run the same consensus algorithms
(Tendermint) and are incentivized to do as in BigChainDB.

Extending BigChainDB’s Privacy Model. We enable parties to use group
signatures [5] instead of regular Ed25519 signatures provided by BigChainDB’s
library. The core building block of this scheme is a re-randomizable signature
scheme (Pointcheval-Sanders scheme from [27]) and implemented in [13]. Our
implementation is in Rust and uses python-based Cherrypy server as a wrapper
to call the Rust cryptographic functions as a service.

The objective of our evaluation of SmartChainDB was twofold: (i.) verify
that the newly introduced transaction types can support simulated marketplace
workloads under reasonable performance bounds and (ii.) that the overhead of
the group signature implementation did not deem the protocol impractical.

2 In threshold group signatures, a signature can be de-anonymized only if a threshold
of managers all agree to perform de-anonymization.



254 V. Madathil et al.

Experimental Setup. We set up a private test network on 16 machines
with an Intel Westmere E56 Quad-core 3.46 GHz CPU, 8 GB memory, run-
ning 64-bit Ubuntu with kernel v4.15.0. We set up 12 validator nodes, with each
node running its SmartchainDB server, Tendermint v0.31.5, and MongoDB v3.6
instances. For workload simulations, we set up the driver on 4 VM instances,
running the customer and supplier code to trigger different transaction types.
The drivers produce 80–100 transactions per second and send them to the val-
idator nodes. The CREATE and TRANSFER (available in the vanilla BigChainDB
implementation) transactions are evaluated under the same workload.

Latency Overhead. We measure the commit latency (time between a validator
node receiving a transaction and its commit into the blockchain. We compare
the PRE-REQ and REQ with CREATE transactions because those transactions are
semantically closest. Similarly, the vanilla TRANSFER transaction is similar to
INTRST and BID transaction. Figure 9 shows the average commit latency for
every transaction types under the workload discussed above. The blue bars are
for the native transactions and the orange ones for the new transactions. Over-
all, the results show the expected trend with the newer, more complex trans-
actions having higher latency than their traditional “counterparts” due to the
required additional validation overhead. In practical terms, these latency dif-
ferences can be considered as a relatively minor trade-off for supporting more
involved market-place events. Note that, these experiments were carried out in
the non-private and non-anonymous settings, where we do not consider group
signatures, encryptions, etc. Finally for the group signatures, we measure the
time taken to sign and verify messages using our implementation of group sig-
natures with the signature scheme used in BigchainDB (eddsa-sha512). We ran
200 sign and verify algorithms and observe that the group signature signing and
verification take 10× that of regular signatures.

Fig. 9. Performance comparison of
transactions

Mean Median Std. Dev
gSIGN ( [5] + [28]) 9.77 9.65 0.92
BigchainDB Sign 0.75 0.52 0.84

gVERIFY ( [5] + [28]) 11.13 11.03 0.30
BigchainDB Verify 1.00 0.76 0.64

Fig. 10. Comparing group signatures and
BigchainDB signatures (ms)
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5 Conclusion and Future Work

In this paper we present a protocol for decentralized private interactive matching
and prove that it is UC secure. We also extend an existing blockchain database
system (BigChainDB) to implement private matching by introducing new trans-
actions.

An interesting future direction would be to enhance the privacy of the request
that is sent by the customer to the suppliers. This may be achieved using tech-
niques such as fully homomorphic encryption or garbled circuits. Another future
direction would be to specify protocols and transactions for dispute resolution
for the SmartChainDB system.
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Abstract. One most potential solution to enhancing the performance of
the Nakamoto consensus is to utilize the classic Byzantine fault-tolerant
protocol running by a rolling committee. However, this hybrid consensus
method still faces some challenges. One is that many hybrid consensus
schemes use the Nakamoto single-chain, resulting in low throughput and
poor scalability. The other is that the committee’s internal consensus
process has to be interrupted when the committee rotates. To address
these challenges, we propose Grape, an efficient hybrid consensus proto-
col using the Directed Acyclic Graph structure. We prove that Grape is
secure when the adversary’s ratio of the mining power is less than 1/3.
To demonstrate the feasibility of Grape, we implement a prototype and
make the experimental evaluation. The result shows that Grape achieves
high transaction throughput with instant confirmation.

1 Introduction

Since Bitcoin [10] was introduced in 2008, the concept of blockchain has become
a new and promising tool to build trust in the digital world and has been widely
utilized. Bitcoin works in a permissionless setting, and an append-only and hard-
to-tamper ledger is publicly maintained by all participants (e.g., miners). The
core of Bitcoin is the Nakamoto consensus. Despite various kinds of potential
applications, one main criticism against Nakamoto consensus comes from its
low transaction throughput and high confirmation time. More specifically, to
avoid forking attacks, all miners in bitcoin compete to solve a cryptographic
puzzle to generate a new block, and the longest-chain rule is applied. As such,
the transactions contained in one block will not be confirmed until this block
is “buried” deep enough. It is turned out that Bitcoin’s throughput is only 7
transactions per second and the transaction confirmation time is as long as 1 h,
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which is far from being satisfactory compared with VISA. However, due to the
security constraint [2,14,20], it is not realistic to simply increase the mining rate
and block size to improve its performance.

Many subsequent works have tried to improve Bitcoin’s throughput and
reduce confirmation time in various ways. A quite promising method is hybrid
consensus. In a nutshell, hybrid consensus utilizes the fast permissioned consen-
sus, e.g., Byzantine fault-tolerant (BFT) protocol [3,24], to optimize the per-
formance of Nakamoto consensus. In the BFT protocol, once the order of the
executions is committed, it will not change. This may endow the hybrid con-
sensus scheme with instant confirmation and responsiveness [15]. However, the
main challenge for the combination of BFT and Nakamoto consensus lies in
that the BFT protocol runs in the permissioned setting, where there are strict
restrictions on the choice of participants. In the permissionless setting, to defend
against Sybil attack and put restrictions on the participation in the committee,
the hybrid consensus schemes utilize Proof-of-work (PoW) to select and rotate
committee members. In this way, after selecting the current committee from the
miners, the committee members run the BFT consensus to confirm transactions.

Despite the fact that the hybrid consensus brings a broader view to the
blockchain by greatly reducing the transaction confirmation delay, it still suffers
from some bottlenecks. ByzCoin [8] improves the confirmation time of Bitcoin-
NG [5]. But it resorts to Nakamoto’s single-chain to confirm transactions, which
leads to poor scalability. Besides, it was later pointed out by Pass and Shi [14]
that it is insecure when the adversary’s ratio of mining power exceeds 1/4.
HC [14] utilizes a rolling committee to run PBFT [3] in order to confirm transac-
tions responsively. To defend against selfish mining attacks, it proposes to adopt
Fruitchains [13] to replace the Nakamoto chain. As a result, when the Nakamoto
chain grows to a certain length, the consensus process of the current commit-
tee will be interrupted. Solida [1] uses PBFT to confirm transactions and to
complete committee reconfiguration. Miners join the committee by solving PoW
puzzles and the committee reconfiguration will also interrupt the current consen-
sus process. Thunderella [15] achieves responsiveness and instant confirmation
in most cases, but it must resort to Nakamoto consensus to confirm transactions
if the “leader” in the current committee misbehaves.

Although the abovementioned hybrid consensus protocols improve on the
Nakamoto consensus, the basic blockchain structure is maintained in most of
them. That is, a block only refers to a single parent block by a hash pointer,
resulting in a single-chain eventually. In contrast, in Directed Acyclic Graph-
based (BlockDAG for short) protocols, one block can refer to all blocks that
a miner has received up to certain conditions. Unlike “the longest chain rule”
adopted in the Nakamoto consensus, in BlockDAG protocols, blocks outside
the main chain can still contribute to the growth of the ledger, which greatly
improves transaction throughput. Ghost [20] is the first BlockDAG consensus
that adopts the heaviest subtree principle to replace Bitcoin’s longest chain to
avoid the waste of computing power. But it turns out that Ghost is vulnerable
to the balancing attack [2,11]. Conflux [9] proposes a novel sorting algorithm
for the DAG structure. However, the global transaction order and transaction
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validity in Conflux depend on the confirmation of a “pivot chain”, which results
in a long confirmation delay. Spectre [19] fails to provide a total order over all
transactions required by smart contracts. Phantom [21,22] has improved Spectre
in this aspect, but it lacks a formal proof of security. Prism [2] has an excessive
and complex chain structure which will put a lot of storage pressure on miners.
Jointgraph [23] improves consensus efficiency but requires an additional super-
visor to monitor member behaviors. Besides, IOTA “Tangle” [16] applies PoW
to build the DAG structure, but it has neither instant confirmation nor formal
security guarantee. Furthermore, as far as we know, all of the existing BlockDAG
protocols lack responsiveness, despite their improvements over the throughput.

In this paper, we explore further the hybrid consensus mechanism with
the BlockDAG structure, to achieve responsiveness in the DAG-based permis-
sionless setting. The basic idea is to utilize the rotation committee to con-
struct a single-chain, in which each block will refer to a number of blocks in
BlockDAG. This single-chain will serve as a “pivot chain” to sort all transac-
tions in BlockDAG into a total order. Even better, the well-established security
definitions of Nakamoto consensus [7] provide it with a rigorous security guar-
antee. While this high-level idea is straightforward, there are two technical chal-
lenges that need to be solved: (1) How to use the “pivot chain” to guarantee the
BlockDAG’s security? In particular, how to resist selfish mining attacks without
sacrificing the optimally resilient property? (2) How to rotate the committee
without interrupting the ongoing BFT consensus, namely smooth rotation?

Our Contributions. To solve the above challenges, we propose Grape, an effi-
cient hybrid consensus protocol using DAG with formal security proof. To the
best of our knowledge, Grape is the first hybrid consensus protocol that achieves
all of the following properties:

– DAG-based. Grape uses DAG to improve transaction throughput and
presents a deterministic transaction-sorting algorithm to help miners get the
total order of all transactions.

– Smooth rotation of the committee. Grape’s committee reconfiguration
mechanism can accomplish the committee rotation without interrupting the
committee’s consensus process.

– Optimal resilience. Grape can effectively resist selfish mining attacks and
achieve optimal resilience. Through theoretical analysis, we prove that Grape
is secure when the adversary’s ratio of the mining power is less than 1/3.

Table 1 compares Grape with other hybrid consensus protocols.

2 Preliminaries

2.1 Permissioned BFT

BFT consensus is a kind of State Machine Replication protocol that can toler-
ate Byzantine nodes. Specifically, the BFT consensus divides the member nodes
into the malicious Byzantine nodes and the honest nodes. Besides the safety
and the liveness as the SMR, some BFT consensus protocols, such as PBFT [3],
running in the partially synchronous model, have both instant confirmation and
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Table 1. Performance of hybrid consensus protocols

Protocol Smooth rotation DAG-based Responsiveness % Adva

PeerCensus [4] � � � 1/4

ByzCoin [8] � � � 1/4

Hybrid consensus [14] � � � 1/3

Thunderella [15] � � � 1/4

Solida [1] � � � 1/3

Grape � � � 1/3
a “% Adv” denotes the adversary’s maximum mining power ratio to ensure that
the protocol remains responsive and secure against self-mining attacks. A protocol
is optimal resilience if the ratio is 1/3 [14].

responsiveness. As discussed in [14,15], a secure and responsive consensus proto-
col can tolerate at most 1/3 corruption. Thus, in an n-member BFT consensus
protocol with optimal resilience, the number of the corrupted members f ′ will
not exceed n−1

3 . In this work, we use the partial-synchronous permissioned BFT
protocols satisfying these properties as a building block.

2.2 BlockDAG Consensus and Basic Operations

Instead of the longest-chain rule used in Bitcoin, BlockDAG consensus organizes
blockchain into a Direct Acyclic Graph (DAG) which can benefit from all blocks
mined in parallel by honest miners. Through DAG structure, BlockDAG consen-
sus makes good use of the node’s bandwidth and achieves true concurrency. Since
there are multiple paths from the genesis block to one block, more operations
need to be introduced to define BlockDAG. We use parent(Chain, B) to denote
the set of blocks which B references directly, past(Chain,B) to denote the set of
all blocks that B references (directly or indirectly), and tips(Chain) to denote
the set of blocks with 0 in-degree, i.e., end blocks. Also we call past(Chain,B) the
precursor blocks of B, which are blocks traversed on all paths from the genesis
block to B. Operation RetrieveEdge(BlockSet) returns the reference relationships
between the blocks in BlockSet.

3 Model and Security Definition

3.1 The Security Model

Network Assumption. Grape runs in the permissionless setting, which means
that participants can join or leave at any time and use their public keys as
pseudonyms. To achieve responsiveness, we adopt the partially synchronous
model defined in [14,15], where a pre-determined upper bound of delay Δ is
known to all participants. Meanwhile, any message sent by an honest node is
guaranteed to arrive at all honest nodes within the actual network delay δ.

Corruption Model. We assume that there is an environment Z(1κ) where κ
is the security parameter. The role of it is to provide inputs to participants and
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receive outputs from participants. We use N to denote the set of all participants
in our protocol, S ⊂ N to denote the set of honest participants, and N\S to
denote the set of corrupt participants. We use |N | to denote the total number of
participants, who do not need to know |N |. The ratio of the adversary’s mining
power is denoted as β = 1 − |S|

|N | . Honest participants will strictly follow the
protocol while corrupt participants can deviate from the protocol arbitrarily. An
adversary A controls all corrupt participants and can see their internal states.
The environment Z cannot see the internal states of honest participants but
can see their outputs to the environment. A is capable of delaying or reordering
any messages between participants, but it cannot drop or modify the messages
broadcasted by honest participants. We consider the “rushing” adversary A that
can observe other honest participants’ actions before taking its actions.

Adversary Model. In the execution of the protocol, the environment Z ini-
tializes all participants, including both the honest and corrupt participants. The
adversary A can adaptively corrupt an honest participant i ∈ S by sending a
corrupt instruction, as long as the ratio of the adversary’s mining power does not
exceed β. When the honest participants receive a corrupt instruction from the
adversary, it takes at least τ time before they are corrupted. The mildly adap-
tive assumption is necessary in committee-based designs [1,4,8,14,15]. Roughly,
this assumption is used to ensure that honest members have left the committee
before becoming corrupt participants.

3.2 Definitions of Security and Smooth Rotation

In 2015, Garay et al. introduced two security requirements, namely consistency
and liveness, for permissionless consensus. Refer to [7] for formal descriptions.

Definition 1. A permissionless consensus protocol is secure if the consistency
and liveness properties are guaranteed.

Definition 2. A hybrid consensus protocol with a specified committee rota-
tion mechanism is smooth rotation if the execution of the consensus among a
committee will NOT be interrupted by the rotation of the committee members.

4 Technical Overview

Current hybrid consensus solutions rely on the single-chain in combination with
a permissioned consensus protocol to construct fast permissionless consensus.
By contrast, Grape uses BlockDAG to organize transactions and a permissioned
consensus to agree on a committee that can be smoothly rotated constantly.
Moreover, we provide an elegant design to prevent Grape from selfish mining
attack. All transactions in Grape could be totally ordered.

4.1 Grape Architecture

At the high level, Grape is organized as a double-layer chain, as shown in Fig. 1.
Layer 1, TxChain, uses the BlockDAG structure to record transaction blocks.
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Layer 2, KeyChain, is a single-chain that provides finality to the whole ledger by
referring to blocks in TxChain.

More concretely, miners in Grape use different block structures to package
the received transactions and then order them. To fully utilize the throughput of
the network, miners use the transaction block to package collected transactions.
To achieve instant confirmation and responsiveness, we select miners publicly to
form a committee to construct the key blocks for KeyChain.

Since a long-term fixed committee always suffers from bribery attacks, the
committee members must be constantly rotated. Thus, key blocks also con-
tain the proofs of the new committee members. In our scheme, the concept
identity block stands for the proof. By utilizing the PoW mechanism, miners can
construct identity blocks, to avoid selfish mining attacks. In summary, there are
three kinds of blocks in Grape as follows.

(1) Transaction block. After the miners receive transactions, they will package
them into a transaction block, which contains the hash values of the previous
transaction blocks. We use txb to denote transaction block.

(2) Identity block. To join the KeyChain committee, miners must mine identity
blocks. To defend against Sybil attacks, the PoW mechanism is utilized to gen-
erate a valid identity block. To be more specific, a valid identity block contains
the puzzle of the corresponding committee, the miner’s public key, and a nonce
value as the puzzle solution. In other words, one identity block stands for one
member. The identity block is represented as idb.

(3) Key block. The KeyChain is composed of key blocks. Each key block refers
some txbs and idbs, and contains the previous key block’s hash value. Once the
key block is committed via the BFT consensus, all the referenced blocks will be
instantly confirmed. key block contains the height of this block in KeyChain and
the sequence number of the current committee. We use keyb to denote key block.

Transaction block

Identity block

Key block
:

:
Fig. 1. Grape architecture. 1) Grape contains two layers and three kinds of block struc-
tures. 2) The first layer is TxChain, which is the DAG composed of transaction blocks.
The second layer is KeyChain, which consists of key blocks committed by each com-
mittee. 3) Each key block contains its reference relations to transaction blocks and
identity blocks. 4) The black solid arrows denote transaction blocks’ reference relation-
ships. The blue solid arrows indicate the reference relationships between key blocks.
The blue dashed arrows indicate the references of key block to transaction blocks, and
the green dashed arrows to identity blocks. 5) Once a key block is committed, all the
referenced blocks get confirmed. (Color figure online)
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4.2 Initiation and Reconfiguration of the Key Chain Committee

As described above, in Grape, the KeyChain is maintained by committees who
use BFT protocols to construct chained key blocks. However, it is well-known
that an immutable committee is not only vulnerable to bribery attacks but also
harmful to the decentralized feature of the permissionless blockchain. Our key
solution is to utilize a rotating committee publicly maintained by all miners.

Committee Member Participation. Whenever a miner wants to join a com-
mittee to construct the KeyChain, a valid solution for a PoW puzzle is needed.
The miner packages its identity, the puzzle, and the solution into an identity block
and broadcasts it immediately to get involved in the next committee. Let n be
the committee size (i.e., the number of members in each committee). To boot-
strap the entire protocol, the first n = 3f + 1 committee members, including no
more than f corrupted ones, could be hard-coded in the genesis key block.

In detail, we use commk to denote the member set of the k-th committee.
When an honest miner mines an identity block successfully, it will immediately
broadcast the block to other miners. Thus the current committee commk can
instantly include all the newly received idbs in a new keyb. Once this key block
is committed, all these referenced idbs get committed simultaneously. Members in
commk use an initially empty set cidk+1 to record the (next) committee members.
All the creators of these identity blocks, which are referenced by the key blocks
generated by commk, can join the next committee. When the size of cidk+1 (i.e.,
the number of the new confirmed identity blocks) reaches the committee size n,
committee rotation is triggered.

Committee Rotation. Assuming the current committee is commk, the n mem-
bers of commk maintain cidk+1 to collect the (k + 1)-th committee’s members.
When the size of cidk+1 achieves n when the most recent key block is confirmed,
honest members in commk broadcast an END message immediately and stop
working. All the n members in cidk+1 form the (k + 1)-th committee commk+1

and run BFT protocol to confirm new keyblocks as the last committee did.
Figure 2 provides an example for n = 7.

It is worth noting that only when some keyblock is committed such that the
collected members of the next committee exceed n, will the committee rotation
happen. This is the key point to smooth rotation. Informally, since each com-
mittee runs the deterministic consensus to form the fork-free KeyChain, every
miner in Grape knows exactly the members in each committee and their first
block height. On the other hand, as the previous committee only ends its job
after the generation of their last key block, no interruption will happen if only
the security guarantee of the BFT consensus could be satisfied. A more detailed
analysis could be found in Sect. 6.

Selfish Mining Prevention. Eyal et al. [6] has pointed out the existence of
selfish mining attacks in Bitcoin. Roughly speaking, attackers may get benefit
from mining sequential blocks secretly and broadcasting all of them in the future.
In Grape, the attackers may try to launch this attack by mining identity blocks
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Fig. 2. An example of the committee rotation. Assuming the committee size is n = 7,
commk runs a BFT to commit key blocks, then the referenced identity blocks form the
next committee commk+1. For instance, when keybi is committed, the size of cidk+1

reaches 7, the next committee commk+1 is formed and committee rotation happens.
Members in commk+1 take over the work to commit new key blocks.

as much as possible1, and wish more than 1/3 new committee members could be
selected from them. To prevent this kind of attack, each identity block in Grape
is generated in an isolated way. That is, the identity block does not contain a
hash pointer to any other blocks. Furthermore, the identity blocks collected in
cidk+1 contains a puzzle puzzle(k) generated by the (k−1)-th committee commk-1.
Inspired by Solida [1], we derive puzzle(k) from the set of the f + 1 authorized
END messages generated by commk–1. In this way, the adversary cannot initiate
selfish mining attacks to produce identity blocks contained by cidk+1 earlier than
other miners, and thus cannot benefit from selfish mining in Grape.

4.3 Transaction Packaging and Sorting

In Grape, we use transaction block txb to package transactions.

Transaction Packaging. Intuitively, we deconstruct the function of the Naka-
moto blockchain to enhance the throughput and decrease the confirmation time.
All miners in Grape can package transactions to generate transaction blocks.
When receiving transactions, the miner firstly puts them into its buffer pool
txPool, and then selects transactions from its pool to generate a transaction
block txb. Let the block Gen be the first block in TxChain, which will appear in
the past set of any valid transaction blocks. If there is only the genesis block Gen
in TxChain, miners will only reference Gen. Otherwise, the miners will reference
all end blocks in TxChain. It is worth noting that to ensure the responsiveness
of the protocol, we do not make any restrictions on the transaction block.

Transaction Sorting. keybs serve as “pivots”. When a key block is committed,
all the transactions referenced by it, directly or indirectly, get confirmed. Firstly,
the transactions blocks referenced by a key block are sorted according to their
reference relationship and their hash values. Then transactions contained by
1 Note that based on the security of the underlying BFT consensus, a leader in the

committee who tries to stay longer by not including any identity blocks will always
be found by other members and be replaced after a view-change phase.
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transaction blocks are sorted and appended into the ledger L , which is the
set of the committed transactions. Conflicting and replicate transactions will be
discarded. See [9] for more of the sorting idea.

5 Detailed Protocol Description

5.1 Transaction Block Generation

Packaging transactions to generate transaction blocks is the main mission for
miners. Algorithm 1 provides the pseudocode of the transaction block generation.

In Grape, to generate a transaction block and add new transactions into
BlockDAG, miners need to refer to all end transaction blocks in TxChain. More-
over, to reduce the probability of the replicated recording of one transaction,
miners randomly select transactions from its local txPool (line 4 in Algorithm 1).
The selected transactions constitute the body of a transaction block, and the
Merkle-tree root of these transactions is recorded in the head of the transaction
block. Then the corresponding miner signs it to creat a new transaction block.
The last step is to broadcast it instantly to others.

Algorithm 1: Transaction block Generation

Input: End txbs of the TxChain, miner’s public key pk, miner’s transaction pool
txPool

Output: Transaction block txb
1 txb ref = ∅
2 for txb ∈ tips(TxChain) do
3 add HashPointer(txb) to txb ref

4 T ← SelectRandomly(txPool)
5 txPool ← txPool\T
6 txb MKroot ← MerkleRoot(T )
7 txb ←< txb ref, txb MKroot, pk, T >
8 BroadCast(txb)

5.2 Identity Block Generation

While generating transaction blocks, miners also try to mine valid identity blocks
to join the committee. We utilize the PoW mechanism to resist Sybil or selfish
mining attacks, and miners need to solve a cryptographic hash puzzle to join a
committee. We note that the k-th puzzle puzzlek is the set of f +1 END messages
from the (k − 1)-th committee commk-1. For convenience, we assume that each
puzzle is collected and provided by environment Z to miners. Each miner is
limited to access the hash oracle H(·) no more than q times. By constantly
increasing a local nonce η to compute the hash value, miners compete to mine
an identity block. When the hash value h of the identity block is smaller than
a given (and globally adjustable) Target and the puzzle is still useful, a valid
identity block is mined.
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Algorithm 2: Identity block Generation

Input: puzzle formed by the last committee, miner’s public key pk
Output: Identity block idb
// The involvement of oracle H() subjects to the q-bound

1 . while η ≤ q do
2 if H(puzzle, pk, η) < Target then
3 idb ←< puzzle, pk,η >

4 else
5 η ← η + 1

6 BroadCast(idb)

5.3 Key Block Generation and Confirmation

Algorithm 3: Key Block Generation and Confirmation

Input: Current KeyChain height h − 1, the number of committee session k,
unreferenced transaction blocks txbs, newly generated identity blocks
idbs

Output: Key block keyb, updated KeyChain with keyb in height h
1 keyb ref = ∅,RefTo txb = ∅,RefTo idb = ∅, cidk+1 = ∅
2 keyb ref ← HashPointer(KeyChain[h − 1])
3 for txb ∈ tips(TxChain) do
4 add HashPointer(txb) to RefTo txb

5 Query environment Z for Current Puzzle
6 for each unreferenced idb do
7 if idb.puzzle = CurrentPuzzle ∧ H(idb.puzzle, idb.pk, idb.η) <

Target ∧ idb /∈ cidk+1 then
8 add idb into RefTo idb
9 add idb into cidk+1

10 else
11 discard idb

12 keyb ←< keyb ref,RefTo txb,RefTo idb, h, k >
13 BroadCast(keyb)
14 BFT(commk, keyb)
15 keyb gets committed by commk

16 KeyChain[h] ← keyb
17 SortTX(keyb)
18 for idb ∈ keyb.RefTo idb do
19 if |cidk+1| < n then
20 add idb to cidk+1

21 else if |cidk+1| = n then
22 BroadCast(END)
23 Members in commk stop working and CommitteeRotation starts
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Committee members can generate a key block and run the BFT protocol to
commit it. Each new key block will reference all end blocks in TxChain, newly gen-
erated valid identity blocks, and the last key block. Besides, the current key chain
height h and the committee’s session number k are included in each key block.

After the generation of a new key block, a BFT consensus within the ongoing
committee will start. If the key block gets votes from more than 2f committee
members, it is successfully confirmed and will be added to the KeyChain at height
h. The safety of BFT consensus ascertain that no more than 1 key block could
be confirmed at the same height. Thus, KeyChain is a forking-free single chain.

During the creation of a key block, if n new identity blocks are collected,
then all of the next committee’s members are publicly known. Thus the ongoing
committee stops working only at the end of a BFT consensus, and the commit-
tee rotation mechanism will never interrupt any ongoing consensus. Hence the
smooth rotation is achieved. Algorithm 3 provides the pseudocode.

5.4 Transaction Sorting

Whenever a committee commits a key block keyb, the transactions within the
transaction block referenced by it are sorted and added to the ledger L in turn.
When sorting transaction blocks, we first extract the relevant precursor blocks
BΔ of a given keyb from TxChain, that is the set of transaction blocks “belonging”
to keyb (Line 4 in Algorithm 4). By “belonging”, we mean that the transaction
block is referred to by the key block. Next, the miners will do a topological
sorting of the blocks in BΔ, that is, add blocks with 0 in-degree to BlockSeq
according to the reference relationship. So we need to call RetrieveEdge(BΔ). If
there are multiple blocks with 0 in-degree, they are sorted according to their
hash values, and then sequentially added to BlockSeq. After that, the miners
add the transactions contained in the blocks in BlockSeq to the ledger L .

Algorithm 4: Transaction Sorting

Input: Current committed keyb
Output: The transaction ledger L

1 BlockSeq ← ∅
2 h ← keyb.h
3 PreviousKeyb ← KeyChain[h − 1]

4 BΔ ← past(TxChain, keyb) − past(TxChain,PreviousKeyb) − {PreviousKeyb};
5 while BΔ �= ∅ do
6 TxChain′ ← (BΔ,RetrieveEdge(BΔ))

7 if parent(txChain′, txb) = ⊥ then

8 add txb to B
′
Δ

9 Sort blocks by their hash values B
′
Δ ← Sort(B

′
Δ)

10 for txb ∈ B
′
Δ do

11 BlockSeq ← BlockSeq||txb
12 BΔ ← BΔ − B

′
Δ

13 for B ∈ BlockSeq do
14 for (tx ∈ B) ∧ (tx /∈ L) do

15 L ← L||tx
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6 Security Analysis

In this section, we prove that Grape is both secure and rotation smooth. In the
following, we use n = 3f+1 to denote the size of each committee and f ′ to denote
the number of the corrupt committee members. Our main idea of the proof is
to apply the Safety and Liveness of the underlying BFT consensus to guaran-
tee the security definitions of the permissionless blockchain. Assuming the first
committee comm1 contains at most 1/3 corrupted members and the adversary’s
mining power will never exceed 1/3 during the execution of Grape, we prove
that all the committee meets the 1/3 byzantine fault tolerance requirements.

Lemma 1. Assume f ′ ≤ f . If an honest miner commits a key block keyb at
height h, then any honest miner will commit keyb at height h.

Proof. Since comm1 is hard-coded into the protocol, comm1 is the same for
all honest miners. If the BFT protocol we adopt in Grape satisfies Safety and
Liveness and f ′ ≤ f . It can be proven by contradiction that during the operation
of comm1, all honest miners outside the comm1 will also commit the same keyb
at the same height.

We assume that one honest miner i outside the committee has committed
keyb at height h, which means that keyb has received more than 2f + 1 votes in
the BFT consensus process. To find the contradiction, we assume that there is an
honest miner j (j �= i) outside the committee who has committed keyb′ �= keyb
at height h, which means that miner j has also received more than 2f + 1 votes
on keyb′. Thus there must be an honest member in the committee who votes for
both keyb and keyb′ during the BFT consensus process, which is impossible.

We conclude that in the working procedure of comm1, if an honest miner has
committed keyb, all honest miners will commit it within Δ time, which means
that they will add the same identity blocks to cid2. So comm2 is the same for
all honest miners. By an inductive argument, commk is the same for all honest
miners where k ≥ 1. Therefore, during the working procedure of commk, all
honest miners will commit the same block at the same height.

Lemma 2. The adversary can know the puzzle of the next committee at most
2Δ time ahead of the honest miners.

Proof. Recall that the puzzle contains f + 1 END messages from the last com-
mittee. For the adversary who corrupts at most f nodes in one committee, to
learn the puzzle, there must be at least one honest committee member who has
broadcasted the END message. Then the adversary can immediately get the
puzzle by adding f END messages.

As for the honest miners, once an honest committee member has broadcasted
an END message, all other honest members will broadcast the END messages
within Δ time. Then after the next Δ time, all honest miners can get these END
messages and know the puzzle of the next committee. Therefore, the adversary
can know the puzzle of the next committee 2Δ time ahead of the honest miners.

We emphasize that we use Δ to analyze the maximum advantage of the
adversary only, our scheme works in a partially synchronous network.
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Lemma 3. Assume f ′ ≤ f holds for comm1. Then in each subsequent commit-
tee, f ′ ≤ f holds except for a probability exponentially small in the committee
size n, if the adversary’s mining power ratio satisfies β < 1/3.

Proof. We notice that the probability of the adversary joining the committee is
the same as its ratio of mining power, which is β. So the probability of honest
miners joining the committee is 1−β. However, the adversary may try to use its
superiority to extend this probability. We will prove that the superiority will not
benefit the adversary in practice. More specifically, the adversary’s superiority
comes from the following two events:

– A: The adversary can know the puzzle of the next committee 2Δ time ahead
of the honest miners, as proved by Lemma 2.

– B: The f ′ corrupted users act as the “leaders” in the underlying BFT con-
sensus consequently, and discard idbs generated by the honest miners.

To benefit the adversary, we assume that the key block proposed by a cor-
rupted leader will not contain any identity blocks proposed by the honest miners.
However, it is no use for the adversary if it cannot dominate the committee for a
long enough term, because the key blocks proposed by the honest leaders always
contain the idb ignored by the corrupt ones. Thus, we only need to consider
the case that corrupted members dominate the committee for a long term. In
this case, the txb generated by honest miners will be ignored forever and the
adversary can get benefits. Although this case happens with low probability, we
include it in the following discussion. That is, we are considering the worst case.

The process of mining can be modeled as Poisson distribution since it is a
memoryless process [1]. The probability that a miner mines k blocks in a certain
period is p(k, λ) = λke−λ

k! , where λ is the expected number of blocks mined
during this period. In event A, the expected number of blocks mined by the
adversary within 2Δ time is λA = 2Δβ/D. Recall that D is the expected time
for all miners to find an identity block. Therefore, in event A, the probability
that the adversary does not mine a block is Pr(AdvFindNoBlockInEventA) =
p(0, λA) = e−2Δβ/D. Similarly, in event B, the probability that the adversary
does not mine a block is Pr(AdvFindNoBlockInEventB) = e−f′T(Δ)β/D. We
use T (Δ) to denote the longest time that a single corrupted leader can rule the
committee for one time. Figure 3 illustrates the adversary’s superiority.

′ (Δ)
Fig. 3. The illustration of the adversary’s superiority. The timeline denotes that the
adversary gains the superiority during this period. The black timeline denotes the fair
race between the adversary and honest miners during this period.
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If the adversary did not mine any block in events A and B, then the probabil-
ity of the corrupt miners joining the next committee is precise β. However, once
event A or B happens, the adversary may get more superiority. Precisely, the
adversary has the probability of Pr(adv) = 1−Pr(AdvFindNoBlockInEventA)
×Pr(AdvFindNoBlockInEventB) = 1 − e−(f′T(Δ)+2Δ)β/D to promote β to β′

(β′ denotes the adversary’s actual mining power). In theory, we can increase D
to eliminate the adversary’s superiority: as D → ∞, Pr(adv) → 0 and β′ → β.
Recall that we assume β < 1/3, so we can assume β′ < 1/3 in the following.

Now we can prove this lemma by induction. Assume that the number of
corrupted miners in a committee commk is f ′ ≤ n/3. Since whether each miner
can join the committee or not is independent of whether other miners can join the
committee or not, we can utilize Chernoff inequality to calculatethe probability
that f ′ exceeds f in commk+1. We have E(f ′) = μ = β′n, where E(f ′) denotes
the expected number of the corrupted members in the committee. Due to the
Chernoff bound, we have Pr(f ′ ≥ (1 + ε)μ) ≤ e−εμ log(1+ε)/2.

We select ε = 1
3β′ − 1, then we have Pr(f ′ ≥ 1

3β′ × β′n) = Pr(f ′ ≥ n
3 ) =

Pr(f ′ > f) ≤ en(1−3β′) log(3β′)/6. Since (1 − 3β′) log(3β′) < 0, the above proba-
bility is exponentially small in n. Therefore, this lemma has been proved.

Theorem 1. (Consistency and Liveness) Assuming f ′ ≤ f in comm1,
Grape can meet the consistency and liveness in Definition 1 except for a proba-
bility exponentially small in n if β′ < 1/3.

Proof. In Lemma 3, we proved that if f ′ ≤ f holds for comm1 and β′ < 1/3, then
f ′ ≤ f holds for each subsequent committee, where f ′ denotes the actual number
of corrupt members in the committee except for a probability exponentially
small in n. In Lemma 1, we proved that any honest miner will commit the same
block at the same height if f ′ ≤ f . Since the miners use a deterministic sorting
algorithm to generate ledger L according to KeyChain, consistency follows in a
straightforward manner from Lemma 3 and Lemma 1.

After receiving the transaction tx, the miner will pack it into the transaction
block txb and broadcast it. Then txb will soon be referenced by a keyb. When the
key block is committed, tx will also appear in the ledger of all honest miners. To
prove that the ledger L meets the liveness, we only need that the BFT run by
the committee can continuously generate key blocks to include new transaction
blocks. Grape’s liveness follows from Lemma 3 and the BFT protocol’s liveness.

Theorem 2. (Smooth Rotation) The rotation of the rolling committee never
interrupts the underlying BFT consensus.

Proof. From Theorem 1, the Grape protocol satisfies both consistency and live-
ness. New valid identity blocks could be contained in blocks in KeyChain, and
every user in Grape can agree on the ending of the last commit and the beginning
of the next one. In this way, users in Grape agree on the committee rotation.
As described in Algorithm 3, the last committee members will quit and the new
committee members take over their job immediately. Since the switch of the
underlying BFT consensus committee and the generation of the old committee’s
last block happen simultaneity, there is no interruption of the BFT consensus.
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7 Implementation and Simulation

We implement the whole Grape protocol with the Go programming language
[17]. Regarding the underlying BFT part, we utilize the same aggregate signature
as in Ethereum [18] to reduce the complexity, and the Gnet framework [12] to
build the communications among the committee members.

We deploy the Grape protocol on four machines and test its performance. One
of the machines has a CPU model of Intel i7-6700 (with 4 cores and 8 threads),
and 16 GB of memory. The CPU model of the other three machines is AMD
4800H (with 8 cores and 16 threads), and the memory is 16 GB. The bandwidth
employed between these machines is 939 Mbits per second and the bandwidth
employed within a single machine is 6.20 Gbits per second. We test the effect
of the different committee sizes on the performance of the Grape protocol. It
is worth noting that since the Grape protocol confirms transactions by using a
fixed-size committee (i.e., value n is constant) to run the underlying BFT, the
number of all nodes in Grape has little effect on its performance.

In the experiment, we choose a transaction size of 24B with each transaction
block contains 100 transactions, and the size of the transaction block is 2.614 KB.
We evaluate the performance of the Grape protocol in terms of transaction
latency and transaction throughput.

Table 2. Experimental results of grape

Committee size n 4 7 10 13 16

Transaction throughput
(×105 transactions/second)

3.83 3.28 3.02 2.81 2.34

Confirmation latency
(seconds)

1.74 3.27 3.38 3.50 4.39

In our simulation, we vary the committee size from 4 to 16. The result
shows that the transaction throughput of Grape varies from 3.83 × 105 tps to
2.34 × 105 tps, and the confirmation latency varies from 1.74 seconds to 4.39
seconds correspondingly, as shown in Table 2, which are much better than other
approaches [2,15,24]. We emphasize that the throughput is the number of blocks
multiplyed the containing transactions, where blocks are sent by miners in par-
allel before selection by committees.

It is worth noting that Grape’s performance decreases almost linearly as the
committee size grows. In practice, people can determine committee size according
to the estimated number of corrupt committee members, and balance between
the performance and the security bound.

8 Conclusion

In this paper, we propose Grape, an efficient hybrid consensus protocol using
BlockDAG, which gives a new and comprehensive answer to the challenges of
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promoting the blockchain throughput and reducing the confirmation time. Com-
pared with other hybrid consensus protocols, Grape makes improvements on
committee rotation and concurrency. Furthermore, the simulation justifies the
availability of Grape.
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Abstract. The paper presents a mathematical description of the vote
delegation incentive process for funding proposals in a decentralized gov-
ernance system using a blockchain-based voting. Two models of bribing a
delegate by a proposer submitting proposals for funding are considered:
“Rational Delegates” and “Emotional Delegates”. In terms of parameters
describing the voting process, a sufficient condition for a Nash equilib-
rium is found to be as follows: if both a proposer and a delegate do not
intend to participate in bribery. Moreover, it is shown at what share of
the briber’s stake this condition is satisfied. The main practical result of
the paper is the possibility to define what kind of an attacker (in terms of
the bribing capability) we will be able to resist under certain parameters.

Keywords: Blockchain · Blockchain governance · Decentralized
voting · Delegation incentives · Vote delegation · Bribery · Nash
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1 Introduction

Development of an effective on-chain decentralized governance remains one of
the most complicated issues in blockchain-based systems design. Some solutions
are hybrid off-chain and on-chain systems (e.g., Dash [1]) while others are purely
on-chain governance systems (e.g., Tezos [4], Ethereum Classic [12]). More infor-
mation about blockchain governance can be found in [5,11,13]. The important
part of cryptocurrency governance is a self-funding mechanism, often called a
treasury system, providing a decentralized funding distribution among projects
aimed at cryptocurrency development and growth. One of such funding systems,
called Catalyst, is implemented in Cardano [3]. There is a special platform where
users can submit their proposals on Cardano improvement [2]. The voting pro-
cess is carried out on Cardano blockchain using the special voting protocol that
provides privacy [17].

As we can see from the past Catalyst Funds (rounds of voting), there are
a lot of proposals related to different topics: from development and audit to
marketing and global adoption etc. Obviously, stakeholders cannot be experts
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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in all proposals’ topics of all Catalyst Funds; they do not have enough time and
expertise to go through hundreds of proposals and vote for them. In this regard,
the problem of constructing an effective delegation incentive scheme arises. Such
a scheme should provide:
– high quality decision-making by professional delegates;
– increased stake participation (stakeholders spend less time and may spend

less effort in Catalyst);
– higher level of security against treasury attacks (harder attacks to takeover

Catalyst control in fully decentralized environment).

So, the proposed delegation incentive scheme aims to satisfy interests of
all honest players, minimize risks arising from malicious behavior and provide
growth of the overall cryptocurrency value.

Construction, description and security rationale of such a complex process as
Catalyst voting [17] requires use of results from various fields of applied math-
ematics. Most of all it is related to various areas in cryptology, since many
symmetric, asymmetric and hybrid cryptosystems, zero-knowledge proofs, secret
sharing schemes etc. are used in the voting process.

One of the most important fields of mathematics employed to build the incen-
tive system in Catalyst is game theory. So, the paper [6] describes a probabilistic
approach to incentives distribution using a kind of lottery. Existence of a Nash
equilibrium for this model is proved, moreover, the proof is constructive, and
various properties of this equilibrium are described.

Contributions. The obtained results are also in the field of game theory, but
they are related only to analysis of the conditions under which a threat of voter
bribery arises.

To analyze the threats related to bribery, we fulfilled the following tasks:
– the mathematical model that fully describes the process of receiving incentives

by delegates was built;
– two models of bribing a delegate by a proposer were considered: “Rational

Delegates” and “Emotional Delegates”;
– all possible conditions of a Nash equilibrium existence for these models were

analyzed;
– in terms of parameters describing the voting process, a sufficient condition

was formulated and proved that a Nash equilibrium exists only if both a
proposer and a delegate do not intend to participate in bribery;

– it was shown at what stake share owned by a briber the above condition is
satisfied.

1.1 Related Work

The problem of voting on the blockchain was studied in many papers. One of the
most fundamental works in this field is [10]. This paper looks into the blockchain
application in electronic voting. It was shown that the blockchain technology can
solve some of the issues of electronic election systems, but there are questions
regarding privacy protection and scalability. Besides, this paper also contains a
large and detailed overview of other papers.
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Among other studies dealing with the blockchain-based voting we can list
the following ones:

– [16] – on advantages of using blockchain for voting and additional opportu-
nities related to the blockchain application;

– [14] – on principles for building an anonymous decentralized e-voting system
using a ring signature mechanism and the blockchain technology to ensure
anonymity, integrity and transparency;

– [7] – on distributed protocols that privately compute outcomes of a voting
scheme revealing a limited amount of information.

However, it should be noted that the subjects of these papers do not include
the issue of bribery.

The book [8] studies many aspects of voting including risks related to bribery
using game theory (Chap. 7). Similar issues were discussed in more detail in
[9,15], and each of these papers contains its own specific mathematical model
corresponding to a certain practical task. However, the results obtained in these
papers and recommendations given cannot be used for blockchain-based voting
because of the following reasons:

– absence of a “trusted third party”;
– identification of a stakeholder offering a bribe is challenging due to blockchain

anonymity;
– inability to punish a stakeholder who is bribing because their identity is poten-

tially unknown.

The issues considered in this paper are very different from the above ones
as they are related to a completely new model of Catalyst voting developed
specially for Cardano. We take into account Catalyst delegate selection scheme,
procedure of voting for proposals and stake distribution among voters. So, the
results obtained are original and valuable.

2 Preliminaries

There are the following types of participants with specific goals (regarding honest
players) in the system:

– proposers submit proposals and aim to receive funding for their projects;
– stakeholders (aka voters) can either vote for proposals by themselves or dele-

gate this job to delegates (in order for stakeholder to take part in the voting
process, their stake must be greater than a given threshold, that is necessary for
protection from DoS attacks; the specific value of this threshold is not signif-
icant for further analysis); stakeholders are interested in competent decision-
making regarding funding (that increases the overall cryptocurrency value and
hence the value of their stakes) and rewarding for voting (delegation);

– delegates (aka representatives) are authorized to vote on behalf of stakehold-
ers and are interested in competent decision-making regarding funding and
rewarding for voting.
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– experts evaluate proposals and give constructive feedback receiving appropri-
ate rewards for doing this work.

Notations

– V = {V1, ..., Vm}, m ∈ N is a set of stakeholders (voters);

– D = {D1, ..., Dn}, n ∈ N is a set of delegates;

– s1, ..., sm, si ∈ (0, 1) are corresponding stake shares of delegates (including a delegated

stake);

– s′
1, ..., s′

n, s′
j ∈ (0, 1) are corresponding stake shares of stakeholders;

– e = const, e ∈ R+ is an escrow that a delegate Di makes during a registration;

– Θ ∈ R+ is a total treasury fund for one round of voting;

– ψ ∈ (0, 1) is a share of the treasury fund allocated for delegates’ reward (e.g., ψ = 0.02);

– R = ψΘ is a delegates’ total reward;

– φ ∈ [0, 1] is a share of the treasury fund allocated for stakeholders’ reward (e.g., φ = 0.12);

– R′ = φΘ is a stakeholders’ total reward;

– stotal ∈ R+ is a total stake participating in the voting (registered stake);

– A = {A0, A1, A2} are shares of the escrow ei that should be burnt if the delegate Di has

not submitted a ballot, for various delegation levels (e.g. A = {0.1, 0.2, 1.0});

– ri = Rsi is a total reward of the delegate Di for honest activity, or if he is bribed but not

detected;

– rv
j = R′s′

j is a reward of the stakeholder Vj ;

– α ∈ [0, 1] is a share of a delegates’s reward allocated for short-term reward (e.g., α = 0.7);

– rs
i = α · ri is a short-term reward of the delegate Di (paid immediately);

– rl
i =

{
rl
i = (1 − α) · ri if Conditions 1 and 2 are satisfied

0 otherwise
,

is a long-term reward of the delegate Di (paid at the end of k rounds of voting);

Condition 1: sav
i ≥ λ · stotal, the delegate Pi is delegated with not less than some

constant percent of stake on average during k rounds of voting (e.g., λ = 0.02)

Condition 2: Di participated at least in x rounds of voting out of k (e.g., x = 6, k = 8)

If a delegate does not participate in any of k rounds of voting, then he will get neither

short- nor long-term rewards for this round

– ri = rs
i + rl

i;

– ei > 0, efforts paid by Di for one round of voting;

– p, probability to bribe Di (p = Pr(Di accepts a bribe) for randomly chosen Di);

– q, probability that bribery of Di will be detected;

– v, the average funding a proposer gets in k rounds of voting;

– F ∈ R+, profit that P gets from bribing;

– Ci = csi, for some c > 0, Ci ∈ R+, costs that P proposes to Di as a bribe;

– Ki = κsi, for some κ ≥ 0, risk cost/moral price if Di accepts a bribe (with “–”); or interest

for refusing (with “+”) because Di is proud of himself (if he is honest).

3 Delegation Scheme

A delegation process consists of the following steps.

1. Stakeholders and delegates are registered on a blockchain:
– each delegate Di makes an escrow e on registration;
– decision-making process is supported by experts using their separate plat-

form (currently it is IdeaScale [2]).
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2. Stakeholders and delegates vote on proposals:
– to be rewarded, a delegate Di must vote (Yes/No) not less than on a fixed

number of proposals and write a rationale for each voted proposal on a
public resource with its address provided to stakeholders;

– to be rewarded, a stakeholder Vi must do one of the following:
• vote (Yes/No) not less than on a fixed number of proposals;
• delegate their voting power to a delegate who must vote not less than

on a fixed number of proposals;
– the current treasury protocol allows parallel voting providing ballot pri-

vacy both for stakeholders and delegates.
3. Rewards are paid to stakeholders (rv

j ) and eligible delegates (ri):
– a short-term delegate’s reward rs

i is paid immediately after the voting;
– a long-term delegate’s reward rl

i is accumulated and paid at the end of k
funds (e.g., 2 years);

– undistributed delegates’ rewards are sent back to further funds.
4. If a delegate sends no ballot (covering necessary amount of proposals) or gets

no delegation, he gets no reward and a fine (voting liveness protection):
– no delegation at all: amount of A0 of his escrow e is burnt;
– having delegated less than δ (i.e., 1% of the total stake) tokens and no

ballot: amount of A1 of his escrow e is burnt;
– having delegated at least δ tokens and no ballot: amount of A2 delegate’s

escrow e (100%) is burnt.

3.1 Calculation of a Delegate’s Total Reward

To define the value of a bribe that may be interesting for some delegate Di, we
first should define the total reward of Di that he will lose if the fact of bribery
is detected. We assume the following.

– Di loses at least short-term rewards for the nearest k rounds of voting and
one long-term reward, assuming that the long-term reward is paid after every
k rounds of voting.

– The value of money that Di gets now is more valuable than the same value
of money that will be received later, with some coefficient t ∈ (0, 1). More
precisely, if Di gets a short-term reward rs

i in every voting round, then the
value in the nearest voting round is rs

i , in the next voting round this value is
trs

i , then t2rs
i , t3rs

i etc., respectively.

Then the total reward, Ri, for the i-th delegate (Di) for the whole “cycle” (k
voting rounds or the number of rounds between long-term rewards) is:

Ri = rs
i + trs

i + ... + tk−1rs
i + tk−1rl

ik = rs
i

1−tk

1−t + tk−1rl
ik

= αRsi
1−tk

1−t + tk−1(1 − α)Rsik = Rsi

(
α 1−tk

1−t + k(1 − α)tk−1

)
.

(1)

The value of t may be taken, in particular, based on deposit interest. For
example, if there are 3 months between funds, and the annual interest is 4%,
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then for every 3rd month the interest is 1%, so t ≈ 0.99 or so. In this case, and
if, for example, k = 8, we get the value of the total reward as

Ri = Rsi

(
α

1 − 0.998

0.01
+ 8 · (1 − α) · 0.99

7
)

= Rsi

(
7.73α + 7.46 · (1 − α)

)
= Rsi(0.27α + 7.46).

4 Bribery Scenario in Pure Strategies

A bribery scenario in pure strategies can be modeled as an asymmetric sequential
game among delegates and proposers. Each proposer may play two strategies:

– (B1) – does not propose a bribe for voting in his interest;
– (B2) – proposes a bribe for voting.

Each delegate may also play two strategies:

– (S1) – refuses to take a bribe;
– (S2) – is waiting for a bribe (after that he votes as a briber wants).

If a proposer plays (B1), i.e., does not try to bribe a delegate Di, then Di

gets a payoff Ri – a total reward (1) for participation in k sequential votings,
taking into account the fact that different parts of the total reward are paid in
different times. But in the case if the delegate was waiting for a bribe, i.e. plays
(S2), he also has some moral suffering κi that his expectations were not met.
Then the payoff of Di is:

ui(B1, S1) = Ri − kei, (2)

ui(B1, S2) = Ri − kei − Ki, (3)

where ei are efforts paid by Di for one voting.
We also assume that a proposer receives some fixed v that may be considered

as the average funding he gets in k funds (we do not care about this value and
may assume v = 0):

uP (B1, ·) = v. (4)

If a proposer plays (B2), a delegate may play two strategies, and his payoff
is:

ui(B2, S1) = Ri − kei + Ki; (5)

ui(B2, S2) = Ci + (1 − q)Ri − Ki, (6)

where all notations were introduced in Notations (Sect. 2).
The payoff of the proposer who plays (B2) is:

uP (B2, S1) = −Ki; (7)

uP (B2, S2) = F − Ki − Ci, (8)
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where F = 0 iff a stake ratio si that briber managed to bribe, is not sufficient
to win voting.

The corresponding payoff matrices of the game are:

Mi =

(B1) (B2)( )
(S1) Ri − kei Ri − kei + Ki

(S2) Ri − kei − Ki Ci + (1 − q)Ri − Ki
(9)

payoff for delegate Di; and

MP =

(S1) (S2)( )
(B1) v v
(B2) −Ki F − Ki − Ci

(10)

payoff for proposer.
Note that for case of rational players, we assume κ = 0, hence Ki = 0. From

(9) and (10) we get the following trivial Proposition.

Proposition 1 (Nash equilibrium in pure strategies). The conditions for
a Nash equilibrium in pure strategies are the following.

1. The point (B1, S1) is always a Nash equilibrium.
2. The point (B2, S2) is a Nash equilibrium iff{

F − Ki − Ci > v;
Ci + (1 − q)Ri − Ki > Ri − kei + Ki.

3. The point (B1, S2) is a Nash equilibrium iff

{
Ki = 0;
F − Ci < v.

4. The point (B2, S1) is a Nash equilibrium iff

{
Ki = v = 0;
qRi ≥ Ci + kei − 2Ki.

Note that the described voting system is vulnerable to bribery only in the case
when (B2, S2) is a Nash equilibrium, because in three other points no bribery
occurs. Using Proposition 1 and (1), we can formulate the following Corollary.

Corollary 1. The necessary condition to have a Nash equilibrium (in pure
strategies) in the point (B2, S2) is:

F > v + Ki + Ci > v + Ki + (Ri − kei + Ki − (1 − q)Ri + Ki)

= v + si

(
3κ + qR

(
α 1−tk

1−t + k(1 − α)tk−1

)
− kei

)

or
si <

F + kei − v

3κ + qR

(
α 1−tk

1−t + k(1 − α)tk−1

) .
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In other words, the necessary condition for a Nash equilibrium in (B2, S2) is
that the stake that a briber needs to buy to win the voting is not larger than
the right part of the equality.

For example, if F = $1, 000, 000; k = 8; α = 0.15; v = $50, 000; κ = 0;
ei = $2250; q = 0.96; t = 0.99; R = $360, 000 we get:

si <
$1, 000, 000 + 8 · $2250 − $50, 000

0.96 · $360, 000 ·
(

0.15 · 1−0.998

0.01 + 8 · 0.85 · 0.997

) ⇐⇒ si < 0.374.

Note 1. According to (7) and (8), to get some profit from bribery, a proposer
should bribe some amount of stake, say not less than s, to win voting. As in our
model, a bribe is proportional to the amount of stake bribed, the optimal case
for him is to bribe delegates Di1, ...,Dik such that:

(i1, ..., ik) = arg min
j1,...,jl

{
l∑

t=1

sjt ≥ s

}
.

5 Bribery Scenario in Mixed Strategies

We consider two models for two different types of players behavior: rational
players and emotional players. Rational players are interested only in increasing
their profit or income and do not pay attention to how moral or how honest their
actions are. Emotional players may also try to increase their income in some
malicious way, but they feel shame if they do this. And vise versa: they may be
proud of themselves if they find strength to resist some profitable proposition
that may increase their income. In the model with emotional players, we consider
that both sides of the game, the delegate and the proposer, are emotional. And
so called “moral price” for them is proportional (with some coefficient κ) to the
delegated stake ratio that corresponds to the delegate that briber (proposer) is
trying to bribe.

In this chapter we first prove some general statements for two-player game
that later we use to obtain results for these two models.

For simplicity, we define elements of the matrices Mi and MP as:

Mi =
(

d11 d12

d21 d22

)
; MP =

(
b11 b12

b21 b22

)
. (11)

For describing a Nash equilibrium in mixed strategies, we need two auxiliary
lemmas.

Lemma 1. Let a, b ∈ R, a + b �= 0. Define p = a
a+b . Then p ∈ [0, 1] ⇐⇒⎧⎪⎨

⎪⎩
a + b �= 0;[

ab ≥ 0;
ab ≤ 0.
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Proof. Let us consider four cases for a and b.
Case 1: a ≥ 0, b ≥ 0, a + b �= 0.
In this case 0 ≤ a ≤ a + b holds that is equivalent to 0 ≤ p ≤ 1.
Case 2: a ≤ 0, b ≤ 0, a + b �= 0.
Define a = −a1, b = −b1. Then p = −a1

−a1−b1
= a1

a1+b1
, when a1 ≥ 0, b1 ≥ 0,

a1 + b1 �= 0 and, according to Case 1, we get 0 ≤ p ≤ 1.
Case 3: a > 0, b ≤ 0, a + b �= 0.
In this case a + b < a and p < 0 (if a + b < 0) or p > 1 (if a + b > 0).
Case 4: a < 0, b ≥ 0, a + b �= 0.
In this case p < 0 if b + a > 0 (or b > −a), or p = −a

−(b+a) = −a
−a−b > 1 if

b < −a.

In what follows, we will consider mixed strategies μ1 = (p1, 1 − p1) for the
Delegate and μ2 = (p2, 1 − p2) for the Briber. For simplicity, we say “point
(p1, p2)” instead of “point (μ1, μ2)”.

Lemma 2. Let payoff matrices Mi and MP be as in (11). Then:

1. For any p1, p2 a point (p1, p2) is a Nash equilibrium iff⎧⎪⎪⎪⎨
⎪⎪⎪⎩

d21 = d11;
d12 = d22;
b21 − b22 − b11 + b12 = 0;
b12 = b22.

(12)

2. A point
(
p1,

d12−d22
d21−d11−d22+d12

)
is a Nash equilibrium for any p1 ∈ [0, 1] iff

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

b12 = b22;
b21 = b11;
d21 − d11 − d22 + d12 �= 0;⎡
⎢⎢⎢⎢⎣

{
d12 − d22 ≥ 0;
d21 − d11 ≥ 0;{
d12 − d22 ≤ 0;
d21 − d11 ≤ 0.

(13)

3. A point
(

b12−b22
b21−b22−b11+b12

, p2

)
is a Nash equilibrium for any p2 ∈ [0, 1] iff

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d12 = d22;
d21 = d11;
b21 − b11 − b22 + b12 �= 0;⎡
⎢⎢⎢⎢⎣

{
b12 − b22 ≥ 0;
b21 − b11 ≥ 0;{
b12 − b22 ≤ 0;
b21 − b11 ≤ 0.

(14)
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4. A point
(

b12−b22
b21−b22−b11+b12

, d12−d22
d21−d22−d11+d12

)
is a Nash equilibrium iff

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

b21 − b11 − b22 + b12 �= 0;⎡
⎢⎢⎢⎢⎣

{
b12 − b22 ≥ 0;
b21 − b11 ≥ 0;{
b12 − b22 ≤ 0;
b21 − b11 ≤ 0.

d21 = d11;⎡
⎢⎢⎢⎢⎣

{
d12 − d22 ≥ 0;
d21 − d11 ≥ 0;{
d12 − d22 ≤ 0;
d21 − d11 ≤ 0.

(15)

There are no other Nash equilibria in mixed strategies.

Proof. In our notations,

ui(p1, p2) = d11p1p2 + d12p1(1 − p2) + d21(1 − p1)p2 + d22(1 − p1)(1 − p2).

Then, from equality
ui(0, p2) = ui(1, p2)

we get
(d21 − d11 − d22 + d12)p2 = d12 − d22. (16)

Case 1:

{
d12 �= d22;
d21 − d11 − d22 + d12 = 0.

In this case (16) has no solutions.

Case 2:

{
d12 = d22;
d21 − d11 − d22 + d12 = 0

or

{
d12 = d22;
d21 = d11.

In this case any p2 ∈ [0, 1] is a solution of (16).
Case 3: d21 − d11 − d22 + d12 �= 0.
In this case (13) has only one solution

p2 =
d12 − d22

d21 − d11 − d22 + d12
.

From condition p2 ∈ [0, 1] and using Lemma 1, we get additional restrictions:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

[
d12 − d22 ≥ 0;
d21 − d11 ≥ 0;

[
d12 − d22 ≤ 0;
d21 − d11 ≤ 0.
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Applying the same considerations to the equality

uB(p1, 0) = uB(p1, 1),

we complete the proof.

5.1 Model 1: Rational Players

In this subsection the first model with rational players is considered.

Proposition 2. For Model 1 (with rational players) the conditions for a Nash
equilibrium in mixed strategies are:

– a Nash equilibrium in the point (p1, p2) for arbitrary p1, p2 ∈ [0, 1] iff
{

qRi = F − kei;
F = Ci.

(17)

– a Nash equilibrium in the point (p1, 1) for arbitrary p1 ∈ [0, 1] iff
⎧⎪⎨
⎪⎩

qRi �= Ci + kei;
v = 0;
F = Ci.

(18)

– a Nash equilibrium in the point (1, p2) for arbitrary p1 ∈ [0, 1] iff
⎧⎪⎨
⎪⎩

qRi = Ci + kei;
v = 0;
F < Ci.

(19)

– a Nash equilibrium in the point (F−Ci−v
F−Ci

, p2) for arbitrary p2 ∈ [0, 1] iff
⎧⎪⎨
⎪⎩

qRi = Ci + kei;
0 < v ≤ F − Ci;
F > Ci.

(20)

– a Nash equilibrium in the point (1, 1) iff
⎧⎪⎨
⎪⎩

qRi �= Ci + kei;
v = 0;
F < Ci.

(21)

– a Nash equilibrium in the point (F−Ci−v
F−Ci

, 1) iff
{

qRi �= Ci + kei;
0 < v ≤ F − Ci.

(22)
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There are no others Nash equilibria in mixed strategies.

Proof. For Model 1 we can rewrite (12) as⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Ri − kei − (Ri − kei) − (Ci + (1 − q)Ri + (Ri − kei) = 0;
Ri − kei = Ci + (1 − q)Ri;
v − (F − Ci) − v + 0 = 0;
v = F − Ci

that is equivalent to

{
Ri − kei = Ci + (1 − q)Ri;
F = Ci

or

{
qRi = Ci + kei;
F = Ci.

Next, (13) can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

v = F − Ci;
0 − (F − Ci) − v + v = 0;
(Ri − kei) − (Ri − kei) − (Ci + (1 − q)Ri) + (Ri − kei) �= 0;⎡
⎢⎢⎢⎢⎣

{
Ri − kei ≥ Ci − (1 − q)Ri;
Ri − kei ≥ Ri − kei;{
Ri − kei ≤ Ci − (1 − q)Ri;
Ri − kei ≤ Ri − kei

that is equivalent to

⎧⎪⎨
⎪⎩

F = Ci;
v = 0;
qRi �= Ci + kei.

Note that in this case p2 = 1 because of d21 = d11, so we have a Nash
equilibrium as (p1, 1) for arbitrary p1 ∈ [0, 1].

Then, the condition (14) can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ri − kei = Ci + (1 − q)Ri;
Ri − kei = Ri − kei;
0 − (F − Ci) − v + v = 0;⎡
⎢⎢⎢⎢⎣

{
v − (F − Ci) ≥ 0;
0 − v ≥ 0;{
v − (F − Ci) ≤ 0;
0 − v ≤ 0

or ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

qRi = Ci + kei;
F �= Ci;⎡
⎢⎢⎢⎢⎣

{
v ≥ F − Ci;
v ≤ 0;

↔
{

v = 0;
F − Ci < 0{

v ≤ F − Ci;
v ≥ 0.

↔ 0 ≤ v ≤ F − Ci

⇐⇒
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

qRi = Ci + kei;⎡
⎢⎢⎢⎢⎣

{
F − Ci > 0;
0 ≤ v ≤ F − Ci;{

F − Ci < 0;
v = 0

⇐⇒

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

qRi = Ci + kei;⎡
⎢⎢⎢⎢⎣

{
F > Ci;
0 ≤ v ≤ F − Ci;{

F < Ci;
v = 0.

In this case

p1 =
b12 − b22

b21 − b22 − b11 + b12
=

v − (F − Ci)

v − (F − Ci) + 0 − v
=

F − Ci − v

F − Ci

=

{
1 if v = 0;
F−Ci−v

F−Ci
if 0 ≤ v ≤ F − Ci

and p2 ∈ [0, 1].
At last, the condition (15) for Model 1 can be rewritten as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 − (F − Ci) − v + v �= 0;⎡
⎢⎢⎢⎢⎣

{
v − (F − Ci) ≥ 0;
0 − v ≥ 0;{
v − (F − Ci) ≤ 0;
0 − v ≤ 0;

Ri − kei − (Ri − kei) − (Ci + (1 − q)Ri) + Ri − kei �= 0;⎡
⎢⎢⎢⎢⎣

{
Ri − kei − (Ci + (1 − q)Ri) ≥ 0;
Ri − kei − (Ri − kei) ≥ 0;{
Ri − kei − (Ci + (1 − q)Ri) ≤ 0;
Ri − kei − (Ri − kei) ≤ 0

⇐⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F − Ci �= 0;
⎡

⎢
⎢
⎢
⎢
⎣

{
v ≥ F − Ci;

v ≤ 0;
{
v ≤ F − Ci;

v ≥ 0;

qRi �= Ci + kei;[
qRi ≥ Ci + kei;

qRi ≤ Ci + kei

⇐⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F − Ci �= 0;

qRi �= Ci + kei;
⎡

⎢
⎢
⎢
⎢
⎣

{
F − Ci > 0;

0 ≤ v ≤ F − Ci;
{
F − Ci < 0;

v = 0

⇐⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F �= Ci;

qRi �= Ci + kei;
⎡

⎢
⎢
⎢
⎢
⎣

{
F > Ci;

0 ≤ v ≤ F − Ci;
{
F < Ci;

v = 0.

In this case

p1 =

{
1 if v = 0;
F−Ci−v

F−Ci
if 0 ≤ v ≤ F − Ci

and p2 = 1 as d21 = d11.
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5.2 Model 2: Emotional Players

For Model 2 (with emotional players) we can formulate the following proposition.

Proposition 3. There exists only one Nash equilibrium in the mixed strategies
for Model 2 iff: ⎧⎪⎨

⎪⎩
0 ≤ v ≤ F − Ci − Ki;
(1 − q)Ri �= Ki − Ci − kei;
qRi ≤ Ci + kei − 2Ki.

(23)

Under the condition (23) the point (p1, p2) is a Nash equilibrium, where

p1 = 1 − Ki + v

F − Ci
; p2 = 1 − Ki

Ci + kei − Ki − qRi
.

Proof. 1. For this Model we can rewrite the first equality in (12) as

(Ri − kei − Ki) − (Ri − kei) = 0,

that does not hold because in this Model Ki �= 0.
Then there are no conditions for a Nash equilibrium in (p1, p2) for arbitrary
p1, p2 ∈ [0, 1].

2. Next, in conditions (13) the second equality can be rewritten as

−Ki = v,

that does not hold as v ≥ 0, Ki > 0.
3. The second condition in (14) can be rewritten as

Ri − kei − Ki = Ri − kei + Ki,

that does not hold as Ki > 0.
4. The condition (15) can be rewritten as

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−Ki − (F − Ci − Ki) − v + v �= 0;
⎡

⎢
⎢
⎢
⎢
⎣

{
v − (F − Ci − Ki) ≥ 0;

−Ki − v ≥ 0;
{
v − (F − Ci − Ki) ≤ 0;

−Ki − v ≤ 0;

(Ri − kei − Ki) − (Ri − kei) − (Ci + (1 − q)Ri − Ki) + (Ri − kei + Ki) �= 0;
⎡

⎢
⎢
⎢
⎢
⎣

{
(Ri − kei + Ki) − (Ci + (1 − q)Ri − Ki) ≥ 0;

(Ri − kei − Ki) − (Ri − kei) ≥ 0;
{

(Ri − kei + Ki) − (Ci + (1 − q)Ri − Ki) ≤ 0;

(Ri − kei − Ki) − (Ri − kei) ≤ 0
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that is equivalent to
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

F �= Ci;
v ≤ F − Ci − Ki;
−Ci − (1 − q)Ri + Ki − kei �= 0;
Ri − kei + Ki ≤ Ci + (1 − q)Ri − Ki

or ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

F �= Ci;
v ≤ F − Ci − Ki;
(1 − q)Ri �= Ki − Ci − kei;
qRi ≤ Ci + kei − 2Ki = −Ki − (Ki − Ci − kei)

or ⎧⎪⎨
⎪⎩

v ≤ F − Ci − Ki;
(1 − q)Ri �= Ki − Ci − kei;
qRi ≤ Ci + kei − 2Ki.

In this case

p1 =
v − (F − Ci − Ki)

v − (F − Ci − Ki) − Ki − v
=

F − Ci − Ki − v

F − Ci

= 1 − Ki + v

F − Ci

;

p2 =
(Ri − kei + Ki) − Ci − (1 − q)Ri + Ki

(Ri − kei + Ki) − (1 − q)Ri + Ki + Ri − kei − Ki − Ri + kei

=
2Ki − Ci − kei + qRi

Ki − Ci − kei + qRi

= 1 − Ki

Ci + kei − Ki − qRi

.

5.3 Sufficient Conditions for a Nash Equilibrium in Terms
of a Delegated Stake Ratio

Here we formulate the condition for a Nash equilibrium in terms of a stake ratio
that a proposer needs to buy to be guaranteed to win the voting. First, we
formulate some general sufficient conditions based on results from 2.4, 2.5.1 and
2.5.2.

Proposition 4. Let condition
{

qRi > Ci + kei − 2Ki;
F < Ci

(24)

hold. Then:

1. if Ki = 0 then:
– (B1, S1) is a Nash equilibrium;
– (B2, S2) is not a Nash equilibrium;
– there are no Nash equilibria in mixed strategies;

2. if Ki �= 0 then the only Nash equilibrium in both pure and mixed strategies is
(B1, S1).
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Proof. 1. Let Ki = 0. From Proposition 1 it is easy to see that (B1, S1) is a Nash
equilibrium and (B2, S2) is not due to the condition F < Ci from (24) that
contradicts the first condition F −Ki −Ci > v > 0 from p.2 of Proposition 1.
Next, this condition also contradicts (17), (18), (20) and (22) in Proposition
2.
The condition qRi > ci + kei − 2Ki from (24) contradicts (19) in Proposition
2. And note that the condition (24) entails the fulfillment of the condition
(21) in Proposition 2 that means (B1, S1) is a Nash equilibrium.

2. Let Ki �= 0. Then from Proposition 1 we again see that (B1, S1) is a Nash
equilibrium, and there are no other Nash equilibria in pure strategies.
From Proposition 3 we also see that there are no Nash equilibria in mixed
strategies, because the first inequality in (24) contradicts the third inequality
in (23).

In our notations we may rewrite (24) as
⎧⎨
⎩

si > kei

qR(α· 1−tk

1−t +k(1−α)tk−1)−c+2κ
;

si > F
c

or

si > max

{
kei

qR(α · 1−tk

1−t + k(1 − α)tk−1) − c + 2κ
,
F

c

}
. (25)

In other words, the condition (25) is sufficient to have a Nash equilibrium
only in (B1, S1) and not to have it in (B2, S2) and in the mixed strategies.

6 Numerical Results

Using the formula from Corollary 1, we calculated the values of the maximum
stake share that is necessary for the briber to win voting, under which a bribery
is still profitable for them, for the following parameters:

– the total treasury fund for one voting round Θ = $8, 000, 000;
– the profit that a proposer gets from bribing F = $1, 000, 000;
– the number of voting rounds in one cycle: k = 5, ..., 10 for Fig. 1 and k ∈ [4; 35]

for Fig. 2;
– the share of short-term reward α = 0.15;
– the proposer’s average profit in the case of no bribery v = $50, 000;
– the moral price κ = 0;
– the effort spent for voting on all proposals in one voting round, i.e. one Cat-

alyst Fund, ei = $2250;
– the probability of bribery detection q = 0.96;
– the value of a delegate’s reward t = 0.99;
– the total reward for delegates per one voting round: R ∈ [$136, 000;

$1, 600, 000] for Fig. 1 and R = $360, 000 for Fig. 2.
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The obtained results are summarized in Figs. 1–2.

Fig. 1. Dependency of the maximum stake share that is necessary for the briber to
win voting, under which a bribery is still profitable for them, on R, the total reward
for delegates per voting round (for different k)

Fig. 2. Dependency of the maximum stake share that is necessary for the briber to win
voting, under which a bribery is still profitable for them, on k, the number of voting
rounds in one cycle

Let us look at the Fig. 1 and the curve for k = 8 (the green one). For R =
$440, 000, a Nash equilibrium in the point (B2, S2) will exist only if the delegates’
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stake share that a briber needs to buy to win voting is not larger than 0.3057.
That means spending the amount of R = $440, 000 for the total delegates’
reward, we will provide protection of the delegation scheme against a bribery
involving buying more than 30% of delegates’ stake.

7 Conclusions

In this paper we present the mathematical model that fully describes the vote
delegation incentive process for decentralized governance system for funding dis-
tribution that uses a blockchain-based voting. Two models of bribing a delegate
by a proposer submitting proposals for funding are considered: “Rational Dele-
gates” and “Emotional Delegates”.

In terms of parameters describing the voting process, it is stipulated that the
sufficient condition that a Nash equilibrium exists only if both a proposer and a
delegate do not intend to participate in bribery, and it is shown at what stake
share owned by a briber this condition is satisfied. The main practical result of
the paper is the possibility to define what kind of an attacker (in terms of the
bribing capability) we will be able to resist under certain parameters.

Acknowledgements. We gratefully thank Philip Lazos for fruitful discussions.
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Abstract. We present Accept, a simple, asynchronous transaction sys-
tem that achieves perfect horizontal scaling.

Usual blockchain-based transaction systems come with a fundamen-
tal throughput limitation as they require that all (potentially unrelated)
transactions must be totally ordered. Such solutions thus require serious
compromises or are outright unsuitable for large-scale applications, such
as global retail payments.

Accept provides efficient horizontal scaling without any limitation.
To that end, Accept satisfies a relaxed form of consensus and does not
establish an ordering of unrelated transactions. Furthermore, Accept
achieves instant finality and does not depend on a source of randomness.

1 Introduction

The financial world is changing around the globe. With the rise of digital cryp-
tocurrencies like Bitcoin [13] and Ethereum [16], the pressure on the traditional
banking system to implement a digital currency on its own is rising. Due to
the well-known limitations of permissionless blockchain systems thus far, such
a digital currency is mostly envisioned based on permissioned, byzantine fault-
tolerant ledger technology. Furthermore, as both central and commercial banks
have no interest in a fully distributed solution that can hardly be regulated, the
employment of a permissioned system constitutes a good fit to establish such a
digital currency.

Previously, revolutionizing the global financial infrastructure was envisioned
based on byzantine agreement protocols. Such systems are popular because they
provide a reliable and robust way of transferring funds between participants by
establishing a total order of all transactions. However, ordering all transactions
has proven to be a throughput-limiting factor for these systems, which only
achieve throughputs up to tens of thousands of transactions per second even in
lab environments [15]. Despite byzantine agreement systems being optimized for
high throughput, they only recently matched the demands of leading credit card
providers; hence, this technology does not seem future-proof in our increasingly
digital world.

Our Contribution: We present a system based on A Cheaper Consensus for
Efficient, Parallelizable Transactions (Accept), that features:
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https://doi.org/10.1007/978-3-031-25734-6_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25734-6_18&domain=pdf
https://doi.org/10.1007/978-3-031-25734-6_18


298 M. Mathys et al.

– Limitless Scalability: Accept does not order transactions that do not
depend on each other. Thus, any number of parallel transactions can be pro-
cessed given a sufficient amount of hardware.

– Instant Finality: Accept confirms transactions in 1 round-trip time to the
validator nodes. Confirmed transactions are final and cannot be reversed.

– Asynchrony: Accept does not require any network timing assumptions. An
adversary having complete control over the network can halt the progress of
the system (by simply disabling communication) but otherwise cannot trick
the participants in any way, such as reversing a confirmed transaction or
pretending that an impermissible transaction is confirmed.

– Independent Validators: Validator nodes only need to provide a basic API
to accept new transactions, verifying them internally and returning a valid
signature in case of success. This makes the nodes’ implementations indepen-
dent, as they only need to interpret other nodes’ (and clients’) signatures.
Validators can parallelize and balance workload as they individually see fit,
without changing the way they interact with the system.

– Simplicity: Accept does not rely on randomness and is easy to compre-
hend and implement. Hence, given some deployment scenario, the validators
can easily implement the protocol themselves, thus achieving fault tolerance
with respect to software bugs in the code. In contrast, existing (complicated)
permissioned blockchain systems rely on reference implementations that are
used as a black box, where a single bug can compromise the entire system.

We demonstrate Accept’s horizontal scaling on common server hardware and
showcase its transaction throughput to be orders of magnitudes above byzantine
agreement systems.

2 Preliminaries

We assume that conflicting transactions can only be issued by a misbehaving
party. Under this crucial assumption, the system can maintain liveness and con-
sistency without solving consensus [8].

In contrast to orthodox blockchain systems, Accept does not support con-
sensus and does not attempt to order conflicting transactions issued simultane-
ously. If a misbehaving client issues two transactions spending the same funds
simultaneously, it is possible that both transactions will be rejected by the sys-
tem and the misbehaving client will lose the funds.

2.1 Model

Accept is maintained by n different agents called validators. Similarly to other
byzantine fault tolerant systems, we assume up to f = n−1

3 of the validators
are adversarial and behave arbitrarily. Any set of 2f + 1 validators is called a
quorum. In addition, an arbitrary number of clients interact with the system by
issuing and receiving transactions.

The network is asynchronous: The adversary controls the network, dictating
when messages are delivered and in what order. There is no bound on the time
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it might take to deliver a message. Under such weak network requirements,
an adversary delaying the delivery of messages can delay the progress of the
protocol, but otherwise will not be able to interfere.

We assume the functionality of digital signatures where a public key allows
the verification of a signature of the associated secret key. We also assume cryp-
tographic hashing, where for every message a succinct, unique hash can be com-
puted. Apart from these primitives, Accept is completely deterministic.

Security and Threat Model. Validators and clients hold public/private key pairs.
All participants know the public keys of all validators.

The adversary knows the protocol and controls all adversarial validators and
any number of clients. The adversary controls the network and can delay, replay,
reorder messages, etc. The adversary does not know the private key of any correct
participant.

3 Protocol

The Accept protocol differentiates two main roles:

– Validators: Validators are agents that verify and sign transactions. There
is a fixed number of validators. Validators do not have to exchange messages
with each other. Validators can be sharded across multiple servers to increase
the throughput of the system.

– Clients: Clients are end users of the system who issue/receive transactions.
The system supports an arbitrary number of clients in the system. Clients
possess funds that can be sent to other clients via a transaction. Clients may
follow the protocol correctly or not; however, it is only guaranteed that they
can spend their funds if following the protocol.

Transactions are processed by the system in the UTXO model [7]. The initial
state of the system, called genesis, consists of (number, public key) pairs, where
the number represents the available funds, and the public key identifies the party
able to spend them. These pairs are called unspent transaction outputs (UTXO).

If a client (sender) wishes to transfer funds to another client (recipient),
the sender issues a transaction. The transaction contains input UTXOs that
the sender can spend. The sender specifies output UTXOs, where inputs and
outputs sum up to the same amount of funds. For example, a single transaction
can specify two outputs, where one output represents the transacted amount and
includes the public key of the recipient, and the second output represents the
change and includes the public key of the sender. Ultimately, the sender signs
the transaction with the private key(s) corresponding to the inputs.

Transaction Pipeline. Accept performs four steps to confirm a transaction from
client c1 to client c2:

1. Issuing a Transaction: The client c1 composes and signs a transaction.
Client c1 sends the transaction to the validators. If the inputs of the trans-
action are not part of genesis, the client also sends the confirmations of the
inputs to the validators.
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2. Verifying a Transaction: Each validator vi verifies the transaction signa-
ture and inputs’ confirmations (if not part of genesis). Also, vi checks that it
has not validated any transaction spending the same inputs thus far.

3. Signing a Transaction: If the transaction is valid, validator vi signs the
transaction and returns the signature to c1.

4. Finalizing a Transaction: A set of 2f + 1 signatures of distinct validators
constitutes a confirmation of the outputs. The client c1 can show the corre-
sponding transaction output and the confirmation to c2 to prove the transfer
took place. The client c2 accepts the transfer after verifying the output and
the confirmation.

3.1 Complexity

In Sect. 3.5 we discuss a signature aggregation scheme where a client aggregates
all signatures of a given output, such that each validator receives and verifies
only one signature for each transaction input. With this improvement, the com-
putational and communication complexity of processing one transaction are both
O(1) for each validator.

Without aggregating signatures, each validator receives and verifies 2f + 1
signatures for each input. Thus both the computational and communication
complexity of processing one transaction are O(n) for each validator. However,
the batch signature scheme we discuss in Sect. 3.4 will be more efficient than
aggregating signatures for smaller n, as discussed in more detail in Sect. 4.1.

3.2 Correctness

Double-spending. Suppose some execution of the protocol produced two con-
firmed transactions t1 and t2 that spend the same output. Each confirmed trans-
action is signed by a validator quorum. Since the adversary controls at most f
validators, at least f+1 correct validators signed t1 and t2. Since there are 2f+1
correct validators, some correct validator v signed both t1 and t2. However, when
signing a transaction, correct validators check whether they have not signed any
of the inputs previously – a contradiction.

Finality. Given a confirmed UTXO, it can only be invalidated if some validators
observe a transaction that spends the UTXO. Only the owner of the UTXO can
sign such a transaction.

Liveness. Any 2f + 1 validators can confirm any transaction. Since at least
2f + 1 validators are correct, the correct validators can confirm transactions if
the adversary refrains from participating.

3.3 Signature Protocol

Naively, validators can sign each transaction separately and verify separate sig-
natures for each output. In addition to this naive approach, we design two dif-
ferent protocols for batch-processing the transactions, thereby vastly improving
the system’s performance: the Merkle scheme and the BLS scheme.
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3.4 Merkle Scheme

In the Merkle scheme, validators combine many transactions into Merkle trees
and only sign the root, effectively signing many transactions at once.

Signing. By pooling multiple signing requests, the validator collects a large num-
ber p of unsigned outputs. The hashes of the outputs h0(i) = h(oi) are hashed
in pairs h1(i) = h(h0(i), h0(i + 1)), the resulting hashes are hashed in pairs
h2(i) = h(h1(i), h1(i+ 2)) and so on, to create a complete binary tree of hashes,
where the leaves are the hashes of the UTXOs to be signed.

The validator signs the root of the tree. For each output oi, the validator will
return to the issuer of oi the hashes needed to compute the path from h(oi) to
the root: the hash x1 to compute h1(i) = h(h0(i), x1), the hash x2 to compute
h2(i) = h(h1(i), x2), and so on. These hashes xj together with the signature of
the tree root constitute oi’s signature in the Merkle scheme (see Appendix A.1).

When a validator signs p outputs, only one signing operation is executed
(compared to p signing operations with the naive scheme). However, many hash
operations must be performed for both signing and verification in this scheme.

Signature verification. As in the naive scheme, for an output to be confirmed,
there must be > 2

3n signatures from different validators. We verify each Merkle
signature si = ({xj}, srooti ): we reconstruct the hash path to the root using
the xj ’s and verify the signature of the root. There are p signatures with the
same Merkle root; hence, the verification result can be cached in memory by the
validator such that the validator only verifies the root signature the first time it
is observed. For all p − 1 subsequent encounters of the root, it suffices that the
validator performs log(p) hash operations.

Optimal Merkle Tree Size. If the Merkle tree is very large, the hashing time
dominates the verification and signing process. However, if the Merkle tree size
is small, the cryptographic operations dominate. We omit the work not related
to cryptographic operations or hashing and estimate the optimal tree size.

Let q be the quorum size of the system, N the number of leaves in the
Merkle tree, ch, cs, cv the costs of hashing, signing, and verification. Let Cnaive

and Cmerkle denote the average time cost incurred by a validator to process one
UTXO under the naive and Merkle signature protocols. Each validator signs
a UTXO once and later has to verify the signatures constituting that UTXO’s
confirmation. Hence, the expected cost for the naive scheme is Cnaive = q ·cv+cs.

The expected cost of the Merkle scheme is

Cmerkle = q
(
ch logN +

cv
N

)
︸ ︷︷ ︸

Verification

+
2Nch + cs

N︸ ︷︷ ︸
Signing

= logN(qch) +
1
N

(qcv + cs) + 2ch.

The expression is minimized by N = qcv+cs
qch

ln 2. For example, if the relative
operation costs are around ch = 1, cs = 63, cv = 107 and there are 10 validators
(quorum size 7), we estimate the optimal number of leaves in the Merkle tree at
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Noptimal ≈ 80.4. For binary trees (logN being an integer), either a Merkle tree
with 64 or 128 leaves is optimal.

3.5 BLS Scheme

BLS [6] is a signature scheme where signatures can be aggregated. One verifica-
tion operation on an aggregated signature can be used to verify all constituent
signatures at once. Combining the properties of BLS with Shamir’s secret shar-
ing, it is possible to construct a threshold signature scheme. In this scheme,
each validator possesses a different private key and signs transactions for clients
individually. Once a client obtains at least 2f + 1 signatures for their transac-
tion, they can use the signatures to compute a unique master signature of their
transaction. The master signature is unique and the same, irrespective of which
2f + 1 validators’ signatures were used to compute it.

Due to space constraints, we do not describe the working of this threshold
scheme in detail (the reader can find an instructive description at [5]).

The BLS signatures are relatively costly to produce and verify. However, the
scheme comes with the great advantage that aggregated BLS threshold signa-
tures have a constant verification time, irrespective of the number of validators
in the system.

Each validator receives a BLS private key, and the corresponding public keys
are publicly known. The master public key is publicly known (or can be computed
given the validator public keys). The validators sign the outputs of the clients
with their BLS keys, similarly to the naive scheme. The validators’ signatures
function on their own as usual, so clients can verify that they receive the correct
signatures. After receiving 2f + 1 signatures, a client can compute the unique
master signature for their outputs. Most importantly, when validators receive
transactions to be signed, they only need to verify one master signature for each
input of the transaction.

4 Implementation

The validator node and client are written in Go due to its performance and
ease of parallelization. The implementation features the three different signa-
ture protocols described in Sects. 3.3–3.5: the naive scheme, the Merkle scheme,
and the BLS scheme. For signing and verification, the naive, and Merkle schemes
use EdDSA with Curve25519 (Ed25519). A Go library [1] provides bindings to
ed25519-donna [4]. Ed25519-donna is written in C++ and provides a fast imple-
mentation of the Ed25519 public-key signature system [3]. Batch verification
can be used for greater throughput. The BLS scheme is implemented using the
herumi/bls [11] with Go-bindings [12].

Benchmarking Merkle tree size. The signing and verification times for the Merkle
signature scheme have been measured on the AWS reference instance for different
Merkle tree sizes and 10 validators. The observed global minimum of around 64–
128 leaves matched the conclusion from Sect. 3.4.
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4.1 Cryptographic Scheme Comparison

The benchmark of the cryptographic operations executed on a single core on the
reference instance is denoted in Table 1.

Table 1. Benchmarks for relevant cryptographic operations for each scheme. Fort the
Merkle scheme, the number of leaves is 64.

Scheme Operation ns per signature

Naive Signing 29,967

Verifying, single 100,663

Verifying, batch of 64 51,247

Merkle Signing 2709

Verifying, no caching 106,771

Verifying, cached 6473

BLS Signing 640,205

Verifying 1,918,578

If multiple signatures are verified in one batch, EdDSA can take advantage of
x86 SIMD instructions. This gives verification a speedup of up to ≈ 2. Assuming
that the Merkle tree has 64 leaves, the Merkle scheme is about a magnitude
faster than the naive scheme. Since verification of threshold BLS signatures is
constant for any number of validators, we find BLS to be faster than the naive
and Merkle schemes if the number of validators is >37 and >475, respectively.
Moreover, for larger quorum sizes, the naive and Merkle schemes yield larger
transaction confirmations, whereas BLS confirmations have a constant size.

4.2 Storage

Each validator keeps track of outputs they signed as spent. The spent outputs
are stored in a thread-safe and efficient hash map. Golang’s built-in thread-
safe hash map, sync/map, exhibits excessive lock usage and coroutine blocking;
hence, we implemented a purpose-built hash map (see Appendix A.2). Running
on the AWS reference instance with one coroutine per processor, Golang’s imple-
mentation reaches 7.04 · 105 inserts per second, and our implementation about
3.30 · 107 inserts per second.

4.3 Sharding

Crucially, validators can easily shard their workload among multiple machines.
Clients are assigned to different shards based on their public keys; in this imple-
mentation, inputs corresponding to different public keys cannot be mixed in one
transaction. In our implementation, the assignment of clients to shards is pub-
licly known and clients request the machines they are assigned to. Alternatively,
validators could use some load balancing approach.
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5 Evaluation

We performed end-to-end benchmarks of the system using the Merkle scheme
with servers rented at AWS. We tested with 4, 10, and 28 validators. For each
number of validators, we experimented with 1, 2, and 4 shards (machines) for
each validator. The server instances used in these benchmarks were c3.8xlarge
with 32 virtual CPU threads and 60 GiB of RAM. Each test consisted of a preset
number of client servers (corresponding to the expected throughput) generating
transactions and sending them to appropriate shards of the validators. The dura-
tion of each test was ten minutes. The results of the experiment are presented
in Table 2. The average CPU utilization observed was 80.9%.

We performed an additional experiment with 4 validators and 37 shards per
validator (and otherwise the same setup), yielding a throughput of 1,449,847
transactions per second on average, with an average CPU utilization of 71.9%.
The results of this experiment are presented with logarithmic scales in Fig. 1.

Table 2. Average transactions per second in the experiment.

#validators 4 10 28

1 shard 48,667 34,451 22,015

2 shards 92,115 72,079 44,764

4 shards 183,380 141,767 80,917

Fig. 1. TPS scalability results for 4 validators, log scales.
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6 Related Work

The first work to suggest a simpler, consensus-free approach to processing trans-
actions in a permissioned system was Gupta [9]. Gupta focuses on providing
verifiable audit trails. We employ a similar transaction confirmation principle
and focus on designing and implementing a system around horizontal scaling
without loss of efficiency.

Guerraoui et al. [8] prove that the consensus number of a payment system is
indeed 1 in Herlihy’s hierarchy [10].

FastPay [2] might be closest related to our work. FastPay provides an imple-
mentation of a permissioned settlement system and focuses on interfacing with a
preceding, primary system. FastPay is similar in spirit to Accept but more com-
plicated in crucial aspects; for example, FastPay employs a two-phase confirma-
tion protocol that complicates the interaction between the validators. However,
FastPay does not implement the efficiency improvements described in Sects. 3.4
and 3.5. Parallel processing in FastPay’s implementation is only process-based
and hence does not exemplify multi-machine sharding. The performance is also
not reported clearly: benchmarks are presented for the two confirmation phases
separately, whereas one exhibits a bottleneck in the process-based implementa-
tion.

Cascade [14] describes how a consensus-free system can be managed similarly
to proof-of-stake blockchains, thus extending the approach to the permissionless
setting. Cascade also contributes some features of the protocol, such as pruning
redundant contents from the blockchain and discusses some economic aspects of
the permissionless setting. However, Cascade does not provide an implementa-
tion.

A Concepts

This section will clarify the concepts of Merkle signatures and hash maps. Merkle
signatures are used in Sect. 3.4 to improve the efficiency of validators. A cus-
tom hash map is developed to improve the performance of the UTXO store, as
described in Sect. 4.2.

A.1 Merkle Signatures

A signature scheme based on Merkle trees is used to optimize the performance
of validators when creating and verifying signatures.

Signing. A validator Si collects n hashes to sign where n = 2k, k ∈ N. The
hashes are combined into a Merkle tree. The validator Si signs the Merkle root
m using EdDSA, denoted as mSi

. For each hash hi, i ∈ {1, .., n}, the validator
calculates the Merkle path and outputs pathhi

. pathhi
consists of the hashes

and side (left or right) of the nodes from hi to the Merkle root (in blue). The
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resulting signature for hi by Si is the tuple (pathhi
,mSi

). An example can be
seen in Fig. 2.

Signing n hashes using Merkle signatures is more efficient than signing n
hashes separately: the cost of an EdDSA signing operation cs is much higher
than the cost of a hash operation ch. The cost of signing n hashes with Merkle
signatures is 2n ·ch+cv whereas the cost of signing n hashes separately (without
Merkle signatures) is n · cv.

m

h13

h9

h1 h2

h10

h3 h4

h14

h11

h5 h6

h12

h7 h8

pathh3 = {h4, right}, {h9, left}, {h14, right}
sig = (pathh3 ,mSi)

Fig. 2. Merkle tree and Merkle signature for hash h3. (Color figure online)

Verifying. First, the Merkle root m′ is reconstructed from the path pathhi
. If

pathhi
is a valid path, m′ matches m. Finally, mSi

is verified using EdDSA.
Verifying n hashes using Merkle signatures is also more efficient than verifying

n hashes separately because the cost of an EdDSA verification operation is high,
even higher than an EdDSA signing operation (and thus also higher than the
cost of a hashing operation). The Merkle root can be reconstructed with a cost
of log2(n) · ch where ch is the cost of hashing. The Merkle root m only has to be
verified for the first encountered Merkle signature, after that, the result of the
verification can be cached, making this signature perform very well.

A.2 Hash Maps

Hash maps are used to efficiently calculate set membership in the context of
spent UTXO identifiers. Elements e ∈ E (in our case idi) are hashed into the
hash range H = {0, ..., l} and used as an index to an array of linked lists. A
linked list at index i ∈ {0, ..., l} contains all items e where hash(e) = i. The
linked list is then traversed.

Hashing and indexing are implemented as a lock-free operation; traversing
and modifying a linked list are protected by a mutex. If l is large enough, the
probability of hash collisions is small, minimizing lock contention and the length
of the linked list.
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Abstract. Blockchains use Elliptic Curve Digital Signature Algorithm
(ECDSA) to secure transactions between the wallets and blockchain
nodes. Due to the potential threat from quantum computers, these block-
chain implementations need to migrate away from ECDSA to a post-
quantum algorithm before quantum computers become powerful enough.
However, the migration process is long and challenging because replacing
the underlying cryptographic implementation will significantly impact
several existing use-cases, causing financial losses to users and making
applications fail. We study the impact of such use-cases from a user and
application perspective. To partly minimize the impact, we observe that
use of BIP39 Seed is key to achieving backward compatibility and pro-
pose possible strategies in choosing and adapting a BIP39-compatible
post-quantum algorithm.

Keywords: Post-quantum cryptography · Bitcoin · Blockchains ·
Elliptic curve digital signing algorithm

1 Introduction

Elliptic Curve Cryptography (ECC) [10,14] is an asymmetric key cryptosystem
that is based on the hard problem of solving a discrete-logarithm problem over
an elliptic curve. Using ECC, we construct digital signature schemes such as
Elliptic-Curve Digital Signing Algorithm (ECDSA) which can be used to achieve
user authentication (where the verifier is able to ascertain the identity of the
signer), data integrity (where the verifier is able to know that the message sent
by the signer is not modified), and non-repudiation (where the signer cannot
deny creating the message).

Classical ECDSA security [2] and vulnerabilities [12] are well studied and the
algorithm has been accepted into many standards including American National
Standards Institute’s (ANSI) X9.63, International Organization for Standards’
(ISO) 9796-3 and National Institute of Standards and Technology’s (NIST)
FIPS 186-4. It is also used widely by many blockchains such as Bitcoin [15]
and Ethereum [3] to secure transactions sent from the wallets to the nodes.
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The impending threat to ECDSA comes in the form of quantum computers
which can be used to cryptanalyze ECC cryptosystems. An adversary with a
powerful-enough quantum computer can use Shor’s algorithm [18,23] to com-
pute the ECC secret key Ks when given only the ECC public key Kp. From a
blockchain security perspective, this means that this adversary can impersonate
any wallet to authenticate successfully against the blockchain and potentially
transfer coins and other assets away from the wallet. Clearly, a quantum-secure
algorithm is needed to replace ECDSA.

But is taking a technical approach to directly replace ECDSA with a drop-
in quantum-secure digital signing algorithm the only challenge we need to take
care of? Since the entire migration process will contain many challenging tasks
over an extended duration, are there some compatibility or migration issues
that we can already take note of? In this paper, we take a deeper look at how
ECDSA is used in existing blockchains and examine how applications and users
are impacted if such an algorithm change happens. Our contributions are:

– A study on use-cases in blockchains that are impacted by ECDSA migration.
– Identification of strategies to construct a post-quantum digital signing algo-

rithm to partly minimize the impact of migration.

The organization of the paper is as follows. Section 2 covers the background
on ECDSA and post-quantum algorithms. Section 3 describes the use-cases
where ECDSA is used in blockchains. Section 4 examines the potential issues
affecting applications and users if ECDSA is replaced. Section 5 discusses the
strategies to construct a suitable algorithm to partly minimize the impact of
migration and Sect. 6 concludes the paper.

2 Background

2.1 ECDSA Basics

Definition 1. We define ECDSA as a digital signature scheme consisting of a
collection of polynomial-time functions with the following parameters:

ECCKeyGen(1n) ⇒ (Ks,Kp) takes in a security parameter 1n which typically
defines the cryptographic key strength of n, and outputs a secret key Ks and
corresponding public key Kp = ECCPubKey(Ks).

ECCSign(M,Ks) ⇒ (σ) takes in a message M and the secret key Ks, and
outputs a signature σ.

ECCV erify(M,Kp, σ) ⇒ {accept, reject} takes in a message M , the public key
Kp and signature σ, and outputs accept if and only if σ is a valid signature
generated by ECCSign(M,Ks).

When used in authentication between a Sender and Receiver,

– The Sender will first call ECCKeyGen() to generate the secret key Ks and
provide the Receiver with knowledge of public key Kp.
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– To sign a message, the Sender will call ECCSign() to compute a signature
σ which is sent with the message M to the Receiver.

– To verify the message from the Sender, the Receiver will call ECCV erify()
with the Sender’s public key Kp, message M , and signature σ to check that
the message is indeed from the Sender.

There are different ECDSA algorithm constructions that vary based of dif-
fering curves parameters, use of padding or values. Both Bitcoin and Ethereum
run secp256k1 [19] which make use of elliptic curves belonging to the Koblitz
family for digital signing. The blockchain wallet functions as the Sender while
the blockchain nodes are the Receiver.

2.2 Post-Quantum Cryptography (PQC)

NIST started a post-quantum standardization exercise back in 2016 where they
solicited submissions from both industry and academia for new algorithms that
are quantum resistant. With the conclusion of its third round of evaluation [1], a
total of one key-exchange and three digital signing (see Table 1) algorithms have
been selected for standardization and slated for publication by 2024.

Table 1. NIST PQC digital signing algorithms selected for standardization

Algorithm Cryptosystem Remarks

Dilithium Lattice www.pq-crystals.org
Falcon Lattice www.falcon-sign.info
SPHINCS+ Hash www.sphincs.org

Work has already been carried out by various researchers to ascertain the
suitability of the algorithms to existing real-world applications [25] with Trans-
port Layer Security (TLS) amongst the best studied [17,24]. In the area of
post-quantum blockchains, the weakness of ECDSA against quantum computers
is well-recognized [5,7] and there are numerous articles [4,6,13,20,21] on how
to construct quantum-secure blockchains with additional hashing schemes and
new signature algorithms. These articles cover several technical and operational
considerations such as additional processing overheads, larger key and signa-
ture sizes and potential changes to the consensus algorithm, but lack user and
application considerations for existing blockchains which we discuss in Sect. 4.

3 Use of ECDSA in Blockchains

The blockchain is a decentralized computing paradigm made popular by Bitcoin,
a cryptocurrency that was introduced by Satoshi Nakamoto [15] in 2008 and has
grown over the past 10+ years to one of the most successful distributed systems
to date. On a daily basis, the Bitcoin blockchain sees over 400,000 transactions
and continues to grow. The overall market valuation of Bitcoin hovers between

www.pq-crystals.org
www.falcon-sign.info
www.sphincs.org
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$200 Billion to over $1 Trillion, with over 60 million active wallets. The block-
chain underwent a major evolution through the introduction of “Smart Con-
tracts” in the Ethereum [3] blockchain. Other notable extensions and improve-
ments include power-optimizing consensus building using Proof-of-Stake [9] and
off-chain/side-chain processing for scalability and cost-efficiency.

To use a blockchain natively, a user requires a wallet which essentially con-
tains one or more ECC secret key(s). Using the secret key, the wallet will sign
a transaction to spend cryptocurrency tokens associated with the wallet or, in
the case of Ethereum-based blockchains, to call a Smart Contract to carry out
an operation.

Assumptions. In order for existing blockchains to be quantum-secure, we
expect the developers to carry out a series of upgrades on both the wallets and
blockchain nodes to make all users migrate to the new platform. New keys may
be generated, assets tied to the existing wallets may have to be transferred (if
wallet addresses are changed) or bridged to the upgraded blockchain and a hard-
fork [11] will have to take place to protect the assets from being compromised
by quantum-capable adversaries. As there are large variations of different block-
chain implementations, we base our research on Bitcoin (BTC) and Ethereum
(ETH), the two largest blockchains by both users and value.

We also assume that readers are aware of cryptographic hash algorithms
such as RIPEMD160(), SHA256(), KECCAK256() and PBKDF2(). We will
mention the use of formatting algorithms such as ChecksumEncoding() and
Truncate20Bytes() for completeness, but they do not materially affect the data
content being discussed.

3.1 Key Generation

Most secret keys generated by wallets follow the Bitcoin Improvement Proposal
(BIP) 39 [16] process where a sequence of human-readable words are randomly
selected from a 2048 wordlist, and used as a deterministic Seed (with an optional
user-selected password) to derive the actual ECC secret key (See Eq. (1)). The
benefit of using BIP 39 has given rise to the concept of cold wallets or paper
wallets which allow blockchain users to store the Seed as a recovery phrase offline,
physically secure from the Internet.

ECCKeyGen() ⇒
{
Ks = PBKDF2(Seed + Pwd)

Kp = ECCPubKey(Ks)

Seed = “s1 s2 ... sn” : si ∈ Wordlist

Wordlist = {abandon, ability, ..., zoo}
Pwd = Optional user password

(1)

3.2 Transaction Signing

While different blockchains use different parameters and formats, the underlying
signing operation is a hash-and-sign process as shown in Eq. (2).
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ECCSign(M,Ks) = secp256k1(Hash(M),Ks)

M = blockchain transaction

Hash() =

{
RIPEMD160(SHA256()) #BTC

KECCAK256() #ETH

(2)

Other areas where ECDSA signing is used in the blockchain are:

– Consensus protocols. ECDSA is also used in Proof-of-stake and other non
Proof-of-work consensus protocol. Blockchain nodes that participate in the
consensus protocol are called “validators” and carry out the process of collat-
ing the submitted blockchain transactions into a block and signing the block
using ECDSA before distributing the signed block to other nodes.

– Multi-signature schemes. To support distributed M-of-N control in which
more than one secret key is needed to sign a transaction, blockchains support
different cryptographic primitives such as Shamir secret-sharing [22] which
splits a secret in N shares where M shares can re-constitute the secret key
for signing, or a signature quorum natively enforced by the blockchain script
where M independent signatures are needed before a transaction is approved.
Both these schemes still rely on either one or more ECDSA signatures that
will be performed to carry out a transaction.

– Offchain signing. A more recent development is the use of side-chains or
offchain storage to reduce the processing and/or storage overhead on the
actual blockchain. In order for such offchain operations to also claim the same
transparency and immutability as onchain transactions, the data results of
offchain transactions are typically signed with the same wallet ECC secret
key and “rolled-up” into the main blockchain.

3.3 Address Computation

Another area where blockchains are dependent on ECDSA is the computation of
wallet addresses. Wallet addresses cannot be arbitrarily chosen by the end-user,
but are derived from the ECC public key as shown in Eq. (3).

Addr(Kp) = Format(Hash(Kp))

Hash() =

{
RIPEMD160(SHA256()) #BTC

KECCAK256() #ETH

Format() =

{
ChecksumEncoding() #BTC

Truncate20Bytes() #ETH

(3)

For programmable scripts and Smartcontract running on the blockchain,
their addresses are also not under the control of the user and rely on hash-
derivations to be computed. This is shown in Eq. (4).



Migrating Blockchains from ECDSA 313

SCAddr(Script) = Format(Hash(Script))

Script =

{
Bitcoin script #BTC

Kp + nonce #ETH

Hash() =

{
RIPEMD160(SHA256()) #BTC

KECCAK256() #ETH

Format() =

{
ChecksumEncoding() #BTC

Truncate20Bytes() #ETH

(4)

4 Migration Issues

We recognize that the entire migration process is huge and highly dependent on
several parties working in tandem over an extended duration. In this section,
we take an operational approach to identify some possible issues in the post-
quantum migration of existing blockchains. We ask the question “what happens
when ECDSA is replaced with a different algorithm” and examine its impact
to different users and applications based on the use-cases identified in Sect. 3.
These are fleshed out in Table 2.

5 Strategies to Minimize Impact

From Sect. 4, we uncovered several areas where the replacement of ECDSA to a
post-quantum algorithm will financially impact or disrupt users and applications
on the blockchain, thus hindering the success of the migration. Most of these
situations are due to inactive or dormant users1 who are unable to keep up with
technological changes needed on the blockchain, or due to the reliance of a static
address associated with an identity or smart contract.

An observation is that utilizing BIP39 is key to achieving backward compati-
bility. Although a quantum-capable adversary can cryptanalyze the ECC public
key Kp to obtain the secret key Ks, the BIP39 Seeds or recovery phrases in the
hands of existing users are still secure as hashing is resistant to quantum attacks.
If we can design the replacement post-quantum algorithm to make use of the Seed
to account for inactive users and retain the address mapping, then the impact of
migration can be partly minimized assuming users are already using BIP39 for
key generation. We propose two possible strategies that can be used:

1. Adapting from a post-quantum algorithm. From the algorithms in Table 1, we
need to choose an algorithm that can use the Seed to generate a new key. We
expect the hash-based post-quantum algorithm, SPHINCS+, to have more
flexibility in key generation and can better support BIP39 as compared to

1 A cursory search on Google.com yields estimates where more than 30% Bitcoin
wallets are dormant.
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Table 2. Impact of replacing ECDSA for different use-cases

Use-case Affected party Impact Remarks

Key Generation Active user User will have to upgrade the wallet to
generate a new key

Minimal impact

Inactive cold wallet user User who does not keep up with
technological changes or
over-suspiciously mistakes the upgrade
for a scam may not generate a new key
in time. Then the blockchain nodes have
no means to differentiate between such a
user’s wallet and a quantum-capable
adversary trying to impersonate the user

Significant financial
losses

Transaction signing Active user User will have to participate in the
hard-fork process to migrate the assets

Minimal impact

Dormant user User may not be aware of the hard-fork
and have assets stuck in the old chain
which is quantum vulnerable

Significant financial
losses

Consensus Blockchain node Nodes have to be upgraded with the new
algorithm

Minimal Impact

Previously committed blocks For non Proof-of-work consensus, some
additional blocks may have to be
counter-signed with the new algorithm
to prevent spoofing

Minimal impact

Multi-Signature All active users All users will have to upgrade the wallet
to generate a new key

Minimal impact

Some inactive users In a M-of-N setting, if the number of
inactive users > N − M did not perform
the upgrade, then transactions will not
be approved

Significant disruptions
or financial losses

Off-chain signing Side-chains Wallets and nodes in side-chains also
have to be upgraded for signature
compatibility. Since there are several
Ethereum Virtual Machine (EVM)
Layer-2 side-chains, not all chains have
the community resources to keep up with
the upgrade, resulting in some chains
being eliminated

Disruptions likely in
Layer-2 chains

Off-chain assets Assets have to be counter-signed with
the new algorithm or risk being
compromised. Depending on each
implementation, it may not be possible
to trace the source of the assets from the
blockchain. More analysis to be done on
a case-by-case basis

Unable to determine
impact holistically

Address Computation User identity Some digital identity implementations
such as www.proofofhumanity.id tie the
identity of users to their wallet
addresses. Many users also include their
wallet addresses in their social media
posts. These will all have to be changed

Some disruption or
inconvenience to users

Smart Contract Many smart contracts may have
hardcoded addresses to reference other
smart contracts or payout addresses.
These have to be rebuilt (assuming the
source codes are available) or risk
execution failure or having assets locked
up

Significant disruptions
or financial losses

www.proofofhumanity.id
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the lattice-based algorithms. A needed research direction will be to create a
secure two-way mapping function to associate the SPHINCS+ public key to
the legacy ECC public key so that the wallet can prove both keys originate
from the same BIP39 Seed, and the blockchain nodes can reverse map the
legacy ECDSA wallet address to the new SPHINCS+ wallet address.

2. Zero-knowledge proof-of-key-generation. When using ECDSA to sign a trans-
action, if the wallet can securely prove that Ks was generated from a BIP39
Seed, without revealing the Seed, then the blockchain nodes can be certain
that the incoming ECDSA signature was not generated a cryptanalyzed Ks.
This can be achieved by including a post-quantum zero-knowledge proof of
knowledge such as MPC-in-the-head [8] into the signature as demonstrated
by Tan and Zhou [26]. Since the legacy ECC key continues to be used, address
mapping becomes a non-issue.

6 Conclusion

In this paper, we study possible outcomes when existing blockchains such as Bit-
coin and Ethereum migrate away from the use of ECDSA due to security threats
caused by quantum computers. While we have only narrowly looked at end-user
migration use-cases, we identify additional compatibility issues related to dor-
mant users and the reliance on static wallet addresses that need to be addressed.
By relying on BIP39, we have identified two possible strategies to design a suit-
able post-quantum algorithm to partly minimize the impact of migration.
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Abstract. It is widely accepted that blockchain and other distributed
ledgers cannot initiate requests for input from external systems and are
reliant on oracles to provide such inputs. This belief is founded on the fact
that each node has to reach a deterministic state. In this paper we show
that this belief is a preconceived one by demonstrating a method that
supports calls to external systems initiated from the blockchain itself.

Keywords: External calls · Oracle input · Blockchain architecture

1 Introduction

Many have argued that decentralisation is a cure to many woes arising from
issues of trust. By removing centralised points-of-trust, one can build solutions
which empower participants. Blockchain and other distributed ledger technolo-
gies (DLTs) allow for the decentralisation of computational systems and services
built on top of them. Whilst there is truth to such statements, the real world
lies outside the blockchain, and although data and algorithms residing on the
blockchain can be decentralised, any reference to the real world must necessarily
break through the event-horizon of the blockchain and interact with the outside
world—much of which is centralised out of physical or regulatory necessity. For
instance, if one needs to access the temperature at a particular location at a
particular time, one must interact with the real world and trust that the correct
information has been provided.

Blockchain systems have traditionally addressed these issues through the
use of oracles—channels providing information from the outside world into the
blockchain. However, the nature of public blockchains allows only for a one way
flow of information (from external entities into the blockchain) and any attempt
to do this in the opposite direction (i.e. invoke an external entity from within
the blockchain) causes problems due to the nature of consensus of such systems.
The only alternative solutions available require trusted entities to perform such
invocations, which simply delegates the problem one step away.

Blockchain systems require that the decentralised logic encoded within them
reaches a deterministic state. It is often said that every node must execute the
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Fig. 1. Left: traditional trusted party input; middle: active calls requiring each node
to undertake the external call that must return the same input; right: external calls
enabled with verifiable signed responses.

exact same logic in order to achieve consensus—and for this reason, it is the
general consensus in the community that Blockchain and DLT systems cannot
make calls to external systems/oracles [1–3,5–10,12,14–17]. However, we believe
that the general consensus on this matter is not well-founded and is preconceived.
Perhaps based upon the often cited statement that deterministic computation
is required [13]—yet whilst this statement is true, it is important to highlight
that it is the state that computation reaches that must be deterministic, and the
computation performed can reach such a deterministic state in different ways.

In this paper, we present initial work on a technique that allows for the
interaction with external parties directly in a feasible manner. Figure 1 provides
an overview of an oracle input transaction/call flow for: (i) traditional oracle
input (on the left); (ii) (inefficient) external calls requiring responses to always
be the same—which does not scale up (in the middle); and (iii) the solution
proposed herein which makes use of verifiable external calls (on the right).

We have implemented a prototype demonstrating the technique described in
Sect. 2 and further present initial gas performance evaluation in Sect. 3. Initial
thoughts, motivation and related work have been discussed in [4].

2 Design and Implementation

2.1 Verifiable External Calls

The solution proposed herein is to make use of verifiable external calls—i.e. a
request (call) made to an external system that returns back a signed response
which: (i) can be verified to truly be a response from the external party in ques-
tion; (ii) which does not require any further communication (with the external
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party or other). This can be achieved in the same way how we provide such
assurances in traditional applications and how trusted oracle input is verified,
by checking whether the response was indeed digitally signed [11] by the exter-
nal party. Knowledge of the trusted party’s public key is required to be known
(in the same way that oracle input requires knowledge of the trusted party’s
address) or can be retrieved from a trusted entity.

To allow for processes to make direct use of external services (in a feasible
and efficient manner), which do not require explicit integration from the exter-
nal parties themselves (with the specific platform), we propose to make use of
verifiable external calls which provide a guarantee with respect to the veracity
of the origin of the response both at the time of processing as well as for any
point in future for which such verification may be required.

A verifiable external call is defined as the following tuple—a request, a public
key and a signed response structured as follows:

〈request, public_key , signed(response)〉
The request should point to the external system/service endpoint which is to

be called (though this is an implementation design decision), and may also com-
prise of other input data. The public_key may be hard-coded into the application
logic (e.g. into the smart contract), or it could even be retrieved by a trusted
certificate provider. In either case it would need to be recorded by the time when
the external call is executed—it will be used to verify the response originated
from the respective external party. The signed(response) is the response that
has been signed using the external party’s private key (which is associated with
public_key.

Indeed, this does require that the trusted data sources provide an end-point
that responds back with a signed response which would likely require changes to
existing data sources to implement signed responses—however, recent proposals
indicate that such a standard may eventually be adopted1, which if adopted
would enable for this approach to integrate with all data sources (that are keeping
up with standards).

Furthermore, to avoid old signed responses from being repeated, an incre-
mental number, timestamp, block number or another challenge-response could
be made use of which would ensure old responses cannot be repeated—however
this is left as an implementation detail. Whilst, the challenge data sent to the
external party will be part of the request, the verifiable external call’s definition
may be extended to include the challenge-response. For example, the request can
be augmented by a request number to a fresh nonce ν, which is expected to be
included unchanged in the response2:

〈request ⊕ {nonce �→ ν}, public_key , signed(response ⊕ {nonce �→ ν})〉

1 https://wicg.github.io/webpackage/draft-yasskin-http-origin-signed-responses.html.
2 We use ⊕ to represent function overloading.

https://wicg.github.io/webpackage/draft-yasskin-http-origin-signed-responses.html
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Fig. 2. Transaction finalisation process.

2.2 Transactions

When a transaction is initiated (be it by a user, another system, or the system
itself if such a DLT allows this) and accepted for execution, the node which
is processing the transaction will establish all external calls which need to be
performed, execute them and record the responses received back from the trusted
external parties along with associated digital signatures. Indeed, at this point
the finalising node must ensure that the response is from the trusted party
by verifying the response and signature against the trusted party’s public key.
Furthermore, if a unique number, date/time, or challenge-response mechanism
was used to ensure old data is not repeated, then this would also be validated
at this point. A depiction of how a transaction is initiated and attributed with
the various data associated with external calls is depicted in Fig. 2.

For responses that are not verified, associated transactions may be deemed
to have failed, or depending upon reparation logic, the transaction may still be
valid. This is a design decision that each platform would need to consider. The
same goes for external calls for which no response is received.

To reiterate, to ensure that a finalising node does not repeat old responses
from external parties, the response and signature could be accompanied with the
date and time the response was generated and/or a unique response identifier
associated with the response (and potentially request as well). One challenge is
to ensure that participating nodes indeed execute such external calls rather than
simply record failure, which we will delve into in a future paper (since it merits
its own paper). However, verifiable external calls could also be undertaken by
the transaction initiator (i.e. the party submitting the transaction provides this
information as part of the transaction submission process)—however indeed this
depends upon the architectural design of the blockchain, smart contract and
wallet/dApp software submitting the transaction. By performing the verifiable
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external call at transaction submission time (on the initiator), the aforemen-
tioned problem pertaining to nodes potentially reporting back failed external
calls would be eliminated.

2.3 Implementation Details

The Go Ethereum (geth)3 node implementation (version 1.16.5) was modified
to include support for the verifiable external call mechanism described above.
The following salient modifications were implemented. A prototype of the app-
roach has been implemented and available from https://github.com/joshuaellul/
excalls.

EXCALL Transaction. A new type of transaction, an EXCALL transaction
(in excall_tx.go), was added (on top of the existing Legacy and Access List
transactions) to facilitate storing the additional data associated with external
calls (described in Sect. 2.1) in an EXCALL tuple—containing the external call
response, signature, and the external party’s known public key.

EXCALL Instruction. A new EXCALL virtual machine opcode which instructs the
virtual machine to execute the external call was added. Rather than modify the
whole programming tool-chain (including the Solidity programming language
and Solidity compiler) to support the proposed EXCALL instruction, for the pur-
pose of this prototype it was emulated by replacing PUSH32 instructions (used for
string assignments) whose associated data starts with “http” into EXCALL ones.4

A miner executes the emulated EXCALL instruction only when finalising a
block, and will undertake an external call to the URL specified as a parameter to
the instruction (pushed on the stack via the aforementioned PUSH32 instruction).
Upon receiving a response and a valid digital signature for the respective public
key, the relevant data will be appended to an EXCALL transaction.

Following this, the transaction is stored in the block with the EXCALL trans-
action data filled in (as depicted in Fig. 2). This then allows for other nodes to
verify the external call based upon the stored data (without having to initiate
an external call itself).

3 Evaluation

A gambling dApp is used to serve the purpose of a required use-case to evaluate
gas performance of the proposed approach against a traditional approach. The
evaluation discussed below would also apply to other smart contract use-cases
that have similar protocol requirements where a party must first initiate a trans-
action to a smart contract prior to external oracle data being made available on
3 https://github.com/ethereum/go-ethereum.
4 Indeed, this means that in the prototype it is not possible to make use of a PUSH32

instruction for data that starts with the string “http”, however this does not impact
the prototype’s purpose to evaluate the proposed technique.

https://github.com/joshuaellul/excalls
https://github.com/joshuaellul/excalls
https://github.com/ethereum/go-ethereum
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the blockchain (which typically is due to not wanting to reveal that data prior
to the initiating transaction).

The use-case requires that these steps are followed to complete a betting
transaction: (i) a user initiates interaction with the smart contract by placing
a bet; (ii) data from the oracle is retrieved and fed into the smart contract to
determine whether the user won. The use-case has been implemented in Solid-
ity and available from https://github.com/joshuaellul/excalls for: (i) a standard
Ethereum network that makes use of an external oracle to feed in data; and (ii)
a modified Ethereum implementation which supports external calls to directly
fetch the oracle input.

Comparing gas costs associated with the two approaches, the standard app-
roach requires 67,599 and 48,222 gas units to execute beginBetOracle and
continueBetOracle respectively. The total gas cost for the standard approach,
standardgas , amounts to 115,821. Whilst, the total gas computed for the exter-
nal call approach, computed_excallgas , is 89,071—however, this does not include
additional gas associated with actually undertaking the external call.

A gas cost associated with an external call would need to be decided upon for
the respective blockchain system. It is not the scope of this work to decide upon
an exact value, yet we can make an estimate by breaking down the external call
process into: (i) the actual external call undertaken only on the node adding the
associated block; and (ii) verifying the external call response which takes place
on every node. Based on this the total gas consumption for the approach can be
defined as:

total_excallgas = computed_excallgas + excallgas + verify_siggas

where excallgas is the gas associated with making an external call; and
verify_siggas is the gas associated with verifying an external call’s response
(i.e. verifying an ECDSA signature).

The cost to verify an ECDSA signature (verify_siggas) was evaluated to be
3,903 gas5. Therefore, the total gas required for the external call approach is:

total_excallgas = 89, 071 + excallgas + 3, 903

If the gas costs of an external call approach is equal to or less than a tra-
ditional approach, then the external call approach will not be introducing any
negative consequences with respect to gas. Therefore, we can identify an upper-
bound limit for excallgas to be:

standardgas − (computed_excallgas + verify_siggas)

5 Code from https://solidity-by-example.org/signature/ to verify an ECDSA signa-
ture was executed in order to retrieve gas costs. The cost of the verification only
was calculated by first executing a function call and then adding in a call to verify
a signature, and the difference between the two was used to calculate the signature
verification gas cost.

https://github.com/joshuaellul/excalls
https://solidity-by-example.org/signature/
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This results in 22,847 gas—which given that the costs of excallgas are only
incurred on the node that is adding a block, this amount should be more than
justifiable. Based on this, we claim that the external call approach proposed
herein should consume equivalent or less gas to that required for the standard
approach. However, we leave a full investigation to define appropriate gas costs
for such an operation for future work—which may include evaluating differing
gas costs according to HTTP Request and Response payload sizes.

4 Conclusions

It is a widely accepted belief that blockchain systems cannot execute calls to
external systems due to the requirement for computation to reach a deterministic
state. It is often said that blockchain-based computation needs to be determin-
istic [13], however it is important to highlight that determinism of output can
be achieved in different ways. Contrary to the general consensus, in this paper,
we have demonstrated a method for Blockchain and DLT systems that allows
for direct external calls to be initiated from the Blockchain/DLT itself. We have
implemented a prototype and undertaken initial evaluation of gas overheads of
a typical dApp requiring external oracle input.

This is only initial work in this direction for which we believe will pave
the way for extensive future work in the following directions: (i) investigating
novel consensus protocols that better support external calls; (ii) language design
for smart contract external calls; (iii) development of novel blockchains that
support external calls; (iv) development of novel dApps supported through active
external calls; (v) miner/validator incentive mechanisms for external calls; (vi)
further performance and evaluation of active external call techniques.

A prototype demonstrating verifiable external calls has been implemented
and available from https://github.com/joshuaellul/excalls.
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