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Preface

Introduction

Chatbots are an object of ongoing researcher and industry interest. As chatbots have
increasing relevance for a broad range of users and application areas, the need for
research is substantial. As attested by the research presented in this volume, useful
chatbot applications span from health care and wellbeing to digital government and cus-
tomer service. Research areas range from user insight and experience to the design and
technological underpinnings of conversational interaction.

To provide ameeting place for researchers and practitionerswith professional interest
in chatbots, and strengthen research knowledge on chatbots, the international CONVER-
SATIONS workshop has been organized as a yearly event since 2017. In response to the
variation in chatbot research areas, the workshop series is distinctly cross-disciplinary
with contributions from computer science, the social sciences and humanities, man-
agement and communication research, as well as design research and human-computer
interaction.

The CONVERSATIONS workshops are intended as open and inclusive arenas for
sharing and discussing chatbot research and design and have since 2019 been conducted
as two-day events. Due to the COVID-19 pandemic, the workshops were held online in
2020–2021, but we returned to an on-site format in 2022 to strengthen the opportunity
for networking and interaction among workshop participants.

CONVERSATIONS 2022 was the sixth workshop in the series. While being an
on-site event, about one-third of the sessions were held in hybrid mode for increased
access. The workshop took place on November 22–23, 2022, hosted by the University
of Amsterdam in collaboration with SINTEF, the University of Oslo and its Centre for
Research on Media Innovations (CRMI), Centre for Research and Technology Hellas,
Durham University, University of Edinburgh, and the University of Agder.

In total, 111 participants from 25 countries registered for the workshop – 56 on-site,
the remainder online.

Paper Invitation, Review, and Revision

TheworkshopCall for Papers outlined an interest in chatbot research, design and applica-
tions within six key areas – based on the promising directions for future chatbot research
identified through earlier editions of CONVERSATIONS. Specifically, we asked for
contributions addressing chatbot users and user experience, chatbot frameworks and
platforms, chatbots for collaboration and participation, chatbot ethics and privacy, and
how to leverage advances in AI technology and large language models.

The Call for Papers was communicated through relevant mailing lists. We also for-
warded the Call in the network of researchers and practitioners associated with the
CONVERSATIONS workshop series. Four types of submissions were encouraged: Full
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papers, position papers, project presentations, and groupwork proposals. The project pre-
sentations category was new to this year’s edition of the workshop, intended as a means
for researchers to promote projects of relevance and interest to the CONVERSATIONS
audience.

We received 39 submissions, 27 full papers, four position papers, six project pre-
sentations, and two groupwork proposals. The full papers, position papers, and project
presentations were subject to double-blind review. Each paper was reviewed by two to
three independent members of the program committee, with one of the seven workshop
organizers serving as review lead and responsible for the meta-review. The program
committee members reviewed between two and four submissions. The organizers led
the review process for five or six submissions. Decisions on acceptance were made
in an organizers’ meeting after all reviews had been submitted by the program com-
mittee members and summarized by the lead reviewers. Conflicted submissions were
processed without involvement of the interested parties. One full paper submission was
desk rejected as it was out of scope for the workshop. The two groupwork proposals
were assessed by a jury, consisting of the organizers.

In total, 12 full paper submissions were accepted, six after minor revision and six
after major revision. Revisions were only accepted following a compliance check by
the respective lead reviewer and, if necessary, one or two rounds of additional revisions.
In one case, the final decision also required follow-up feedback from reviewers. The
acceptance rate for full papers was 44%.

Workshop Program and Outcomes

The two-day workshop program included a keynote speaker, an invited talk, two
groupworks, six paper sessions, and a panel discussion.

The keynote speaker was Catherine Pelachaud, Director of Research of the ISIR lab-
oratory, Sorbonne University. Pelachaud presented the development of a socially inter-
active agent, including work on multimodal interaction and adaptation of conversational
strategies to strengthen user engagement.

In the invited talk, SandroPezzelle,University ofAmsterdam, shared research experi-
ences on adapting state-of-the-art conversational systems, based on pre-trained language
models, to different age groups.

The workshop participants could choose between two groupworks. Sviatlana Höhn,
BettinaMigge, Doris Dippold and Britta Schneider organized a groupwork on Attitudes,
Preconceptions and Practices in Conversational AI Design. Jan de Wit and Anouck
Braggaar conducted a groupwork on Platforms for Chatbot Development and Research.

The topic of the panel discussion was evaluation of chatbots in research and practice;
specifically, how to do useful and reliable evaluations. The panelists represented research
and industry, including Michael McTear (Ulster University), Nena van As (boost.ai),
Margot van der Goot (University of Amsterdam), and Elayne Ruane (UCD). The panel
provided insight into the complexity of relevant chatbot evaluation criteria, the need to
flexibly adapt evaluation design to the specific characteristics of a context of use, and
the need for transfer and aggregation of insight across evaluations.
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The paper sessions included presentations of accepted full papers, position papers,
and project presentations organized in six topical clusters; three of which were on-site
only and three in hybrid mode – both on-site and online.

In these proceedings, all the accepted full papers are structured into two overarching
themes where each theme includes six papers.

In the first theme, chatbot users and user experience, the papers provided new insight
and knowledge from a broad range of domains. Leuwis andHe presented an investigation
of a chatbot for smoking cessation and factors impacting the user experience of such a
chatbot. Nordberg and Guribye addressed user experience of news consumption through
voice user interfaces. Liebrecht, Kamoen, and Aerts investigated usage and preference
of different implementations of conversational agents for voting advice. Silva, de Cicco,
Levi, and Hammerschmidt provided new insight into the effect of gamification in chat-
bots for brand communication. Abbas, Følstad, and Bjørkli presented a study of users’
perceptions of chatbots for digital government service provision. Lastly, Henkel, Linn,
and der Goot summarized findings from a study of intention to use mental health chat-
bots among LGBTQIA+ users. The range of the studied application domains provides
valuable new knowledge on a variation of specific chatbot use-cases, but also serves
to shed light on themes that cut across these domains – for example, related to factors
underpinning usage intention and user experience.

The second theme, chatbot design and applications, included papers that provided
new knowledge on the design of chatbot interactions and dialogue as well as insight on
specific implementations. Abbo, Crovari, and Garzotto presented a promising approach
to in-app troubleshooting by way of a conversational agent. Van Hooijdonk, Martijn,
and Liebrecht provided a novel framework for analyzing a chatbot design aspect of high
interest to practitioners, that is, the chatbot’s initial self-introduction. Chira, Mathioudis,
and colleagues presented a multi-modal chatbot for user-friendly collection of data from
specific patient groups. Angenius andGhajargar provided in-depth reflections on conver-
sation as design material, grounded in a study of a chatbot for journalling. Stolwijk and
Kunneman presented their work on integrating chatbot responses on general knowledge
and a specific task at hand, through an engaging study of a cooking assistant. Finally,
Niederer, Schloss, and Christensen provided insight into their work on a chatbot to help
users with product configuration in a conversational manner.

Three of the accepted full papers were nominated for the CONVERSATIONS best
paper award. The nominated papers were those with the best average scores from the
reviewer feedback. From these three nominees, a jury consisting of the seven workshop
organizers selected the winner of the award. The CONVERSATIONS 2022 best paper
award was given to Charlotte van Hooijdonk, Gabriëlla Martijn and Christine Liebrecht
for their paper A Framework and Content Analysis of Social Cues in the Introductions
of Customer Service Chatbots. The two runners up were Lotte Leeuwis and Linwei He
with their paper Hi, I’m Cecil(y) the Smoking Cessation Chatbot: The Effectiveness of
Motivational Interviewing and Confrontational Counseling Chatbots and the Moderat-
ing Role of the Need for Autonomy and Self-Efficacy, and Giulio Antonio Abbo, Pietro
Crovari and Franca Garzotto for their paper Enhancing Conversational Troubleshooting
with Multi-modality: Design and Implementation.
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Upon completing the successful sixth edition of the CONVERSATIONS workshop,
we are thankful to all authors, program committeemembers, presenters, participants, and
supporters – allwhohelpedmake theworkshop a great place for sharing and discussion of
chatbot research and design. We are happy that the workshop series serves to strengthen
the community of chatbot researchers and already look forward to the next edition of
CONVERSATIONS.
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Hi, I’m Cecil(y) the Smoking Cessation Chatbot:
The Effectiveness of Motivational Interviewing

and Confrontational Counseling Chatbots
and the Moderating Role of the Need

for Autonomy and Self-efficacy

Lotte Leeuwis and Linwei He(B)

Department of Communication and Cognition, Tilburg School of Humanities and Digital
Sciences, Tilburg University, Tilburg, The Netherlands

l.he_1@tilburguniversity.edu

Abstract. This study aimed to investigate if and how chatbots can increase smok-
ers’ intention to quit, specifically looking into the effectiveness of two communi-
cation styles (i.e., motivational interviewing (MI) and confrontational counseling
(CC)) and the moderating role of individual differences (i.e., need for autonomy
and perceived self-efficacy) that may affect smokers’ experience with the chatbot.
In an online between-subjects experiment (N = 233), smoking participants were
assigned to interact with either a MI chatbot (n = 121) or a CC chatbot (n = 112)
for one 8-min session. Their need for autonomy and perceived self-efficacy were
measured, as well as their satisfaction with the conversation and pre- and post-
test intention to quit smoking. No significant effects of different communication
styleswere found regarding the outcomes, nor did the need for autonomymoderate
these results. However, the effect of MI on user satisfaction was more profound
among smokers with higher self-efficacy, and a positive effect of self-efficacy on
user satisfaction appeared. Additionally, interacting with the chatbots about one’s
smoking behavior significantly increased participants’ intention to quit, regard-
less of its communication style. As such, this study sheds light on the potential of
conversational chatbots for smoking cessation interventions, as well as pathways
for future research.

Keywords: Conversational agents · Smoking cessation ·Motivational
interviewing · Need for autonomy · Self-efficacy

1 Introduction

For a long time, governments and organizations across the world have tried to increase
smoking cessation rates using various interventions [1]. Many of these interventions
focus on highlighting the risks associated with smoking, often by using fear and/or
emotional appeals [2]. While such heavy messages can be effective for some smokers,
others may cope with the messages more defensively, leading to rejection and dismissal

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Følstad et al. (Eds.): CONVERSATIONS 2022, LNCS 13815, pp. 3–17, 2023.
https://doi.org/10.1007/978-3-031-25581-6_1
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of themessage [3]. As a result of such individual differences in emotional and behavioral
responses toward anti-smokingmessages, tobacco use remains a public health problemof
a high caliber [4]. Therefore, developing vehicles for individualized smoking cessation
communication has been a recent research priority. For that purpose, conversational
agents such as chatbots may be well-suited, as they decrease pressure on health care
providers by allowing 24/7, low-cost access to individualized counseling for a large
portion of the population that wants to quit smoking [5, 6].

Chatbots can be defined as “artificial intelligence programs designed to simulate
human conversation” [6] and have seen a rapid increase in their ability to assist in health
counseling over the years [5]. The initial effectiveness and acceptability of chatbots for
health counseling has been demonstrated in various settings, such as mental health and
physical activity [6].

Within thefield of individualized smoking cessation counseling,modern chatbots can
use various communication styles, such as confrontational counseling (CC) and motiva-
tional interviewing (MI). CC focuses on confronting smokers with the consequences of
their behavior to counter self-exempting beliefs and increase risk perceptions through
direct advice and health-related information [7]. In contrast, MI aims to enhance the
client’s motivation and belief that behavior change is necessary through self-persuasion
[8]. Despite their differences, bothMI andCC are client-centered, directive, and effective
in facilitating behavior change [7, 9].

The potential of chatbots and their one-to-one nature allows for individualized con-
versations, and it is important to gain insight into which communication style fits which
individual’s needs andpreferences. Tailoring to suchpreferences is likely to lead to higher
user satisfaction with the chatbots and, by extension, a higher success rate regarding the
target behavior [10]. In this context, two factors may be particularly applicable: the
need for autonomy as outlined in Self-Determination Theory (SDT) [11] and perceived
self-efficacy as outlined in Social Cognitive Theory (SCT) [12]. Specifically, a higher
need for autonomy may ask for autonomy-supportive interventions (i.e., MI), whereas a
lower need for autonomy may signal a need for explicit directions from an expert (i.e.,
CC). Thus, meeting a client’s need for autonomymay require the chatbot to use different
communication styles. Similarly, it is possible that smokers with a higher perceived self-
efficacy in their behavior change abilities could be able to cope with the confrontation of
CC, whereas those with a lower self-efficacy need the motivational enhancement found
in MI to feel capable of behavior change [3, 7].

Although there is a rich amount of research in personalization techniques for health
interventions, little research has compared MI and CC directly while taking into con-
sideration the moderating role of individual differences, especially in chatbot-delivered
health interventions. Therefore, to fill this gap in the literature and shed light on the use
of chatbots in smoking cessation interventions, this study aims to explore the optimal
communication style (MI vs. CC) for a chatbot in terms of user satisfaction and quit
intention and the role of the need for autonomy and self-efficacy.
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2 Conceptual Framework

2.1 Communication Styles for Smoking Cessation Chatbots

Within the substance abuse counseling literature, confrontation is a frequentlymentioned
practice [13]. Traditionally, CCaims to break through defensemechanisms such as denial
andminimization of the problem, by directly confronting the client’s resistance to change
[13]. Within the smoking cessation field, CC counselors use techniques such as direct
education, challenging clients’ perceptions of the issue, and providing a treatment plan
[14]. Contrary to the common idea that CC leads to a clash between the counselor and
the client, research showed that this style positively predicts client involvement, and
that CC may even be perceived as genuine and authentic if delivered in an empathetic
manner [15].However, if the client feels threatened by the counselor’s pursuit of behavior
change, resistancemay escalate, leading to less satisfaction among the client and, in turn,
a lower intention to change their behavior [8].

In response to the observed potential for client resistance in CC, Miller and Rollnick
[8] developedMI:Acounseling style for behavioral change by elicitingmotivationwithin
the client as opposed to imposing motivation onto the client [8, 13]. The MI counselor
subtly guides the client through this journey by expressing empathy, accepting resistance,
encouraging self-reflection, and acknowledging and supporting the client’s self-efficacy
[8]. Thus, whereas CC relies on directive advice and expert opinions from a professional,
in MI, the client is regarded as the expert and the main driving force behind motivating
oneself for behavior change [9].

Over the past decades, research on the effects of MI and CC on smoking cessa-
tion and other health behavior has yielded mixed and inconclusive results [16]. Some
researchers argue that most smokers do not suffer from lack of knowledge about the
negative consequences of smoking and do not need to receive information-based expert
advice (i.e., CC), but instead a more motivation-based intervention (i.e., MI). However,
there is also evidence suggesting that some individuals found MI too paternalistic and
thus preferred a CC-resonant approach [17]. Therefore, CC can be effective for smok-
ers who expect the counselor to be the expert rather than themselves [18]. A similar
inconclusiveness pertains within the field of MI in smoking cessation interventions. For
example, a meta-analysis showed that MI is efficacious for a wide range of problem
behaviors (e.g., alcoholism and physical exercise), but not for smoking cessation. Other,
more recent meta-analyses did find greater abstinence amongst smokers who received
an MI intervention, although the effects were small [9].

Overall, these results illustrate that both CC and MI seem to have the potential to
motivate behavior change. However, despite methodological disparities in this line of
research, most literature seems to support the notion that MI yields less resistance and
is therefore more likely to effectively change behavior, which is especially relevant for
addiction where high resistance is common [16]. Secondly, meta-analyses showed that
CC may work for a small portion of the population, but that MI works better for a
larger group of individuals, making it a more efficacious approach [19]. Lastly, in the
context of chatbot-delivered interventions, CC is most likely to be successful when the
sender is deemed a legitimate knowledgeable expert and chatbotsmay not be particularly
suited for this communication style as chatbots are usually not considered as medical
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authorities [5]. On a broader note, it is suggested that people prefer chatbots that offer
emotional support (i.e., MI) more than informational chatbots (i.e., CC) [20]. Given that
this is likely to lead to increased user satisfaction and a higher intention to adhere to the
intervention, it is hypothesized that:

A chatbot employing MI leads to a higher intention to quit (H1) and higher user
satisfaction (H2) amongst smokers in comparison to a chatbot employing CC.

2.2 Moderating Role of Need for Autonomy

Whilst there is mounting evidence supporting the effectiveness of MI, most of the stud-
ies in this field were conducted in face-to-face clinical settings. Hence, the efficacy
of automated MI delivered by chatbots remains inconclusive. In an earlier study [21],
we compared an MI-style chatbot with a neutral-style chatbot and found no significant
impact of MI. Similarly, recent reviews also acknowledged the inconclusiveness regard-
ing the efficacy of automated MI and, therefore, called for research to further examine
human factors that could impact chatbot interventions [22].

Human factors play an important role in the interactionwith chatbots, and accounting
for individual differences in designing the chatbot can improve user satisfaction and
adherence [23]. Specifically in behavior change interventions, need for autonomy is a
crucial characteristic that determines users’ experience with the intervention. When this
need is satisfied, the individual feels that it is intrinsically rewarding to perform the target
behavior [24]. On the other hand, when one’s need for autonomy is not satisfied, the
individual feels pressured to think or behave in away determined by external others, such
as practitioners or interventions (e.g., chatbots) andmight engage in defensive responses.
Whilst the need for autonomy is universal, the level of this need differs per individual
[24]. For instance, ‘self-reliers’ are individuals with a higher need for autonomy and are
less likely to seek external control, whereas ‘expert-dependents’ are individuals with a
lower need for autonomy and tend to depend on external guidance [24]. Therefore, in
order to maximize the effectiveness of and user satisfaction with the smoking cessation
chatbot, its communication style should be adapted to the client’s preference, ranging
from autonomy-supportive (i.e., MI) to more directive-confrontational communication
(i.e., CC).

Indeed, whereas CC might lead to resistance, recent research [25] contends that
this resistance may not be caused by communication style, but by different needs for
autonomy among clients. For instance, individuals with a higher need for autonomy
feel more satisfied by autonomy-supportive communication (i.e., MI), leading to better
health behavior outcomes (i.e., intention to quit smoking). Similarly, clients with a
lower need for autonomy were more likely to seek guidance from an expert [24]. It
seems plausible that clients with a lower need for autonomy would benefit more from
the advice and guidance that CC delivers, whereas thosewith a higher need for autonomy
would benefit more from enhancing intrinsic motivation as done through MI. Coleman
et al. [18] provided some evidence for this claim and found that smokers who have a
higher need for autonomy prefer a counselor that respects their autonomy (i.e., MI) as
opposed to a counselor that gives confrontational advice (i.e., CC). More specifically,
smokers with a higher need for autonomy may prefer to act independently, which is
facilitated more by MI, whereas smokers with a lower need for autonomy may prefer
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to receive specific advice, which is facilitated more by CC. As such, it is hypothesized
that:

The need for autonomy moderates the relationship between chatbot communication
style and smokers’ intention to quit smoking and user satisfaction, in that the positive
effect of MI (vs. CC) on intention to quit (H3) and user satisfaction (H4) is stronger
for smokers with a higher need for autonomy than for smokers with a lower need for
autonomy.

2.3 The Moderating Role of Perceived Self-efficacy

In addition to the need for autonomy, self-efficacy is another factor that should be con-
sidered when designing a smoking cessation chatbot. Considering smoking cessation is
often characterized by hardship and relapse, it is necessary for smokers to have at least
some confidence in their ability to quit before they start an attempt. Bandura’s SCT [12]
states that the higher one’s perceived self-efficacy, the more confidence and commitment
one feels toward achieving their goal. In smoking cessation research, many studies sug-
gested that self-efficacious smokers often have a higher intention to quit than those with
a lower perceived self-efficacy (for a review, see [26]).

There is evidence to suggest that the level of self-efficacy may affect the way clients
respond to an intervention. Gaume et al. [27] found that counselors with more CC-
styled skills are effective in behavior change for clients who express high levels of
confidence in their ability to change. Similarly,Colby et al. [28] found thatMI did not lead
to increased quitting self-efficacy nor increased smoking abstinence, possibly because
participants already had a relatively high level of self-efficacy at baseline. Together,
past research suggests the possibility of a ceiling effect, which could mean that smokers
with a high level of perceived self-efficacy may not be advantaged by an MI chatbot
that specifically aims to raise this level. Additionally, smokers with a high level of self-
efficacy may believe that they are able to quit smoking whenever they want and that they
are not vulnerable to smoking risks, hereby reducing pressure to quit, and reducing the
effectiveness of MI [7]. To counter these self-exempting beliefs, Kotz et al. [7] found
that CC is useful in increasing risk perceptions, making cessation more likely. Hence,
CC would be more beneficial for smokers with a high level of self-efficacy, whereas MI
might be more beneficial for smokers with a lower level of self-efficacy. As such, it is
hypothesized that:

Perceived self-efficacy moderates the relationship between chatbot communication
style and smokers’ intention to quit and satisfaction, in that the positive effect of MI (vs.
CC) on intention to quit (H5) and user satisfaction (H6) is stronger for smokers with a
lower perceived self-efficacy than for those with a higher perceived self-efficacy.

The conceptual model can be seen in Fig. 1.
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Fig. 1. Conceptual model of the hypotheses

3 Methods

3.1 Participants

An a-priori statistical power analysis using G*Power revealed that a sample size of 158
participants is necessary to uncover small to medium effects (effect size ƒ= 0.25, power
= 0.8), in accordance with previous meta-analyses on the effects of MI on smoking
cessation [9]. To be able to partake in the experiment, participants had to be at least
18 years old, proficient in English, and have smoked at least one cigarette in the week
prior to participation. As such, from November 23rd, 2021, to December 3rd, 2021, a
total of 270 participants were recruited who met the requirements, agreed to the terms
of the study, and completed the survey.

Participants who did not finish the chatbot conversation (n = 37) were removed from
further analysis, leaving afinal sample of 233 participants.Among these participants, 147
identified as female (63.1%), 83 as male (35.6%), and three as non-binary or preferred
not to say (1.3%). Most participants reported to be between 18 and 25 years old (81.5%,
n = 190) or 26 to 30 years old (11.2%, n = 26), the remaining participants indicated to
be over 31 years old (7.3%, n = 17).

3.2 Experimental Design and Procedure

The online between-subjects experiment was conducted using Qualtrics for the survey-
based part of the experiment and Flow.ai, a chatbot-building platform frequently used
by companies and researchers, for the chatbot-part of the experiment. Prior to the com-
mencement of data collection, ethical approval was obtained from Tilburg School of
Humanities and Digital Sciences. Additionally, a pre-test was conducted to see whether
the two conditions differed significantly using the Client Evaluation of Motivational
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Interviewing (CEMI) scale [29]. This proved to be the case in the pre-tested materials
(MMI = 5.1, SDMI = 0.7, MCC = 3.9, SDCC = 0.8, t(22)= 4.00, p < .001) as well as the
materials used in the official experiment, finding that participants in the MI condition
perceived the chatbot as more MI-like (M = 5.1, SD = 0.9), whereas participants in the
CC condition perceived the chatbot as more CC-like (M = 3.6, SD = 0.8, t(231)= 3.20,
p = < .001). Therefore, the manipulation was deemed successful.

Upon starting the experiment, participants first provided demographic data and infor-
mation about their smoking status, after which they were randomly assigned to either the
MI condition (n = 121) or the CC condition (n = 112). Participants’ need for autonomy
and perceived self-efficacy was measured, as well as their intention to quit at baseline.
Then, participants were redirected to the Flow.ai environment, where they were asked to
engage in one 8-minute conversation with either Cecily the MI chatbot or Cecil the CC
chatbot. After the conversation, participants’ intention to quit and their satisfaction with
the conversation were measured. Finally, the participants were debriefed and thanked
for their participation.

3.3 Operationalization

MI Chatbot Condition. MI works through a relational component and a technical
component, in which the former focuses on acceptance, collaboration, evocation, and
compassion – in other words, the ‘MI-spirit’ [8]. Within chatbots, the use of natural,
person-like discourse and the use of emoticons can enhance this MI spirit, which were
incorporated into the MI chatbot’s dialogue. The technical component was operational-
ized by asking open-ended questions, providing reflections and affirmations [8]. During
the conversation, the chatbot emphasized that that the participants were the experts rather
than the chatbot, engaged the participants in shared agenda-setting to devise a goal for
the conversation, encouraged the participant to express their thoughts and feelings about
behavior change, helped the participant with identifying goals and barriers to change
and setting a quitting plan if the participant wished to do so.

CC Chatbot Condition. The primary aimof theCCchatbotwas tomake the participant
face the issues that their smoking behavior may cause by providing confrontational
health information and unsolicited feedback on the participant’s behavior [7, 8]. During
the conversation, the chatbot directed the participant to talk about their current smoking
behavior, after which the participant was told that their behavior is quite worrisome.
The chatbot provided advice (without asking for permission) on how to tackle nicotine
dependency. Factual data were used to confront minimization of the issue or resistance
[7]. Lastly, the chatbot urged for readiness and abstinence by providing advice on how to
deal with withdrawal symptoms and encouraging the participant to seek assistance from
a medical professional. Examples of both chatbot utterances can be found in Table 1.

The interaction in both conditions took roughly same amount of time. Except for
the aforementioned manipulations, the content of the dialogues (e.g., the information
provided) was comparable across the two conditions.
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Table 1. Example chatbot utterances of the two conditions.

MI chatbot utterances CC chatbot utterances

“In this conversation, you are the expert on
your own situation, smoking behavior, and
thoughts.” (collaboration)

“It may feel good now, but think about your
future self for a second.” (directive)

“Could you reflect on how quitting smoking
may hinder your progress toward this goal?”
(open-ended question)

“Before you can start your quit attempt, you
must feel 100% ready. That way, your chances
of a successful attempt are higher.” (urge for
readiness)

“Okay, so if I understand you correctly, your
goal is […], but smoking can prevent you
from achieving this goal: “[…]”.” (reflection)

“That’s quite worrisome.” (judgement)

“You should definitely be proud of that
achievement!☺” (affirmation)

“I advise you to distract yourself by thinking
about your reasons for quitting, and what
you’re doing all this for.” (direct advice)

3.4 Measurements

Nicotine Dependency. TheFagerströmTest forNicotineDependence (FTND) [30]was
administered prior to experimental exposure. This measurement contained six questions,
such as “How many cigarettes do you smoke per day?”. The total number of points par-
ticipants received based on their answers ranged from 2 and 12. A higher sum indicated
a stronger nicotine dependency (M = 3.6, SD = 2.1, Cronbach’s α = .72).

Need for Autonomy. To measure participants’ need for autonomy, the Help-Seeking
Scale [31] was administered. This scale consisted of fourteen items. An example state-
ment is “Instead of dealing with a problem on my own, I prefer to rely on someone who
knows more than I”. The questions were presented using a Likert-scale, ranging from 1
(not at all true of me) to 7 (very true of me). A higher computed mean score indicated a
higher need for autonomy (M = 4.5, SD = 0.7, Cronbach’s α = .71).

Perceived Self-efficacy. To gain insight in the extent to which participants feel self-
efficacious enough to change their behavior, the Smoking Abstinence Self-Efficacy
Questionnaire (SASEQ) [32] was administered. This measurement consisted of six
‘vignettes’, such as “You feel agitated or tense. Are you confident that you will not
smoke?”. Participants’ perceived self-efficacy was then measured using a Likert-scale,
ranging from 1 (certainly not) to 5 (certainly). A higher computed mean score indicated
a higher perceived self-efficacy (M = 2.7, SD = 0.8, Cronbach’s α = .76).

Intention to Quit. Participants’ intention to quit was measured using the Contempla-
tion Ladder [33], a one-item instrument on which participants can rank themselves in
terms of their readiness to quit on a scale from 0 (no thought of quitting) to 10 (taking
action to quit). This question was administered prior to experimental exposure to estab-
lish a baseline value (M = 6.4, SD = 2.9) as well as after exposure (M = 7.2, SD = 2.5)
to assess whether the conversation led to an increased intention to quit.
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User Satisfaction with the Conversation. Lastly, user satisfaction with the conversa-
tionwasmeasured using the Client SatisfactionQuestionnaire (CSQ-8) [34]. The CSQ-8
contains eight items, such as “To what extent has the consultation with the chatbot met
your needs?”, which were measured on a scale ranging from 1 to 4. A higher computed
mean score indicated a higher user satisfaction with the conversation (M = 2.6, SD =
0.6, Cronbach’s α = .93).

Perception of Motivational Interviewing. Manipulation checks were carried out
using a shortened version of the CEMI scale [29]. The scale included statements such
as “The chatbot told you what to do” and “The chatbot showed you that it believed
in your ability to change your behavior”. Scores were measured using a Likert-scale
ranging from 1 (not at all) to 7 (a great deal). A high total mean score indicated that
the participant viewed the chatbot as MI-like; a low total mean score indicated that the
participant viewed the chatbot as CC-like (M = 4.3, SD = 1.1, Cronbach’s α = .76).

3.5 Statistical Analysis

To test the effect of MI (vs. CC) on intention to quit and user satisfaction, taking into
consideration of the possible influence of age, gender, and nicotine dependency [35],
two one-way ANCOVAs were performed. To test the hypothesized moderating role of
need for autonomy and self-efficacy, Hayes’ PROCESS model 1 with covariates was
used. All analyses were performed with SPSS 27.

4 Results

4.1 Main Analysis

Main Effects. H1 posited that an MI chatbot would lead to a higher intention to quit in
comparison to a CC chatbot. A one-way ANCOVA showed that the covariates age (F(1,
228) = 1.37, p = .243), gender (F(1, 228) = 1.38, p = .241), and nicotine dependency
(F(1, 228)= 3.52, p = .062) were not significantly associated with the intention to quit,
although nicotine dependency was only marginally insignificant. No significant effect
of chatbot communication style on one’s intention to quit was found, F(1, 228) = 0.97,
p = .325. Thus, H1 could be rejected.

H2 posited that an MI chatbot would lead to higher user satisfaction with the conver-
sation in comparison to a CC chatbot. Similarly to H1, the covariates age (F(1, 228) =
0.26, p= .613), gender (F(1, 228)= 0.15, p= .700), and nicotine dependency (F(1, 228)
= 0.01, p = .253) were not significantly associated with user satisfaction. A significant
effect of chatbot communication style on user satisfaction could not be uncovered, F(1,
228) = 1.31, p = .253. Therefore, H2 could also be rejected.

Moderating Role of Need for Autonomy. Taking the analyses one step further, H3
posited that smokers’ need for autonomy would moderate the relationship between chat-
bot communication style and intention to quit, in that the positive effect ofMI (vs. CC) on
intention to quit is stronger for smokerswith a higher need for autonomy than for smokers
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with a lower need for autonomy. Results from Hayes’ PROCESS model 1 showed that
need for autonomy did not moderate the relationship between chatbot communication
style and intention to quit (b = −.15, t = −.32, p = .746). The main effect of need for
autonomy on intention to quit was also insignificant (b = −.11, t = −.16, p = .876).
None of the covariates (i.e., age, gender, nicotine dependency) were significant either.
Thus, H3 could be rejected.

Similarly, H4 hypothesized the moderating role of need for autonomy in the relation-
ship between chatbot communication style and user satisfaction with the conversation.
Results showed that the interaction was not significant (b = −.03, t = −.25, p = .806),
nor was the main effect of need for autonomy on user satisfaction (b = .12, t = .64, p =
.520) or any of the covariates. H4 could also be rejected.

Moderating Role of Perceived Self-efficacy. Similar procedures with PROCESS
model 1were carried out to test the proposedmoderating effect of perceived self-efficacy.
H5 posited that the positive effect of MI (vs. CC) on intention to quit is stronger among
people with lower self-efficacy. The moderation was not significant (b = −.09, t = −
.23, p= .822), nor was the main effect of perceived self-efficacy on intention to quit (b =
.81, t = 1.25, p = .213). None of the covariates (i.e., age, gender, nicotine dependency)
were significant either. H5 was therefore rejected.

Lastly, H6 proposed the moderation of self-efficacy in the relationship between chat-
bot communication style and user satisfaction. Results revealed a significant moderation
(b =−.21, t =−2.09, p = .038). However, simple slope analysis showed that the effect
of MI is stronger among individuals with higher self-efficacy, which is opposite to what
was hypothesized. Additionally, a main effect of self-efficacy appeared (b = .40, t =
2.42, p = .016), such that higher self-efficacy predicts higher user satisfaction with the
chatbot. No significant covariates were found (i.e., age, gender, nicotine dependency).
Therefore, H6 was rejected. The results of the hypothesis testing are visualized in Fig. 2.

Fig. 2. Test results as integrated in the conceptual model. *p < .05
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4.2 Secondary Analysis

A repeated measures ANCOVA was carried out to test whether conversing with the
chatbots raised participants’ intention to quit. The covariates age (F(1, 229) = 1.45, p
= .229), gender (F(1, 229) = 2.34, p = .136), and nicotine dependency (F(1, 229) =
2.98, p = .086) were not significantly associated with participants’ post-test intention
to quit. No significant effects of chatbot communication style on intention to quit were
found, F(1, 228) = 0.78, p = .379. However, a large significant effect was found of
chatbot interaction in general on intention to quit, F(1, 232) = 59.20, p = < .001, ηp

2

= .20. Smokers’ intention to quit after exposure was significantly higher (M = 7.2, SE
= 0.2) than at baseline (M = 6.4, SE = 0.2, Mdifference = 0.8, SE = 0.1, p < .001). Thus,
conversations with a chatbot about smoking – no matter what communication style is
used – seem to be effective in raising smokers’ intention to quit.

5 Discussion

5.1 Main Findings

This study aimed to uncover the potential of conversational chatbots inmotivating smok-
ing cessation. Specifically, the study investigated the effectiveness of chatbot-delivered
MI and CC in raising one’s intention to quit, which communication style led to higher
user satisfaction with the conversation, and to what extent these outcomes were mod-
erated by individuals’ need for autonomy and perceived self-efficacy. Overall, results
show that chatbot interaction about smoking cessation – regardless of the communica-
tion style used by the chatbot – does lead to a significant increase in one’s intention to
quit smoking. However, intention to quit and user satisfaction with the conversation did
not differ between participants in the MI condition and participants in the CC condition,
nor were these outcomes moderated by participants’ need for autonomy or perceived
self-efficacy. Thus, all hypotheses were rejected.

It was hypothesized thatMI (vs. CC) as a communication style would lead to a higher
intention to quit and higher user satisfaction among smokers. Participants’ intention to
quit did significantly increase after the chatbot interaction, regardless of their assigned
condition. An explanation for the insignificant resultsmay be found in the conceptualiza-
tion of MI and CC in this study. An analysis of the subscales of the manipulation check
revealed that the technical skills of both the MI chatbot (M = 4.8, SD = 1.3) and the
CC chatbot (M = 4.3, SD = 1.4) were perceived to be quite MI-like. Thus, participants
in the CC condition still found that the chatbot helped them to feel confident about their
ability to quit by discussing the need for behavior change, despite its confrontational
approach to the conversation. This resemblance was not the case for the relational sub-
scale, on which the MI chatbot (M = 5.3, SD = 1.3) was perceived as more MI-like
than the CC chatbot (M = 2.9, SD = 1.1). This echoes previous research demonstrating
that people appreciate empathic communication from a chatbot, compared to purely
informational chatbots [20]. In addition, Lundahl et al. [16] found that the effect of MI
is subject to a dosage effect, meaning that more treatment time using MI may lead to
better outcomes. Considering that this study consisted of a single 8-min session, it could
be that the duration of the exposure was too short for the expected effects of MI to occur.
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Future research should investigate whether multiple sessions and/or longer exposure to
an MI chatbot could provide stronger effects on intervention outcomes. Additionally,
future research may investigate whether a distinctively CC-based approach – without
MI-related elements, as found in this study – can be effective to begin with in chatbot-
delivered counseling, since chatbots may never possess the legitimate expertness of a
medical professional that usually makes clients more receptive to professional health
advice [5].

We attempted to examine whether the main effect of MI could be explained by
considering participants’ need for autonomy. No significant results were found with
this regard. However, albeit insignificant, results showed that participants with a higher
need for autonomy had a lower intention to quit than participants who had a lower
need for autonomy, regardless of the communication style of the chatbot. This finding
may illustrate that smokers with a higher need for autonomy may benefit less from
smoking cessation chatbots precisely because of their desire to make decisions without
interference from others or persuasive technologies [24]. It is, therefore, essential that
the chatbot is presented in a non-intrusive way, allowing people to interact with the
chatbot at their own choice and own pace. Research on persuasive chatbots has shown
that perceived intrusiveness negatively predicts people’s perception of the chatbot and
the persuasiveness [36]. In this study, due to the relatively short interaction time, it
is likely that the purpose of the conversation (i.e., motivating smoking cessation) was
introduced early without enough initial engagement, which resulted in threats to one’s
autonomy. Since these results illustrate that the opportunity to act autonomously is
relatively important to most people, future (qualitative) research could shed light on
how people with varying levels of need for autonomy could benefit from health-related
chatbots – if people with a high need for autonomy can benefit from such interventions
at all. These results could show how interventions should be designed in order to be
need-supportive and effective in facilitating behavior change.

Self-efficacy was proposed as a moderator in the relationship between chatbot com-
munication style and intention to quit and user satisfaction.We found that self-efficacious
smokers were more satisfied with the interaction, and that the effect of MI on user sat-
isfaction was more profound among people with higher self-efficacy. Perhaps, smokers
with a lower self-efficacy may prefer to receive information about how to sustain a
quit attempt (i.e., CC) while MI works better with already self-efficacious smokers by
encouraging them to reflect on their own beliefs and facilitate action planning. Addiction
researchers have categorized interventions on a continuum, ranging frommore self-help
approaches (e.g., mobile app, booklet) to more intensive care (e.g., nicotine replacement
therapy) [37]. It could be that an MI chatbot falls on the self-help end and is more suit-
able for people with higher self-efficacy. However, this study investigated self-efficacy
as a trait and did not investigate whether an MI chatbot could effectively raise one’s
perceived self-efficacy during the process. A potential proposition to be considered in
future research is whether an increase in perceived self-efficacy after conversing with a
conversational chatbot could mediate – rather than moderate – the relationship between
chatbot communication style and intervention outcomes.
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5.2 Limitations and Suggestions for Future Research

The present study sheds some light on the use of chatbots for smoking cessation, how-
ever, there are several limitations that warrant consideration in the interpretation of the
findings. First, this study did not gather any information regarding participants’ race or
education, even though past research has found that such factors may influence one’s
communication preferences and experience with digital interventions such as chatbots
[38]. Future research considering these traits could yield some additional insight in the
potential and effectiveness of chatbots in health counseling, for example, how chatbots
could convey a higher trustworthiness or legitimacy and therefore lead to higher user
satisfaction and better intervention outcomes.

Second, we did not measure participants’ perception on the quality of the interaction
and the chatbot, while such perception might have played a role in user satisfaction
and the intention to quit. To have more experimental control and to ensure that the
chatbot in both conditions delivered the content in a structured and consistentmanner, we
created the chatbots with constrained capability. Participant input was limited to mostly
predetermined keywords, and the chatbots used little natural language processing and
generation. Although constrained chatbots are commonly used in the healthcare domain
to ensure controllability and avoid unwanted harm [39], it might limit the variability
and quality of the interaction, and hinder user experience. Future research is encouraged
to explore the potential with more advanced chatbots and find the balance between
controllability and user experience.

6 Conclusion

This study set out to explore the effectiveness of conversational chatbots using two
different communication styles – MI and CC – on smokers’ intention to quit and user
satisfaction with the conversation, and the moderating role of smokers’ need for auton-
omy and perceived self-efficacy. No significant effects of MI (vs. CC) on intention
to quit and user satisfaction emerged, nor were these effects moderated by need for
autonomy or perceived self-efficacy. However, results did show that a higher perceived
self-efficacy translates into a higher user satisfaction, as well as modest evidence that
chatbot interaction about smoking cessation effectively raises intentions to quit. As such,
practical implications of this study include that health professionals may consider devel-
oping chatbots in order to keep up with clients’ demands regarding cessation help whilst
simultaneously decreasing the pressure on health care systems. Still, more research is
needed into what exactly smokers desire when it comes to counseling chatbots to elevate
the success of such tools. This study aims to provide a steppingstone for further research
into this topic, which is currently more important than ever.
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Abstract. A key application area for voice user interfaces (VUIs) is news con-
sumption, and there is a need to explore how such interactions are performed
in practice. This paper presents a study exploring how novice users navigate the
news through VUIs and what interactions point to users’ expectations beyond the
VUIs’ current capabilities. A field trial with seven participants in five households
and follow-up in-depth interviews with six of the participants were conducted.
The analysis provides a detailed picture of how such interactions are practically
accomplished and offers insights into the participants’ perspectives on their expe-
riences. The participants had some expectations when interacting with the news
throughVUIs, butmany of thesewere notmet. This paper identifies three key chal-
lenges: 1) lack of interactional guidance in news contexts, 2) limited navigation
capabilities in news sources, and 3) insufficient support for in-depth exploration of
the news, with accompanying design implications for more engaging interactions
with VUIs for news purposes.

Keywords: Voice interactions · Voice user interface (VUI) · Journalistic design

1 Introduction

How people consume news has changed over the last decades. We have shifted from
reading printed newspapers, listening to the news on the radio, and watching it on TV
to reading it on the web and interacting with news on social media. With these changes,
news audiences’ engagement has become a key part of news companies’ businessmodels
[1]. Incorporation of chatbots is one strategy used to create engagement with the news.
Chatbots utilize a technology that gives users access to data and services throughdialogue
[9, 13]. In theory, interactions with chatbots can be either written or spoken dialogue, but
the term is usually associated with written interactions [10]. In this article, we focus on
spoken dialogue chatbots and use the phrase voice user interfaces (VUIs) to emphasize
this aspect. Even though both text-based and voice-based conversational technologies
are categorized as chatbots, it is important to recognize that these have distinct types of
interactions, possibilities, and challenges.

There has been considerable research on text-based chatbots for news purposes, in
areas such as design and implementation [17, 19], the chatbot persona and relationships
with news audiences [8], users’ experiences and expectations [34], news recommenda-
tions [4], and people’s perceptions of chatbots and information credibility [33]. There
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have been a few studies onVUI and news, focusing on news quality [6], potential benefits
of a self-disclosing VUI for news consumption [26], and the exploration of interactive
news stories [16]. However, the field remains underexplored.

Recent advances in natural language processing have led to the widespread adoption
of VUIs. VUIs, such as Amazon Alexa, Apple’s Siri, and Google Assistant, are currently
present in many people’s lives, either as services on their smartphones or as physical
smart speakers in their homes. VUIs are increasingly used for news consumption [22],
and the so-called digital news leaders argue that audio is becoming more important [8]
and will “transform the way audiences discover media over the next few years” [23,
p. 35]. The progress in natural language processing solutions offers new possibilities for
interactions with the news, where users can take a more active role. The current VUIs
have some obvious limitations, and there exists a mismatch between users’ expectations
and technological capabilities [18]. There is a need to better understand how users
interact with VUIs and what expectations they have for such encounters. Most research
on VUIs has been conducted in laboratories and not in users’ natural settings, with some
exceptions [e.g., 25, 31].

In this study, we aim to explore how novice users interact with the news using VUIs
and what interactions point to their expectations beyond the VUIs’ current capabilities.
This study is anchored in a tradition—within human–computer interaction (HCI)—of
studying and analyzing naturally occurring interactionswith technology [3, 7, 24], which
has also been used for studying VUIs [25]. Inspired by interaction analysis [15], we
assume that to understand the current practice of utilizing VUIs for news consumption
and to gain knowledge about users’ expectations, it is valuable to examine interactions
between VUIs and people in their everyday lives. The social and ecological aspects of
everyday lives provide us with realistic and detailed data that we can analyze to obtain
a better understanding of these interactions and expectations.

We present the results of a seven-day field trial in five households where the partic-
ipants were tasked with regularly using a VUI to consume news content. These interac-
tions were recorded and later analyzed, inspired by interaction analysis [15]. We con-
ducted interviewswith the participants to evaluate their experiences and gain insights into
their perspectives. Our study contributes to research on chatbots by exploring how peo-
ple interact with VUIs, that is, spoken dialogue chatbots, for news purposes. Our study
aims to provide a better understanding of the limitations of VUIs for news purposes and
to suggest how these interactions can be improved. Our work offers the following contri-
butions to the field. 1) We present a detailed analysis of six types of interaction requests
relating specifically to the VUI news domain: initiating news interactions, navigating
between different news sources, navigating within a news source, accessing specific
genres of news, requesting explanations related to elements in the news, and seeking
additional information and reports. 2) We describe three key challenges in interacting
with news content via VUIs, with accompanying design implications: lack of interac-
tional guidance in news contexts, limited navigation capabilities in news sources, and
insufficient support for in-depth exploration of the news.
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2 Background

In this section, we present related work on VUIs and conversational interactions with
the news.

2.1 Voice User Interface

VUIs are technologies where spoken words are the main input and output. Other terms
used to describe similar voice technologies include (intelligent) personal assistant, smart
speaker, conversational agent, and conversational user interface. The last term has been
widely debated, and it is argued that such an interaction is not truly conversational [5,
25, 27, 28]. On one hand, using speech as the main form of interaction offers many
possibilities: it is natural and intuitive, making the interaction easier and possibly more
inclusive [9]. On the other hand, people with hearing or speech impairments may be
excluded by VUIs. Compared to graphical user interfaces (GUIs) and text-based user
interfaces, VUIs can decrease the cognitive effort spent on tasks [30]. Speaking is usually
faster than typing, which may enhance task efficiency and user satisfaction. VUIs are
hands-free technologies, giving users the possibility to multitask, and can be beneficial
for people with some physical disabilities. When engaged in text-based interactions,
users can quickly browse through content and focus on reading the relevant parts. In
contrast, VUIs can be less efficient in this sense, as users must listen to the full answer
to obtain an overview of the content [30]. In some VUI systems, such as many smart
speakers, speech is the only type of input and output. The lack of visual cues and
affordances can make it difficult to know the full extent of the VUIs’ capabilities [32].

Fueled by the imagery of a future powered by artificial intelligence, a certain hype
has surrounded the use of VUIs, portrayed as naturally integrated into everyday con-
versations. Empirical studies of this phenomenon paint another picture and point out
the normal, natural troubles with such interactions [25]. Rather than being understood
as full-fledged conversations, interactions with VUIs often have a transactional pur-
pose, meaning that they are goal-oriented and often involve users gathering the infor-
mation required to complete a task or attain an objective [18]. In everyday use, VUIs
are commonly embedded in complex settings with multiple participants, and users often
encounter problems [29].Myers et al. [21] find four categories of problems faced by users
when interacting with unfamiliar VUIs: unfamiliar intent (the person utters a command
the VUI do not support or phrases the query in such a way that the VUI cannot parse it),
natural language processing errors (the VUI “mishears” what the person says), failed
feedback (the VUI provides feedback, but it may be ambiguous, or the person misinter-
prets it), and system error (technical bugs). Users respond to these troubles in different
ways, for example, by simplifying or adding more information to the utterance, make a
different request, restarting the interaction, settling, or quitting [21].

Lugar and Sellen [18] find that users’ expectations of conversational agents’ capa-
bilities and their actual capabilities are highly imbalanced. They argue that users have
difficulties in visualizing how the conversational agent works and that the agent rein-
forces this incomprehensibility by not revealing necessary information about its capa-
bilities and (lack of) intelligence. Sciuto et al. [31] point out that it is difficult for users
to discover new features, as they usually explore the functionality of the VUI the first
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time they interact with it. To overcome the problem with VUIs acting as black boxes,
Porcheron et al. [25] suggest that designers should follow Dourish and Button’s [7]
advice on “observable-reportable abstractions”, by presenting information and signals
regarding what the system does, why it does so, and what is likely to be done next.

2.2 Conversational Interactions with the News

Traditional journalism can be described as having a lecture-like and monologue form. In
contrast, conversational journalism aims at presenting news in a conversational manner
[20]. News organizations have explored the use of text-based chatbots as a way of
attracting news audiences by offering a more conversational form of journalism. By
operating on a personal messaging platform with a conversational and informal tone, a
chatbot secured the participation of niche audiences that were previously not engaged
in news consumption [8]. In a user study of international, well-known news chatbots,
Zhang et al. [34] find advantages and challenges of current news chatbots. On one hand,
they make it easy to search for news information, and interactive and personal content
can be engaging. On the other hand, current news chatbots still have limitations in terms
of their effectiveness, informativeness, efficiency, and human-like attributes.

The most notable contribution to VUIs in the news domain comes from the study
of Dambanemuya and Diakopoulos [6], who evaluated smart speakers for information
quality in news queries. They found that Alexa had a high response rate of 90%, of
which 70%were considered relevant to the questions asked. How the users phrased their
query affected the results: “Can you tell me about…?” and “What happened?” resulted
in more relevant responses compared to “What is going on?” and “What is new?” The
authors speculated that this may be due to the first two queries referring to static events
(often associated with Wikipedia pages), whereas the latter two pertained to evolving
events. In many cases (60.4%), the sources of Alexa’s information were not specified.
When sources were known, they were usually Wikipedia pages, and only 1.4% of the
responses came from news sources.

3 Methods

In this section, we describe the methods used in this study. First, we outline how we
conducted a field trial to examine how the participants interacted with the news through
VUIs. Second, we explain how we used interviews to better understand the participants’
experiences and expectations. Lastly, we describe our analysis process.

3.1 Field Trial

We began this project by conducting a field trial [3] in April 2021 to explore how novice
users interacted with VUIs in their everyday lives to be updated on the news. Field trials
are often used in HCI to explore new technologies and use cases in a more natural setting
than laboratory experiments. By undertaking a field study “in the wild,” we could obtain
information on the actual use of the system, including the possibility of “unanticipated
use,” and more detailed data on what works and what does not [3].
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Participants. In the study, we recruited novice users who were inexperienced with
VUIs for news purposes as we aimed to explore participants’ initial expectations and
experiences. Based on convenience sampling and our personal network, we recruited
a total of 7 novice users (4 women and 3 men) from 5 households. Their ages ranged
from 26 to 66 years. See Table 1 for an overview of the households and the participants.
All participants had some knowledge of VUIs; for example, they had tried a personal
assistant on their smartphone. However, none of the participants had used it to be updated
on the news. Six of the participants were Norwegian and interacted with the VUIs in
Norwegian, while one participant, Ben, interacted with his chosen VUI, Amazon Alexa,
in English.

Table 1. An overview of the participants of the field trial. The names are pseudonyms. GA =
Google Assistant; Alexa = Amazon Alexa

Household Name Age Gender VUI

1 Amy 62 Female GA

1 Alf 66 Male GA

2 Ben 27 Male Alexa

3 Cat 26 Female GA

3 Cal 26 Male GA

4 Deb 51 Female GA

5 Eva 32 Female GA

Organization The participants explored and interacted freely with a physical VUI in
their homes but were given instructions to use it to be updated on the news twice a day
for a week. The participants who did not own a physical VUI (all, except Ben) each
received a Google Home Mini device for the study period. We helped the participants
in setting up the VUI, and they chose their preferred news sources. They recorded their
interactions with the news using a voice recording app on their phones and sent these
recordings to us through an encrypted transfer page. This resulted in a total of 70 voice
recordings, lasting between 13 s and 10 min and 14 s, with a total duration of 6.3 h. All
recordings were transcribed. Before the field trial was carried out, a one-day pilot study
was conducted with one participant to ensure that the instructions were clear and that
we would gather usable data. The research project was reviewed and approved by the
local research ethics committee.

3.2 Interviews

After completing the field trial, all participants were asked to participate in a follow-up
interview regarding their experiences. A semi-structured interview protocol, which was
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reviewed in the pilot study, was followed. In the households that consisted of two mem-
bers, both were asked to participate in the same interview. In Cal’s and Cat’s case, Cal
could not participate. The interviews lasted between 21 min and 1 h and 15 min, with
a total duration of 3.2 h. The interviews consisted of four main topics: the participants’
news habits prior to the field trial (e.g., how they normally got updated on news, different
news preferences), how they interacted with the VUI to be updated on the news (e.g., a
typical scenario; their goals, utterances, expectations), how they experienced these inter-
actions (what they liked and disliked, errors they encountered, their overall experience),
and speculations on how these interactions could evolve in the future (how these could
be improved, possible roles of the VUI).

3.3 Analysis

Our analysis was inspired by interaction analysis [15], which examines how humans
interact with one another and with artifacts and tools, in our case, VUIs. In interaction
analysis, the data are found in the details of naturally occurring, everyday social inter-
actions between human and technological actors, as well as their surroundings. These
include talk, non-verbal interactions, and the use of artifacts and technologies [15].
Our analysis was based on audio recordings from the field trial, which provided rich
data from natural, everyday interactions with the VUI, and the interviews offered addi-
tional descriptions and explanations. The first author categorized the materials from the
field trial and the interviews. From these first annotations, we inductively identified the
themes presented in this paper. The talk and the interactions with the VUI were assessed
to identify routine practices, accompanied by subsequent challenges and solutions. The
interviews were used to supplement these findings and to gain an understanding of the
participants’ accounts of their experiences. In the analysis, we paid particular attention
to the factors pointing beyond the VUIs’ current capabilities.

4 Results

In this section, we present the results of the field trial and the interviews. Subsection 4.1
provides an overview, while Subsects. 4.2, 4.3, 4.4, 4.5, 4.6 and 4.7 focus on each of the
six distinct interaction requests of the participants, relating specifically to the VUI news
domain.

4.1 Overview

The participants obtained news updates through the VUI twice a day, as the assignment
specified. They mainly did so once in the morning and once in the evening. Most partici-
pants performed this task while alone, but sometimes, the participants who lived together
used it jointly or with the other person present. The participants sometimes did other
things simultaneously with using the VUI for news, for example, eating or cleaning.
Based on the analysis, the current situation of obtaining news updates through a VUI
is quite simplistic and limited. The process starts with a person saying the VUI’s wake
word, usually followed by a command or a question about the news. The VUI then finds



24 O. E. Nordberg and F. Guribye

the news sources that the person follows and presents them one by one. These sources
are specified in the Google Home app or the first time the user asks about the news
(Alexa). Each source has a pre-recorded audio file, similar to or the same those on radio,
that is played from start to end. These audio files do not seem to facilitate interactions
other than those related to traditional audio files, such as pause and play.

During the interviews, all participants stated that it was easy to ask the VUI to
present them with news and that they felt updated, but none of them wanted to continue
using the VUI for news purposes. The participants attempted to interact with the news
in different ways, which normally led to errors, in agreement with the descriptions by
Myers et al. [21]. The participants expressed uncertainty about the VUI’s capabilities.
They explained that it was difficult to know which functions were available in the VUI
and what information the VUI based its actions on. Even when a command succeeded,
the VUI usually provided limited information, leaving the user confused:

“I asked her to turn on podcast once, and then she just turned on a randompodcast,
and I kind of did not know. She probably said in the end that it was Aftenposten’s
podcast, but where she found it, I don’t know.” (Eva)

All participants explained that the technology and the interaction needed improve-
ments, but they believed that it had potential for the future. As demonstrated in the
following subsections, the participants attempted to interact with the news in six dis-
tinct ways that relate specifically to the VUI news domain: initiating news interactions,
navigating between different news sources, navigating within a news source, access-
ing specific genres of news, requesting explanations related to elements in the news,
and seeking additional information and reports. As we shall demonstrate, most of these
interaction requests were beyond the two VUIs’ capabilities to fulfill.

4.2 Initiating News Interactions

The VUIs used in this study were smart speakers with many different roles, such as
presenting news. The news initiation usually started right after activating the VUI. These
first interactionswith theVUI for newswere usually successful, except for a few instances
with system errors [21]. What the participants said when they wanted news updates
varied, but it was usually phrased as a request or a short command, as shown in the
excerpts below. The following excerpt presents a typical successful interaction in which
a person wants to be updated on the news.

(GA = Google Assistant) 
Alf: (00:07) OK Google, what’s the latest news? 
GA: (00:10) This is the latest news. NRK Nyheter 22:03 today.

As shown here, Alf asks for the news. The VUI presents the news source NRK
Nyheter, and at 00:18, the pre-recording from NRK Nyheter starts. While Alf politely
requests for the news, his wife, Amy, uses a command instead:
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Amy: (00:14) OK Google, the news.

4.3 Navigating Between News Sources

All participants followed several news sources on their VUI. Navigation between the
different sources was one of the most successful types of interactions in this study. The
participants could specify which source they wanted to listen to, and the VUI would find
the mentioned source. They could also navigate between sources by telling the VUI to
“skip,” leading to the VUI presenting the next source in line, as shown below:

(00:11) [VG Nyheter starts]
Cat: (00:51) Okay Google, next.
GA: (00:56) Finansavisen at five today.
(00:59) [News from Finansavisen starts]

4.4 Navigating Within a News Source

All participants, except Deb who did not interact notably with the news, tried to navigate
within news sources. The VUIs in our study lacked the capabilities for this navigation,
making this an unfamiliar intent problem [21]. If a user told the VUI to skip a current
story, thewhole news segment from that sourcewas skipped byGoogleAssistant. Several
commands were tested, such as next and forward, without any success.

Alexa: (00:28) From CNN. [CNN news starts] 
[News about activism and the president (US)] 
Ben: (00:59) Alexa, eh, skip. 
[“Dang-dang” sound [neutral] from Alexa]
Alexa: (01:04) This update is not available right now.

In the preceding excerpt, Ben tries to skip a specific news item, but Alexa informs
him that this action is not yet possible. Compared to Google Assistant, Alexa does not
skip the whole news segment. From the way that Alexa answers, “skip” is recognized
as an action, but it is still considered an unfamiliar intent problem [21] as the command
is not supported. Cat tried several different commands, but none was recognized by
GoogleAssistant. The following excerpt showshowGoogleAssistant links the command
forward to music streaming services. It takes 47 s from Cat’s first attempt to skip a news
story until she ends up back to the same story.
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Cat: (00:28) OK Google, [VG Nyheter stops] can I listen to 
the next news item?
GA: (00:32) Sorry, I didn’t understand. 
(00:34) [VG Nyheter continuous] 
Cat: (00:40) OK Google, forward.
Cat: (00:45) OK Google ... [VG Nyheter stops] forward.
GA: (00:49) Song selection is only available for YouTube Mu-
sic Premium subscriptions, but you may like this station.
(00:58) [Music starts to play] 
Cat: (01:00) [Laughs a bit] Okay Google ... [music stops] Can
you turn back to the news?
GA: (01:06) To listen to the news, just say “give me the lat-
est news” ... 
Cat: (01:09) Give me the latest news. 
GA: ... You can also request news from specific ... 
Cat: (01:11) OK Google. 
GA: ... sources or best .... 
Cat: (01:13) Give me the latest news. 
GA: (01:15) Here is the latest news. Resumes VG at 22:17…

Alf explained that he tried several different ways to navigate within one source, but
he never figured out what he needed to say. This experience was consistent among most
of the participants. In the interview, Alf explained his experience:

“What I found troublesome was if ... Let’s say you were on NRKNyheter and didn’t
want to hear more about Corona. You want to hear the next news item from NRK.
If you then say “Next,” then she is done with NRK. Then, she jumps directly to the
next news source.”

4.5 Accessing Specific Genres of News

Sometimes, the participants wanted a specific genre of news, for example, local news,
international news, or culture-related news. When asked about specific genres of news,
the VUIs could not provide a result, causing unfamiliar intent problems [21].

Alf: (05:51) OK Google, update me on sports from NRK.
GA: (05:57) I cannot play sports news from NRK yet.

As shown in the preceding excerpt, Alf’s command to theVUI is somewhat complex,
as he wants a specific genre of news from a specific source. The VUI recognizes sports
as a genre but explains that it is unable to perform this action. The “yet” at the end of
its response indicates that this is a function that may be available in the future.
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4.6 Seeking Additional Information and Reports

Occasionally, the participants interrupted the news sequence to ask the VUI for more
information about the news being presented or to know what other sources mentioned
about the topic. The VUI did not understand these questions, as demonstrated below:

[News story about the murder of lawyer Kjærvik] 
Alf: (02:51) OK Google, update me on the Kjærvik murder. 
GA: (02:56) I’m sorry; I didn’t understand that. 
(02:58) [The news continues] 
Alf: (03:06) OK Google, can you tell me what VG says about 
the murder of Kjærvik?
GA: (03:12) Sorry, I do not understand what you mean. 
(03:16) [The news continues]

The example above shows that Alf interrupts the news sequence because he wants
more information about the news story being presented.GoogleAssistant does not under-
stand his request (unfamiliar intent) [21] and continues. Alf interrupts again, specifically
asking what another news source reports about the said case. Google Assistant still does
not understand and continues with the news segment once again.

4.7 Requesting Explanations Related to Elements in the News

Sometimes, the news included information or topics that the users wanted to know more
about. This typically comprised topics or elements that the participants were not very
familiar with, making it difficult to follow the current news item. This required the VUI
to stop the segment and “search” for an answer to give the user. Such questions were
often difficult for the VUI to answer, but sometimes it came up with a relevant answer:

[News about inspection of trucks at the borders] 
Cat: (03:11) OK Google. [NRK Nyheter stops] What are the 
rules of entry into Norway?
GA: (03:16) At regjeringen.no, it says: “Only foreigners who 
are resident in Norway can travel into Norway now. […] 
(03:38) [NRK Nyheter continues]

The excerpt above shows a successful interaction in which the VUI answers the
participant’s question. However, there are also unsuccessful interactions in which the
VUI answers but misunderstands the context, as seen in the excerpt below:
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[News about the new, European football league “Super League”]
Eva: (01:33) Okay Google ... [NRK Nyheter stops] What is the 
Super League?
GA: (01:38) This is what Wikipedia can tell: “The Super 
League is the highest level in Danish football. The winner 
will be the Danish champion. […] 
Eva: (01:49) Okay Google ... 
GA: ... the championship was decided ...”

Eva understands that the answer is incorrect and tries to be more specific:

Eva: (01:51) What is the Norwegian Super League? 
GA: (01:55) Sorry, I do not understand what you mean.

In Eva’s example, her husband later told her what the Super League was. A con-
sequence of the VUI not taking the context into account and providing the wrong
information is that the users might believe it and possibly spread misinformation.

5 Discussion

Engagement is considered key in the competitive news market [1]. There are expressed
expectations in the industry [22, 23] and among researchers [8, 14] that conversational
interfaces, such as VUIs, will influence future news practices and possibly enhance news
engagement [12]. For these expectations to be realistic, the experience of interacting
with VUIs in news settings needs improvement. We argue that it is necessary to better
understand how users interact with VUIs in news contexts, as well as identify their
expectations, needs, and preferences. Our research is a step in this direction. Our study’s
results showed how the participants had concrete expectations of the capabilities of VUIs
in news settings, but most of these were not met. The participants expected to be able
to navigate between and within news sources, access specific genres of news, receive
explanations related to elements in the news and obtain additional information and
reports. In addition to their unmet expectations, the participants encountered problems
that aligned with those reported in previous research on VUIs [18, 21, 25].

The conversational format of VUIs offers new possibilities to interact with content,
and as our analysis indicates, people have many expectations in this regard. In news
contexts, the VUIs in our field trial used traditional concepts and formats from the radio,
where the users were passive listeners. The role of VUIs when interacting with the news
was mostly limited to finding the different sources and presenting them, but the news
sources did the actual presentations through pre-recorded audio files. If the technology
worked properly, the process was straightforward. If the users wanted to listen to a
sequence of several different radio-like news segments (often with repetitive news items
across different news sources), it workedwell. However, if the users wanted to interact by
navigating the content or were seeking more in-depth knowledge by asking questions,
they would most likely encounter problems. When the users engaged in these types
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of actions, the VUI had to pause the news segment and try to identify the users’ aim.
However, the current VUIs lacked the capability to take into account the context that
initiated the users’ interaction (e.g., a topic presented on the news that led them to ask
a question). In our field trial, the participants consistently tried (and most often failed)
to interact with the news through the VUI, and their expectations and VUI capabilities
were mismatched in this application area, too [18]. The fact that it was easy to access the
news and that the participants then considered themselves updated on the news was not
enough for them to keep wanting to use VUIs for news after the study. All participants
agreed that the technology and the interactions needed improvements.

Text-based news chatbots play a more distinct role compared to the VUIs explored in
our research. Such news chatbots are developed purposely to convey news information
in a conversational manner [e.g., 8, 17, 33], while the VUIs explored in our study are
intelligent assistants with multiple roles where news distribution is just one of them.
As with news chatbots [34], it is easy to use VUIs to find news, but the interactive
and personal content that engages news chatbot users is absent in these VUIs. In the
future, it could be valuable to explore how features from text-based news chatbots could
be transferred to VUIs. In relation to previous research on information quality in VUI
news queries [6], our research also indicates the relevance of how people frame their
queries. Research on naturally occurring interactions with VUIs has highlighted the
normal, natural problems that people encounter when interacting with VUIs [21, 25].
Our study has identified specific problems related to the VUI news domain. We claim
that not all VUI problems can be solved on a general level alone and that there is a need
to examine the difficulties experienced in certain VUI domains, such as news. Based on
our results, we argue that VUIs’ capabilities are not fully utilized in news settings. We
have identified three main issues when using VUIs for news, accompanied by design
implications to improve this experience.

5.1 Interactional Guidance in News Contexts

The first issue that we want to highlight is the users’ uncertainty about the VUIs’ capa-
bilities when interacting with the news. Currently, users are accustomed to playing a
passive role when consuming news, such as when reading online newspapers or lis-
tening to news podcasts. VUI technology offers new opportunities to interact with the
news, but this may be an unfamiliar experience for users, and they may have a lim-
ited understanding of what the VUIs’ capabilities are. Our study’s participants wanted
to interact with the news by asking questions and trying to navigate the content, but
they experienced difficulties in doing so. They tried but failed, and they used different
responses to meet these troubles, consistent with the findings reported by Myers et al.
[21]. The users wanted to interact with the news but did not know how to do it. Even
after a week, the participants were unsure of the VUIs’ capabilities. This gap between
the users’ expectations and the VUIs’ capabilities could be reduced if the VUIs would
guide the users on possible, relevant interactions.We think that there is a need to develop
customized guidance and tailored fallback, both on a general and domain specific level.
Both Google Assistant and Alexa had some interactional guidance for the news domain,
but it came quite sporadically and was too generic.



30 O. E. Nordberg and F. Guribye

In the future, research should focus on how to better convey relevant VUIs’ capa-
bilities in different, typical use settings. A VUI could explain its capabilities in a given
application area and offer the users further clues, for example, about how to navigate
within the news content, in line with Porcheron and colleagues’ [25] suggestion to follow
the advice on “observable-reportable abstractions” [7]. By presentingmore feedback and
guidance, the VUI can assist users in exploring and understanding its existing capabil-
ities. Further, users may acquire more insights and knowledge about VUI processes in
both successful and unsuccessful interactions, which may give them a more realistic
understanding of how the VUI operates.

5.2 Navigation Between and Within News Sources

One of the main issues encountered by the participants involves navigating the news
content. The VUI lets them navigate between different sources but not within a specific
source. There is a need to create vocabulary that facilitates the navigation of news content.
In the future, research should explore how people envision the news presented through
VUIs and the kinds of utterances used when they want to navigate news content. As
demonstrated in Dambanemuya and Diakopoulos’ study [6], the way that people phrase
their queries to the VUI influences the relevance of the information they receive. For
example, some standardized expressions—such as “Give me the next story,” “Skip this
story,” or “What does another source say about this topic?”—could be established to
guide both user expectations and VUI capabilities.

This might require the existing news audio files to be tagged or labeled with meta-
data so that the VUI can differentiate between the separate stories. This will need work
from news agencies when they prepare their contents to be accessed through VUIs.
Another solution could be for the VUI to use text-to-speech technology and read directly
from online newspapers, in the same way that it reads from Wikipedia, among others.
Using text-to-speech functionality might influence the experience. It would be a tradeoff
between having a professional journalist read the news—using the prosody and intona-
tion expected of this “radio-talk” genre [11]—and the limitations in this regard when a
story is read by a machine.

5.3 In-Depth Exploration of the News Through VUIs

As Ford and Hutchinson [8] discussed concerning news chatbots, VUIs could deliver
news in a more conversational format, where users could have more advanced interac-
tions and ask questions, if this is considered in the design process of such systems. The
VUIs’ conversational format suggests the possibility to interact with the news in a more
conversational manner compared to more traditional news media, such as newspapers or
radio broadcasts. We argue that VUIs have an unexplored interactive potential in news
settings and that our findings encourage the development of more advanced interactions.
Our study’s participants frequently tried to interact with the news through the VUI in
advanced ways but were seldom successful. They also attempted to educate themselves
and explore the topics presented on the news with a more in-depth approach by asking
related questions and trying to navigate the content. When they asked the VUI questions
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related to the news, it rarely gave a good answer. The VUI should be aware of the top-
ics of the news items being presented, including knowledge of the main entities (e.g.,
characters, settings, and phenomena). By having some sort of awareness, the VUI will
more likely respond with relevant information when questions are raised. Similar to the
previously mentioned design implication, this could be addressed by adding tags and
metadata to the audio files.

6 Conclusion

In this paper, we have presented our findings from a seven-day field trial, followed
by interviews, where we explored how novice users interacted with the news through
VUIs and what their expectations were. Some of our findings align with those of pre-
vious research on news chatbots and VUIs, while others are specific to the VUI news
domain.Wehave demonstrated howusers have specific unmet expectations for theVUIs’
capabilities in the news context, related to navigation and in-depth explorations.

Our study also has some limitations; the most notable is its limited context—it
was conducted on a small sample of participants in Norway, and mainly in Norwegian
(one participant did the task in English, with American news sources). Only two types
of VUIs were used: Google Assistant and Amazon Alexa. Thus, the findings regarding
VUIs’ functionalities may not be applicable to other contexts, VUIs, or languages. As all
participants were novice users, it could be beneficial to also conduct research involving
users experienced in using VUIs for news purposes. As this was a field trial aiming for
natural settings, the participants freely chose which news sources they wanted to interact
with. It is therefore possible that our findings may be relevant to some but not all news
sources on VUIs. The participants recorded their own interactions using their phones,
making the interactions less natural. It is also possible that not all interactions were
recorded. However, we have found that our collected data are rich enough to provide us
with valuable insights into how novice users interact with the news through VUIs and
to obtain a clearer picture of what their expectations are.

Our study demonstrated how interactions with VUIs for news purposes were unsat-
isfactory and how the participants had several unmet expectations. In the analysis, we
present six distinct types of interaction requests relating specifically to the VUI news
domain: initiating news interactions, navigating between different news sources, navi-
gating within a news source, accessing specific genres of news, requesting explanations
related to elements in the news, and seeking additional information and reports. Based
on these interaction attempts, we highlight three main problems with accompanying
design implications: lack of interactional guidance in new settings, limited navigation
capabilities in news sources, and insufficient support for in-depth exploration of the
news. The design implications point to how it is possible to provide support for a bet-
ter experience when interacting with the news through VUIs and take advantage of the
potential that pertains to the interactions.We encourage future research to focus on VUIs
for news purposes, especially on establishing a vocabulary for news interactions and the
exploration of designing more advanced interactions.
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Abstract. Conversational Agent Voting Advice Applications (CAVAAs) are
chatbot-based information retrieval systems for citizens who aim to inform them-
selves about the political issues at stake in times of political elections. Previous
studies investigating these relatively young tools primarily focused on the effects
of CAVAAs that include a text-based chatbot. In order to further optimize their
design, current research compared the effects of CAVAAs with a text, voice, and
combined chatbot. In an experimental lab study among young voters (N = 60)
these three modalities have been compared on usage measures (the amount of
information retrieved from the chatbot, and miscommunication), evaluation mea-
sures (ease of use, usefulness, and enjoyment), and political measures (perceived
and factual political knowledge). Results show that the three CAVAA modalities
score equally high on political measures and the perception of enjoyment. At
the same time, the textual and combined CAVAA outperform the voice CAVAA
on several aspects: the voice CAVAA received lower ease of use and usefulness
scores, respondents requested less additional information, and they experienced
more miscommunication when interacting with the voice chatbot. Analyses of the
usage data also indicate that in the combined condition users hardly use the voice-
option and instead almost exclusively rely on text-functionalities like clicking on
suggestion buttons. This seems to suggest that using voice is too much of an effort
for CAVAA users; we therefore recommend the usage of text-bots in this specific
usage context.

Keywords: Voting advice applications · Conversational agents · Chatbot
modality · Usefulness · Ease of use · Enjoyment · Political knowledge

1 Introduction

While Cava is Spanish sparkling wine, CAVAA is the abbreviation for Conversational
Agent Voting Advice Application. Like Voting Advice Applications (VAAs) that are
very popular in elections times [10], such as the Dutch Stemwijzer, German Wahl-O-
Mat, and Swedish Valkompassen, CAVAA users answer political attitude statements
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about relevant political issues (e.g., ‘Taxes on housing should be increased’) and receive
a voting advice based on their answers [6, 19]. In contrast to a regular VAA, however, a
CAVAA has an integrated chatbot functionality that users can address if they experience
comprehension problems when answering the political attitude statements. The chatbot
in a CAVAA is trained to provide information relevant for solving frequently occurring
comprehension problems (also see [13]); it can for example provide information about
the definition of political terms (‘What is taxes on housing?’), or about the current state
of affairs with respect to the political issue (‘How high is the taxes on housing at the
moment?’). In contrast to other chatbots in the political domain that provide subjective
information about the standpoints of a single candidate running in the elections [17],
a CAVAA hence aims to provide objective information voters can use to form a well-
considered answer to the political attitude statements, which should ultimately lead to a
valid voting advice.

Research demonstrates that CAVAAs are valuable information retrieval systems for
citizens, as these tools receive better user experience scores than regular VAAs without
a chatbot functionality [14]. Moreover, citizens score higher on political knowledge
measures after having worked with a CAVAA than after working with a regular VAA
[14]. In light of these positive findings, it is now time to further optimize the design
of the chatbot in a CAVAA. Since the young audience that forms the prime user group
of (CA)VAAs is becoming more and more experienced with voice technology in their
daily lives [7], the current studywill explore the effects of different chatbotmodalities for
young voters (aged 18–25), comparing a text-based CAVAA to a voice-based CAVAA
and a CAVAA that combines these two modalities.

The three CAVAA versions are compared with respect to three types of outcome
measures. First, we compare the tools with respect to a set of usagemeasures (the number
of questions asked to the system, and the amount of miscommunication occurring) to get
an idea of how modality might affect the extent users feel invited to ask questions to the
chatbot (compare [14]). Second, we include subjective tool evaluation measures (ease
of use, usefulness, enjoyment) that are commonly used in the field of chatbot research to
evaluate a chatbot’s design characteristics (compare [32]). Finally, we compare the three
versions with respect to political knowledge measures (perceived and factual political
knowledge) that are common outcome measures in studies on VAAs (compare [15]),
which ultimate goal is to boost the user’s political knowledge in order to increase the
chance of casting a vote [11].

In comparing these three chatbot modalities on a range of dependent variables in
a specific goal-oriented usage context and for a homogeneous group of young voters,
current study will not only contribute to research on (CA)VAAs, but also to chatbot
research in general. This is because in chatbot research there has been a call for studies
on specific chatbot design characteristics in specific domains and across specific user
groups [8], and also for an investigation of modality effects across usage contexts [27].
A final reason why current research is of added value to chatbot research, is because not
only a full text-based version and a voice-based version are compared, but also a third
version combining text and voice; there has been a call for such a version in previous
chatbot modality studies [18, 27]
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1.1 Modality

Text-based and voice-based chatbots each have their own distinctive qualities. For exam-
ple, typing a question in a text-based chatbot allows users to check their input for cor-
rectness before sending a message to the system [2, 18]. Moreover, a chatbot’s written
response can be read at the user’s own pace [18], which might increase the user’s per-
ception of control over the interaction [30]. Finally, in situations where users are not
able – or not willing – to use speech, a text-based tool is more accessible [24].

By contrast, voice-based chatbots are easier to use in situations where users cannot
typemessages themselves or cannot read the chatbot’swritten answers, for examplewhen
using a chatbot while cooking or driving [24]. Furthermore, voice-based technology is
generally more intuitive and speaking is also faster than typing [2, 26]. This, however,
does not imply that using a voice-bot is more efficient than using a text-based bot, as
in a voice-context the user is forced to listen to the full output of the chatbot whereas
in a text-based chatbot the user can skim or even skip information efficiently [26]. A
final advantage of voice-based chatbots is that voice interaction promotes human-like
perceptions, which may result in more enjoyment [25, 33].

While both text and voice have their distinctive qualities, or perhaps, because both
modalities have their own distinctive qualities, neither can be seen as superior. Several
studies show that user perceptions of a chatbot’s modality depend both on characteristics
of the task and characteristics of the user working with the application. This for example
shows from [5], who found voice interaction to lead to more positive attitudes than text
interaction, but only in utilitarian tasks (e.g., ‘When is Father’s Day in 2017?’) and not
for hedonic ones (e.g., ‘Tell me a bedtime story’). Moreover, [27] compared a text and
a voice-based chatbot in two task contexts: a goal-directed information search task (i.e.,
searching for a restaurant with predefined instructions) and an experiential search task
(i.e., searching for a restaurant without predefined instructions). Results of that study
show that only in the goal-directed task users of the voice-based chatbot experienced
more cognitive workload and more enjoyment, though perceptions of efficiency were
not affected. Finally, [26] established that there are correlations between certain user
characteristics and the preference for a text or voice modality, consequently extending
prior studies that focus on demographic characteristics such as age [28].

The Task-Technology Fit theory (TTF; [12]) can be used to explain these differences
in the usage and perception of text-based and voice-based chatbots dependent on charac-
teristics of the task and the user. The theory postulates that the task, the individual user,
and the functionalities of the technology should match to result in positive performance
outcomes. If individuals perceive a high fit between the task and the technology, they
experience the technology to be more effective and efficient. By contrast, in case of
discrepancies between the user, the task and the technology, the system will receive less
good evaluations [12].

In light of TTF, it is relevant to explore how user, task and technology interact in
the specific context of CAVAAs. This context can be regarded as utilitarian and goal-
directed, since the user wants to gather information about politics and ultimately aims
to receive a concrete voting advice from the application. Compared to previous chatbot
modality studies that were mainly conducted in (fictitious) customer service contexts
(e.g., [20, 26, 27]), theCAVAAcontext can hence be seen asmore cognitively demanding
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since users try to solve their (real) comprehension problems about political issues by
asking questions to the chatbot. As for user characteristics, it is known that CAVAAusers
make only a minimal effort to actually gather the required information before answering
the political statements (see the findings of [13, 14]). Hence, our study can be seen of
a study on modality effects in a cognitively demanding context where users make a
minimal effort.

It is hard to predict how a text-based, a voice-based and a combined chatbot will be
used by young voters in the specific usage context of CAVAAs. On the one hand, rea-
soning from the TTF, one might expect that a combined CAVAA leads to most intensive
usage, and hence, to users asking most questions to the system. This might be expected
because users can decide themselves which modality they use, and they might even
switch between modalities during the interaction. On the other hand, since (CA)VAA
users have been shown to make only a minimal effort when working with the tool [13,
14], it might also be the case that switching between modalities is too much an effort
and that users keep working in one of the two modalities in the combined version. For
the CAVAAs that contain one modality (voice versus text), it can be reasoned on the
one hand that the voice-based chatbot will lead to more information requests, since this
modality is more intuitive to use and speaking is faster than typing [2, 26]. On the other
hand, interpreting voice-output correctly is harder than interpreting text-output that users
can process at their own pace [18, 26].

In light of these different possible scenarios it is hard to formulate a concrete hypoth-
esis about the effect of modality on usage measures. As how users evaluate the tool and
also to howmuchpolitical knowledge they retain are expected to be the result of the actual
usage of the tool, we will also refrain from formulating concrete hypotheses about these
dependent variables. Instead, we will explore the differences between the three CAVAA
modalities for the usage measures, the evaluation measures, and the political measures.

2 Method

2.1 Design

In a between-subjects experimental study, we compared a CAVAA with a text-based
chatbot, a voice-based chatbot, and a combined chatbot on several outcome measures.
In the experiment, the CAVAAs were distributed in a laboratory setting to a homoge-
nous group of eligible Dutch young voters. Each participant worked with only one of
the three CAVAA versions, and subsequently filled out a survey in which the evaluation
measures (perceived ease of use, usefulness, enjoyment), and political measures (per-
ceived and factual political knowledge) were measured. In addition, the actual usage of
the chatbot modalities was measured by analyzing the chatlogs of participants’ CAVAA
conversations on the types of information requested, the usage of predefined buttons
or free input to obtain information, and the appearance of miscommunication with the
chatbot. On December 16, 2021, the research project received ethical approval from
Tilburg University’s Ethics Review Board (TSHD_RP174).1

1 Data collection was initiated prior to final approval, following liaising with the ethics board.
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2.2 Participants

We recruited a convenience sample of 60 young Dutch voters between 18 and 24 years
old via the participant pool of our university (Mage = 20.3 years; SD = 1.88). Of them,
13 participants (21.7%) identified themselves as male, 46 as female (76.7%) and 1
participant (1.7%) identified outside the gender binary. All participants had Dutch as a
native language and were registered with a Dutch municipality, and hence eligible to
vote. Of the participants, 11 (18.3%) had never voted before, 37 participants (61.7%) had
voted in one previous election and 12 participants (20%) had voted in multiple previous
elections.

We compared participants in the text (N = 19), voice (N = 20) and combined (N
= 21) condition with respect to the above mentioned demographic characteristics and
found no differences in prior voting experience (χ2 (4) = 2.02, p = .73), gender (χ2

(4) = 3.52, p = .48) and age (F (2, 57) = 3.70, p = .36). This implies that there is no
reason to assume that there were a priori differences between the participants in the text
condition, the voice condition, and the combined condition.

2.3 Materials

Development Process. The three CAVAA versions were developed in collaboration
with chatbot developer Genius Voice (geniusvoice.nl). This company designed the look
and feel of the chatbots, and trained them to improve intent recognition. To check the
functionalities, we pretested our three CAVAA versions among nine participants (three
per version). Based on these pretests, several improvements to the CAVAAs were made.
Below we will describe the experimental materials as they were used in the final exper-
iment. All experimental materials can be found in Dataverse (https://doi.org/10.34894/
MNMLAT).

Modality. In the text-based condition, users could interact with the chatbot either by
clicking on suggestion buttons, or by typing in their messages in an open chat window
themselves. They hence always used typed text or clicking to consult the chatbots, and
they always received an answer in written text in return.

In the voice-based condition, the user and the chatbot communicated via speech. Just
like in the text condition, users in the voice condition were shown suggestion buttons
in written indicating the types of information they could request, but these buttons were
not clickable; instead, users had to read the suggestion buttons out loud to activate them.
Moreover, they could also formulate questions themselves by means of free speech,
comparable to the open chat function in the text condition. When the user asked a
question in the voice condition, the chatbot displayed the answer in text on the screen
and also read out the answer aloud.

In the combined condition, users could communicatewith the chatbot via bothmodal-
ities and were able to switch between text and voice during the conversation. This means
that they could activate the suggestion buttons by either clicking on them, or by using the
voice functionality to activate the content. Moreover, the chatbot’s answers were visible
on the screen, and when users would activate the sound button, the chatbot answers
were also read out loud. Only in the combined condition it was hence possible to switch

https://doi.org/10.34894/MNMLAT
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between the twomodalities during the course of filling out theCAVAA. Figure 1 provides
an example of the combined condition and describes the look and feel of this condition
related to the other two conditions.

Fig. 1. Screenshot of the combined CAVAA showing the first statement, the three answer options,
and four suggestion buttons. Below the suggestion buttons, there are two icons (marked with a
dotted line in the figure) that could be used to turn the sound (for output) and microphone (for
input) on and off. Moreover there is an open text field to enter a question in written (marked with a
dashed line in the figure). In the voice-condition, the open text field was not present and the sound
and microphone icons were always on, as in this condition voice was the only modality that could
be used to control the CAVAA; in the text-based condition the open text field was visible and the
icons to turn the sound and microphone on/off were not displayed, as this CAVAA could only be
controlled by using text.

Statements. The CAVAAs’ content and conversational flow were based on the exper-
imental materials of [15], who developed a CAVAA for the Dutch National Elections
in 2021. In total, 16 political attitude statements from that study were also included
in the current research, as they were still topic of debate at the time we developed the
materials for the current research. We added two new statements to come to 18 political
attitude statements in total, which is the minimal number of VAA statements identified
in a corpus study analyzing VAAs in national elections [31]. A (translated) example of
a statement is ‘There should be a binding referendum with which citizens can stop laws
being implemented’.

Users could indicate their opinion towards each statement by answering ‘agree’,
‘neutral’ or ‘disagree’. These answer options were visualized with a green (‘agree’),
grey (‘neutral’), and red (‘disagree’) button below each statement (see Fig. 1). After
answering all attitude statements, the CAVAA provided the user with a personalized
voting advice in which the user’s standpoints were matched with the standpoints of the
eight most prominent political parties of the Netherlands (similar to [15]).

Information Types. The chatbots were developed with conversational framework Rasa
(rasa.com) and trained to recognize the intents of the users on the basis of an extensive list
with potential questions users could ask per attitude statement, including synonyms (e.g.,
‘disadvantages’, ‘downsides’, ‘cons’) and abbreviations (e.g., ‘Partij van de Arbeid’,
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‘PvdA’). These training data led to a NLU-model; the intent-entity combinations sub-
sequently determined the chatbots’ output to the user. Based on the user’s input, the
chatbots provided users with four types of information for each attitude statement in the
tool; these types of information were based on the types of questions users have when
answering political attitude statements [13].

First, the chatbots were trained to provide semantic information, which means that
the chatbots could explain the meaning of a difficult word in the statement (e.g., ‘What
does a binding referendum mean?’). Second, the chatbots were trained to provide prag-
matic information about the current state of affairs with respect to the political issue in
the statement (e.g., ‘What is the current status with respect to referendums in the Nether-
lands?’). In addition to semantic and pragmatic information, the chatbots were also able
to provide information about the advantages and disadvantages of the policy in the state-
ment (e.g., ‘What is an advantage of implementing binding referendums?’), and about
the standpoints of the political parties towards the statement (e.g., ‘What is the stand-
point of the PvdA on binding referendums?’). The four information types were shown
below the statement by means of four suggestion buttons, but users could also access
information by phrasing questions themselves. The information the chatbot provided in
response to users’ questions was preformulated by the researchers and always based on
reliable resources, such as government websites, online dictionaries, news articles, and
existing voting aids (similar to [14, 15]).

Conversation Flow. The conversation between the CAVAA and the user started with
the chatbot greeting the user. Thereafter, the first statement was shown. The user could
choose to either respond directly to the statement, or to ask for additional information
first.

To enhance the dialogical character of the chatbot,we added conversational sentences
in three different ways. First, an information request was always introduced with a
conversational sentence (e.g., ‘Thanks for your question’, ‘I looked it up for you’).
Second, after showing the additional information, the chatbot repeated the statement
preceded by a conversational sentence (e.g., ‘So, the statementwas…’, ‘Is there anything
else you’d like to know before answering the statement?’). Third, the transition between
statements was marked with a conversational sentence (e.g., ‘I have registered your
answer, let’s move on to the next statement’). In all three chatbot versions, the chatbot
randomly selected conversational sentences from a list, so that the three experimental
conditions contained the same variation in conversational elements.

The chatbots were also equipped with a set of error responses in case they did not
understand the user’s input or could not find afitting answer. These responses consisted of
an error notification (e.g., ‘Sorry, I don’t understand your question’) and a repair strategy
(e.g., ‘Could you reformulate it in different words?’). In case miscommunication still
occurred, the chatbot’s error response hinted on the four types of information that could
be requested by the user (e.g., ‘Unfortunately, I cannot answer that question. I can give
you some information on …’), which is proven to be a successful recovery strategy in
chatbot conversations [3, 4].
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2.4 Usage Measures

For the usage measures we analyzed a sample of 60 (participants) * 18 (statements) =
1,080 respondent and item combinations. This sample was coded on the types of infor-
mation requested by the participants, and whether miscommunication occurred between
the user and the chatbot. For the combined condition, we also scored which modality the
participants used to request information.A second coder coded a randomsubsample of 17
chatbot conversations (28%), divided across the three CAVAA versions. The intercoder
reliability was always acceptable (semantic information κ= 0.97, pragmatic information
κ = 0.96, party standpoints κ = 1.00, (dis)advantages κ = 0.95; miscommunication κ

= 0.76).

2.5 Evaluation Measures and Political Measures

In an online survey, the evaluationmeasureswere examinedfirst, followedby the political
measures. Except for the factual knowledge questions, all survey questions could be
answered on a seven-point scale ranging from ‘fully disagree’ to ‘fully agree’.

Enjoyment. The questionnaire started with three statements to measure participants’
enjoyment while using the CAVAA. The three items were adapted from a survey in an
earlier study by [21] and modified to fit the context of the current study (e.g., ‘I found
using the chatbot a pleasant experience’). The three items showed to group well together
(α = .88).

Ease of Use. The ease of use of the chatbot was measured with five items, adapted from
the study of [1] (e.g., ‘I found this chatbot user friendly’). The five items clustered well
together (α = .81).

Usefulness. Usefulness was measured with four items based on [1] and modified to
fit the context of the current study (e.g., ‘Using this chatbot enabled me to answer the
statements better than a regular voting aid’). The four items provided a reliable measure
(α = .73).

Perceived Political Knowledge. Participants’ perception of political knowledge after
using the CAVAA was measured by adapting four statements from a study by [29] (e.g.,
‘By using this chatbot, I gained more knowledge about the political landscape’). The
four items showed to group well together (α = .69).

Factual Political Knowledge. Eight true/false statements were presented on topics
related to the political attitude statements in the CAVAA. Participants answered these
statements with either ‘true’, ‘false’ or ‘I don’t know’. The latter answering option was
included to avoid guessing behavior of participants that could affect the reliability. For
the data analysis, the answers to the eight knowledge questions have been recoded. The
correct answers have been coded with 1 and both the incorrect answers and the ‘I don’t
know’ answers have been coded with 0. This led to a factual political knowledge score
between 0 and 8 for every participant.
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2.6 Procedure

The studywas conducted inDecember 2021, approximately threemonths prior tomunic-
ipal elections in the Netherlands. All participants were recruited via the Human Subject
Pool of our university and took part in the experiment in the lab (taking the Corona
measures at the time into account). Before starting the experiment in one of the sound
proof cabins, participants were given a brief instruction on what Voting Advice Appli-
cations are and how to specifically use the CAVAA in the current study. Subsequently,
they started the study and were asked to provide informed consent for the usage of their
data. It was stressed that participation was completely voluntary and participants could
stop at any point in time. After having provided informed consent, participants answered
several questions about demographic variables. Next, participants could click on a link
that directed them to one of the three CAVAA versions that opened in a new window.
After having answered all 18 political statements in the CAVAA, a voting advice was
provided. Thereafter, the participant was redirected to the online survey that included
the evaluation measures and the political knowledge measures. The questionnaire ended
with a debriefing in which the participants were informed about the purpose of the study.
In total, the experiment took approximately 20 minutes and all participants received a
partial course credit in return.

3 Results

3.1 Usage Measures

The means and standard deviations for the usage measures are shown in Table 1. Across
all four types of information a respondent could request, there was a difference between
the chatbot conditions: in both the text condition and the combined condition respondents
more frequently requested at least one of the four forms of information than in the voice
condition (text vs. voice: χ2 = 4.52, p= .03; combined vs. voice: χ2 = 6.76, p= .009).
There was no difference between the text and combined condition (χ2 = 0.03, p= .86).

If we split out this analysis per type of information, it can be seen that in the voice
condition less information about the advantages and disadvantages of a certain policy
was requested compared to the combined condition (χ2 = 7.28, p= .007), and also that
in the voice condition less information was looked up about the party stances compared
to the text condition (χ2 = 5.76, p= .02). All other contrasts failed to reach significance.
Also, no significant differences between the three CAVAA conditions were found with
respect to the retrieval of semantic and pragmatic information (in all cases: χ2 < 3.55, p
> .06), although the tendencies for differences (p-values between 0.06 and 0.1) indicate
that in a larger sample there may be more information requests found for both the text
and the combined condition compared to the voice condition.
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Table 1. Proportion of times a type of informationwas requested (Logit andSEbetween brackets),
and the accompanying variances (in Logit) (M) for each experimental condition.

Semantic Pragmatic (Dis)advantages Party Stances Total

Text 20.8%
(-1.34;
0.33)

19.6%
(-1.41;
0.25)

29.7%
(-0.86;
0.24)

19.0%*
(-1.45;
0.32)

59.2%*
(0.38;
0.30)

Voice 15.3%
(-1.71;
0.33)

12.2%
(-1.97;
0.26)

21.7%
(-1.29;
0.23)

7.2%
(-2.55;
0.33)

43.1%
(-2.76;
0.27)

Combined 21.4%
(-1.30;
0.34)

18.8%
(-1.46;
0.19)

40.1%*
(-0.40;
0.25)

11.4%
(-2.05;
0.32)

60.6%*
(0.43;
0.26)

S2resp. Text 0.12 0.46 (0.27) 0.86 (0.34) 1.67 (0.64) 0.83 (0.35)

S2resp. Voice 0.04 0.50 (0.32) 0.78 (0.32) 1.45 (0.68) 0.54 (0.25)

S2resp. Comb 0.29 0.07 (0.13) 1.05 (0.37) 1.67 (0.66) 0.51 (0.23)

S2items 1.51 0.31 (0.14) 0 (0) 0 (0) 0.57 (0.22)
* indicates a significant difference (p < .05) with the voice condition.

Table 2. Proportion of times that miscommunication occurred (Logit and SE between brackets),
and the accompanying variances (in Logit) (M) for each experimental condition.

Miscommunication

Text 1.4%*
(-4.21; 0.69)

Voice 12.8%
(-1.92; 0.18)

Combined 0 (0)

S2resp. Text 5.49

S2resp. Voice 0.20

S2resp. Comb 0

S2items 0
* indicates a significant difference (p < .05) with the
voice condition.

We also run a Loglinear Multi-level model similar to [14] to compare the number of
times a respondent experienced miscommunication. There was no miscommunication
observed in the combined condition (0%), only very little miscommunication in the text
condition (1.4%), whereas in the voice condition in about 12.8% of the respondent and
item combinations some form of miscommunication occurred. The differences between
the text and voice condition were indeed found to be significant (χ2 = 3.20, p < .001;
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see Table 2). The combined condition could not be included in the analysis due to a lack
of variance.

As there was no miscommunication in the combined condition and quite a lot of
miscommunication in the voice condition, a relevant question is as to how frequently
users used the voice option in the combined condition. The combined condition contained
21 participants and they all responded to 18 statements about politics, so there were 378
respondent and item combinations. In only 12 of these cases (3.2%) respondents used
their voice to request information. This means that the voice functionality was hardly
used and respondents used the text option even if they had the possibility to control the
chatbot with their voice.

3.2 Evaluation Measures and Political Measures

In the survey, participants evaluated theCAVAA’s enjoyment, ease of use, and usefulness.
Furthermore, both perceived and factual political knowledge were measured. The means
and standard deviations of all dependent variables can be found in Table 3.

Table 3. Means (M) and standard deviations (SD) between brackets per dependent variable and
per experimental condition.

Enjoyment Ease of Use Usefulness Perceived
Knowledge

Factual Knowledge

Text
(N = 19)

5.60 (1.09) 6.13 (0.68)* 6.12 (0.80)* 4.91 (0.85) 5.11 (1.79)

Voice
(N = 20)

5.40 (1.12) 5.21 (1.30) 5.34 (1.11) 5.14 (0.93) 5.25 (2.00)

Combined
(N = 21)

5.63 (0.49) 6.18 (0.53)* 6.01 (0.70) 5.11 (0.86) 5.57 (1.40)

* indicates a significant difference (p < .05) with the voice condition.

For each dependent variable, a Factorial ANOVAwas conducted to examine whether
this variable was dependent on the modality of the CAVAA. For ease of use, there was a
modality effect (F (2, 57) = 7.38, p = .01). A post hoc test (Bonferroni) indicated that
both the text and the combined condition were easier to use than the voice condition (p
= .007 and p = .003 respectively). Also, a modality effect was found for usefulness (F
(2, 57)= 4.55, p= .02). A post hoc test (Bonferroni) indicated that in the text condition
the CAVAA was evaluated to be more useful than in the voice condition (p = .02), and
that there was also a tendency (p= .05) for the CAVAA to be evaluated as more useful in
the combined condition than in the voice condition. For enjoyment and the two political
knowledge measures, no modality effects were observed (enjoyment: F (2, 57) = 0.37,
p = .70; perceived political knowledge: F (2, 57) = 0.39, p = .68; factual political
knowledge: F (2, 57) = 0.38, p = .69).
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4 Discussion

We explored the effects of chatbot modality (text, voice, or combined) in the specific
usage context of Conversational Agent Voting Advice Applications (CAVAAs). In con-
trast to earlier chatbot studies on modality effects in customer service contexts (e.g., [20,
26, 27]), the current usage context in which users tried to understand political attitude
statements can be seen as more cognitively demanding and goal-oriented. In our study,
we focused on a homogeneous group of young voters (aged 18-25), who are known to
expose satisficing behaviour when working with a CAVAA, which means that they are
only willing to make a minimal effort to find information [13, 14].

Results show that users’ perceptions of ease of use and usefulness of the tools differ:
both the text and the combined condition scored higher on these measures than the voice
condition. From the results of our content analysis, two possible explanations can be
formulated for these findings. First, users experienced more miscommunication when
they used speech input. This miscommunication sometimes occurred when the user tried
to request additional information, e.g., when the chatbot did not understand a question
like ‘Wait are the advantages’ when the user probably meant ‘What are the advantages’.
Most miscommunication, however, occurred when the user tried to answer the political
attitude statements saying ‘Agree’, ‘Neutral’, or ‘Disagree’. The voice bot for example
sometimes thought the user said ‘Eend’ (the Dutch word for ‘Duck’) or ‘Aids’ (‘Aids’)
when the user probably wanted to say ‘Eens’ (the Dutch word for ‘Agree’). Similarly,
the chatbot sometimes understood ‘Centraal’ (‘Central’) when the user probably meant
‘Neutraal’ (‘Neutral’), or ‘Online’ (‘Online’)when the usermeant ‘Oneens’ (‘Disagree’).
These different forms of miscommunication probably caused the user to feel less in
control in the voice condition [30], which may have led to lower scores for ease of use
and usefulness.

A second explanation for the lower scores on ease of use and usefulness for the voice
condition is that in this condition users felt less invited to ask questions to the chatbot,
which may have lowered the perception of ease of use and especially usefulness. A
relevant question therefore is as to why users file less information requests in the voice
condition. One explanation may be related to the previous point suggesting that users
were afraid to experiencemiscommunication. However, asmiscommunicationwasmore
frequently occurring when the user answered the political attitude statement rather than
when asking a question to the system, an alternative explanation, is that users, who are
known to make only a minimal effort to request information [13, 14], found using their
voice a too big an effort. In our view, this explanation is very plausible especially in light
of our finding that in the combined condition users first and foremost used text (clicking)
to request information and not voice. The occurrence of miscommunication does not
count as an alternative explanation for the reliance on text in the combined condition, as
we observed no miscommunication whatsoever in the combined condition. In our view,
it is therefore likely that a textual communication mode simply fits the user better in the
specific usage context of CAVAAs. To be more certain of what has caused the lesser
amount of information requests in the voice condition, and therefore probably the lower
scores on usability measures, however, it would be worthwhile to conduct a replication
study with an improved version of the voice-based chatbot. This chatbot should then be
trained better to recognize respondents’ answers to the political attitude statements. In
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addition, it would be valuable to combine such an experimental study with a cognitive
interview afterwards asking users to indicate explicitly how much an effort they thought
asking a question was.

Another result of the current study is that no differences between the three CAVAA
versions were found for perceived enjoyment. This finding is in contrast with earlier
studies showing that users of voice-based chatbots frequently enjoy the interaction [25,
33]. It seems that in the current study users overall enjoyedworkingwith all threeCAVAA
versions a lot, showing from the relatively high mean scores for enjoyment (around 5),
as well as the open comments users made at the end of the survey, such as: ‘I really
liked using the chatbot!’, ‘The chatbot helped me to understand the topics in the voting
advice application; I really enjoyed using a chatbot in a voting advice application’ and
‘It felt naturalistic to talk to the chatbot. It is much nicer and more personal to do than
just answering questions’. A possible explanation for as to why not just the voice-based
CAVAAbut all three versions received high scores for enjoyment, might be that CAVAAs
are relatively new tools in general. Therefore, a novelty effect [9, 16] may have occurred
across all three versions since experiences of enjoyment and novelty are closely related
[23].

A final results of the current study is that we found no differences between the
three modalities for perceived and factual knowledge. As we expected the effects of
the political measures to be the result of the actual usage and evaluation of the tool,
and as we did find modality effects for these latter measures, the absence of differences
for the political measures may be unexpected. In all three conditions relatively high
scores on perceived (means around 5 on a 7-point scale) and factual (means around 5 on
an 8-point scale) knowledge were obtained. This may suggest that answering political
attitude statements in a CAVAA, irrespective of modality, leads to relatively high scores
on these political measures. To further understand this finding it would therefore be
interesting for a future study to include not only a post-CAVAA measure of perceived
and factual knowledge, but also a pre-CAVAA measure. This way the delta of these two
measures can be calculated and used as a more fine-grained measure of perceived and
factual knowledge.

5 Conclusion

The goal of this study was to explore how people use and perceive chatbots that differ in
modality in the cognitively demanding context of Conversational Agent Voting Advice
Applications. The participants’ scores on perceived and factual political knowledge, as
well as their perceived enjoyment scores did not differ between the chatbot conditions.
However, differenceswere found for usefulness and ease of use: the voice-basedCAVAA
was both considered less easy to use and less useful than the other two modalities. The
content analysis of the chatlogs revealed that users request more information in both the
text condition and the combined condition as compared to the voice condition.Moreover,
more miscommunication occurred between the tool and the user in the voice condition
than in the other two conditions. Finally, results showed that in the combined condition
users hardly used the opportunity to control the chatbot using voice and they relied on
the type and click functionality in most of the cases. All in all, these results suggest
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that the combined condition in practice resembled the text condition and that these two
conditions outperformed the voice condition in various respects. In order to achieve an
optimal fit between users, task, and technology – as formulated by the TTF theory –
chatbot developers in the context of political CAVAAs could best develop text-based
chatbots, since such chatbots do not only avoid miscommunication, but also stimulate
users to request more information in an easy way. This way CAVAAs can best help
citizens to find political information. This should ultimately lead to more voters actually
casting a vote in real-life elections and to a stronger democracy.

Acknowledgements. The authors would like to thank Tilburg University’s Fund (project number
ESF2021–2) for the financial support to develop the CAVAAs. A summary of the results of this
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Abstract. Gamification is a powerful instrument to motivate consumers to inten-
sify their brand relationships. Though this potential, the effects of enriching chatbot
interactions with gameful experiences on brand engagement has not been stud-
ied. To fill this gap, this study tries to understand how gamification contributes to
customers’ value creation in a gamified conversational context and how this value
creation relates to brand engagement. Specifically, we investigate whether and to
what extent the hedonic and utilitarian values provided in interactions with gami-
fied chatbots affect cognitive, emotional, and behavioral brand engagement. Based
on an empirical study involving a fully functional gamified chatbot, we show that
the perceived hedonic value has a major impact on all three brand engagement
dimensions, and especially the cognitive dimension. Utilitarian values, though not
related to the cognitive dimension of brand engagement, significantly boost the
emotional and the behavioral engagement dimensions. These findings point to the
potentials of extrinsic and utilitarian motivations for boosting brand engagement
also in entertainment-oriented settings like gamified chatbot interactions.

Keywords: Chatbots · Gamification · Utilitarian value · Hedonic value · Con
sumer-brand engagement

1 Introduction

Chatbots are disembodied conversational agents that communicate with humans through
text-based chats or voice commands to address a variety of requests and customer needs
[2, 22]. So far chatbots are primarily deployed as non-human versions of frontline service
employees resolving simple, standardized tasks in a highly efficient way. Correspond-
ingly, prior researchhas focusedon examiningusers’ engagementwith the conversational
agent like satisfaction with chatbot interaction [37], intention to use the chatbot again
[12] or likelihood of recommending the chatbot [68]. What has been widely neglected
so far is whether conversational agents have the potential for engaging customers with
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brands [38]. Such an augmented view of conversational-based agents for triggering cus-
tomer engagement beyond solving single service issues has been frequently called for
in current literature [35]. In the new digital society, understanding how to engage and
establish powerful connections between consumers and brands has never been so impor-
tant, as a new ‘’experience economy” is taking over with consumers starting to highly
value dematerialized interactions [42], and previous engagement strategies based on
monetary rewards failing their purpose [15]. Since individuals play games for intrinsic,
almost addictive reasons [23], using game design elements as an approach for engage-
ment stimulation is an emerging trend in the marketing field (e.g. [16, 61]). This activity
for engagement stimulation, known as “gamification” [36], that involves applying game
elements to non-game related contexts, has been extended to the marketing field where
the use of game design elements in nongame contexts is becoming popular [66]. Aug-
menting chatbots through game elements is becoming increasingly possible as major
technological advancements give computer agents the ability to interact with users in
a much wider variety of contexts [1, 40]. To get customers to engage with the brand,
however, chatbots have to integrate elements that have a unique power for unfolding
consumers’ motivational energy to interact with a brand [42]. We argue that infusing
gamification into chatbot interactions could be such an approach for turning chatbots into
“engagement machines”. Integrating game elements into chatbots could have the poten-
tial to elicit experiences that are similarly powerful as those instilled through gameplay
and hence can effectively motivate engagement responses [16]. A gamified interaction
detaches individuals from their surroundings and immerses them in the experience thus
provoking a sense of natural flow [9]. Therefore, combining the immersive and moti-
vational power of gamification in human-chatbot interactions could be a strategy for
revolutionizing the way brands engage consumers.

In this study, by using a real-life chatbot interaction, we empirically investigate
how interacting with a chatbot featuring a gamification design affects consumer-brand
engagement. We argue that infusing a gamified experience into a chatbot generates not
only hedonic but also utilitarian value for users, which in turn strengthens cognitive,
emotional, and behavioral engagement with the brand. The empirical findings provide
nice contributions to the recently emerging research on the intersection of gamification
and conversational technologies. We shed light on the mechanisms that enable gamified
chatbots to effectively boost brand engagement by identifying two opposing psycholog-
ical processes (utilitarian vs. hedonic value). We show that embedding gamification in a
given system is effective when the game elements can impact the targeted users in terms
of what they personally value [19, 62].

2 Theoretical Framework and Hypotheses Development

2.1 Chatbots and Gamification

Due to the explosive proliferation and technological advancements of artificial agents, for
many firms, chatbots have become the dominant interface when it comes to communicat-
ing with consumers. It is not surprising that firms see chatbots also as a potential means
to enhance firm and brand engagement. Companies are heavily investing in conversa-
tional agents to engage their customers better, and the use of these agents is predicted to
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increase by 241% in the travel and hospitality industry and by 187% for consumer good
[39].

Gamification is an emerging technology process that enables to mimic the enter-
taining experiences that games are all about, by using game elements just like playful
design does, while having rules, goals, and feedback systems [36]. Literature on gamifi-
cation applications in marketing stresses that brand engagement occurs mostly because
of interactive and challenging experiences and that game elements can facilitate such
experiences [6, 36]. There are many types of game components, such as avatars, points,
badges, levels, gifting, levels, as well as leaderboards [59], that are more likely to be
recognised by users and better integrated into chatbots [44]. This makes the integration
of such gamification elements into chatbots a clear option for engagement stimulation.
Despite this, no study so far has examined how gamified chatbots enhance brand engage-
ment. Our suggestion to combine chatbots and gamification principles, borrowed from
theWerbach andHunter’s Dynamics-Mechanics-Components Pyramid (DMCPyramid)
[59], addresses studies that lament that many gamification applications do not work as
intended [40], as well as practitioners and researchers’ need to look at appropriate tech-
nological systems in which game elements can be embedded to make them (more)
impactful.

2.2 Consumer Engagement

Consumer engagement is a positive motivational state that a consumer might experi-
ence when interacting with a specific object [33], which is affected by the context and
conveyed through cognitive, emotional, or behavioural expressions [14]. Consumers’
engagement with the brand is a crucial construct to be investigated because it is a key
aspect of company equity and capital [64] as individuals who have a higher engagement
with a brand are more satisfied and exhibit higher loyalty [60]. As a result, since in the
marketing domain a lot of attention has been cast on how consumers can be triggered to
become more aware of and engage more intensively with the brand, marketing practi-
tioners have recently started seeking new solutions to overcome consumer engagement
hurdles by using insights from the research on games [29, 36, 61]. Since consumer-brand
engagement occurs due to interactive and co-created customer experiences with a brand,
it is expected that brand engagement may increasingly occur when iteratively using a
gamified service [30].

While some researchers consider engagement to have one dimension, namely
behavioural [54] some others believe engagement to be a complex state hanging on
several dimensions that deserve further understanding [33] with a one-dimensional con-
cept not fully reflecting its complex scope [32]. Based on this, the present study includes
all three main dimensions, i.e. cognitive, emotional, and behavioural, so that a broader
and more detailed perspective can be given. Cognitive engagement is the psychological
investment or degree of interest [58] when interacting with a brand. Emotional engage-
ment is related to the development of emotional connections and affection towards a
brand [33]. Behavioural engagement represents consumers’ level of participation and
positive involvement in the experience [21]. The examination of these three different foci
of brand engagement is important for several reasons. While these different foci often
coexist in a given consumption context [14], one focus might prevail over another in the
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formation of relevant consumer relationship outcomes according to the context and the
different foci may play various and variable roles in shaping engagement in terms of the
underlying psychological processes that may be activated.

2.3 Utilitarian and Hedonic Values

Högberg et al. [30] propose that consumer-brand engagement is positively reinforced
by consumers’ perceived values towards a gameful experience. This is in line with [55]
who believe that knowing consumer values is essential to support information systems
since they heavily influence internet users’ perceptions [45] and guide behaviour [48].

According to Means-Ends model by Woodruff and Gardial [62], which is one of
the most prominent value models in the literature, consumers act according to what
might produce desired benefits and avoid negative consequences. Consumers’ engage-
ment towards a given object should thus be influenced by their personal values and own
beliefs. In other words, consumers make a self-evaluation of the correlation between
what they value from different perspectives and the perceived value offered by the expe-
rience, and in case the experience supports them, engagement behaviours are expected
[13]. Therefore, personal values work as antecedents of consumer engagement [69],
meaning that when aiming at engagement outcomes, managers must understand how
consumers perceive value so they can develop experiences that outperform the ones
from competitors [63]. Generally, various types of value are taken into account and
depending on what is expected from an experience, consumers are contemplated as
either problem-solvers or as individuals that seek emotional stimulus [28]. Babin et al.
[3] pinpoint the relevance of both utilitarian values including economic and functional
aspects, and hedonic values including emotional and social aspects, which respectively
reflect Holbrook’s [31] extrinsic and intrinsic values. In previous research, Carpenter
et al. [7] proved that, rather than one form of motivation being overriding, both hedonic
and utilitarian elements are crucial in the retail experience, although one may be more
dominant than the other depending on the context. So, there is room to believe that,
ideally, both types of value should be considered for consumer engagement creation,
especially in case of new technologies.

Perceived utilitarian value refers to the utilitarian outcome resulting from some type
of conscious pursuit of an intended consequence [3], which is defined as a way of
assessing the functional and economic benefits that consumers receive for choosing a
product or service [45]. In general, utilitarian value has been considered to be driven
by the desire to fill a basic need or to accomplish a functional task [11]. Overall, when
considering utilitarian value, consumers assess the perceived value of an experience
through a more cognitive perspective [52], which is recognized as a determinant of
consumer engagement as well as behavioural intention [57], reflecting judgments of
time-saving, function, and convenience, that relate to a more task-oriented and rational
form of evaluation [47]. Utilitarian value has a marked influence on the attitude toward
Internet users [18], while showing direct positive effects on consumer satisfaction and
word-of-mouth [4].
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Based on the above we propose that in a gamified human-chatbot interaction:

H1: Utilitarian value is positively related to cognitive engagement with the brand
H3: Utilitarian value is positively related to the emotional engagement with the brand
H2: Utilitarian value is positively related to behavioural engagement with the brand

Overby and Lee [45] define perceived hedonic value as an assessment of the experi-
mental benefits of choosing a specific product or service, such as the enjoyment, the fun,
and the excitement perceived when consuming [28], meaning that an activity that offers
these hedonic elements should motivate users to engage in the experience [55]. Being
hedonic value intrinsically motivating, this should drive higher levels of engagement in
the interaction and equally reflect the positive experience to who conceived such activity
[30]. Overall, when considering hedonic value, consumers assess the perceived value of
an experience by evaluating emotional and affective factors [34]. From this perspective,
if the experience provides a relevant hedonic benefit for consumers, like gamification
should do due to its inherent nature, this should drive continuing engagement behaviours
(e.g. [13]) and intentions [57]. Like the utilitarian value, the hedonic valuewas also found
to have a positive effect on preference, satisfaction, and behavioural intention [56]. As
found in Chan et al. [8], the positive emotions and level of satisfaction provided by
the experience increase and contribute to allowing more interactions and behavioural
intentions towards the brand. Following this rationale, we expect that, same as utilitarian
values, hedonic value is positively associatedwith consumers’ engagement in all its three
dimensions when interacting with the gamified chatbot. According to Cronin et al. [10],
value judgment has a positive impact on preference, which is the propensity of a shopper
to favor a particular retailer. According to Batra et al. [5], a brand must be highly appre-
ciated for a person to experience engagement. Since for more hedonic-oriented users,
pleasure and fun are primary benefits while formore pragmatic-oriented users, utilitarian
benefits, such as reaching a goal should be more reasoned, brand engagement may be
impacted by hedonic elements of extrinsic attributes in all contexts where a utilitarian
benefit, such as a discount, might be achieved. Thus, in keeping with the above rationale,
we propose that in a gamified human-chatbot interaction:

H4: Hedonic value is positively related to the cognitive engagement with the brand
H5: Hedonic value is positively related to the behavioural engagement with the brand
H6: Hedonic value is positively related to the emotional engagement with the brand

The proposed model would then be the one depicted in the next figure.

3 Research Method

3.1 Study Design

The study aimed to apply real chatbot interactions to enhance external validity to the
study. This is less likely to happenwhen scenarios or screenshots are used,which happens
in most of chatbots studies.
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Fig. 1. Research model

A pilot study was run on 60 participants to understand what elements and gamifica-
tion strategies revealedmore relevant results when applied to human-chatbot interaction.
These game elements were retrieved from the DMC Pyramid by Werbach and Hunter
[59] and included three categories: 1) game dynamics, in the form of emotions, narra-
tive, progression, and constraints; 2) game mechanics, in the form of challenge, reward
system, and feedback; 3) game components, in the form of points and badges. Based on
the results from the GAMEX scale, developed by Eppmann et al. [17] and the qualitative
comments made by participants, the element of the gamified activity for the main study
was a challenge in the form of a quiz that consisted of four questions about the brand and
its products and a “can you spot the differences” game to win a discount. Each question
had three alternative answers for participants to choose from and was related to a dif-
ferent level of difficulty, to give them a sense of progression and challenge. Progression
to the next game level was rewarded with a discount of 10% to spend on any product
of the brand, and with a symbolic badge to visually recognize the achievement. Badges
were used as the main game elements in the interaction, as in Hamari [25]. Participants
received instant feedback about whether they answered questions correctly and about
their progression in the game. If the answer was correct, participants received a recog-
nition badge and were able to progress to the next level to achieve the highest discount
possible. If their answer was wrong, participants would be given the code for the dis-
count associated with the reached level. The conversational design was associated with
a fictitious brand page created on Facebook, named “Rainbow Packing” and the chatbot
was created using Chatfuel (https://chatfuel.com/), which allow to develop rule-based
chatbots using tree-like flows and pre-defined structures to help users with their queries.
Figure 1 below provides an extract of the gamified chatbot design. The chosen products
for the study were suitcases because of the necessity to use a neutral product with no
cultural interferences, to avoid biased results (Fig. 2).

https://chatfuel.com/


56 S. C. Silva et al.

Fig. 2. Extract from the gamified chatbot design

3.2 Main Study: Measurement Development and Sample

The questionnaire was developed with Google Forms and shared online through social
networks with participants invited to share, in turn, the survey with their contacts. The
data collection took place throughout December 2020. The sample included a population
of young Portuguese consumers possessing a Facebook Messenger account (that was
required to enable the interaction with the chatbot.

The first part of the survey involved demographic questions, such as age, gender,
and profession, while other questions were related to prior chatbot use, online shopping
habits, and participants’ preference and need for the products. Later, the following con-
structs of interest were measured: (1) hedonic value, (2) utilitarian value, (3) cognitive
engagement, (4) emotional engagement, and (5) behavioural engagement. To measure
both hedonic value and utilitarian value (see Table 1 below), we adapted the scales
from Babin et al. [3]. The three dimensions of engagement, including the cognitive
engagement dimension, emotional engagement dimension, and the behavioural engage-
ment dimension, were assessed to evaluate the brand engagement of consumers. To this
end, it was applied Dessart’s et al. [14] brand engagement scale. This scale was chosen
based on its variety of engagement focimaking it a more uniform measure for consumer
engagement – and its ability to clarify the dimensionality of engagement. It recognises
consumer engagement as a three-dimensional concept and adds more detail to its con-
ceptualization. While the behavioural dimension is related to the level of effort and time
spent [33], the cognitive aspect of engagement is about the level of absorption that a
user is able to reach, and the emotional dimension relates to the measure of enjoyment
and enthusiasm [58].
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4 Results

4.1 Demographic Information

The data retrieved from the demographic questions were analysed through SPSS Statis-
tics software version 26.0. Themajority of participants were able to reach the final levels.
Those participants (38)who could not reach the final levels were discarded from the anal-
ysis, which led to a final sample of 165 participants (74 men, 91 women). The majority
of participants are between 18 and 23 (66.7%) and 24 and 39 years old (23%). 43.6% of
participants possess a Bachelor’s degree, 21.25% a Master’s degree, and 32.1% a high
school diploma. More than half of participants declared to have already experienced an
interaction with a chatbot (55.8%) and 57% of participants declared to regularly make
online purchases. Almost all participants liked the products showcased by the chatbot
(92.1%), while 72.1% of participants reported a need for the products (suitcases).

4.2 PLS Analysis and Measurement Model

To estimate the measurement and structural models, Partial Least Square Structural
Equation Modeling (PLS-SEM) [24] through SmartPLS 3.2.8 software [46] was used.
Due to a low factor loading, three itemswere deleted from the subsequent analysis: HV1,
BED 5, and EED2, while due to high variance inflation factor (VIF) value, two items
were deleted from the hedonic values scale (HV3 and HV7) to avoid collinearity issues
that arise when Variance Inflation Factor (VIF) records a value exceeding 5.00 [24]. The
final model consisted of 5 constructs and 21 items. All the VIF values and factor loadings
for the remaining constructs are reported in Table 1. All indicators have exceeded the
threshold established at 0.6. Similarly, the minimum cut-off values, established by For-
nell and Larcker [20], at 0.7 for composite reliability, 0.6 for Cronbach’s Alfa, and 0.5
for AVE, have been also exceeded. Reliability and convergent validity were respectively
assessed by Composite Reliability (CR) and Average Variance Extracted (AVE) and
each composite’s AVE square-root values were compared with the correlations between
the different composites of the model [20]. In all cases the AVE values exceed the
corresponding squared inter-composite, correlational values. Discriminant validity was
also assessed by HeteroTrait-MonoTrait ratio (HTMT) of correlations, because of its
superior performance compared to more traditional methods [27], with values below
the threshold 0.90. Standardized loadings were used to assess the indicator reliability.
The thresholds for CR, AVE, and lambda are .7, .5, and .6, respectively. For the HTMT
criterion, the threshold level of .90 was used [26].

4.3 Structural Model

The hypotheses were tested using 5000 bootstraps resamples. As reported in Table 2,
results show that utilitarian value is not related to the cognitive engagement dimension
of consumer engagement since the relationship between these variables is not significant
(γ = -0.045, p = 0.563), thus not supporting the hypothesis (H1). However, utilitarian
value, in line with H2 and H3, is positively related to the behavioural and emotional
engagement dimensions (respectively γ = 0.195, p <0.05 and γ = 0.259, p< 0.05).
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Table 1. Loadings, reliability, and validity

Item Mean (SD) VIF Loading α Composite Reliability AVE

Utilitarian value 0.897 0.929 0.766

UV1 5.570
(1.376)

3.24 0.903

UV2 5.867
(1.333)

1.85 0.798

UV3 5.673
(1.349)

3.48 0.917

UV4 5.527
(1.355)

2.71 0.877

Hedonic value 0.889 0.919 0.694

HV2 5.764
(1.392)

2.30 0.823

HV4 5.642
(1.339)

2.64 0.863

HV5 4.818
(1.542)

2.15 0.835

HV6 5.661
(1.399)

2.60 0.868

HV8 5.309
(1.579)

1.80 0.774

Cognitive engagement
dimension

0.915 0.940 0.796

CED 1 4.333
(1.756)

2.59 0.866

CED 2 4.606
(1.661)

3.24 0.901

CED 3 5.036
(1.456)

3.68 0.924

CED 4 4.600
(1.617)

2.57 0.878

Behavioral engagement
dimension

0.920 0.943 0.806

BED 1 5.139
(1.375)

2.84 0.886

BED 2 5.224
(1.363)

2.44 0.853

(continued)
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Table 1. (continued)

Item Mean (SD) VIF Loading α Composite Reliability AVE

BED 3 5.200
(1.372)

3.90 0.922

BED 4 5.145
(1.336)

3.12 0.887

Emotional engagement
dimension

0.910 0.937 0.788

EED 1 5.158
(1.302)

2.64 0.878

EED 3 5.315
(1.274)

3.04 0.897

EED 4 5.085
(1.355)

4.07 0.913

EED 5 5.170
(1.421)

3.68 0.903

In line with H4, H5 and H6, hedonic value is positively related to the cognitive (γ =
0.764, p <0.001), behavioural (γ = 0.636, p <0.001), and emotional (γ = 0.477, p <

0.001) engagement dimensions, thus confirming the three hypotheses. The coefficient
of determination value (R2) for cognitive (0.541), emotional (0.458), and behavioural
(0.606) engagement dimensions represent a good value for behavioural research [24]. It
was also used the blindfolding procedure to evaluate the relevance of exogenous variables
to model performance. [24]. The results of StoneGeisser’s blindfolding technique (Q2)
show that the cognitive (Q2 = 0.423), emotional (Q2 = 0.349) and behavioural (Q2 =
0.480) engagement dimensions have satisfactory predictive relevince, since their value
is far above 0 [53].

Table 2. Structural model estimates

Hypotheses Path coefficient CIs (bias corrected) t-Value F2 Supported

H1 -0.045 [ −.189, .116] 0.578 0.002 No

H2 0.195 [.048, .348] 2.528 0.054 Yes

H3 0.259 [.087, .431] 2.968 0.070 Yes

H4 0.764 [.616, .888] 11.100 0.714 Yes

H5 0.636 [.471, .770] 8.317 0.577 Yes

H6 0.477 [.289, .640] 5.369 0.236 Yes
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5 Discussions, Implications and Future Studies

This study aimed to disentangle the relationships between perceived hedonic and utili-
tarian values and consumer-brand cognitive, emotional, and behavioral engagement in
gamified human-chatbot interactions. A research model grounded on the Means-Ends
model byWoodruff andGardial [62],wasdeveloped to test the hypothesised relationships
based on Dessart et al. [14] and Hsu and Chen’s [34] work.

Similar to other studies, such as the ones fromHögberg et al. [30] and Żyminkowska
[69], the utilitarian and hedonic values were predictors, and the three dimensions of
consumer engagement were considered as criterion (dependent) variables.

Results show that both utilitarian and hedonic values were found to positively affect
the emotional dimension of engagement. Reasonably, hedonic value was found to have
a higher influence than the utilitarian value (β = 0.259), probably because of its strong
relation to the subjective and emotional level of experience. In fact, as stated by Xi and
Hamari [64], when using achievement-related features such as badges, points, and goals,
it is easier to achieve emotional engagement because of the sense of winning a prize
and thus experiencing an emotional winning state. Similarly, to what emerged with the
emotional dimension, both utilitarian and hedonic values were found to be positively
related to the behavioural dimension of engagement. According to previous findings, the
latter was found to have a higher influence on the behavioural dimension of engagement
than the utilitarian value (β = 0.195). These findings go along with Żyminkowska [69],
who found that hedonic value, being an intrinsic characteristic, has a stronger effect than
the utilitarian value on behavioural engagement, but are opposite to Yuan, Zhang and
Wang [67] who found a higher effect of utilitarian value rather than hedonic value on
intention to use artificial assistant, meaning that in a gamified humanchatbot interaction,
although the means of the interaction is still task-driven (receiving a discount for a
purchase), the role of the intrinsic aspects far outweighs the role of the extrinsic elements.

Interestingly, the current study pinpoints that the utilitarian value does not generate
significant effects on the cognitive dimension of brand engagement, as contrary to what
was expected, the extrinsic motivation and the cognitive dimension of engagement were
not significantly related. Given that cognitively engaged users are supposed to be deeply
engrossed in the interaction and to feel present and focused on the brand and its related
attributes, and that cognitive engagement holds motivational components [50], the result
suggests that only emotional factors (entertainment) and not instrumental factors such
as having achieved the goal or the good economic (discount) value help users to feel
cognitively engaged.

This study contributes to themarketing literature by providing an exploratoryMeans-
Endmodel to evaluate the values perceived in the interaction with a gamified chatbot and
its impact on consumer-brand engagement. The study also advances the gamification
literature, which is a fast-emerging topic, mainly applied for educational, health, or civic
engagement purposes [49], which makes this investigation on consumer engagement
with brands through a gamified chatbot particularly innovative.

The present study also contributes to the emerging literature on consumer engage-
ment, as most studies have not yet considered the multidimensionality of consumer
engagement and have not yet explored the relationship between consumer values and
consumer engagement in human-chatbot interactions [69]. Unlike previous studies that
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considered engagement as a unidimensional construct [65], this study analysed engage-
ment as a multidimensional concept including cognitive, emotional, and behavioural
dimensions, which allows a more detailed and accurate knowledge of the phenomena
compared to a unidimensional approach. Even though businesses are starting to under-
stand the great potential that chatbots present to various activities, there are still no rel-
evant studies on the effect of a gamified experience with a chatbot in an online business
setting. In this respect, our study also advances knowledge on the literature concerning
human-chatbot interactions. As chatbots have been mainly investigated and applied to
support customer service [41], this study takes an innovative approach on the trans-
formation of communication tools, as it recognizes the benefits of using a chatbot and
gamified interactions to establish a communication that goes beyond providing mere
customer assistance, but rather creates engagement and connection with brands.

The results of this study offer valuable insights for managers. To date, there is still no
clear guidance for companies to understand the underlyingmechanisms that enable gam-
ified chatbots to effectively boost brand engagement. Thus, we hope to provide insights
related to this matter, firstly by providing empirical evidence regarding how gamification
could be practically designed to effectively improve brand engagement, and second by
identifying the weight of both hedonic and utilitarian values in determining cognitive,
emotional, and behavioral engagement. Overall, this study highlights the importance for
managers and designers to apply gamification strategies for brand engagement purposes
through chatbot interactions. In this perspective, our results open an opportunity for the
development of co-branding strategies, capable of adding value and increasing compet-
itiveness through gamified experience. However, not all businesses might fully benefit
from using gamification strategies, and by being aware of this, practitioners should find
newways of sustaining consumer-brand engagement [51] and develop different gamified
experiences, which ultimately could positively influence brand performance, increase
the number of sales, and resistance to competitors offers [33]. With respect to consumer
involvement in the products andWOMbehavior (behavioral engagement), the entertain-
ing component of the gamified experience has a higher weight compared to utilitarian
and instrumental features. Similarly, when it comes to assessing cognitive engagement,
intrinsic rather than extrinsic andmore utilitaristicmotivations prevail, that is, promoting
discount alone will not contribute to the development of cognitive engagement unless
pure enjoyment and emotional interest are provided. In this light, our results reinforce the
shift from the usage of purely extrinsic marketing strategies based on material and mon-
etary rewards, such as discounts, customer loyalty programs and membership systems,
to a more hybrid approach of extrinsic and intrinsic motivational strategies.

We conclude the paper by exploring limitations and suggesting some possible
avenues for future research. The first limitation of the study lies in the snowball sample,
which is a non-probability randomized technique that, although making the sampling
more accessible and easier for researchers to select a unit to represent a population, it
reduces the possibility of statistical inferences from the sample to the population.

Then, the design of the chatbot consisted of a limited number of achievement-related
game features. Using a higher number of game components might increase the gameful
experience. The objective of this study includes an exploratory approach: the research
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was conducted using a cross-sectional design and correlational analysis that may inad-
equately capture causality. Future studies could apply an experiment with a factorial
design to try and test the influence of each gamified feature on perceived values and
dimensions of engagement. In addition, future research should delve deeper into exam-
ining additional experiential antecedents of consumer-brand engagement. As results
showed that the cognitive dimension of engagement has no significant relationship with
the utilitarian value, contrary to what happened with the emotional and behavioural
dimensions, its interpretation suggests that not all customers might fully benefit from
using gamification strategies, especially those who are more task-oriented and with a
lower or no need to feel immersed in the gamified interaction. Future research could
delve into this research question and find evidence of whether results differ according to
the type of consumer (for example in terms of need for affect or need for cognition). We
chose a category of products that could be considered of regular use and non-subject to
cultural influences, which is a common practice inmarketing papers that use experiments
as a methodology [43]. Future research could address different kinds of services in new
research contexts as there is potential to extend the proposed typology (gamified chatbot
interaction) into different markets and firm contexts. Finally, we suggest co-branding
strategies involving a real brand and its product and a gaming brand to be explored.
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Abstract. Chatbots are taken up as part of digital government service provision.
While the success of chatbots for this purpose depends on these being accepted
by their intended users, there is a lack of knowledge concerning user perceptions
of such chatbots and the implications of these for intention to use. In response to
this, an exploratory qualitative interview study was conducted with 15 users of a
chatbot for municipality service provision. The interviews showed the importance
of performance expectations, effort expectations, and trust. In particular, while a
municipality chatbot supporting service triaging may be perceived as beneficial
for their availability and to provide support navigation of municipality services
and information, this benefit is compared by users to the benefit of other digital
government channels. On the basis of the findings, we present key implications to
theory and practice, and suggest avenues for future research.

Keywords: Chatbot · Digital government · Technology acceptance

1 Introduction

Chatbots are increasingly taken up by public sector administrations as a channel to
provide information and services to citizens. This uptake of chatbots is part of the trans-
formation to digital government, where public sector service provision is increasingly
digitalized. The potential benefits of digital government include increased efficiency and
cost-reduction, but also the opportunity to improve information and service provision
and, thereby, citizen satisfaction [32]. Within governments, there is strategic push for
broad uptake of digital services and particular concern for their human-centricity and
availability of services [e.g., 13].

In this context, chatbots are seen as a promising complement to other digital gov-
ernment channels as they may be a low-threshold means for inquiry into government
services [23]. This is particularly valuable given the complexity in government service
provision, where relevant services span from policymaking, taxation, and law enforce-
ment to social security, education, and healthcare [30]. Chatbots, interaction in the users’
everyday language, may serve as a flexible means to help users identify needed informa-
tion and services across a broad range of government service areas and service providers
[27].
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Successful digital government chatbots depends on substantial citizen uptake. This
to ensure quality in content and prediction models and to realize the benefits of the
investment. However, there is a lack of knowledge on how citizens perceive chatbots in
digital government and, in turn, how these perceptions impact intention to use.

To address this knowledge gap, we present a qualitative exploratory interview study
with users of a chatbot for municipality information services. The aim of the study was
to investigate users’ perceptions of, and intentions to use such a chatbot. The chatbot
has been taken up by about 100 municipalities and is involved in about 1M yearly con-
versations on government information and services. The study was guided by theory on
technology acceptance and contributes new knowledge on user perceptions of govern-
ment chatbots in terms of performance expectations, effort expectations and trust – and
how these perceptions impact intentions for future chatbot use.

2 Background

2.1 Digital Government

Digital government is a deep-rooted area of interdisciplinary research and develop-
ment. The application of information technology to public sector service provision and
may concern access to information, provision of transaction services, and facilitation
of citizen participation [26]. The evolving of digital government is typically seen as a
development towards more increased complexity and contextualization [18].

Gil-Garcia and Flores-Zuniga [15] note that the success of digital government
depends on two key factors: How digitalization initiatives are implemented by govern-
ment agency and how the digital services are taken up by users. Hence, user satisfaction,
trust, ease of use, and usefulness are key factors determining digital government success.
Likewise, Panagiotopoulos et al. [30] argue for the benefit of considering digital govern-
ment from the perspective of public value creation, where improved digital government
services are seen as better suited to satisfy those who consume them.

The drive towards public benefit of digital government is also seen in government
policy documents. For example, the European Commission policy document on digital
transformation in Europe, ‘2030 Digital Compass’ [13], foresees human-centric dig-
ital public services where 100% of services are available online by 2030. Also, the
United Nations E-Government survey 2022 [38] accentuates the importance of digital
government to mitigate crises such as the COVID-19 pandemic.

2.2 Chatbots as Part of Digital Government

An increasing number of public sector administrations is taking up chatbots for digital
information and service provision where chatbots are employed for a range of purposes
such as city information services [40], social services [36], or as a general guide to
government services [39].

Chatbots may provide information and support at different levels. Distinguish
between service triage, service information gathering and analysis, and service negoti-
ation. On the initial level of service triage, the chatbot provides generic information to
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anonymous users. On the second level of information gathering and analysis, the chat-
bot offer assistance on the basis of user profiles, such as public transport information in
response to knowledge of the user location. On the top level of service negotiation, the
chatbot offers access to transactional services [23, 24].

Androutsopoulo et al. [3] argue that chatbots are appropriate for a broad range of
citizen interactions, characterized by ambiguity and complexity. At the same time, van
Noordt and Misuraca [40] note that current government chatbots typically provides
generic information to citizens reflecting service triage rather than service negotiation.
Prospective users of government chatbots have been found to value accuracy, availability,
efficiency, and effectiveness [25].

The ongoing covid pandemic has spurred increased interest in chatbots as a channel
for information provision to citizens as the public need for support concerning covid-
related advice and regulations has far outstripped available resources. Amiri and Kara-
hanna [2] reviewed use cases of chatbots in public health responses, suggesting that
chatbots may complement health workers, alleviate capacity constraints, and counter
misinformation. Chatbots have also been piloted by government service providers to
reduce negative mental health implications of the covid pandemic [44].

While chatbots may hold substantial value to public sector administrations and citi-
zens, chatbot implementation has also led to controversy in caseswhere the chatbots have
not been in line with public service values such as user-orientation, efficiency, adapt-
ability, and trust [24]. Hence, it is critical for public sector administrations to understand
both how implemented chatbots are perceived by their users and also the factors which
may determine their sustained uptake.

2.3 User Perceptions of Chatbots and Usage Motivation

The study of chatbots in digital government can be informed by the rapidly growing
body of knowledge on user perceptions and experiences of chatbots in general. User
motivations for chatbot use is highly productivity driven and the pragmatic quality of
chatbots seem to be key to how these are perceived by users [6, 14]. At the same time,
designing for hedonic quality in chatbots – such as features to strengthen involvement
and engagement – may be appreciated by users [17].

A common distinction between chatbots is a distinction between those oriented
towards task completion, such as chatbots for information provision, and those oriented
towards social interaction, such as companion chatbots and chatbots for social chat-
ter [e.g., 10, 34]. The importance of pragmatic quality clearly is more important to
task-oriented chatbots. However, it should be noted that the open character of chatbot
interaction – where users are typically allowed to enter requests in free text – allows
distinction between task-orientation and social orientation to blur. For example, users
have been found to perceive chatbots as a channel more resembling interaction with a
human than other channels [19], to respond positively to chatbots with characteristics
resembling that of human conversationalists [4, 16], and to engage in collaborative inter-
actions [20]. At the same time, the open character of chatbot interaction may cause users
to hold unrealistic expectations of chatbot capabilities [22], which in turn may impact
perceptions negatively [43].
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In the current literature, user perceptions of chatbots have been studied from per-
spectives such as usefulness and ease of use [5], social support [7], and trust [31].
Usefulness and ease of use are seen as key aspects to determine chatbot uptake among
users, in particular as studies suggests that users may struggle to get the expected benefit
from implemented chatbots [1]. Social support may be of particular importance in some
use-cases, such as health advice. However, the benefit of chatbots to address users in a
supportive or empathic manner has been accentuated also for other domains [42].

Trust in chatbots is considered key to future uptake of chatbots – in particular for
more advanced use-cases such as service negotiation. In the customer service domain,
key drivers of trust in chatbots have been found to concern factors in the chatbot, such
as expertise and responsiveness, factors in the context, such as brand recognition, and
factors in the user, such as propensity to trust technology [29].

2.4 Technology Acceptance as Perspective to Understand Intention to Use

Technology acceptance [e.g., 11, 41] is a useful theoretical perspective for understanding
users’ uptake of chatbots in line with theory of planned behaviour. Here, intention to
use is seen as determined by users’ perceptions of key technology characteristics such
as usefulness and ease of use [11].

Technology acceptance models have been widely used to investigate digital gov-
ernment solutions, typically as adaptations to the initial technology acceptance models
adding constructs such as trust [9, 28], enjoyment [35], or access barriers [37]. Tech-
nology acceptance has also been shown as a valuable perspective to understand chatbot
use [e.g., 12]. However, there is a lack of knowledge on how the different drivers of
technology acceptance play out for chatbots in digital government.

To understand user perceptions of chatbots in digital government and the implications
of these for chatbot uptake, the second version of the unified theory of technology
acceptance and use of technology (UTAUT2) may be a suitable theoretical model. The
model explains uptake of technology in a consumer context and therefore has a closer fit
to the context of citizens’ use of digital government than acceptance models addressing
workplace technology [e.g., 11], and also contains a more comprehensive set of factors
than technology acceptance models adapted to the public sector domain [e.g., 28, 35,
37]. In UTAUT2 [41], intention to use is determined by the six factors detailed below.
In addition, UTAUT2 includes a seventh factor, price value, which is not considered
relevant for free-of-charge chatbots in digital government.

(1) Performance expectancy and (2) effort expectancy, that is, users’ perceptions of
the usefulness and ease of use to be expected from the technology. These two factors are
key in any model of technology acceptance and typically explain substantial variation
in usage intention and use.

(3) Social influence and (4) hedonicmotivation, that is, users’ perceptions of attitudes
and priorities of significant others as well as their perceptions of the engagement and
experiential aspects of the technology. Hedonic motivation is particularly relevant for
non-work-related technologies.

(5)Facilitating conditions and (6) habit: Facilitating conditions concerns technology
availability or needed infrastructure to benefit from the technology.Habit concerns users’
established patterns of use [41].
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In line with foundational theory on technology acceptance, it is expected that usage
intentions may be determined also by other factors than those included in a generic
model [11]. Technology acceptance studies often have included additional factors, such
as trust [e.g., 9, 28]. Furthermore, trust has been a topic of substantial interest in chatbot
research [e.g., 21, 33]. Given the importance of trust and trustworthiness in digital
government, trust is a highly relevant factor to include in technology acceptance studies
for this domain. In the context of technology acceptance for government, trust is taken to
concern trust in government and trust in the technology, and encompasses the integrity,
security, and reliability of the digital government service [28].

3 Research Question

To allow for needed exploration of citizens’ intention to use government chatbots, as
their determining perceptions of such chatbots, the following research question was
formulated:

How do citizens perceive government chatbots and how do these perceptions
impact intention to use?

The research question allows for an exploratory investigation of factors included
in theory technology acceptance, to understand how these play out in the context of
government chatbots. Furthermore, the research question opens for consideration also
of additional factors which may emerge as relevant.

4 Method

An exploratory qualitative approach was chosen to adequately address the research
question. Specifically, we conducted a series of semi-structured interviews with citizens
which had available a chatbot to support them in enquires towards their local municipal-
ity. This choice of method was considered adequate given the current limited knowledge
concerning user perceptions of government chatbots. The interviews were based on the
technology acceptance model UTAUT2 [41] and set up to explore determining factors
from this model as well as other potentially relevant factors.

4.1 Participants and Recruitment

The study was conducted in a Norwegian government context, and participants were
recruited from three different sized municipalities for which the same type of chat-
bot was offered. In total, 15 participants were recruited – five from each municipality.
Recruitment was conducted through a national panel service provider, Norstat.

Participants were recruited to include both males and females and to reflect a broad
range of occupations. Nine males and six females were recruited, with a median age of
44 years (min = 24, max = 66). All had experience from digital interaction with the
municipality through email or website visits.
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To ensure that all participants had sufficient recent experience with the municipality
chatbot, they were requested to use the municipality chatbot at least two times in the
week leading up to the interview, for at least three to five minutes each time. Participants
were provided a list of possible topics which could represent relevant enquiries to the
chatbot and informed that their use of the chatbot would be anonymous.

The research procedure was approved by the Norwegian Centre for Research Data
(NSD). Participation in the study only followed informed consent where the participants
were informed on the study purpose, their role, the use of study data, and their right to
withdraw their consent and discontinue their participation any time.

4.2 The Municipality Chatbot – Kommune-Kari

The study involved a Norwegian chatbot, called Kommune-Kari, which is available to
citizens in about 100 municipalities. The chatbot provides information on the munic-
ipality and relevant government services, and citizens may use it for enquiries either
through the municipality website or through a dedicated smartphone app.

The chatbot provides information on a broad range of topics, ranging from health ser-
vices and education tomunicipality infrastructure, planning and regulation. All use of the
chatbot is anonymous, and the chatbot provides generic answers to citizens questions –
either within the chatbot dialogues or through links to the municipality website or other
resources. As such, the chatbot provides service triage according to the classification of
Makasi et al. [23, 24].

The chatbot is based on an artificial intelligence language model and predicts users’
intents on the basis of citizens’ messages, that is, the assumed goals which the users’
have in mind when entering the question. The breadth of municipality services and
information require the chatbot to include 6000 such intents and corresponding actions.
Usersmay also refine chatbot responses through selecting amongbuttons provided as part
of chatbot replies. Due to the commonalities of service provision across municipalities,
the chatbot is hosted by a service provider Prokom who provides needed AI training
and content updates to the chatbot. The chatbot sees extensive use with about 1 million
yearly conversations and is as such a useful context of this study, given its proven
success in digital government service provision. The chatbot content is written in a
conversational style, intended to be easily digestible by users while keeping up with
public sector requirements for precision and quality. The chatbot appearance is a female
cartoon avatar and the chatbot name also suggests a female character.

4.3 Interview Process

The interviews were semi-structured, following an interview guide with options for
going into depth on relevant themes and reflections by the participants. The interview
guide was set up with basis in key factors of UTAUT2: performance expectancy, effort
expectancy, social influence, facilitating conditions, hedonic motivation, and habit. In
addition, the interviewer asked the participants to detail their experiences with chatbots
in general and the municipality chatbot, and also asked them to detail aspects concerning
trust in the chatbot. The interview guide was designed so as to allow the participants
to reflect freely on each topic and detail how and why each of the theoretical factors



72 N. Abbas et al.

were seen as relevant with regard to the municipality chatbot and also prompted for
explorations of additional factors or themes.

In preparation to the interviews, five pilot interviews were conducted which allowed
for adjustment of the interviewguide. The pilot interviews included participants recruited
from the authors’ personal networks.

The interviews were conducted online over the Zoom video application and lasted
between 24 and 60 min. The interviews were audio recorded.

4.4 Analysis

All interview audio recordings were transcribed. The transcripts were then made subject
to thematic analysis in line with the guidelines of Braun and Clarke [8], including the
steps of (a) familiarizing with data, (b) generating initial codes, (c) searching for themes,
(d) reviewing themes, (e) defining and naming themes, and (f) reporting.

The objective of the analysis was to establish data-driven themes associated with the
theoretical constructs of UTAUT2; that is, to understand why and how the theoretical
drivers were seen as relevant for intention to use the chatbot, as well as to identify any
other relevant drivers or themes.

The thematic analysis was conducted by the first author and conducted in the analysis
software nVivo. To strengthen quality in the analysis process, the analysis was made
subject to critical reflection during analysis meetings involving one or both the co-
authors at each step of the analysis process. Here, the authors collaboratively examined
the analysis at its current state, e.g., for possible alternative interpretations of data or
clarification of themes.

5 Results

In the following, we provide an overview of the key themes from the analysis. The
themes are structured under the main factors of the applied technology acceptance mode
and provides an overview of key findings from the interviews concerning the factors
and how these may impact intention to use. The main factors are structured according
to prevalence in the analysis, in the following order: Performance expectancy, effort
expectancy, trust, hedonic motivation, habit, social influence, and facilitating conditions.

While the analysis is a qualitative exploration, it may be of relevance to the reader to
know the proportions of the participants reporting on the different themes. We use the
following phrases to provide information on such proportions of the participants: nearly
all (13–15), most (8–12), some (4–7), a few (1–3).

5.1 The Participants’ Chatbot Experience and Intention to Use

All participants reported on prior experiencewith chatbots, and some also had experience
with the municipality chatbot prior to their participation in the study. Most participants
described their prior experienceswith chatbots in general as being unsatisfactorily, where
chatbots were reported not to be able to provide sufficient support. Most, however,
also reported on the studied municipality chatbot to exceed their expectations. The
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participants noted that this was due to the chatbot being able to provide useful help on
general questions. Most participants also noted that they intended to use the chatbot for
future requests or as a means of navigating municipality service provision.

5.2 Performance Expectancy

The participants expectations on the chatbot performance, was closely associatedwith its
ability to provide sufficiently nuanced and detailed support. The participant reports also
show that usefulness expectations were key to their assessments of their own intention to
use the chatbot in the future. The performance expectancies in the chatbot were discussed
with regards to the foreseen purpose of chatbot use and the type of support needed. The
participants also reflected on the possible usefulness of the chatbot from the perspective
of the municipality.

Performance Expectancy Depends on Purpose of Use. Most participants reported
to see the chatbot was a useful tool for navigating content in the municipality web-
site. That is, by using the chatbot, information and services which otherwise could be
difficult to access due to the complexity in public sector service provision was easily
identified through the chatbot. This benefit of the chatbot as a tool for navigation seemed
a consequence of participants acknowledging the challenge of navigating municipality
information and services. As noted by one of the participants:

“You can ask about relatively difficult things that are rarely asked about, but which
[the chatbot] perhaps will be able to find faster if I cannot find it myself.” (p2)

However, some participants noted such navigational use of the chatbot as redundant
as it may be possible to find needed information also by other means such as browsing
the municipality website or using general search engines such as Google. As noted in
this example quote:

“I feel that the things I ask [the chatbot] are the same links which I had been able
to identify myself” (p9).

Performance Expectancy Depends on Type of Support Needed. Most participants
reported that their viewon chatbot performance dependedon the complexity andpersonal
character of requests.Most noted that the chatbot could only respond to general questions
and not provide, e.g., answers adapted to their personal situation. In consequence, some
participants specifically noted positive performance expectations for general requests
with a specific answer:

“It is useful when it comes to simple things. Useful in the form of concrete things
which are not nuanced” (p13)

However, most participants reported low performance expectations for personal,
subjective or complex questions. For such questions, the chatbot could be seen as an
unneeded intermediary, as illustrated by this quote:
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“When I write ‘when do you pick up paper garbage at my address’ [the chatbot]
could have responded ‘this is Thursdays of such and such week’, instead of ‘here
is the garbage pickup calendar’” (p2)

Taking the Municipality Perspective. During the interviews, some participants also
alluded to the potential usefulness chatbots may have seen from the perspective of the
municipality. For example, participants noted that the chatbot may reduce the number
of calls to the municipality and may also provide insight into what kind of information
is needed. At the same time, some made note of the possible trade-off inherent in the
uptake of chatbots, and that automating service provision could ultimately reduce human
contact with the municipality. As exemplified in the following:

“It may distance you from the municipality. […] It may be a statical, dead thing
you interact with instead of a municipality representative. But so be it, as those in
the municipality likely have better things to do than answer questions which a bot
might answer” (p3).

5.3 Effort Expectancy

The promise of available and efficient information provision was seen as a key driver
for intention to use the chatbot. We detail the participants reflections on this relative to
the importance of efficient interactions and, also, its 24/7 availability.

The Importance of Efficient Interactions. Given that the chatbot was seen as par-
ticularly useful to facilitate navigation and get answers to simple questions, efficient
interactions were reported as key to the participants usage intentions.

Most participants noted the initiating of chatbot interaction to be fast and easy, as it
was directly available from any municipality webpage. Some, however, noted that the
threshold for initiating use would be further lowered by making the chatbot initiation
even more prominent, e.g., by moving the initiation icon from the bottom right corner
of the screen to the top or to centre stage.

“If [the chatbot] is only available as the small icon in the corner, I would rather
use Google, in contrast to [the chatbot] being available on top” (p4)

The efficiency of the actual interactions was discussed by most participants, and was
reported to depend on a range of aspects such as the chatbot’s ability to handle typos and
dialect terms. The participants also noted it as important for them to understand how to
pose questions to be most likely to get a relevant response, such as to refrain from very
long messages. A few participants mentioned that it can be challenging to know exactly
which words to use, while others noted it as a strength that the chatbot is tolerant in
understanding different ways of phrasing a request. Efficiency in use was by most seen
as one of the main drivers for future use, as in the following example:

“[Ease of use] means a lot. That it is precise, simple, and that you get the needed
answers. It does not take many experiences of not getting an answer before ‘no, I
will just move on and to this the old way’”. (p13)
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A few participants also noted that simple closing or dismissal, as provided in the
chatbot, was important to efficient use. In particular as this lowers the threshold for trying
to use the chatbots for simple questions and requests.

24/7 Availability. For some participants, the availability of a chatbot was important to
perceptions of effort expectancy. For example, as a substitute to get simple clarifications –
in particular outside office hours. As exemplified in this quote:

“Concretely, if I had questions outside office hours, I would use it. Then it is
useful.” (p1).

5.4 Trust

Trust in the chatbot was reported by the participants as important to their future use of
the chatbot. This trust was in part associated with their trust in the municipality and in
part due to aspects of the chatbot such as performance and efficiency.

Trust in the Chatbot Dependent on Trust in the Municipality. Most participants
reported that their trust in the chatbot is closely dependent on their trust in the munic-
ipality as a responsible actor. Hence, they expected the chatbot to be professional and
reliable. As noted by one of the participants:

“This is public information from the municipality, so I assume that it is correct”
(p5).

Trust Dependent on Performance and Efficiency. When reflecting on aspects of the
chatbot of importance to trust, a few participants noted the importance of chatbot per-
formance and efficiency. That is, trust in the chatbot – apart from its association with the
municipality as a trusted actor – was seen as depending on the chatbot delivering value
on these two aspects. In particular, participants appreciated means to help them confirm
performance and efficiency. As noted in this example quote:

“I liked the closed loop communication with [the chatbot saying] ‘did you mean
this or that?’. This provides a confirmation that my question is understood.” (p15)

Privacy of Lesser Perceived Relevance in a Chatbot for Anonymous Use. While pri-
vacy often is seen as important for trust in digital technology, the character of the chatbot
as provider of navigation aid and support with simple, general questions, implied that
the participants did not see any major privacy issues. Hence, privacy was not considered
of substantial relevance for this chatbot.

5.5 Hedonic Motivation

Hedonic motivation concerns the chatbot’s ability to engage or provide experiences of
emotional character. This factor was seen as of lesser importance to the participants’
intention to use the chatbot. However, some aspects were nevertheless reported which
may strengthen the hedonic quality of the chatbot use, including hedonic implications
of pragmatic aspects of chatbot use, as well as implications of the conversational style
and use of human likeness in the chatbot.
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Hedonic Implications of Performance and Efficiency. Some participants noted that
the pragmatic aspects of the chatbot could also serve to strengthen their sense of engage-
ment from the interaction. For example, it was noted that the chatbot feature for refining
answers – where users are provided buttons with alternatives paths to the further interac-
tion – may give insight into municipality relevant content and services which might be
unknown to them and, thereby, be seen as stimulating or engaging. Likewise, some par-
ticipants noted that their sense of having an efficient interaction with the chatbot could
also be perceived as a form of engagement, from their appreciation of easily address
different topics and rapidly get to needed information. Also, the some noted that the
chatbot seeking confirmation as part of its responses, to ensure a fit to users’ intents, was
seen as nurturing a sense of engagement.

“If I go through the municipality, I need to go through different links and spend
time looking. With [the chatbot], I can just search ‘garbage-collection’ and get it
served. It is so much easier. It will be fun. It is fun.” (p7)

Some participants noted that the hedonic implications of performance and efficiency
also implied that lack of performance and efficiency would be harmful to engagement,
potentially leading to frustration.

Hedonic Implications of Conversational Style and Human Likeness. Some partic-
ipants reflected on the conversational style and visual appearance of the chatbot. For
some, an informal style and humanlike avatar image and name was see as contribut-
ing positively to the chatbot interaction being engaging. However, others were critical of
these same features. The participant reports, hence, suggestsmarked differences between
participants in how conversational style and chatbot appearance is perceived.

5.6 Habit

For a government chatbot to become an effective channel of information and support, it
is important that citizens form a habit to use it. The participants reported on life situation,
awareness, and chatbot quality to determine habit of use.

Awareness and Chatbot Quality Determine Habit Formation. Forming a habit to use
the chatbot depends on awareness of its existence as well as its perceived performance
and required effort. These aspects of habit formationwere noted as particularly important
as chatbots are a relatively novel technology, and all users may not be aware of what
the chatbot can be used for, and also that the value of chatbot use depends on it being
efficient and effective to use. As noted by one of the participants:

“If it is faster for me to find the needed information without using [the chatbot], I
will not use it. It needs to have a time-saving function.” (p2)

Life Situation Determines Habit Formation. Some participants noted that life sit-
uation will be important for actual habit to form. In some life situations, such as for
young adults, the need to get in touch with the municipality may be low – which directly
will impact habit. However, following major life changes, needs may change. In these
situations, it will be important to be aware of the chatbot to form habit.
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5.7 Social Influence and Facilitating Conditions

The participants also reflected on social influence and facilitating conditions as potential
drivers of use for the municipality chatbot. None of these were seen as highly important
to future use, but the participants nevertheless provided interesting reflections on both.

Social influence was reflected on as a potential driver of future use, provided that
important others or professional marketers were to recommend the chatbot for munic-
ipality use. None of the participants had experienced such social influence, but some
noted the possible impact of social influence provided they had not themselves already
used the chatbot. A few participants also noted that increased visibility of the chatbot in
the municipality webpage would be a more efficient way to have citizens use the chatbot
than social influence.

Facilitating conditions was seen as of lesser importance to the participants intention
to use. They discussed the intention to use the chatbot as depending on available other
channels. Some reported to likely use the chatbot as a faster means of gathering infor-
mation available also on the municipality website, whereas others would use the chatbot
as a last resort. Likely, the ease of accessing the chatbot and availability of technical
infrastructure may have made this factor of lesser relevance to the partners. A few, how-
ever, expressed that their intention to use is strengthened by the chatbot being available
as a smartphone app – further accentuating the importance of availability and efficiency
in interaction for future use.

6 Discussion

6.1 Citizen Perceptions of Government Chatbots and Implications for Intention
to Use

The study findings provide a rich source of insight into user perceptions of government
chatbots, as well as how such perceptions may impact intention to use. Key among the
factors were performance expectancy and effort expectancy. This finding is fully in line
with existing theory of technology acceptance [e.g., 11, 41], and also in line with the
findings of a recent vignette study of government chatbot usage scenarios [25].

In the current context of digital government where chatbots are an alternative chan-
nel to information and support – paralleled with information provided on government
websites – the benefit of a government chatbot is not that it is a necessary point of access,
but that it is a potential aid to make access easier and more efficient. Furthermore, as the
habit-forming potential of a government chatbot may be limited, as government service
use may be dependent on, for example, life situation, citizens may have low threshold
for not using the chatbot if it does not clearly provide the expected performance to the
least possible effort.

The findings indicate that users may see substantial benefit in government chatbots
used for purposes of navigating available information and services, as well as for simple
requests. Chatbots for this purpose corresponds to what Makasi et al. [23, 24] refers to as
service triaging, where the chatbot has a retrieval-based model where user requests are
mapped to predefined responses without access to user profiles. Such chatbots may serve
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as a point of departure for conversational digital government, and perceived benefits for
this purpose is promising for future more advanced chatbot solutions.

The findings also show the potential benefit of chatbots as a channel for efficient pro-
vision of information and services in digital government. Efficiency in use is important
for government services, as such services may be seen as having a utilitarian character.
At the same time, the request for efficient interactions represents a substantial challenge
to government chatbots for service triaging as it will continuously be compared to other
available channels for information or support. Hence, it will be important for government
chatbots not just to provide information and support in an effective manner, but also in
a manner more efficient that other channels.

In addition to performance and effort expectancies, trust was identified as an impor-
tant determinant of future intention to use. As previously observed [9, 28], trust in
digital government may depend both on trust in the technology and trust in the govern-
ment institution using the technology. This was found also for the use of government
chatbots in our study where participants explicitly associated their trust in the chatbot
with themunicipality as a known and trusted actor. Likewise, trust in the chatbot was also
reported to depend on its performance and efficiency in use. This complements current
applications of trust as part of technology acceptance models [9, 28], as we found trust
in the technology to be dependent on other drivers of technology adaption rather than
orthogonal to these other drivers.

Hedonic value, habit, social support, and facilitating conditions were interestingly
found to be of lesser importance to the participants intention to use the municipality
chatbot than performance expectations, effort expectations, and trust. This to some extent
is counter to our initial assumption that UTAUT2, with its comprehensive set of drivers
for technology acceptance, would be a best possible starting point for understanding
intention to use government chatbots. The original technology acceptance model [11],
tailored to workplace technology use and only including constructs corresponding to
performance expectancy and effort expectancy, clearly would have been too restricted
given the importance also of trust found in our study.At the same time,UTAUT2, tailored
to explain technology acceptance in a consumer context, may possibly include constructs
of lesser relevance for the government context. It, hence, seems as if existing attempts
to extend the original technology acceptance model toward public sector by including
trust as a separate factor [e.g., 9, 28] may be as relevant to explain government chatbots
as the later, more comprehensive UTAUT2 model.

6.2 Implications

The study findings entail important implications for theory and practice. We see the
following as particularly relevant for theory building:

• Intention to use chatbots as part of digital government may be particularly determined
by user expectations of performance and effort, as well as trust in the technology and
the relevant government body. Hence, future adaptations of technology acceptance
models may benefit from taking these three constructs as a starting point for future
theory building.
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• Performance and effort expectancies with the chatbot were typically made with ref-
erence to the chatbot as part of the larger digital service system including also the
municipality website and personnel resources. Theorizing on user perceptions and
intentions to use chatbots in digital government need to incorporate a service system
perspective to fully capture the impact of this context.

The following are considered particularly relevant implications for practice:

• Chatbots for service triage [23, 24] is found to provide value to citizens. However, in
linewith the participants’ pointing out of limitations to performance expectancy, it will
be important to consider how government chatbots can advance also to personalized
service negotiation to increase their public value.

• Intention to use a government chatbot for service triage is highly dependent on the chat-
bot being seen as more efficient than other channels for the same purpose. Hence, ser-
vice providers need to make sure that that chatbot not only provides relevant answers
but that it does so with least possible user effort.

6.3 Limitations and Future Research

The study is an exploratory qualitative study to gain initial knowledge on user perceptions
of chatbots in digital government and how these may impact intention to use. As such,
the study entails some limitations which suggests possible directions for future research.

The study was conducted in a specific context with only one chatbot; a chatbot for
Norwegian municipalities. This characteristic of the study was beneficial to allow for
in-depth insight, but also represent a limitation as it does not cover chatbots in an interna-
tional context nor chatbots from different providers at different levels of sophistication.
Future research is needed to gather insight into potential implications of such variation.

The study was conducted at a single point in time, not following chatbot users over
a longer timeframe. Furthermore, the users were requested to use the chatbot as part of
the recruitment procedure to ensure sufficient recent experience. This limits the study
findings as we cannot make claims of how user perceptions and intentions to use may
vary over time, or whether there may be differences between planned and spontaneous
use.We anticipate future longitudinal studies following users over longer periods of time
to understand how their government chatbot use evolve.

Finally, the study was based on the participants self-reports only. While this allowed
for participants self-reflection on their perceptions and intentions to use, it did not enable
contrasting of participant reflections with their actual behaviour. It will be highly inter-
esting to see future research combining users’ self-reports and logs from user chatbot
interactions to better understand the correspondence between user perceptions and actual
use.

In spite of these limitations, we find the study to represent a useful first step towards
understanding user perceptions and intentions to use government chatbots. Hopefully,
our study findings motivate needed future research in this engaging field of research.
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Abstract. This empirical study aims to test and extend the unified theory of accep-
tance and use of technology (UTAUT) in the context of mental health chatbot
usage among LGBTQIA+ individuals. The proposed model uses UTAUT vari-
ables (performance expectancy, effort expectancy and social influence) as well
as chatbot-related variables (willingness to self-disclose, perceived loss of pri-
vacy, and trust) to predict the intention to use a mental health chatbot. The online
survey (N = 305) indicates that performance expectancy, social influence, and
willingness to self-disclose positively predict chatbot usage intention, whereas
effort expectancy negatively influences this intention. Moreover, previous experi-
ence with healthcare chatbots moderated the relationship between social influence
and intention, age moderated the relationship between willingness to self-disclose
and intention, and gender identity moderated the relationship between perceived
loss of privacy and intention. Overall, the extended UTAUT proved to be use-
ful in explaining technology acceptance of mental health chatbots among the
LGBTQIA+ community.

Keywords: Technology acceptance ·Mental health chatbots · UTAUT ·
LGBTQIA+ community

1 Introduction

Mental health chatbots —empathic agents using natural language processing (NLP) to
detect and reframe cognitive patterns of users [23]— offer great potential for individuals
who suffer from mental health issues but lack access to treatments or are ashamed of
their problems [1]. This is because chatbots are always available, easily accessible,
cost-effective, offer a non-judgmental space and show both infinite patience as well as
immediate feedback [15]. First studies testing applications such asWysa [64] orWoebot
[63] show promising results regarding the effectiveness of mental health chatbots in
reducing feelings of stress [38], anxiety [21] and depression [20].

A widely used model to predict people’s intention to use technology is the unified
theory of acceptance and use of technology (UTAUT) [60, 61]. This model combines
several variables derived from the technology acceptance model [17] and the theory of
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planned behavior [2] and has been used and adopted in numerous contexts [11, 45, 56,
62, 66]. There are at least two current-day trends that the UTAUT needs to be adapted
to. First, the traditional UTAUT cannot fully explain the intention to use mental health
chatbots as it neglects crucial chatbot-specific aspects like privacy, trust, and individ-
uals’ willingness to self-disclose to a chatbot. Second, research explaining technology
acceptance has traditionally included gender as a dichotomous variable, whereas we
now live in a society where boundaries are increasingly blurred between male, female,
non-binary, transgender, and genderfluid identities [8, 9, 12, 13]. Thus, models should
take these differential gender categories into account.

The LGBTQIA+ (Lesbian, Gay, Bi, Trans, Queer or Questioning, Intersex, Asex-
ual and other sexual orientations (+)) community could particularly benefit from mental
health chatbots. Research has repeatedly shown that this group runs a higher risk of devel-
oping a mental illness compared to heterosexual individuals [18, 50, 54, 65] since they
still face bullying, harassment and violence [50]. At the same time, LGBTQIA+ individ-
uals often lack the necessary social support and psychological assistance to understand
their feelings and inclinations or are ashamed to seek help themselves [50]. Conse-
quently, LGBTQIA+ users distinguish themselves in terms of technology use, because
they have a heightened need for a safe, non-judgemental (online) space. Especially when
they do not receive enough support from their family or friends, they more often use
technologies and online platforms to search for like-minded individuals and other types
of support. Also, they generally have a stronger urge for anonymity and therefore poten-
tially a higher willingness to disclose to a chatbot [41]. Hence, this paper aims to answer
the overarching research question to what extent the (extended) UTAUT can predict
the behavioral intention to use a mental health chatbot among LGBTQIA+ individuals.
To be able to test our hypotheses, as well as to answer the more explorative research
questions, we chose a survey design. In doing so this study will provide a new perspec-
tive on the inclusion of chatbot-specific variables and gender identities into traditional
communication models such as the UTAUT.

2 Theoretical Background

2.1 The UTAUT

The UTAUTwas initially proposed by Venkatesh and colleagues [60]. In developing this
model, the authors combined concepts from eight user acceptance models, among others
the technology acceptance model [14, 17], the theory of reasoned action [19] and the
innovation diffusion theory [49]. This way, Venkatesh et al. [60] created a unified and
theory-based model that predicts user acceptance. According to the original UTAUT,
three core variables predict the behavioral intention (BI) to use a certain technology:
Performance Expectancy (PE; i.e., how useful one thinks the technology will be), Effort
Expectancy (EE; i.e., howeasyone expects the technology tobe) andSocial Influence (SI;
whether onebelieves that one’s social environment thinks one should use the technology).
Moreover, in the UTAUT, these three relationships are moderated by age, previous
experience with the technology (not for PE), gender [59] and voluntariness of use [60].
In the current study, the updated variable for gender is included in the extended model,
and voluntariness of use is omitted because in the current study it is a constant (i.e.,
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our research focuses on the voluntary usage of mental health chatbots [7]). Thus, the
UTAUT hypotheses are:
H1: PE positively influences BI to use a mental health chatbot among the LGBTQIA+
community and this relationship is moderated by (a) age.
H2: EE positively influences BI to use a mental health chatbot among the LGBTQIA+
community and this relationship is moderated by (a) age and (b) previous experience.
H3: SI positively influences BI to use a mental health chatbot among the LGBTQIA+
community and this relationship is moderated by (a) age and (b) previous experience.

2.2 Extending the Model: Willingness to Self-disclose, Perceived Loss of Privacy,
Trust and Gender Identity

Willingness to Self-Disclose. We define WSD as the willingness of LGBTQIA+ indi-
viduals to entrust personal information to a mental health chatbot [15]. It has been sug-
gested that mental health chatbots can be highly beneficial for self-disclosure because
they provide an anonymous space without stigmatizing the user [3]. This is in line
with studies that indicate high WSD to an empathic chatbot [10, 25, 32, 58]. Lucas
and colleagues found that participants showed less fear of self-disclosure, more intense
expressions of emotions, and overall, a higher WSD with a computer system as opposed
to a human operator [37]. On the other hand, the lack of human empathy might decrease
people’s willingness to disclose personal information [15]. In any case, it is logical to
assume that the higher the WSD, the higher the intention to use a mental health chatbot.

Moderations. We expect the effect of WSD on Behavioral Intention (BI) to be stronger
for younger compared to older LGBTQIA+ individuals because younger people are
oftenmore familiarwithmodern technology and thereforemore likely to entrust personal
information to a mental health chatbot [51]. To our knowledge, previous research did not
yet explore themoderating role of previous experience and gender identity in the relation
between WSD and BI. Therefore, the present study answers the following research
questions and tests one hypothesis.
H4: WSD positively influences BI to use a mental health chatbot among the LGBTQIA+
community.
H4a: The relationship between WSD and BI is moderated by age, such that the effect is
stronger for younger LGBTQIA+ individuals than for older LGBTQIA+ individuals.
RQ1: To what extent does previous experience with chatbots moderate the relationship
between WSD and BI?
RQ2: To what extent does gender identity moderate the relationship between WSD and
BI?

Perceived Loss of Privacy. Perceived loss of privacy (LOP) is defined as the extent to
which individuals think smart healthcare services such as mental health chatbots violate
their privacy [36, 57]. In mobile health applications, where people disclose sensitive
data, privacy is an important aspect to consider. One study did not find LOP to be a
significant direct predictor of BI [36]. However, other studies did find a negative, direct
effect of LOP on the acceptance of chatbot applications [35, 44].



86 T. Henkel et al.

Moderations. An explanation of these mixed findings can be found in people’s level of
experience with technology. Privacy concerns decrease with more Internet experience
[5] which is in line with the findings of Bergström, who found that with most Internet
situations, experienced people were less concerned [6]. Regarding the moderating effect
of age, previous research has been inconclusive. Some studies found no differences due
to research measurements [26, 55] or only small significant differences with younger
people being more concerned about privacy [6]. Guo and colleagues found that the
effect of privacy concerns on BI is stronger for younger users, whereas older users were
not affected [24]. In contrast, Shehaan proposed different user typologies, with older
consumers being more alarmed in contrast to younger users [53]. Accordingly, we test
the following hypotheses and aim to answer the following research questions:
H5: LOP negatively influences BI.
H5a: The relationship between LOP and BI is moderated by experience, such that the
effect is stronger for less experienced (compared to more experienced) LGBTQIA+
individuals.
RQ3: To what extent does age moderate the relationship between LOP and BI?
RQ4: To what extent does gender identity moderate the relationship between LOP and
BI?

Trust. Trust in a chatbot is defined as the degree to which LGBTQIA+ individuals
perceive mental health chatbots as dependable, reliable, and trustworthy in improving
one’s mental health [36]. Trust is a crucial factor for establishing strong bonds with
someone and has been shown to be equally important when it comes to human-computer
interactions [15, 34]. Several studies indicate that trust is an antecedent for BI [36, 48].

Moderations. Schroeder and Schroeder investigated factors that influence trust in chat-
bots and found that individuals who are more experienced with chatbots and who are
younger are more likely to trust a chatbot [51]. Simultaneously, transgender individu-
als often seek social support online [41]. Considering this unmet need and high online
presence, transgender individuals may perceive mental health chatbots more positively,
which in turn might increase their trust to use such a chatbot. To our knowledge, no
study has yet examined how gender identity moderates the relation between trust and
BI. Therefore, we expect and propose the following:
H6: Trust positively influences BI.
H6a: The relationship between Trust and BI is moderated by age, such that the effect is
stronger for younger (compared to older) LGBTQIA+ individuals.
H6b: The relationship between Trust and BI is moderated by experience, such that
the effect is stronger for more experienced (compared to less experienced) LGBTQIA+
individuals.
RQ5: To what extent does gender identity moderate the relationship between trust and
BI?

The proposed extension of the UTAUT to the context of mental health chatbot
acceptance among the LGBTQIA+ community is depicted in Fig. 1.
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3 Method

3.1 Sampling

Ethical approval was granted by the university’s Ethics Review Board (project ID: 2021-
PC-14159). The questionnaire was created in English to reach LGBTQIA+ individuals
of different nationalities. We used purposive convenience sampling by sharing the sur-
vey on the first author’s social media as well as posting a recruitment text in relevant
LGBTQ+ Facebook groups and Reddit threads. Also, flyers with the survey QR code
were spread at a Dutch university. Eligible participants were individuals older than
16 years who (potentially) identify as LGBTQIA+. Participation was completely vol-
untary and anonymous. Respondents were not compensated. Because of the length of
the questionnaire (~10 min), the dropout rate was quite high (32,18%). In total, 354
valid responses were gathered. However, four respondents did not give consent, sixteen
participants did not consider themselves as part of the LGBTQIA+ community, and four
respondents were aged below 16. These respondents, together with those who did not
pass the attention check (n = 28), were excluded from the data set. Additionally, we
omitted one case whose answers indicated zero variance (straight liner). This leaves a
final sample of N = 305 participants.

3.2 Pretest

The questionnaire was pre-tested with eight LGBTQIA+ individuals. Pre-testers indi-
cated difficulties with imagining what a mental health chatbot would look like. We
therefore included a screen recording of an existing mental health chatbot application
(Wysa). In the 1min 42 s video, respondents saw an interaction withWysa, during which
the chatbot explains the importance of mental resilience and sends motivational GIFs
(graphics interchange format – a series of pictures that can be static or dynamic [22]) and
empathetic messages. Furthermore, participants saw which answer options are provided
for the user (pre-selected or typing freely) and how a conversation with a mental health
chatbot works in general.

3.3 Procedure

Data were collected between 9th–17th December 2021. Participants who clicked on the
survey link or scanned the QR code were exposed to the information letter in the survey
tool Qualtrics. Afterwards, participants gave informed consent. If participants did not
give consent, they were automatically led to the end of the survey. All participants
who agreed to the research terms were asked whether they consider themselves part
of the LGBTQIA+ community. This question served to the exclusion of heterosexual
and cisgender individuals. Next, respondents indicated their gender identity, age, level
of education, mental health, and previous experience with chatbots. Respondents saw a
short description and examples of chatbots, and were asked how often they have used
these different types of chatbots in the past. Subsequently, we described the concept of
a mental health chatbot and showed the video. After that, participants were exposed to
the items concerning PE, EE, SI, BI, LOP, trust and WSD.
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3.4 Measurements

Appendix 1 provides an overview of the original items and adjusted items. PE, EE,
SI and BI were adapted from Venkatesh and colleagues’ validated and widely tested
scales [60]. Participants’ WSD to a chatbot was adapted from Croes and Antheunis [15].
The scales for perceived LOP and trust were adapted from Liu and Tao [36]. All latent
constructs were measured on a 7-point Likert scale ranging from 1 (Strongly Disagree)
to 7 (Strongly Agree). Appendix 2 shows (very) high Cronbach’s α values as well asM
and SD of the main variables.

Age was measured with an open text entry and recoded into three groups (1 SD
below average, average, and 1 SD above average).

Previous experience with chatbots wasmeasured with the question: “How often have
you used one of these chatbots in the past?” For customer service chatbots, healthcare
chatbots, social messaging chatbots and other chatbots, respondents indicated their pre-
vious experience on a 5-point Likert scale ranging from “Never” to “A lot of times (>20
times)”.

Gender identitywasmeasuredwith the question: “Which of the followingmost likely
describes you?” Participants could choose between “Female”, “Male”, “Non-binary”,
“Transgender”, “Intersex”, “Queer or Questioning”, “I prefer not to say” and a text field
for individual specification.

Level of education was measured with the question “What is the highest degree or
level of education you have completed?”, ranging from “No schooling completed” to
“Doctoral or equivalent level”.

Respondents also had to indicate whether they coped with mental health issues and,
if so, whether they received professional help. Lastly, one attention check item (“Please
click on ‘Agree’”) was included between the items addressing BI to check whether
respondents paid attention throughout the questionnaire.

3.5 Analysis

Data analyses were carried out in SPSS. To describe the sample, a frequency analysis
was conducted. By creating a scatterplot and histogram of the residuals, the assumptions
of linearity and homoscedasticity were checked. Afterward, all predictors and moder-
ators were mean-centered. This simplifies the interpretation of interaction effects: all
coefficients account for respondents who score average on the predictor variables. Sub-
sequently, interaction variables were created to test moderation effects. All hypotheses,
the moderating role of previous experience on the relationship between WSD and BI,
and the moderating role of age in the relationship between LOP and BI were tested
with regression analyses. First, the traditional UTAUT variables were included as inde-
pendent variables (PE, EE, SE). Second, age and experience were added as interaction
variables. Third, we included the new variables WSD, LOP, trust, and the interaction
variables (WSD, LOP, trust, and gender identity). This enabled a comparison between
the initial UTAUT and the extended model. To answer the RQs with gender identity,
dummy variables for gender identity were created (i.e., female, male, trans, non-binary)
with female participants as the reference group. Next, a linear regression model was
conducted, in which only PE, EE, SI, WSD, LOP, trust, the dummy variables for males,
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trans and non-binary individuals, and lastly the interaction variables for the respective
predictor*gender identity effects were included.

4 Results

4.1 Sample Characteristics

Appendices 3 and 4 show the sample characteristics. Ages ranged from 16 to 59 years
(M = 24.69; SD = 7.28). For gender identity, the largest category was female (43,60%,
n= 133). 10,80% specified their gender identity in a separate text field. There, common
answers were “Agender”, “Genderfluid” and “Questioning”. When it comes to previ-
ous experience with chatbots, respondents had the most experience (= used a chatbot
very often, often or sometimes) with customer service chatbots (39,70%) and social
messaging chatbots (22,60%), followed by healthcare chatbots (7,60%). Furthermore,
most participants coped with mental health issues without receiving professional help
(39,70%). Remarkably, only 12,80% stated to not cope with mental health issues at all.
Regarding respondents’ level of education, the largest category was “completed upper
secondary level” (34,80%).

4.2 Model Fit and Hypothesis Testing

Main Effects. The extended regression model with BI to use a mental health chatbot as
dependent variable, with PE, EE, SI, WSD, LOP and Trust as independent variables and
with age and previous experience as moderators was significant, F(31, 304) = 20.17, p
< .001, and explained 69,60% of variance in BI to use a mental health chatbot. It also
demonstrated a slightly better fit than the initial UTAUT, where only PE, EE and SI were
considered as predictors, F(16, 304)= 35.91, p< .001, R2 = 66.60% (see Appendix 5).
The extended regression model can therefore be used to predict the BI to use a mental
health chatbot among the LGBTQIA+ population.

Only the effects for PE, EE, SI and WSD were significant. PE showed a significant,
strong association with BI (b = 0.67, t = 11.70, p < .001, 95% CI [0.56, 0.79]). This
indicates that people who believe that a mental health chatbot will help them increase
their mental wellbeing, have a higher intention to use a mental health chatbot. Similarly,
SI, b = 0.18, t = 3.29, p = .001, 95% CI [0.07, 0.28] showed a significant, weak
association with BI. Hence, people who are more influenced by their social environment
have a higher intention of using one. WSD showed a significant, weak association with
BI (b = 0.21, t = 3.69, p < .001, 95% CI [0.10, 0.32]). We therefore found support for
H1, H3 and H4.

Surprisingly, EE showed a weak, negative relationship (b = −0.14, t = −2.40, p
= .017, 95% CI [0.08, 0.29]), which is opposed to what we expected. This indicates
that, the more people perceive a mental health chatbot as easy to use, the lower is their
intention to use such a chatbot. We therefore reject H2. Further, the results show that
LOP (b = 0.03, t = 0.91, p = .362, 95% CI [−0.04, 0.11]) and Trust (b = −0.03, t =
−0.42, p = .672, 95% CI [−0.14, 0.09]) are no significant predictors of chatbot usage.
Thus, H5 and H6 were rejected.



90 T. Henkel et al.

Moderating Effects. In terms of interaction effects, we found only three weak, sig-
nificant interaction effects. Firstly, the effect of SI on BI is moderated by previous
experience with healthcare chatbots (b = −0.16, t = −2.14, p = .033, 95% CI [−0.31,
−0.01]). This means that the effect of SI on BI becomes weaker the more experience
LGBTQIA+ individuals have with healthcare chatbots. However, this is only the case
for previous experience with healthcare chatbots. Previous experience with customer
service or messaging chatbots were no significant moderators. Thus, we found partial
support for H3b.

Secondly, the effect of WSD on BI seems to be very weakly moderated by age (b
= −0.02, t = −2.43, p = .016, 95% CI [−0.04, −0.004]). As hypothesized, the effect
is stronger for younger compared to older LGBTQIA+ individuals. H4a was therefore
supported.

Thirdly, the relationship between LOP and BI was significantly and weakly moder-
ated by gender identity, where the effect seems to be stronger for male individuals (b =
0.19, t = 2.09, p = .037, 95% CI [0.01, 0.36]) than for females (RQ4).

All other interactions turned out to be insignificant, which means H1a, H2a, H2b,
H3a, H5a, H6a and H6b are rejected. In addition, previous experience with a chatbot is
not a significant moderator for the relationship betweenWSD and BI (RQ2), and we did
not find support for any other moderating effects of gender identity (RQ3, RQ4, RQ5).
Figure 1 shows the significant relationships in the extended model.

Fig. 1. Significant relationships in the extended model
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5 Discussion

This study aimed to take a critical perspective on the UTAUT by exploring whether it
can be tested and extended in the context of mental health chatbot usage intention among
LGBTQIA+ individuals. Through integrating the chatbot-specific variables willingness
to self-disclose (WSD), perceived loss of privacy (LOP), and trust, and by considering
gender identity, we were able to demonstrate that the extended UTAUT provides a better
understanding of mental health chatbot usage intention among LGBTQIA+ individuals
than the original model. Our findings do not only contribute to more inclusive technol-
ogy acceptance models and the generalizability of the UTAUT, but also give valuable
insights into which aspects influence the intention to use a mental health chatbot among
LGBTQIA+ individuals.

In the current survey, performance expectancy (PE), Social Influence (SI) and WSD
significantly predicted behavorial intention (BI) to use a mental health chatbot. Unsur-
prisingly, PE has shown to be the strongest positive predictor. PE has repeatedly been an
important predictor for technology acceptance in previous research [3, 56, 60]. Hence,
the belief that a mental health chatbot would improve their mental health seems to be
a crucial driver for the BI to use a mental health chatbot among LGBTQIA+ individu-
als and should be highlighted in future chatbot interventions. Additionally, in line with
prior research, the more a LGBTQIA+ individual believes that their social environment
thinks they should use a mental health chatbot (SI), the higher is their BI [56, 62]. This
effect seems to be stronger for less experienced people, which means that particularly
when individuals have little experience, their social environment can have a significant
impact on their BI to use a mental health chatbot. It is worth noting that the effect of
SI on BI was very weak and, considering the strong community feeling of LGBTQIA+
individuals, we expected this effect to be stronger. Especially since a study by Fish and
colleagues demonstrated that emotional and mental health topics were the most popu-
lar themes discussed in a chat-based Internet community support programme [18], thus
LGBTQIA+ individuals are generally willing to discuss mental health problems with
their peers. It might be that the usage of mental health chatbots is not as widespread as
online communities [41] and that therefore SI is less important for the BI to use men-
tal health chatbots. Overall, for future interventions, developers should emphasize the
potential benefits mental health chatbots have to improve mental health issues among
LGBTQIA+ individuals. In addition, social influence and community aspects should be
taken into account, and people’s willingness to self-disclose should also be considered
as a crucial determinant for mental health chatbot usage intention.

We did not expect the negative relationship between effort expectancy (EE) and
BI. The easier the usage of a mental health chatbot seems, the lower is LGBTQIA+
individuals’ intention to use it. This negative direction is contradicting existing literature.
Some studies found a significant relationship [3, 29, 61, 62] and others did not find a
significant association due to common use of the technology under study [56]. However,
all studies demonstrated a positive relation instead of a negative one. One explanation
for the current findings can be that our results show a high mean EE, which suggests
that many participants perceived a mental health chatbot as easy to use anyway. Another
possible explanation could be that one of the contextual variables were suppressing the
effect of EE since it only became significant when the other variables were added.
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Surprisingly, two chatbot-related variables -perceived loss of privacy and trust- were
no significant predictors of chatbot usage intention. Especially the results regarding trust
do not align with prior research. For Liu and Tao, for instance, trust was the strongest
predictor for BI to use a smart healthcare system [36]. Other studies have established
trust as a crucial antecedent for chatbot acceptance [43, 44]. A plausible explanation
could be that LOP and trust did not directly affect BI to use a mental health chatbot, but
indirectly viaWSD. Schroeder and Schroeder found that trust positively influencesWSD
to a chatbot [51]. Similarly, lower privacy concerns seem to increase trust in chatbots
[24]. Since WSD directly influenced BI, future studies may consider LOP as antecedent
of trust, and trust as predictor of WSD rather than direct predictors of BI.

Moreover, this paper emphasized the importance of including gender identity into the
UTAUT. Interestingly, the study did not find support for substantial differences among
gender identities. Apparently, LGBTQIA+ regardless of their gender identity, perceive
mental health chatbots equally, even though transgender andnon-binary individuals show
a higher online behavior compared to female or male individuals [41]. Only the effect
of LOP on BI was stronger for males than females. This is interesting, as prior research
on online behavior revealed that women are more concerned about their privacy [27,
53]. But then again, gender differences measured with non-LGBTQIA+ samples may
deviate from our sample. The present findings would suggest that future mental health
interventions for LGBTQIA+ individuals do not need to consider different factors for
respective gender identities —except stressing privacy protection more among male
individuals—, but this seems overly simplistic. The blurring boundaries between gender
identities that prevail in our current-day society do ask for an increased attention to this
in chatbot research, especially when the technology relates to mental health.

In line with previous research, this study shows that age is a factor to keep taking
into account. While the relationship between WSD and BI remains equal for older
LGBTQIA+ individuals, younger individuals have a higher intention to use a mental
health chatbot when their WSD is also high. However, our sample was quite young (Ø
24 years) and the amount of participants age> 40 years was rather limited. Thus, future
research needs to pay more explicit attention to the age factor.

5.1 Limitations and Future Research

One major issue regarding the survey was that participants did not interact with a mental
health chatbot themselves. Unfortunately, it was not feasible to develop a properly func-
tioning mental health chatbot in the available time frame, and using existing chatbots
like Wysa would have created privacy issues by involving third parties. At the same
time, 92% of the participants had never or rarely used a mental health chatbot before,
and thus must have had a hard time imagining such an interaction, which could have led
to imprecise answers. This problem was already raised during the pre-test, which is why
we included a screen recording of a mental health chatbot conversation. Yet, we had no
control over whether participants actually watched this video.

Secondly, actual usage of mental health chatbots was not included as a dependent
variable. A follow-up study could let participants test a mental health chatbot and, at the
end of the study, provide a link to the chatbot application free for them to use. Measuring
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the click rate may reveal insights into the actual usage of the chatbot and lead to more
precise results.

Lastly, as this research topic has not been researched in depth so far, researchers
should consider applying a qualitative research design to gain an in-depth understanding
of LGBTQIA+ individuals’ thoughts on mental health chatbots. Interestingly, especially
on reddit, the recruitment text for this study caused elaborate discussions about whether
individuals would use such chatbot or not (Tables 1, 2, 3, 4 and 5).

Appendix 1

Table 1. Operationalization of predictors and behavioral intention

Variable Items as used in previous literature
[15, 36, 60]

Adjusted items used in the current
study

Performance
expectancy [60]

PE1: I would find the system useful
in my job
PE2: Using the system increases my
productivity
PE3: Using the system enables me to
accomplish tasks more quickly
PE4: If I use the system, I will
increase my chances of getting a
raise

PE1: I would find such a mental
health chatbot useful in my daily life
PE2: Using such a mental health
chatbot would improve my mental
health
PE3: Using such a mental health
chatbot would help me to improve my
mental health more quickly
PE4: Using such a mental health
chatbot improves my mental
well-being

Effort
expectancy [60]

EE1: Learning to operate the system
is easy for me
EE2: My interaction with the system
would be clear and understandable
EE3: I would find the system easy to
use
EE4: It would be easy for me to
become skilful at using the system

EE1: Learning how to use such a
mental health chatbot is easy for me
EE2: My interaction with such a
mental health chatbot would be clear
and understandable
EE3: I would find such a mental
health chatbot easy to use
EE4: It would be easy for me to
become skilful at using such a mental
health chatbot

Social
influence [60]

SI1: People who are important to me
think that I should use the system
SI2: People who influence my
behavior think that I should use the
system
SI3: In general, the organization has
supported the use of the system
SI4: The senior management of this
business has been helpful in the use
of the system

SI1: People who are important to me
think that I should use such a mental
health chatbot
SI2: People who influence my
behavior think that I should use such
a mental health chatbot
SI3: In general, my social
environment would support the use of
such a mental health chatbot

(continued)
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Table 1. (continued)

Variable Items as used in previous literature
[15, 36, 60]

Adjusted items used in the current
study

Willingness to
self-disclose
[15]

WSD1: During the conversation I
was able to share personal
information about myself
WSD2: During the conversation I
felt comfortable sharing personal
information
WSD3: During the conversation it
was easy to share personal
information
WSD4: During the conversation I
felt that I could be open

WSD1: I feel I could share personal
information about myself with such a
mental health chatbot
WSD2: I feel I would be comfortable
sharing personal information with
such a mental health chatbot
WSD3: I feel it would be easy to
share personal information with such
a mental health chatbot
WSD4: I feel that I could be open
during a conversation with such a
mental health chatbot
WSD5: How likely are you to confide
in an anonymous chatbot for mental
health issues?

Perceived loss
of privacy [36]

LOP1: I am concerned that smart
healthcare services will collect too
much personal information from me
LOP2: I am concerned that smart
healthcare services will use my
personal information for other
purposes without my authorization
LOP3: I am concerned that smart
healthcare services will share my
personal information with other
entities without my authorization

LOP1: I am concerned that such a
mental health chatbot will collect too
much personal information from me
LOP2: I am concerned that such a
mental health chatbot will use my
personal information for other
purposes without my authorization
LOP3: I am concerned that such a
mental health chatbot will share my
personal information with other
entities without my authorization

Trust [36] TRU1: Smart healthcare services are
dependable
TRU2: Smart healthcare services are
reliable
TRU3: Overall, I can trust smart
healthcare services

TRU1: Such a mental health chatbot
is dependable
TRU2: Such a mental health chatbot
is reliable
TRU3: Overall, I can trust such a
mental health chatbot

Behavioral
intention [60]

BI1: I intent to use the system in the
next <n> months
BI2: I predict I would use the system
in the next <n> months
BI3: I plan to use the system in the
next <n> months

BI1: I intend to use such a mental
health chatbot in the future
BI2: I will try to use such a mental
health chatbot in my daily life
BI3: I plan to use such a mental
health chatbot frequently
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Appendix 2

Table 2. Eigenvalues, explained variance, Cronbach’s α, means and standard deviation of main
variables

Variable Eigenvalue % of Variance Cronbach’s α Mean SD

Performance expectancy 3.43 85.65% .94 4.12 1.43

Effort expectancy 2.69 67.34% .83 5.23 1.11

Social influence 2.22 73.98% .81 3.44 1.23

Willingness to self-disclose 3.94 78.82% .93 4.10 1.62

Loss of privacy 2.78 92.60% .96 4.81 1.70

Trust 2.25 74.88% .83 4.16 1.31

Behavioral intention 2.73 91.13% .95 3.37 1.55

Note. Factor analysis with direct oblimin rotation was used; M and SD refer to the mean variables

Appendix 3

Table 3. Characteristics of the sample (N = 305)

Characteristics N (%)

Age

16–23 157 (51,5%)

24–30 89 (29,2%)

31–35 37 (12,2%)

36–40 10 (3,3%)

>40 12 (3,8%)

Gender Identity

Male 67 (22,0%)

Female 133 (43,6%)

Non-Binary 54 (17,7%)

Transgender 13 (4,3%)

Intersex 0 (0%)

Other 33 (10,8%)

Level of Education

No schooling completed 3 (1,0%)

Lower secondary level 31 (10,2%)

(continued)
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Table 3. (continued)

Characteristics N (%)

Upper secondary level 106 (34,8%)

Vocational training 13 (4,3%)

Bachelor’s or equivalent 96 (31,5%)

Master’s or equivalent 36 (11,8%)

Doctoral or equivalent 6 (2,0%)

Other 9 (3,0%)

Mental Health Issues

Yes, receive professional help 94 (30,8%)

Yes, do not receive professional help 121 (39,7%)

No 39 (12,8%)

I am not sure 51 (16,7%)

Appendix 4

Table 4. Frequency distribution for previous experience with chatbots (N = 305)

Type of Chatbot Never Rarely Sometimes Often Very often

Customer service chatbots 82 (26,9%) 102 (33,4%) 97 (31,8%) 17 (5,6%) 7 (2,3%)

Healthcare chatbots 224 (73,4%) 58 (19,0%) 15 (4,9%) 6 (2,0%) 2 (0,7%)

Social messaging chatbots 152 (49,8%) 84 (27,5%) 46 (15,1%) 12 (3,9%) 11 (3,6%)
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Appendix 5

Table 5. Comparison of regression models to predict BI of mental health chatbot usage

Behavioral intention to use mental health chatbots

UTAUT model Extended model

Constant 3.36*** 3.35***

Performance expectancy 0.75*** 0.67***

Effort expectancy −0.08 −0.14*

Social influence 0.25*** 0.18**

Willingness to self-disclose 0.19**

Perceived loss of privacy 0.04

Trust −0.01

R2 0.67 0.70

F 35.91*** 20.17***

Note. * p < .05, ** p < .01, *** p < .001

References

1. Abd-alrazaq, A.A., Alajlani, M., Alalwan, A.A., Bewick, B.M., Gardner, P., Househ, M.: An
overviewof the features of chatbots inmental health: a scoping review. Int. J.Med. Informatics
132, 103978 (2019)

2. Ajzen, I.: The theory of planned behavior. Organ. Behav.Hum.Decis. Process. 50(2), 179–211
(1991)

3. Almahri, F.A.J., Bell, D., Merhi, M.: Understanding student acceptance and use of chatbots
in the United Kingdom universities: a structural equation modelling approach. In: 2020 6th
International Conference on Information Management (ICIM) (2020)

4. Barak, A., Gluck-Ofri, O.: Degree and reciprocity of self-disclosure in online forums.
Cyberpsychol. Behav. 10(3), 407–417 (2007)

5. Bellman, S., Johnson, E.J., Kobrin, S.J., Lohse, G.L.: International differences in information
privacy concerns: a global survey of consumers. Inf. Soc. 20(5), 313–324 (2004)

6. Bergström, A.: Online privacy concerns: a broad approach to understanding the concerns of
different groups for different uses. Comput. Hum. Behav. 53, 419–426 (2015)

7. Brandtzaeg, P.B., Følstad, A.: Why people use chatbots. In: Kompatsiaris, I., et al. (eds.)
INSCI 2017. LNCS, vol. 10673, pp. 377–392. Springer, Cham (2017). https://doi.org/10.
1007/978-3-319-70284-1_30

8. Carpenter,M.: The human rights of intersex people: addressing harmful practices and rhetoric
of change. Reprod. Health Matters 24(47), 74–84 (2016)

9. Carpenter, C.S., Eppink, S.T., Gonzales, G.: Transgender status, gender identity, and
socioeconomic outcomes in the United States. ILR Rev. 73(3), 573–599 (2020)

10. Chaix, B., et al.: When chatbots meet patients: One-year prospective study of conversations
between patients with breast cancer and a chatbot. JMIR Cancer 5(1), e12856 (2019)

https://doi.org/10.1007/978-3-319-70284-1_30


98 T. Henkel et al.

11. Chang, I.C., Hwang, H.G., Hung,W.F., Li, Y.C.: Physicians’ acceptance of pharmacokinetics-
based clinical decision support systems. Expert Syst. Appl. 33(2), 296–303 (2007)

12. Chazin, D., Klugman, S.: Clinical considerations in working with clients in the coming out
process. Pragmat. Case Stud. Psychother. 10(2), 132–146 (2014)

13. Cheung, A.S., et al.: Non-binary and binary gender identity in Australian trans and gender
diverse individuals. Arch. Sex. Behav. 49(7), 2673–2681 (2020)

14. Chocarro, R., Cortiñas, M., Marcos-Matás, G.: Teachers’ attitudes towards chatbots in edu-
cation: a technology acceptance model approach considering the effect of social language,
bot proactiveness, and users’ characteristics. Educ. Stud. 1–19 (2021)

15. Croes, E.A.J., Antheunis, M.L.: 36 questions to loving a chatbot: Are people willing to
self-disclose to a chatbot? In: Chatbot Research and Design, pp. 81–95 (2021)

16. D’Alfonso, S.: AI in mental health. Curr. Opin. Psychol. 36, 112–117 (2020)
17. Davis, F.D.: Perceived usefulness, perceived ease of use, and user acceptance of information

technology. MIS Q. 13(3), 319–339 (1989)
18. Fish, J.N., et al.: Q chat space: assessing the feasibility and acceptability of an Internet-based

support program for LGBTQ youth. Prevention Sci. 23, 130–141 (2021)
19. Fishbein, M., Ajzen, I.: Belief, Attitude, Intention and Behavior: An Introduction to Theory

and Research. Addison-Wesley, Reading (1975)
20. Fitzpatrick, K.K., Darcy, A., Vierhile, M.: Delivering cognitive behavior therapy to young

adults with symptoms of depression and anxiety using a fully automated conversational agent
(Woebot): a randomized controlled trial. JMIR Mental Health 4(2), e19 (2017)

21. Fulmer, R., Joerin, A., Gentile, B., Lakerink, L., Rauws, M.: Using psychological artificial
intelligence (Tess) to relieve symptoms of depression and anxiety: randomized controlled
trial. JMIR Mental Health 5(4), e64 (2018)

22. GIF|Definition, Meaning, & Facts. Encyclopedia Britannica (n.d.). https://www.britannica.
com/technology/GIF

23. Goklani, B.: Chatbots in healthcare: top benefits, risks and challenges you need to know.
Mindinventory, 15 September 2021. https://www.mindinventory.com/blog/chatbots-in-health
care/

24. Guo, X., Zhang, X., Sun, Y.: The privacy–personalization paradox in mHealth services
acceptance of different age groups. Electron. Commer. Res. Appl. 16, 55–65 (2016)

25. Ho, A., Hancock, J., Miner, A.S.: Psychological, relational, and emotional effects of self-
disclosure after conversations with a chatbot. J. Commun. 68(4), 712–733 (2018)

26. Hoofnagle, C.J., King, J., Li, S., Turow, J.: How different are young adults from older adults
when it comes to information privacy attitudes and policies? (SSRN Scholarly Paper No. ID
1589864). Social Science Research Network, Rochester, NY (2010)

27. Hoy, M.G., Milne, G.: Gender differences in privacy-related measures for young adult
facebook users. J. Interact. Advert. 10(2), 28–45 (2010)

28. Inkster, B., Sarda, S., Subramanian, V.: An empathy-driven, conversational artificial intelli-
gence agent (Wysa) for digital mental well-being: real-world data evaluation mixed-methods
study. JMIR mHealth and uHealth 6(11), e12106 (2018)

29. Isaias, P., Reis, F., Coutinho, C., Lencastre, J.A.: Empathic technologies for distance/mobile
learning. Interact. Technol. Smart Educ. 14(2), 159–180 (2017)

30. Jackson, S.D.: “Connection is the antidote”: psychological distress, emotional processing, and
virtual community building amongLGBTQ students after theOrlando shooting. Psychol. Sex.
Orientat. Gend. Divers. 4(2), 160–168 (2017)

31. Kretzschmar, K., Tyroll, H., Pavarini, G., Manzini, A., Singh, I.: Can your phone be your
therapist? Young people’s ethical perspectives on the use of fully automated conversational
agents (chatbots) in mental health support. Biomed. Informatics Insights 11, 1–9 (2019)

https://www.britannica.com/technology/GIF
https://www.mindinventory.com/blog/chatbots-in-healthcare/


Understanding the Intention to Use Mental Health Chatbots 99

32. Lee, Y.C., Yamashita, N., Huang, Y.: Designing a chatbot as a mediator for promoting deep
self-disclosure to a real mental health professional. Proc. ACM Human-Comput. Interact.
4(CSCW1), 1–27 (2020)

33. Lee, Y.C., Yamashita, N., Huang, Y., Fu, W.: “I Hear You, I Feel You”: encouraging deep
self-disclosure through a chatbot. In: Proceedings of the 2020 CHI Conference on Human
Factors in Computing Systems (2020)

34. Lee, J.D., See, K.A.: Trust in automation: Designing for appropriate reliance. Hum. Factors
46(1), 50–80 (2004)

35. Lipschitz, J., et al.: Adoption ofmobile apps for depression and anxiety: cross-sectional survey
study on patient interest and barriers to engagement. JMIRMental Health 6(1), e11334 (2019)

36. Liu, K., Tao, D.: The roles of trust, personalization, loss of privacy, and anthropomorphism
in public acceptance of smart healthcare services. Comput. Hum. Behav. 127, 107026 (2022)

37. Lucas, G.M., Gratch, J., King,A.,Morency, L.P.: It’s only a computer: virtual humans increase
willingness to disclose. Comput. Hum. Behav. 37, 94–100 (2014)

38. Ly, K.H., Ly, A.M., Andersson, G.: A fully automated conversational agent for promoting
mental well-being: a pilot RCT using mixed methods. Internet Interv. 10, 39–46 (2017)

39. Magsamen-Conrad, K., Upadhyaya, S., Joa, C.Y., Dowd, J.: Bridging the divide: using
UTAUT to predict multigenerational tablet adoption practices. Comput. Hum. Behav. 50,
186–196 (2015)

40. Mandal, D., McQueen, R.J.: Extending UTAUT to explain social media adoption by
microbusinesses. Int. J. Managing Inf. Technol. (IJMIT) 4(4), 1–11 (2012)

41. McInroy, L.B., Craig, S.L., Leung, V.W.Y.: Platforms and patterns for practice: LGBTQ+
youths’ use of information and communication technologies. Child Adolesc. Soc. Work J.
36(5), 507–520 (2018)

42. Melián-González, S., Gutiérrez-Taño, D., Bulchand-Gidumal, J.: Predicting the intentions to
use chatbots for travel and tourism. Curr. Issue Tour. 24(2), 192–210 (2019)

43. Mostafa, R.B., Kasamani, T.: Antecedents and consequences of chatbot initial trust. Eur. J.
Mark. 56, 1748–1771 (2021)

44. Nadarzynski, T., Miles, O., Cowie, A., Ridge, D.: Acceptability of artificial intelli-
gence (AI)-led chatbot services in healthcare: a mixed-methods study. Digital Health 5,
2055207619871808 (2019)

45. Neufeld, D.J., Dong, L., Higgins, C.: Charismatic leadership and user acceptance of
information technology. Eur. J. Inf. Syst. 16(4), 494–510 (2007)

46. Pennebaker, J.W.: Emotion, disclosure, and health: an overview. In: Emotion, Disclosure, &
Health, pp. 3–10 (1995)

47. Powell, J.: Trust me, I’m a chatbot: how artificial intelligence in health care fails the Turing
test. J. Med. Internet Res. 21(10), e16222 (2019)

48. Prakash, A.V., Das, S.: Intelligent conversational agents in mental healthcare services: a
thematic analysis of user perceptions. Pacific Asia J. Assoc. Inf. Syst. 12(2), 1–34 (2020)

49. Rogers, E. Diffusion of Innovations. Free Press, New York (1995)
50. Russell, S.T., Fish, J.N.: Mental health in lesbian, gay, bisexual, and transgender (LGBT)

youth. Annu. Rev. Clin. Psychol. 12(1), 465–487 (2016)
51. Schroeder, J., Schroeder, M.: Trusting in machines: how mode of interaction affects will-

ingness to share personal information with machines. In: Proceedings of the 51st Hawaii
International Conference on System Sciences, Hawaii (2018)

52. Schueller, S.M., Neary, M., O’Loughlin, K., Adkins, E.C.: Discovery of and interest in health
apps among those with mental health needs: survey and focus group study. J. Med. Internet
Res. 20(6), e10141 (2018)

53. Sheehan, K.B.: Toward a typology of Internet users and online privacy concerns. Inf. Soc.
18(1), 21–32 (2002)



100 T. Henkel et al.

54. Steele, L.S., et al.: LGBT identity, untreated depression, and unmet need for mental health
services by sexual minority women and trans-identified people. J. Women’s Health 26(2),
116–127 (2017)

55. Taddicken, M.: The ‘privacy paradox’ in the social web: the impact of privacy concerns, indi-
vidual characteristics, and the perceived social relevance on different forms of self-disclosure.
J. Comput.-Mediat. Commun. 19(2), 248–273 (2013)

56. Tarhini, A., El-Masri, M., Ali, M., Serrano, A.: Extending the UTAUT model to understand
the customers’ acceptance and use of internet banking in Lebanon. Inf. Technol. People 29(4),
830–849 (2016)

57. Toch, E., Wang, Y., Cranor, L.F.: Personalization and privacy: a survey of privacy risks and
remedies in personalization-based systems. User Model. User-Adap. Inter. 22(1–2), 203–220
(2012)

58. van Wezel, M.M.C., Croes, E.A.J., Antheunis, M.L.: “I’m here for you”: can social chatbots
truly support their users? A literature review. In: Følstad, A. et al. (eds.) Chatbot Research
and Design: Fourth International Workshop, CONVERSATIONS 2020, pp. 96–113 (2021)

59. Venkatesh, V., Morris, M.G., Ackerman, P.L.: A longitudinal field investigation of gender dif-
ferences in individual technology adoption decision-making processes. Organ. Behav. Hum.
Decis. Process. 83(1), 33–60 (2000)

60. Venkatesh, V., Morris, M.G., Davis, G.B., Davis, F.D.: User acceptance of information
technology: toward a unified view. MIS Q. 27(3), 425–478 (2003)

61. Venkatesh, V., Sykes, T.A., Zhang, X.: “Just what the doctor ordered”: a revised UTAUT for
EMR system adoption and use by doctors. In: 2011 44th Hawaii International Conference on
System Sciences (2011)

62. Venkatesh, V., Thong, J.Y.L., Xu, X.: Consumer acceptance and use of information technol-
ogy: extending the unified theory of acceptance and use of technology.MISQ. 36(1), 157–178
(2012)

63. Woebot Health. Relational agent for mental health, 12 January 2022. https://woebothealth.
com/. Accessed 31 Jan 2022

64. Mental health support, for everyone. Wysa (2021). https://wysa.io/. Retrieved 27 Jan 2022
65. Yarns, B.C., Abrams, J.M., Meeks, T.W., Sewell, D.D.: The mental health of older LGBT

adults. Curr. Psychiatry Rep. 18(6), 1–11 (2016)
66. Yi,M.Y., Jackson, J.D., Park, J.S., Probst, J.C.: Understanding information technology accep-

tance by individual professionals: toward an integrative view. Inf. Manage. 43(3), 350–363
(2006)

https://woebothealth.com/
https://wysa.io/


Chatbot Design and Applications



Enhancing Conversational
Troubleshooting with Multi-modality:

Design and Implementation

Giulio Antonio Abbo(B) , Pietro Crovari , and Franca Garzotto

Department of Electronics, Information, and Bioengineering, Politecnico di Milano,
Milan, Italy

giulioantonio.abbo@polimi.it

Abstract. Conversational troubleshooting is an increasingly popular
technology that consists in utilising dialogue agents to support users
of a system through a conversation-based question-answering process,
typically through a chatbot. Despite their widespread use, current trou-
bleshooting technologies lack a thorough integration with the applica-
tions on which they are overlaid, as they rely only on text to help the
users. In this paper, we present TINI, an open-source conversational trou-
bleshooting tool that is multi-modal and multilingual, relies on simple
configuration files, and is ready to be deployed in web applications. Users
can ask questions to the conversational agent explaining the issue faced;
the system analyses it together with the interaction’s context to locate
the root problem. Finally, it proposes a solution which engages the user
multi-modally: with text in the chat and hints in the graphical inter-
face. A table-based configuration improves system maintainability and
enables dialogue designers and field experts to work on the conversation
without any coding experience required.

Keywords: Multi-modal · Conversational agent · Troubleshooting

1 Introduction

Assisting users of software systems when they encounter a problem has always
been of paramount importance [30]. The diagnostic procedure of individuating
the probable causes of an issue and finding an action that could solve it is
commonly referred to as troubleshooting [18].

In the field of user assistance, troubleshooting has usually taken the form of
help desks [8]. At a help desk – physical or virtual – customers of a service can
ask for information and guidance. Thanks to this procedure, users do not have
to read instruction manuals or lists of frequently asked questions; instead, they
are helped by a system expert [3].

In recent years conversational agents have been employed to automate
troubleshooting services [5,22] thanks to their availability and low costs asso-
ciated compared to their human counterparts. These characteristics make
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chatbot-based assistance optimal for websites, particularly e-commerce appli-
cations [20,31], where 24/7 assistance is considered a key asset for a competitive
offer [32].

Today, a wide range of tools for building chatbots is available to automate
troubleshooting procedures [14], but they share a fundamental weakness: the
definition of the conversation and of the solvable problems are tightly coupled,
allowing only a chat-based interaction [5]. Although intuitive in the configuration
phase, this choice brings three main unwanted drawbacks.

First, current technologies are not context-aware: they are not designed to
complement the information extracted from the conversation with contextual
data gathered from the interaction on the graphical interface [21,25]. Conse-
quently, to have good support, users must describe the details of the problem
faced and the context in which the problem is encountered, with increased inter-
action effort.

Second, chat-based conversational troubleshooting can support users only
through textual responses, with the added effort for the users of translating the
suggestions received into actions on the interface [10,39]. A multi-modal response
would allow the troubleshooting system to give actionable solutions to users, for
example, by highlighting the relevant element on the interface, further improving
the quality of the response [9,11,27,35].

Finally, since the conversation data is mixed with the conversational agent’s
configuration, it is impossible to edit them separately. A conversation designer
or a domain expert can not modify the user experience without minimal pro-
gramming skills. In the same way, programmers who want to modify the func-
tionalities of the troubleshooting application must have a good understanding of
the application domain since they will inevitably intervene in the conversation
structure.

To overcome these issues, we propose TINI, a conversational kit for trou-
bleshooting that is natively context-aware and multi-modal. Its table-based con-
figuration allows conversation designers and programmers to work independently
on the experience configuration. TINI is an open-source plugin ready to be inte-
grated into a new or existing web application. When TINI is embedded into
a website, users can describe the issue faced in a dedicated chat panel in the
application interface. TINI analyses users’ messages together with the interac-
tion’s context to get to the root of the problem and proposes a coherent solution
multi-modally, describing it in the chat and highlighting the relevant elements
on the graphical interface.

In this paper, we improve and extend the work on MCTK published in a
poster paper [1]. Having seen the solution’s potential, and thanks to the many
comments gathered, we have completely redesigned the system architecture mak-
ing it a single plug-and-play component – which is lighter, faster, and easier to
configure – and introduced multilingual support. On top of that, we formalise the
problem with a mathematical formulation and describe a complete case study
to clarify its usage.
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2 Related Work

2.1 Dialogue Management in Conversational Agents

Conversational agents are generally structured around a Dialogue Manager [33],
that handles users’ intents and dialogue context to control the agent’s subse-
quent actions, modelling the state of the dialogue, the goals, and the policies [29].
Dialogue management can be performed by following two main kinds of tech-
niques [17]: handcrafted and probabilistic.

In handcrafted dialogue managers, developers must specify the rules to react
to each user’s intent. These approaches are realised mainly through slot-filling
techniques [15] – where the system collects information from the user’s messages
and asks back for the missing data – or employing finite-state machines [28,41]
– where the dialogue status is represented as states in a finite-state automa-
ton [43]. Handcrafted dialogue managers offer developers complete control over
the interaction without having to encode all the possible interactions by hand.

The probabilistic strategies for dialogue management consist in training an
algorithm from large data sets of samples [42]. These dialogue managers require
a large base of conversation examples to be trained, but, based on the samples
provided, they can respond to unforeseen user messages that were not considered
at design time. Some solutions adopt a mixed approach. For example learning
from a corpus with an external knowledge base or ontology [2,26].

In general, many of these solutions are strongly dependent on the conversa-
tion that the user will have [4], and make difficult the separation of the con-
versation from the application context. This is obvious when learning from a
corpus, where the samples inevitably mix contents and conversation flow, but
this is also true for state machine approaches, because the conversation steps are
modelled in a graph and are inextricable from the process on which the conversa-
tion is based. Consequently, the behaviour of the software is forcibly linked with
the dialogue, making it difficult to support additional features, such as multiple
interaction modes and multiple languages.

These approaches are largely uni-modal: the user can interact using only the
conversation, be it in written or spoken form, and they require other external
components to achieve a multi-modal interaction [24]. Yet, it is proven that
multi-modality plays a significant role in the interaction with conversational
agents [27]; as reported by Oviatt et al. [35], people tend to prefer to interact
multi-modally as the task complexity increases. Multi-modal solutions are being
developed to be applied in many fields from theatre [6] to the automotive sys-
tem [23,36], in most cases with a custom solution. However, multi-modality in
chatbots for user assistance in troubleshooting remains largely unexplored.

2.2 Conversational Troubleshooting

Guided troubleshooting is the process of aiding users in a specific field, assisting
in the solution of certain problems; usually, the user asks a question, which is
then validated to find the root cause and execute a fixing procedure [18].
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Creating programs that autonomously guide users in the troubleshooting
process requires extracting the intent and specific information from the question,
finding an appropriate response, and performing the required actions. There are
many approaches to solving this problem [38], and – as in the case of dialogue
managers – they can be divided into two groups: those that require manual rules
configuration and those that learn from data.

The rule-based approaches, such as taxonomic case-based reasoning [16] or
complex slot-filling techniques [44], permit more customisation of behaviour and
policies compared to automated learning, for instance, with the integration of
external services to improve performance. However, large sets of rules are difficult
to manage, and the scope of these troubleshooting frameworks is usually very
narrow: they are typically custom solutions for a specific application in a single
domain [37]. Subramaniam et al. [37] try to overcome this limitation with a
multi-bot system to cover multiple application domains at the cost of a more
complex configuration.

The automated approach avoids manually setting up a complex knowledge
base by employing automated learning techniques [40]. The problem however is
that domain-specific training data sets are difficult to produce, and the quality
and consistency of the agent’s answers can vary considerably [13].

3 Preliminary Analysis

TINI is a framework to provide users with multi-modal conversational trou-
bleshooting on web applications. Embedding it into a new or existing website
allows users to receive suggestions on how to solve the issues they encounter.

3.1 Design Principles

Before proceeding with the description of the system, we present the principles
we applied to the design – namely multi-modality, separation of concerns, and
extensibility – illustrating the rationale guiding their consideration and how they
are pursued in TINI.

Multi-modality. A system is multi-modal if it supports more than one means
of interaction: text, graphics, gestures, and more [34]. Multiple research stud-
ies prove that the response to multi-modal stimuli is better compared to uni-
modal [27,35]. In addition, since the primal interaction ground for a web appli-
cation is the graphical interface, we want to intervene and guide the user in
that environment as much as possible, instead of asking the user to switch to a
completely separate conversational one [7].

A thorough integration between multiple modalities also supports the inter-
pretation of users’ requests. Indeed, the same way a human field expert asks for
details about the state of the system to answer a question, an automated solu-
tion should leverage the context of the request to have a better understanding of
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it. Additional information such as past user’s actions on the graphical interface
could help provide a solution tailored for each specific instance.

Contrarily to most used chatbot frameworks, TINI will natively support
multi-modality. Indeed, the configuration will be based on a Configuration Table
that combines the context – here defined as what is currently shown on the
screen – with the problem-solution pairs, and allows including in the response
the interface elements relevant to the solution, together with the answer. In
this way, different views might produce different suggestions tailored to what is
happening on the screen.

Separation of Concerns. In software engineering, separation of concerns is
the practice of separating the main algorithm from the parts that pertain to
specific tasks [19]. We can extend this concept beyond software modules and
apply it to the professional figures involved in the different aspects of a system.

We want to empower the conversation designer and the domain expert to
customise the behaviour of TINI independently of the developer. To achieve so,
we locate the domain-specific data in a single place, on which these experts can
directly operate, modifying the conversation as desired. In addition, the struc-
ture containing this data must be accessible to those with little programming
knowledge.

By operating on the Configuration Table – using any CSV reader – domain
experts can insert new problem types, modify the wording of non-effective utter-
ances, or modifying the solution for an existing issue.

Extensibility. An extensible solution allows adding new behaviours and mod-
ifying the existing ones with minimal intervention in its internal structure.
Indeed, if the filed-specific data is embedded within the application, as the
knowledge base grows, introducing changes will require interventions in multiple
sites, reevaluation of all the existing rules to understand whether each of them
is affected by the changes, and the extension of the features quickly becomes
unfeasible.

The table-based configuration fulfils this requirement: all the field-specific
knowledge and the data related are detached from the code that implements the
logic.

3.2 Usage Scenario

To explain how the proposed system works, we exemplify its usage in a concrete
example. Andy is a user of a web application developed by Barb. Barb’s app is
a simple online image editor with many tools and controls organised in panels.
In her system, Barb uses TINI to add a troubleshooting agent to support her
users. When Andy needs help, he can click on a button added by TINI to start
chatting with the conversational agent.

Andy visits the web app and loads the image he wants to edit, then proceeds
to use the available tools to crop and rotate the image. At this point, Andy
would like to reduce the image’s brightness but does not know how. He clicks on
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Fig. 1. A photo editing application, enhanced with the TINI tool. On the right, the
chat panel displays the conversation with the chatbot; on the left, the available tools
are displayed in a panel, with those relevant to the solution highlighted in red. The
developer can customise every aspect of the interface.

the TINI button and writes in the chat: “How do I make the image darker?”;
the system elaborates the message with the available information about the
active modules and answers: “You can use the highlighted tool to control the
brightness of the image”. At the same time, the system highlights in the interface
the relevant tool and the panel in which it can be found, as shown in Fig. 1. Andy
reads the answer, finds the correct tool, and can continue editing the image.

3.3 Problem Formalisation

From a high-level abstraction standpoint, the proposed system has to take as
input the question provided by the user and information about the context,
consult a knowledge base, and provide an answer indicating the relevant elements
that must be notified to the user.

Modules and Parameters Definition. In order to represent the context, we
can consider the options available to the user and group them into modules.
The modules can be active or not, depending on whether they are available
to the user. For example, in a photo editing application, the modules could be
various tools, such as the brush, crop, or stamp tool. In addition, each module
can have one or more parameters, representing the settings of its module. In the
image editor, these could be the size and transparency levels of the brush tool
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and the proportions of the area in the crop tool. The system will then receive
the information about which modules are active, as inactive modules are not
available to the user and cannot be used to solve the issue the user is facing.

Mathematical Formulation. In mathematical terms, the problem can be
formalised as follows. Let M be the set of all the modules in the system and P
the set of parameters; we suppose that each parameter is associated with one
and only one module. Let q be the question of the user. Given A, a set of active
modules, A ⊆ M , we describe the system as the relation σ(A, q) = 〈M,P , r〉 that,
given in input the question and the active modules, returns the sets of highlighted
modules M ⊆ A and parameters P ⊆ P , and the response r explaining the
actions to perform. A description of the execution will be given in Sect. 4.3.

4 System’s Overview

The central component of TINI is the Configuration Table, a data structure
representing connections between problems and solutions in a specific field of
application whose aspect is presented in Sect. 4.1. We can describe the action
of TINI in four steps, as shown in Fig. 2. The system receives an issue from the
interface, described by the user in the chat, for example: “How do I make the
image darker?” with the active modules on the screen; in the example, these
are the active tools. The sentence is used to identify the problem faced, through
intent extraction. This is used in the Configuration Table to retrieve the list of
possible solutions for the active modules. These solutions are finally communi-
cated to the users through a sentence in the chat that guides them through the
resolution, and some visual hints, such as the tools to use and their parameters
to edit, that suggest to users where to operate on the interface.

Solution
Identification

Sentence

Visual Hints

Question

Active Modules

Problem
Identification

Fig. 2. Sequence of operations performed by the system.

4.1 Configuration

Before presenting in detail the system’s structure, we propose an overview of the
data models and configuration files. TINI can be configured using three files: the
training, the configuration table, and the utterances files.
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training.json. This file provides examples of user sentences for each type of
problem; it is used to train an NLU engine to extract the intent – representing the
problem type – from the users’ questions. The format follows the specifications
of NLP.js1 as displayed below. Multiple languages can be supported by providing
multiple files with the language locale name: for example, training-en, training-it.

{
"name": "training",
"locale": "en-US",
"data": [

{
"intent": "alignment",
"utterances": [

"The image is tilted",
"The picture is not aligned",
...

]
},
...

]
}

configuration-table.csv. This table, as reported in Table 1, contains the con-
nections between problem types, modules, parameters, and answers. This struc-
ture balances maintainability, relevant when reading and updating the table,
with extensibility, which is important when expanding the table with new prob-
lem types and solutions.

utterances.json. A file mapping the answers’ identifiers with their actual text.
It is a simple JSON file with the structure reported below. As before, multiple
files can be included with the locale name to support multiple languages: for
example, utterances-en, utterances-it.

{
"align.rotate": "To correct the picture’s alignment ...",
"focus.blur": "If you are looking for a more soft look, ...",
"focus.sharp": "To increase the sharpness of the image ...",
...
}

The proposed system has the necessary extensibility requisites. Adding a
module or a parameter is as easy as adding a row to the table, adding a new

1 www.github.com/axa-group/nlp.js.

www.github.com/axa-group/nlp.js
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Table 1. Structure of the Configuration Table. Each row corresponds to a module
parameter, and every column is a problem TINI wants to address. The presence of
an utterance identifier in a cell means that the corresponding parameter is a possible
solution to the problem in the column. The conversation designer can directly operate
on this table to add problems and utterances and create new connections between
problems and parameters.

Module Parameter Composition Style Focus

Crop Tool comp.crop

Filter Grayscale style.generic

Filter Sepia style.generic

Filter Vintage style.generic

Filter Blur focus.blur

Filter Sharpen focus.sharp

Filter Pixelate style.generic focus.pixel

problem type can be done by adding a column. Adding or changing a connec-
tion between problem types and parameters is done by modifying an utterance
identifier in the corresponding cell, and the use of identifiers, instead of putting
the utterances themselves in the cell, allows reusing the same utterance multiple
times without duplication and support multiple languages; these operations do
not require interventions on the code, only on the data structure and on the
NLU configuration, fulfilling the separation of concerns.

These three files are provided during the initialisation of the frontend compo-
nent. In this phase, the developer can also customise the interface’s appearance
and provide the active modules, as described in Sect. 4.4.

4.2 Architecture

The system is structured in five modules, as presented in Fig. 3. It consists of and
can be used as a self-contained Vue.js2 library, which is available as open-source.

Interface Component. This component is available to the developer and can
be embedded in the web application. It displays a circular overlay button on the
bottom right of the screen. The button allows toggling the visibility of a chat
panel, which handles the communication with the conversational agent. When
the user sends a message, the interface will forward it to the Core component, and
when it receives a response, it will display it in the chat; in addition, it will update
the information on which modules and parameters should be highlighted in the
application. The component is implemented in Vue.js; when used, it accepts
several configuration parameters, including the configuration files’ URLs and
the list of active modules, and fires an event when the highlighted elements
change.
2 www.vuejs.org.

www.vuejs.org
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NLU AdapterCoreInterface
Component

Integrated
NLU Engine

Configuration
Handler 

Configuration
Table Utterances TrainingUse Use

Use

Fig. 3. The components of the system and the configuration files.

Core. The Core implements the logic of the system. It is initialised with infor-
mation about which modules are currently active. When it receives the user’s
question, it uses the NLU Adapter and the Configuration Handler to obtain the
response, consisting of an answer and a list of elements to highlight in the inter-
face. The details about the algorithm are reported in Sect. 4.3. The response is
returned to the Interface Component. This part is implemented in JavaScript
and is independent of the interface: in the future, other interfaces can be added,
extending the library to other frontend frameworks.

NLU Adapter and Integrated NLU Engine. The NLU Adapter is in charge
of extracting the intent, which represents the problem encountered by the user,
from the user’s question. To achieve this, it employs an Integrated NLU Engine,
which is a NLP.js instance, a JavaScript library implementing machine learning
models for natural language understanding. We chose NLP.js because it can run
in the browser and natively supports 41 languages, 104 with the BERT [12]
extension. When the web app is loaded in the client browser, it is trained with
the examples in the Training file and is ready to identify the intent from the
user sentences. In addition, the NLU Addapter detects the language of the user’s
question.

Alternatively, the adapter can be configured with an external, pre-trained
NLU service: in this second case, the Training configuration file can be omitted.

Configuration Handler. Finally, the Configuration Handler retrieves and
parses the utterances and configuration table documents and provides their con-
tents to the Core component. The documents can be provided through a URL
or as strings directly.

4.3 Runtime Behaviour

The behaviour of the Core component can be portrayed using the mathematical
notation introduced in the previous section. Given the users’ question q, the NLU
Adapter extracts the intent, representing the problem type t. For example, from
the sentence “How do I make the image darker?” the NLU Adapter would extract
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the intent representing the problem type image.dark. The system can extract
only one intent from the given question q. For this reason, if the conversation
designers want to accept composite questions (e.g. “I want to cut and make the
image bigger”) they have to create specific intents.

Let A be the set of active modules as before. The algorithm scans the Configu-
ration Table – where the rows contain the parameters pi (with the corresponding
module mi), the columns contain the problem types tj , and the corresponding
cell is denoted with uij , representing an utterance identifier – and finds all the
〈mi, pi, uij〉 that satisfy tj = t and mi ∈ A; in other words, it finds all the param-
eters of the active modules connected with the problem and the corresponding
sentences. The language of the input (e.g., English) is recognised in the user
sentence and used to retrieve the actual utterances constituting the answer from
the utterances document. These are then concatenated to produce a single final
response r.

Interface
Component

showChat()

Core

load configuration
from Configuration
Handler 

findSolution(data,  
activeModules,
intent)

NLU AdapterWebapp
Framework 

visits
loads initialize(NluInfo,

configURLs)
initialize(NLUInfo)

clicks on button

writes a question solve(question,
activeModules)

getIntent(question)

intent
answer,

highlightedModulesshow answer

«Event»
updateHighlighted 

Fig. 4. The system’s behaviour; the Configuration Handler and the language detection
are not shown for simplicity.

In practice, the sequence of interactions of the user with the system can
be modelled as in Fig. 4, which represents its behaviour from the moment the
application is initialised. During the initial phase, the Integrated NLU Engine
– if used – is quickly trained. The user can interact with the system and ask a
question. The system interprets the question, keeps track of the active modules,
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and produces a response. When the operation is completed, an event is fired to
inform the application that it is necessary to update the highlighted elements.

4.4 Deployment

To use TINI, it is sufficient to import the package, which is publicly available,
into a new or existing Vue application. When adding the provided component
to the application, the developer will be able to specify the configuration files’
URLs, provide a list of active modules – to be kept updated during the execution
– and use the provided props to customise the behaviour of the system. Specific
CSS classes can be used to refine the graphical appearance. To use the multi-
modal response, the developer will listen to a specific event that provides the list
of modules relevant to the answer: this can be used to update some CSS classes
of other components to highlight them.

5 Conclusion

We propose TINI, a novel open-source plugin for conversational troubleshooting
chatbots. The system is multi-modal: it suggests the elements of the interface
that are relevant to the solution of the issue together with a textual answer. In
addition, it is context aware: when responding, it takes into consideration the
context of the application together with the question of the user.

TINI builds on the results of previous research and improves its ease of use,
as it is now a self-contained frontend plugin instead of requiring multiple external
services while maintaining the simplicity of its configuration and extensibility.
The separation of concerns ensures that a person without programming experi-
ence can autonomously change the configuration. Finally, the tool now supports
multiple languages.

In the future, we want to extend TINI’s capabilities in two directions: includ-
ing multi-step interactions to guide the user when the issue is not immediately
clear and computing the solution considering not only which modules are active
but also the values of the available parameters. In addition, the plugin can be
ported to other frontend frameworks to make it more available. Finally, we plan
to evaluate different alternatives to the Configuration Table, including graph-
based approaches and a custom interface to edit the configuration.
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Abstract. Organizations are increasingly implementing chatbots to address cus-
tomers’ inquiries, but customers still have unsatisfactory encounters with them. In
order to successfully deploy customer service chatbots, it is important for organi-
zations and designers to understand how to introduce them to customers. Arguably,
how a chatbot introduces itself as well as its services might influence customers’
perceptions about the chatbot. Therefore, a framework was developed to annotate
the social cues in chatbot introductions. In order to validate our framework, we
conducted a content analysis of introductions of customer service chatbots (n =
88). The results showed that the framework turned out to be a reliable identifica-
tion instrument. Moreover, the most prevalent social cue in chatbot introductions
was a humanlike avatar, whereas communication cues, indicating the chatbot’s
functionalities, hardly occurred. The paper ends with implications for the design
of chatbot introductions and possibilities for future research.

Keywords: Self-introduction · Customer service chatbots · Social cues ·
Anthropomorphism · Content analysis

1 Introduction

Organizations are increasingly implementing online conversational agents, such as chat-
bots, for customer service purposes to increase productivity while simultaneously reduc-
ing costs [16]. Chatbots are systems which are designed to communicate with customers
using natural language, i.e., through text or speech [16]. Nowadays chatbots address
about 80% of customers’ inquiries [20]. The chatbot market revenue is currently 106.6
million and is expected to increase to 454.8 million in 2027 [39].

Although the number of customer service chatbots increases, customers have unsatis-
factory encounters with them. For example, customers perceive chatbots to lack empathy
and chatbot conversations as impersonal [8, 31]. Also, chatbots are not always able to
provide adequate responses to customers’ requests due to poor intent recognition [12,
14, 23]. These unsatisfactory encounters indicate a gap between customers’ expectations
and the chatbot’s performance [30], which leads to resistance against chatbots.
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In order to successfully deploy customer service chatbots, it is important for organi-
zations and designers to understand how to introduce them to customers [1]. The look and
feel as well as the initial chatbot messages may influence customers’ perceptions about
the chatbot and the organization. For example, Kull et al. [22] show brand engagement
increases when the initial messages emphasize the chatbot’s helpfulness.

Previous research identified several cues in the chatbot’s introduction and how they
influence users’ perceptions, but a well-defined classification of potential chatbot intro-
duction cues that allows more valid comparisons across studies, is lacking. It is therefore
valuable to obtain an overview of cues of chatbot introductions. Such a framework is
useful for chatbot designers who develop customer service chatbots, and for researchers
who aim to systematically investigate how different cues in chatbot introductions affect
customers’ perceptions of the chatbot and the affiliated organization. Furthermore, little
is known about howorganizations tailor these introductions to selectively reveal informa-
tion about the chatbot. Our study extends the role of chatbot introductions and proposes
a framework of social cues based on previous research. By means of a content analysis,
we subsequently examined which social cues occur in the introductions of customer
service chatbots. In summary, the following research questions have been investigated:

RQ 1: To what extent can social cues in the introductions of customer service chatbots
be identified reliably?
RQ 2: To what extent do the social cues identified in our framework occur in the
introductions of customer service chatbots?

2 Theoretical Framework

2.1 Managing Customers’ Expectations of Customer Service Chatbots
with Chatbot Introductions

Organizations increasingly use chatbots to handle customers’ service inquiries. Chatbots
are implemented on websites, apps, and social media channels, and as such they provide
a new form of human-computer interaction [11]: customers can request the information
they need through a dialogue screen and receive information in natural language in return
[41]. Customers primarily engage with customer service chatbots for efficiency reasons,
i.e., they want to receive the requested information in a fast and convenient way [3, 13,
42].

However, chatbots generally fail to meet customers’ expectations [4, 19, 30].
For example, they sometimes do not understand customers’ requests correctly, their
responses only partly address customers’ requests, and they tend to communicate in
an impersonal manner [8, 13, 23]. One way to manage customers’ expectations is in
the first stage of customers’ communication journey with the chatbot, i.e., the chatbot
introduction. Figure 1 shows an example of a chatbot introduction: the first screen of
a chatbot of a meal kit delivery service. This introduction consists of three parts: 1) a
header with an avatar depicting a chef’s hat, 2) three welcome messages in which the
chatbot discloses its artificial identity, and 3) customers’ response options consisting of
buttons and a text field.



120 C. van Hooijdonk et al.

Fig. 1. Chatbot introduction of an (anonymized) meal kit delivery service.

When customers engage in a conversation with a customer service chatbot, they have
three conversation goals [30, 37]. The first goal concerns the task customers want to
perform with the chatbot. For example, the response buttons in the chatbot introduction
in Fig. 1 indicate customers can view upcoming recipes. The second goal concerns
how customers can have a smooth conversation with the chatbot. For example, the
introduction shows customers can communicate with the chatbot by clicking on the
response buttons or by typing their query in the text field (see Fig. 1). The third goal refers
to the relationship between the customer and the chatbot. Customers prefer personal
interaction and a ‘human touch’ in service encounters, even when they converse with a
chatbot [24, 36]. This can be achieved by using anthropomorphic cues, such as an avatar
and a conversational communication style [1, 17, 26]. The chatbot in Fig. 1 introduces
itself as a ‘support sous-chef’ and uses personal pronouns (e.g., ‘I’, ‘my’, ‘me’). Thus,
customers’ expectations about reaching their goals with the chatbot can be managed by
the cues present in the introduction.

2.2 Social Cues in Chatbot Introductions

The Computers Are Social Actors (CASA) paradigm demonstrates that people mind-
lessly apply social scripts from human-human interaction when they use computers [33,
34]. Recently, extensions to the paradigm have been suggested to account for techno-
logical advances and the changes in how people interact with technologies [15, 28].
Lombard and Xu [28] propose the Media are Social Actors (MASA) paradigm which
explains the effects of social cues and psychological mechanisms (i.e., mindlessness and
anthropomorphism) of social responses. Social cues can be defined as “biologically and
physically determined features salient to observers because of their potential as chan-
nels of useful information” [10: 2]. Examples of social cues are a humanlike avatar or



A Framework and Content Analysis of Social Cues 121

informal language use. When a medium itself presents social cues, users are likely to
perceive it as a social entity instead as a medium [27]. Therefore, if a chatbot contains
social cues, such as a humanlike avatar, users will perceive its social entity and respond
to it similarly as in human-to-human interaction [27, 28].

The effects of social cues in chatbots have been investigated in several experimental
studies [1, 6, 17]. In these experiments, the manipulated social cues occur in multiple
stages of the users’ communication journey with the chatbot. For example, Go and Sun-
dar [17: 308] created two versions of a chatbot that, amongst other variables, differed
in the disclosure in the introduction (i.e., humanlike: ‘Hi! I’m Alex, a sales associate’
vs. machinelike: ‘Hi! I’m Alex, an automated chatbot’). They also manipulated mes-
sage interactivity: the chatbot was less (i.e., simple back-and-forth exchange) or more
(i.e., contingent message exchange) responsive to participants’ messages. An interac-
tion effect was found between the introduction and message interactivity: participants
evaluated the chatbot positively when it was introduced as human and delivered a highly
interactive conversation than when it delivered a less interactive conversation.

Although experimental studies provide insights into the effects of one particular
social cue in chatbot introductions, multiple social cues are present in the introductions
of existing customer service chatbots as Fig. 1 demonstrates. Social cues do not occur in
isolation and should be considered together as the combination of cues can strengthen or
weaken their effects [9]. For example, the chatbot introduction in Fig. 1 contains visual
and verbal identity cues (i.e., the avatar is a chef’s hat, and the words ‘automated sous-
chef’, and ‘I’m not human’ are used)whichmarks the chatbot’s artificial identity. Thus, it
is important to identify the social cues in chatbot introductions from existing literature.
Building on a previous classification of social cues for chatbots [9] and research on
social cues in chatbot introductions, we developed a framework (see Table 1) in which
the identified cues were classified into four main categories: identity cues, competence
cues, conversational cues, and communication cues.

Identity Cues. Is the interlocutor that pops up on the customer’s screen a human service
employee or a chatbot? There are several cues that can either mark or mask the chatbot’s
artificial identity. The first way is through a disclosure (e.g., ‘I am a chatbot’, ‘I am a
virtual assistant’). De Cicco et al. [7] investigated the effects of a disclosure in chatbot
introductions. They found that the presence of a disclosure in a chatbot introduction led
to less social presence, trust, and attitude towards the brand compared to the absence
of a disclosure. Similar results were found by Luo et al. [31] who conducted a field
study in which the chatbot did or did not disclose its artificial identity. Results showed
a disclosure at the beginning of the conversation reduced purchase rates and customers
perceived the chatbot as less knowledgeable and emphatic.

Other cues can also mask or mark the chatbot’s artificial identity. One design aspect
of customer service chatbots that received much attention in research and practice is
anthropomorphism [2, 5, 13, 16]. This refers to humanizing chatbots by adding social
cues, such as a name and an avatar. Several scholars conducted experimental studies in
which oftentimes so-called humanlike chatbots are comparedwithmachinelike chatbots.
The operationalization of the humanlike chatbots differed across studies. Araujo [1], for
example, used communication style and a name to differentiate between the humanlike
and machinelike chatbot. Participants interacted with either a humanlike chatbot named
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Emma that used informal language, or a machinelike chatbot named ChatBotX that used
formal language. In contrast, Go and Sundar [17: 308] manipulated the disclosure and
the avatar in the chatbot introduction. They created four versions of a chatbot intro-
duction which ranged from machinelike (i.e., disclosure: ‘Hi! I’m Alex, an automated
chatbot’, avatar: dialog bubble figure) to humanlike (i.e., disclosure: ‘Hi! I’m Alex, a
sales associate’, avatar: a profile picture of an actual person). An expectancy violation
effect was found: the attitudinal and behavioral outcomes were lower when the chatbot
was introduced with a humanlike avatar and machinelike disclosure compared to an
introduction with a machinelike avatar and machinelike disclosure [17].

Competence Cues. Oneway to increase customers’ trust in customer service chatbots is
by stressing the chatbot’s competence [35]. For example,Mozafari et al. [32] investigated
the effects of communicating expertise combined with a disclosure in the chatbot’s
introduction on participants’ trust. Results showedmerely disclosing negatively affected
trust, whereas combining the disclosure with a statement about the chatbot’s expertise
(e.g., ‘Due to my high efficiency I am able to find the best offer for you’) or weaknesses
(e.g., ‘Please note that I’m only in use for a year now and am still learning’) positively
affected trust [32: 2919]. Another study investigated the effects of communicating the
chatbot’s expertise using metaphors [21]. A wizard-of-oz study was conducted in which
participants received a prompt in which the expertise of the chatbot was explained with
a metaphor (e.g., ‘The bot you are about to interact with is modeled after a shrewd
travel executive’) [21: 9]. Next, participants engaged in a conversation with an agent.
Findings showed that metaphors that communicated the chatbot’s low competence (e.g.,
‘young student’) were evaluated higher than metaphors that communicated the chatbot’s
high competence (e.g., ‘trained professional’). Kull et al. [22: 844] compared chatbot’s
welcome messages in which its competence (e.g., ‘Years of experience in the travel
industry enable me to answer any travel question’) or warmth (e.g., ‘I will take care of
you and try answering any travel questions you might have’) was stressed. Participants’
brand engagement increased when the chatbot initiated the conversation with a warm
welcome message.

Conversational Cues. How can the chatbot display conversational habits? Three ver-
bal cues have been identified which influence the chatbot’s conversational etiquette.
As chatbots mimic human-to-human communication [29], customers expect that chat-
bots express a word of welcome, such as ‘hi’ [5, 16, 19]. Another common social cue
when meeting someone for the first time is a self-introduction (e.g., ‘My name is…’).
Moreover, chatbots should adhere to turn-taking protocols [5]. After the chatbot has
introduced itself, it has to give the turn to the customer (e.g., ‘How can I help you?’).

Communication Cues. How can the chatbot communicate which functionalities and
which message types it can handle? Several cues have been identified which might
improve the chatbot’s communicability [5, 40]. Several scholars argue that the chatbot’s
purpose should be clarified in the introductory messages (i.e., what is the chatbot sup-
posed to do?) in order to manage users’ expectations about the chatbot’s capabilities [5,
16, 19]. Besides, an explanation should be provided on how to communicate effectively
with the chatbot, for example by typing keywords or clicking on response buttons [19].
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Table 1. Framework of social cues in chatbot introductions

Identity cues Competence cues Conversational cues Communication cues

Disclosure Statement stressing expertise Greeting Explanation
purpose

Avatar type Statement stressing weakness Self-introduction Explanation
interaction

Name type Turn-taking

In order to validate our framework, we conducted a content analysis of introductions
of customer service chatbots. This analysis allowed us to investigate whether our frame-
work is reliable to analyze social cues in chatbot introductions. Moreover, we obtained
insights into which social cues organizations use in chatbot introductions and whether
they correspond with the cues in our framework.

3 Method

3.1 Sample of Chatbot Introductions

The introductions of customer service chatbots of various organizations in the Nether-
lands were manually searched in 2021. The search was narrowed to Dutch organizations
to ensure a valid comparison between industries without confounding factors, such as
variations in language and cultures. The sampling strategy consisted of three stages.
First, different branches and organizations belonging to these branches were identified.
Second, for each brand we noted an organization as well as its competitors. For exam-
ple, in the financial branch we listed different banks. Third, the organizations’ websites
were visited and searched for the presence of a customer service chatbot which were
usually located at the homepage, contact page, or specific domain pages. Once a cus-
tomer service chatbot was found, a screenshot was made of the chatbot’s first screen. In
ten cases the chatbot immediately started with a call to action to the user, whereby the
chatbot could be activated through clicking or typing. In all other cases, a screenshot of
the chatbot’s first screen was made without having any interaction with the bot. In seven
cases, the introduction did not contain cues (i.e., disclosure and/or avatar) about the
artificial identity of the agent. We interacted with the agent to determine whether it was
a chatbot. Data saturation was reached at 88 chatbot introductions which belonged to
78 Dutch organizations: non-profit or governmental organizations (n= 8), employment
agency (n = 1), education (n = 1), electronics (n = 5), financial (n = 6), furniture (n
= 4), insurance (n = 14), logistics and postal service (n = 3), retail (n = 15), telecom
(n = 6), travel (n = 2), utility (n = 7), other (n = 6). The sample can be found on OSF
(https://osf.io/8wut9/).

3.2 Codebook

All screenshots were analyzed using a codebook to identify the social cues in chatbot
introductions. The codebook was structured on the basis of the three parts of a chatbot

https://osf.io/8wut9/
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introduction: 1) the header, 2) the welcome messages, and 3) the customers’ response
options. The social cues were assigned to (either of) these three parts.

Regarding the header five subcategories were coded. The presence of an avatar was
annotated (yes/no), and if so, its appearance (i.e., a brand logo, a robot, a human, an
object, or other). The name of the chatbot (yes/no), and if so, the name type (i.e., brand
name, robotlike name, human name, other) were also coded. Moreover, whether the
chatbot disclosed itself with the label ‘chatbot’ (yes/no) was annotated. Lastly, the code-
book contained an open category for other elements in the header (e.g., communicating
expertise). In sum, the header’s subcategories involved identity cues.

For the chatbot’s welcome messages, nine subcategories were distinguished. First,
the number of chatbot messages was coded. Thereafter, the presence of an avatar was
coded (yes/no), and if so, its appearance (i.e., a brand logo, a robot, a human, an object,
or other). Also, the presence of a greeting (e.g., ‘Hello’; yes/no) and a self-introduction
(e.g., ‘My name is …’; yes/no) was annotated. Furthermore, it was coded whether the
chatbot’s competence and/or its purpose was communicated, and if instructions were
given to ensure a smooth interaction (all subcategories: yes/no). Lastly, it was coded
whether the chatbot gave the turn to the customer at the end of the introduction (e.g., ‘How
can I help you?’). Thus, in the welcomemessages two identity cues, three conversational
cues, one competence cue, and two communication cues were identified.

For the response options, coders annotated the type of response options (buttons,
open text field, or both). In case the chatbot allowed customers to communicate via
buttons, the number of buttons was annotated. In case an open text field was present, it
was annotated whether the chatbot indicated the number of characters customers can use
to compose a written message (yes/no). Finally, the codebook contained an open field
in which the coder could describe other observations regarding the chatbot introduction,
such as whether the avatar in the first chatbot messages differed from the avatar in the
header. The codebook can be found on OSF (https://osf.io/8wut9/).

3.3 Coding Procedure

Before coding the sample, a trainingwas conductedby showing the chatbot introductions,
discussing the codebook and illustrating it with examples. During the discussion two
new cues were identified and added to the codebook, and one cue was slightly adjusted.
These cues involved:

• Proactive cues. The discussed chatbot introductions often contained information the
chatbot proactively provided. Two proactive cues were identified: 1) the presence of a
privacy-disclaimer (yes/no), and 2) the presence of information about actions, offers,
corona measures, or other topics (yes/no).

• Communication cues. The discussed chatbot introductions often contained messages
in which the possibility to be redirected to a human employee (i.e., a handover [23])
was explained. This cue was added as a subcategory of communication cues as it
explains what happens if a chatbot is not able to handle a message.

• Competence cue. The discussed chatbot introductions did not contain any statements
about the chatbot’s expertise, whereas statements about the chatbot’s weaknesses did

https://osf.io/8wut9/
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occur. Therefore, we decided to annotate whether the chatbot’s incompetence was
communicated.

Next, a training set (n = 10) of chatbot introductions was created. The training set
was individually coded by six annotators. Subsequently, the codings were compared and
discussed, leading to final agreement and minor revisions of the codebook. Thereafter,
the sample was divided over the six trained coders. To calculate intercoder reliability, a
seventh independent coder double coded a subset of 25 chatbot introductions.

3.4 Data Analysis

To examine the reliability of our framework, intercoder reliability scores (Krippen-
dorff’s α) were calculated with SPSS v. 27 using the KALPHA macro [18]. Subse-
quently, descriptive statistics (frequencies and percentages) were computed to deter-
mine to what extent the cues identified in our framework occur in the chatbot introduc-
tions. Finally, the sample was analyzed qualitatively to describe how organizations tailor
chatbot introduction using different social cues.

4 Results

4.1 Reliability of Social Cues in Chatbot Introduction

Table 2 shows the reliability scores of the double-coded social cues in chatbot introduc-
tions. The scores of the cues in the headerwere acceptable to satisfactory. In two instances
the coders disagreed about the chatbot’s name type. The name types were related to the
brands (e.g., ‘Tracy’ for a postal service), but could also belong to other subcategories
(e.g., humanlike name). Also, the scores of the cues in the welcome messages were
satisfactory. However, the subcategory greeting showed insufficient reliability, although
the agreement percentage was high indicating category prevalence [38]. Finally, the
reliability score of the response options was acceptable (Krippendorff’s α: 0.65; agree-
ment percentage: 80.0). An explanation for this relatively low reliability score is that
in some cases the buttons were less noticeable as they were integrated in the chatbot’s
message, whereas in other cases, the text field was less noticeable compared to buttons.
The reliability score of the two other response cues were satisfactory to perfect (number
of buttons: Krippendorff’s α: 0.92; agreement percentage: 90.91; number of characters
in text field: Krippendorff’s α: 1.00; agreement percentage: 100).

4.2 Usage of Social Cues in Chatbot Introductions

Table 2 shows the social cues identified in the introductions of Dutch customer service
chatbots. Our content analysis revealed half of the introductions’ headers contained an
avatar whichwasmost often humanlike (16: 32.0%). Robotlike avatars and brand-related
avatars occurred equally (14: 28.0%) as well as avatars depicting an object or something
else (3: 6.0%). Names occurred in 44.3% of the introductions’ headers and were mostly
humanlike (26: 66.7%). Robotlike names (8: 20.5%) or other names (5: 12.8%) occurred
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Table 2. Reliability scores (Krippendorff’s α and percentage agreement) usage of social cues
(frequencies and percentages)

Intercoder reliability scores Usage of social cues
(n = 88)

Category Krippendorff’s α % Frequencies %

Header

Avatar 1.00 100.00 50 56.8

Avatar type
Humanlike
Robotlike
Brand-related

0.91 93.33 16
14
14

32.0
28.0
28.0

Object 3 3.4

Other 3 3.4

Name 0.92 96.00 39 44.3

Name type
Humanlike
Robotlike
Other

0.65 80.00 26
8
5

66.7
20.5
12.8

Disclosure ‘chatbot’ 0.87 96.00 26 29.5

Welcome messages

Number of messages 1.00 100.00

Avatar 0.92 96.00 57 64.8

Avatar type 1.00 100.00

Greeting 0.47 92.00 73 83.0

Self-introduction 0.89 96.00 56 63.6

Giving turn to customer 0.92 96.00 61 69.3

Statement incompetence 1.00 100.00 6 6.8

Explanation purpose 0.87 96.00 11 12.5

Explanation interaction 0.81 92.00 29 33.0

Explanation handover 1.00 100.00 16 18.2

Proactive information 0.71 92.00 8 9.1

Privacy disclaimer 1.00 100.00 5 5.7

less frequently. Almost three out of ten headers contained the disclosure ‘chatbot’. In
addition, other disclosure formulations were found as well, such as ‘virtual assistant’,
‘digital assistant’, and ‘service bot’.

The mean number of welcome messages was 1.77 (SD 0.85). An avatar accompa-
nied these messages in almost two-thirds of the cases. Humanlike avatars were most
frequent (21: 36.8%), followed by a brand logo (18: 31.6%) and robotlike avatars (14:



A Framework and Content Analysis of Social Cues 127

24.6%). Avatars depicting an object (1: 1.8%) or something else (3: 5.3%) were least
frequent. The welcome messages often contained conversational cues. Greetings (73:
83.0%) were most frequent, followed by giving the turn to the customer (61: 69.3%)
and self-introductions (56: 63.6%). Moreover, statements of incompetence, such as ‘I
am new but do my best to help you’ or ‘chatbot in training’ hardly occurred (6: 6.8%).
Also, welcomemessages did not often contain communication cues. Explanations about
the interaction (e.g., ‘Formulate your question briefly and concisely’) occurred most
often (29: 33.0%), followed by the possibility to be redirected to a human agent (16:
18.2%), and explanations about the chatbot’s purpose (11: 12.5%, e.g., ‘I can help you
with entrepreneurial questions’). Finally, welcomemessages hardly contained pro-active
information (8: 9.1%) and privacy disclaimers (5: 5.7%).

The response options mostly consisted of text boxes only (38: 43.2%). Buttons as
well as the combination of a text box and buttons equally occurred (25: 28.4%). In almost
five out of ten text boxes, the number of characters customers could use to compose a
messagewas communicated (12: 19.0%). Themean number of buttons present in chatbot
introductions was 3.88 (SD 2.50) and varied from 1 to 12 buttons.

4.3 Qualitative Analysis of Social Cues in Chatbot Introductions

The current section discusses five examples of our sample. These exampleswere selected
as they represent atypical and prototypical chatbot introductions.

Fig. 2. Anonymized atypical chatbot introductions of two telecom providers (left and middle)
and an insurance company (right).

The chatbot introductions of two telecom providers are shown in Fig. 2. The left
screenshot highlights an atypical chatbot introductionwith some distinctive features. The
header contains a humanlike avatar and a humanlike name (‘Sam’).Moreover, a green dot
is present which mimics a convention from human computer-mediated communication,
i.e., a person is online and available. The first chatbot message contains a greeting (‘Hi’),
and a self-introduction (‘I amSam, the virtual customer expert of [brand]’). Interestingly,
second chatbot message contains mixed signals by describing the chatbot’s capabilities
on the one hand, but also providing instructions on how to formulate questions on the



128 C. van Hooijdonk et al.

other hand: ‘I know quite a lot already. Describe your question or problem as short as
possible, and everything will be alright:-)’. The latter is also stressed by the number of
characters in the text field (i.e., 255 characters). Remarkably, the words ‘Talk to Sam’ are
added in the text field to invite the customer in the conversation. The screenshot in the
middle also illustrates an atypical introduction as it contains mixed signals regarding the
chatbot’s identity. The header only contains the brand logo. Furthermore, the customer is
greeted in an informal way in the first message (‘hey!’ and an emoji), which is presented
in an irregular typeface and font size. The chatbot’s identity is disclosed in the second
chatbot message, (i.e., ‘the chatbot of [brand]’). Lastly, the chatbot communicates the
possibility of a handover in the third message, but with the notion that human employees
are available as from the next day 8 o’clock. Below the messages, the words ‘virtual
assistant’ are shown. The last example of an atypical chatbot introduction is from an
insurance company (Fig. 2, right). The header contains an avatar (smiley in a square),
which resembles the brand logo. The words ‘chat with [brand]’ do not make it explicit
that the customer will chat with a chatbot, nor do the welcome message or response
buttons. Furthermore, it is interesting that the chatbot poses an open question to the
user (‘about which product would you like to chat?’), but the response buttons show the
topics the chatbot is trained on.

Fig. 3. Anonymized prototypical chatbot introductions of a municipality (left) and theme park
(right)

An example of a prototypical chatbot introduction is from a Dutch municipality,
which is shown on the left in Fig. 3. The header contains a robotlike avatar, a human-
like name (‘Guus’), a chatbot disclosure (‘chatbot’), and a description of the chatbot’s
incompetence (‘in training’). Remarkably, the avatar next to the chatbot’s messages dif-
fers from the avatar in the header. Also, after the greeting (‘Hello’) and self-introduction
(‘I am Guus’), the chatbot refers to itself with the unusual words ‘digital Q&A’. Even
though the chatbot’s incompetence was communicated in the header, the appearance of
eleven response buttons and an open text field suggests the chatbot is capable to answer
questions on awide range of topics. Finally, the screenshot on the right shows the chatbot
introduction of a theme park. The header contains both an avatar and a name of an object
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(‘pen quill’). The first welcome message contains a disclosure ‘digital assistant’. Inter-
estingly, the second message contains proactive information about the extended opening
hours until September 6, with a call to action to make a reservation by clicking on the
hyperlink. Different from other introductions is that the chatbot’s name and avatar are
located above the messages instead of next to them. Response buttons, a text field as
well as FAQs, give users ample possibilities to respond.

5 Conclusion and Discussion

The aim of this study was to determine (1) to what extent social cues in customer service
chatbot introductions can be analyzed reliably, and (2) to what extent the social cues
identified in our framework occur in the introductions of customer service chatbots.

We identified five main categories of social cues that can occur in chatbot intro-
ductions, see Table 3. The first main category concerns identity cues through which the
chatbot’s artificial identity is masked or marked. Three subcategories are identified: a
chatbot disclosure, the avatar type, and the name type. The second main category con-
sists of competence cues through which the chatbot’s weaknesses are communicated.
Moreover, conversational cues are identified which concern the chatbot’s conversational
etiquette, such as the presence of a greeting, a self-introduction, and explicitly giving the
turn to the customer after the chatbot’s welcome messages. The fourth main category
involves communication cues through which the chatbot indicates its functionalities.
Three subcategories are identified: an explanation of the chatbot’s purpose, an expla-
nation about how to interact with it, and the possibility of being redirected to a human
agent. The last main category entails proactive information, such as the presence of a
privacy-disclaimer and information about offers, corona measures, or other topics.

Table 3. Updated framework of social cues in chatbot introductions

Identity cues Competence
cues

Conversational cues Communication
cues

Proactive cues

Disclosure Statement
stressing
weakness

Greeting Explanation
purpose

Privacy
disclaimer

Avatar type Self-introduction Explanation
interaction

Proactive
information

Name type Turn-taking Handover

In order to validate our framework, we conducted a content analysis of 88 introduc-
tions of Dutch customer service chatbots. For each part of the chatbot introduction (i.e.,
header, welcome messages, and response options), the presence and/or type of social
cues was annotated. A subset of the sample was double coded. The results of the inter-
coder reliability analysis showed that the agreement was sufficient for the identity cues
in the chatbot’s header (i.e., disclosure, avatar, and name). Also, most scores of the social
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cues in the welcome messages were satisfactory. Only the reliability of the subcategory
‘greeting’ was low, due to category prevalence [38]. It was difficult to obtain a sufficient
reliability score because in most chatbot introductions a greeting was present. Lastly,
the intercoder agreement of the response cues were acceptable to satisfactory. An expla-
nation for the relatively low agreement score for the response options is that in some
cases the buttons were less noticeable as they were integrated in the chatbot’s message,
whereas in other cases, the text field was less noticeable due to the many buttons.

Our framework turned out to be a reliable identification instrument for social cues
in chatbot introductions. However, we feel improvements can be made. For example,
we noticed that the self-introduction often contained a name as well as a disclosure.
Regarding the chatbot’s disclosure, only the label ‘chatbot’ was annotated, but other
labels were used as well, such as ‘virtual assistant’, ‘smart assistant’ and ‘digital agent’.
These labels should also be incorporated in the framework as the explicitness of the
disclosure influences customers’ expectations [7]. Furthermore, the framework can be
extended by annotating whether competence cues are present, and if so, whether this
cue stresses the chatbot’s competence or incompetence, since competence cues could
enhance users’ perceptions of trust [32]. Lastly, the adoption of informal language could
be added to the main category identity cues, since elements like emoji and interjections
mimic human-human interactions [25] that could mask the chatbot’s identity.

Regarding the usage of social cues in chatbot introductions it was found that themost
prevalent social cue in the header of chatbot introductions is a humanlike avatar. Also,
a humanlike name was often present in the header. Compared to these anthropomorphic
identity cues, the chatbot’s disclosure was less frequent in headers. Thus, organizations
seem to combine social cues which both mask andmark the artificial identity of the chat-
bot. Regarding the social cues in welcomemessages, our findings show that a humanlike
avatar as well as the three conversation cues are frequently used. This could indicate
that organizations try to give customers the impression they are communicating with a
humanlike interlocutor rather than an artificial entity, and that they aim to welcome cus-
tomers warmly. In contrast, while competence cues have received quite some attention
in previous research [21, 22, 32], we noticed that incompetence cues occurred in chatbot
introductions. Taking the findings of Khadpe et al. [21] and Kull et al. [22] into account,
it is beneficial for organizations to focus on cues that stimulate expectations of warmth
rather than competence.

Given the fact that chatbots are not always able to provide adequate responses to
customers’ requests due to poor intent recognition [13, 23], it is remarkable that organi-
zations often offer customers the possibility to formulate their questions in a text field
without character restrictions. This response option invites customers to formulate their
messages in their own words resulting in an increased risk of failed intent recognition
and subsequently miscommunication. Only in some cases, the open text field contained
a character limit to force customers to send short messages with only keywords. In a
similar vein, it is remarkable that communication cues hardly appear in chatbot intro-
ductions, while they could steer the customer’s expectations and behavior towards the
chatbot [5, 16, 19].

The current study’s framework is tested on a relatively small sample of chatbot
introductions belonging to Dutch organizations. In order to validate its reliability and



A Framework and Content Analysis of Social Cues 131

to enhance the generalizability of our findings, a content analysis should be conducted
on a larger sample that also contains customer service chatbots in other countries and
languages. Moreover, a follow-up study would allow us to take factors into account
that could impact the presence of social cues in chatbot introductions, such as the plat-
form type of the chatbot (i.e., a public website versus WhatsApp), and organization
type (profit versus non-profit). Furthermore, it is valuable to investigate how and why
conversational designers deliberately adopt social cues in their chatbot designs. Their
considerations can be compared with customers’ perceptions and expectations of social
cues in chatbot introductions. Lastly, the framework allows experimental research in
which different chatbot introductions are manipulated and compared in a more system-
atic way. As multiple social cues are present in chatbot introductions, future research
should examine whether certain combinations of social cues have a stronger impact on
customers’ expectations than other combinations. For example, the chatbot’s perceived
competence might not only be determined by a statement of its competence, but also an
explanation on how customers should interact and which response options they can use.
This way, chatbot introductions that steer users’ expectations beforehand could bridge
the gap between organizations that aim to successfully deploy chatbots in their customer
service, and customers who are hesitant to use the chatbot.
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Abstract. This paper presents Zenon, an affective, multi-modal conver-
sational agent (chatbot) specifically designed for treatment of brain dis-
eases like multiple sclerosis and stroke. Zenon collects information from
patients in a non-intrusive way and records user sentiment using two dif-
ferent modalities: text and video. A user-friendly interface is designed to
meet users’ needs and achieve an efficient conversation flow. What makes
Zenon unique is the support of multiple languages, the combination of
two information sources for tracking sentiment, and the deployment of a
semantic knowledge graph that ensures machine-interpretable informa-
tion exchange.

Keywords: Conversational agents · Chatbot · Brain diseases ·
e-Health · Sentiment analysis · Knowledge graph

1 Introduction

Parkinson’s Disease, Multiple Sclerosis, and Stroke are three of the most frequent
chronic neurological diseases that lead to significant cognitive and motor disabil-
ity. Neurodegenerative diseases, such as Parkinson’s, are following an increasing
trend in rates along with the aging of the global population. Additionally, the
number of people living with stroke is estimated to increase by 27% between
2017 and 2047 in the European Union [29], mainly due to population aging and
improved survival rates.

A Conversational Agent (chatbot) is designed to simulate verbal conversa-
tions. Because of their potential to improve patient care by interacting with them
via Instant Messaging applications Conversational Agents have become popular
in the healthcare domain. Despite their popularity, many Conversational Agents
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are not able to meet users’ expectations, and promoting a positive user experi-
ence is a difficult endeavor [13,30].

Zenon is part of the European-funded project, called ALAMEDA1 and was
first introduced in [25]. The aim of ALAMEDA is to provide patients with
Parkinson’s Disease, Multiple Sclerosis, and Stroke with personalised rehabilita-
tion treatment assessments through the use of Artificial Intelligence and health-
care support systems. Apart from the conversational agent, ALAMEDA utilizes
a plethora of technologies like smart mattresses, smart bands, smart insoles, and
smart belts. Zenon in this context is responsible to collect information com-
plementary to the other sensors. It handles different tasks such as sentiment
analysis on open ‘chit-chat’ user input, filling medical questionnaires according
to a schedule, and gathering data for specific lifestyle attributes proposed by the
medical partners.

The main motivation for implementing a Conversational Agent within a
project like ALAMEDA are: a) The use of a familiar conversation-like interface
to collect information that normally would have to be collected in the hospital
or medical office, or to monitor the patient’s mood through free-text conversa-
tions, b) The ability to use multiple channels of information (text messages and
face expressions) to extract knowledge about the patient’s mood, c) The fact
that can quickly ask questions about their medical status and the most recently
recorded measurements. The contributions of this paper are the following:

– To the best of our knowledge, Zenon is the first agent specifically designed to
assist patients suffering from Parkinson’s, MS, and Stroke. Zenon’s conver-
sational manager addresses the modeling of complex scheduled health ques-
tionnaires as conversations, analyzes the patient’s mood through free-text
conversations related to psychological or social status, and provides quick
query capabilities for patient health status (see Sects. 3.2, 3.5).

– A linguistic model developed for text-based sentiment analysis that supports
four languages (English, Greek, Italian, Romanian) (see Sect. 3.2), that com-
bines the extraction of local features and the exploitation of global features
in a single unit.

– A facial expression sentiment analysis component (see Sect. 3.3). The service
monitors the facial expressions of the patient through the camera of the phone
and provides estimations of their mood. We extend the capabilities of the
state-of-the-art facial emotion recognition CNN models that are designed to
provide real-time inference on edge devices. After appropriate architecture
design changes and training of the model on our dataset, the model achieved
acceptable real-time performance accuracy (75%).

– A sentiment aggregation component that receives input from two modalities
(text, video) and annotates where these agree or disagree. This is beneficial
for the system to fuse this information by considering the labels of both com-
ponents and the confidence of each one. Moreover, future research will benefit
from the generated dataset of multi-modal sentiment analysis, as currently
there are no such datasets available (see Sect. 3.4).

1 https://alamedaproject.eu/.

https://alamedaproject.eu/
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– A data integration infrastructure based on W3C-compliant semantic technolo-
gies that allow the agent to retrieve information from and send information
to the ALAMEDA platform (e.g., questionnaire responses, sentiment analysis
results) in a uniform, efficient and scalable fashion (see Sect. 3.5).

2 Related Work

We organize related work in two parts: a) Conversational agents that are utilized
in health applications, and b) Sentiment analysis in systems that are based on
machine learning and assume the availability of relevant training data.

2.1 Conversational Agents for Health

Concerning the conversational agents’ role in health, several directions have been
identified: treatment and monitoring, health services support, health care edu-
cation, addressing the various health risk factors that can be modified through
lifestyle and diagnosis, and collecting data of various types.

People with asthma can use the Puffbot chatbot [28] to support their treat-
ment. Puffbot integrates a conversational ontology, Natural Language Process-
ing (NLP) to handle conversations with patients. Chatbot EVA [4] also relies
on NLP methods to extract entities from users’ input and classify users’ intents.
EVA assists people to manage their diabetes by providing education, and recom-
mendations related to their health issues. HOLMeS [3] is enhanced with NLP,
and text mining techniques, to act like a human physician and help patients
pick their disease prevention pathway by autonomously handling discussions
with patients and chatting. In [26], the authors developed a counseling chatbot
enhanced with multi-modal emotional analysis to provide conversational services
for mental health. Also, MoSCHA [18], a healthcare mobile assistant, improves
patient-doctor communication and assists patients to manage their chronic dis-
eases. The method integrates several wearable and other sensors to gather data
for each patient. [24] reports that the use of agent-based dialogue management is
rare in the healthcare domain. All in all, there is a significant effort towards uti-
lizing chatbots for health. However, work towards brain diseases, with a focus on
collecting information and utilizing sentiment analysis to affect the conversation
flow is very limited. This is the gap we aspire to fill with this work.

2.2 Sentiment Analysis from Text and Video

Analysis of user-generated text in medical text and online social media can
provide valuable information about public opinion trends and specific aspects of
information spaces in the health domain.

In [23] a framework to automatically extract COVID-19-related topics from
social media and apply Long Short-Term Memory for sentiment classification on
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COVID-19-related comments is described. The team applies NLP methods to
discover COVID-19-related issues from public opinions. Additionally, they apply
LSTM recurrent neural networks, enhanced with the LDA to analyze COVID-19
comments based on their sentiment. The performance of the presented approach
was better than other machine learning algorithms for Sentiment classification.
Another work [2], to assist patients to browse and search specific information,
scraped anonymous posts from online medical forums related to Lyme disease
to extract content-free, content-specific, and meta-level features. These features
are fed as input to a multi-class neural network. The approach outperformed
other classification algorithms in sentiment classification of posts about Lyme
disease from several relevant forums. In [5] the authors present the Multi-input
RIMs, a novel extension of the Recurrent independent mechanisms utilizing a
modular system to leverage several readily available knowledge sources such as
part-of-speech information and gazetteer lists. Experiments conducted on three
sentiment analysis tasks and two health-related tweet classification tasks showed
improvements without increasing the number of parameters.

Facial expressions and certain muscle movements can prove to be a strong
indicator of how a person feels and in combination with other techniques, such as
text sentiment analysis, can help us draw safer conclusions about the emotional
state of the person. The most recent and commonly exploited technology for
the development of facial expression recognition is the training of Convolutional
Neural Networks (CNN). For example, in [15] a real-time computer vision system
for emotion prediction is presented, which is based on a pre-trained CNN, while
in [7] a CNN (ExpNet) is trained to estimate 3D facial expression coefficients
which are then used to detect the facial emotions. In [6,14] a combination of Con-
volutional Neural Network and Recurrent Neural Network (RNN) is exploited
for video-based emotion recognition, while in [20] one 2D CNN and one 3D CNN
are used for audio and visual emotion recognition respectively and the features
of the models are fused in order to reach a final prediction. In the Healthcare
domain [19], develops a 3D CNN model for capturing and analysing video frames
from the house of the patient and reporting back to the clinicians the detected
emotional status of the patient.

In our work, not only we redesign, integrate, train and fine-tune state-of-
the-art models for the purposes of the specific chatbot, but we also provide the
ability to aggregate the sentiment information from the two modalities (text and
video).

3 Zenon Conversational Agent

Requirements Collection. Zenon was designed after careful consideration of
patient requirements and thorough discussions with medical experts. For this
reason, the research team has developed local community groups in order to list
and prioritize the requirements. The local community groups were composed of
representatives from the categories impacted most in each use case as well as
people involved in their care such as professionals from healthcare domains apart
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from their specialty care physicians (e.g. physical therapists, psychologists), rel-
atives, and informal caregivers of the patients. Depending on each brain disease
studied in this project, different questionnaires were designed to collect such
input from the aforementioned groups.

What is challenging in ALAMEDA is the need to adapt to three different
brain diseases, in three use cases that take place in three different countries
with patients that speak three different languages: a) Stroke in Romania, b)
Multiple Sclerosis in Italy, and c) Parkinson’s in Greece. One of the main func-
tionalities of Zenon is to help the user submit information related to medical
questionnaires that were normally filled in a medical office or in a hospital.
The Stroke case questionnaires need to be modeled as a conversation in order
to capture the complexity of question-answer-follow-up questions. Additionally,
patients with chronic diseases such as Stroke or Parkinson’s Disease found using
a chatbot interface helpful when asking about their medical status. For the Mul-
tiple Sclerosis case, the local community group identified a chatbot interface as
appropriate to allow MS patients to report symptoms that signal an increase in
the chance of suffering a disease relapse. Lastly, medical partners suggested the
option of free-text conversations on the topic of psychological or social status
situations of the patients, where the existence of such conversations acts as an
additional input modality to assess weekly emotional state.

The functional requirements can be summarized into the following points:

1. Collect patient-reported outcomes on health status, lifestyle and well-being,
and psychological factors

2. Enable multi-modal sentiment estimation through analysis of free-text con-
versations and facial expressions.

3. Enable access to information on patient health status through simple user
queries.

Overview. Following these requirements the system was designed according to
the architecture that can be seen in Fig. 1.

Fig. 1. Zenon overview

The user starts the chatbot and types a message. While interacting with
the app, the Sentiment Analysis on Face Expressions runs in the background
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and makes predictions in real time. The result of this and the original text is
sent to the Conversation Agent hosted on the dedicated server for analysis. The
Conversation Manager sends every user input directly to the Sentiment Analysis
model to extract the sentiment which will influence the conversation flow. After
the agent processes the input, the dialogue, and the results are stored in the
Semantic Knowledge Graph (SemKG).

3.1 Conversation Manager

Fig. 2. Main conversation flow

Carefully crafted conversation flows are the foundation of every efficient con-
versational agent. Zenon’s flow was constructed based on design guidelines for
task-oriented chatbots for healthcare and other domains [9,17,22].

There are two ways to start the conversation. In the first one, Zenon initiates
the discussion when the user clicks on a notification. Zenon’s initial message is



140 C. Chira et al.

based on the notification’s context. The second way is when the user initiates
the discussion. In both cases the chatbot will at some point ask the user about
their emotional state and whether there is something they would like to report.
Based on the user requirements the agent has to exhibit empathetic traits while
engaging in such discussions. This will evoke a more natural user-chatbot rela-
tion, increasing engagement and ensuring a better quality of answers. To achieve
an empathetic personality we integrated a sentiment analysis model which infers
the sentiment of the users’ text input in real-time (see Sect. 3.2).

Paraphrases were incorporated for the questions and answers of the agents.
The benefits of incorporating such variability are two-fold. By making conversa-
tions less repetitive and more natural, user engagement is increased. Addition-
ally, lexical variations in questions enable us to get different information from
the user even though semantically the questions ask the same thing.

The core conversation flow can be seen in Fig. 2.
Given the medical requirements of Zenon, completing questionnaires is its

most used functionality. Respondent fatigue occurs when survey participants
become tired during the task, leading to a deterioration of the quality of their
responses. In an attempt to avoid overwhelming the users, we offer the option
to stop a questionnaire and continue at a more convenient time without losing
their progress. Due to the medical nature of the questions and their frequency
within the study, each questionnaire must be completed within its specified time
frame as provided by the medical partners.

3.2 Sentiment Analysis on User Generated Text

Sentiment Analysis is the process of inferring the polarity of the emotions
expressed in a text phrase using Natural Language Processing. The polarity
can either be positive, negative, or neutral. Zenon is developed by using the
Rasa2 framework. In order to enhance Zenon with empathetic abilities we added
a custom component in the Rasa NLU pipeline to perform sentiment analysis on
the user’s input in real-time. The results of the analysis are used to determine
the flow of the conversation (see Fig. 2).

We used the Holistic Cumulative sentiment classification (HolC) model as
proposed in [1]. HolC [1] introduces a tunable hyperparameter called “Balancing
Factor” which finds a balance between holistic and cumulative sentiment classi-
fication. That is the model takes into consideration both the overall sentiment
of the whole snippet and the average sentiment of each sentence in the text in
order to make its final prediction. The overall architecture of HolC is depicted in
Fig. 3. The model was trained on opinionated reviews from Amazon’s repository3

from several domains such as Health and Personal Care, Books, etc.
As one of the main requirements of this project was accessibility we extended

the original HolC model to be language agnostic and support multiple languages.

2 https://rasa.com/docs/rasa/2.x.
3 https://jmcauley.ucsd.edu/data/amazon/.

https://rasa.com/docs/rasa/2.x
https://jmcauley.ucsd.edu/data/amazon/
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Fig. 3. HolC architecture, taken from [1]

The training datasets were mass-translated using Google translate in the Roma-
nian, Italian and Greek languages. The model was trained using a corpus con-
taining tokens for all these languages. Combining several languages in a single
model provides more benefits than having one model per language. Firstly, the
predictions are more robust. Moreover, the model is language agnostic i.e. It
is able to process and support combinations of these languages or all of them
together in a single phrase without losing content or context.

3.3 Sentiment Analysis on Facial Expressions

The goal of this module is to monitor the face of the patient while they interact
with the Chatbot. The analysis takes place on a per-frame basis and was facili-
tated through the design, deployment, and training of a Machine Learning model
which takes as input video frames and outputs the emotional state estimation
of the user. The overall workflow of the application is depicted in Fig. 4. As in
textual sentiment analysis, the results of the Facial Expression Analysis can also
affect the flow of the discussion (see Fig. 2).

The first step is the localization of the user’s face within the video frame.
This is realized through the exploitation of the ML Kit4 that is able to locate
the face of a user and draw a bounding box around it. As a result, the region of
interest is cropped and fed to the emotion recognition computer vision model,
which outputs the prediction regarding the emotional state of the user. Each
frame is classified into one of the following classes: “negative”, “positive”, or
“neutral”.

Our module builds and fine-tunes state-of-the-art CNN models that are
designed particularly for mobile and embedded vision applications. For the
4 https://developers.google.com/ml-kit.

https://developers.google.com/ml-kit
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Fig. 4. Workflow of the MEAA service

design of our sentiment recognition deep learning model, we experimented with
different computer vision models, like MobileNetV1 [21], MobileNetV2 [27] and
miniXCEPTION [15]. Several different architectures and hyper-parameter com-
binations have been tested and assessed with regards to both their prediction
accuracy and latency for real-time inferences. After comparison, we concluded
that miniXCEPTION demonstrated the best prediction performance (approxi-
mately 75% prediction accuracy under real conditions) and the shortest latency.

For the training of the emotion recognition model, large amounts of imagery
data are required. However, since there is a limited amount of freely available
face images, the model was trained using Transfer Learning. According to this
technique, a pre-trained model can be re-purposed on a new problem. For our
training, we use as a starting point the miniXCEPTION network, that has been
pre-trained on the ImageNet [12] dataset. Then, the fully-connected layers are
removed and new ones are added, while all the convolutional layers remain frozen
(i.e. they are set as non-trainable). The model is re-trained, but this time on the
emotion recognition dataset.

For our model training, our data has been carefully chosen so that it repre-
sents well the population. Specifically, we collected facial images of people with
various facial expressions, from different ages, with and without accessories (like
glasses), and faces under different lighting conditions. In that way, we managed
to improve the generalization ability of our model. The emotion recognition
dataset is a combination of data collected from different sources like Kaggle
(FER 2013 dataset5, Jafar Hussain Human emotions dataset6) and other open
source databases such as Unsplash7, Pexels8 and Pixabay9. Once the model was
trained, it was converted into a TFLite10 version, which is suitable for running
on edge devices respecting the limited resources.

User privacy and transparency concerns have also been considered and
addressed. As regards privacy, the analysis is conducted only on the device.

5 https://www.kaggle.com/datasets/msambare/fer2013.
6 https://www.kaggle.com/jafarhussain786/datasets.
7 https://unsplash.com/.
8 https://www.pexels.com/search/face/.
9 https://pixabay.com/vectors/.

10 https://www.tensorflow.org/lite.

https://www.kaggle.com/datasets/msambare/fer2013
https://www.kaggle.com/jafarhussain786/datasets
https://unsplash.com/
https://www.pexels.com/search/face/
https://pixabay.com/vectors/
https://www.tensorflow.org/lite
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The extracted video frames are not stored on any external server but instead,
they are discarded after the emotion recognition model detects the emotion. As
for transparency, the user is aware of the background service and of the video
record, since the application pops-up a notification “Camera opened”. As long as
the application is open, there is a notification at the top of the screen, notifying
the user that is being recorded. Moreover, the first time that the application is
opened, it asks the user for permission to access the camera.

3.4 Sentiment Aggregation

The two models described above utilize different modalities to infer the sentiment
of a user at a given time: One takes advantage of user-typed data and the other
the user’s facial expressions. The frequency of the data of these models varies
significantly. Text is only collected when the user sends a message whereas the
video frames are processed throughout the duration of the user’s interaction with
the applications. Most of the time, facial expressions are not static throughout
the experience of an emotion, they are dynamic events that unfold over time. It
is rather important to take advantage of both components to increase the ability
to capture the users’ actual sentiment.

The information integration of the two models is as follows. For each text
message, we took the textual sentiment analysis results. The timestamp of the
message was used to get the corresponding results from the frames recorded by
emotion recognition. In consideration of the dynamic nature of facial expres-
sions, instead of taking into account just the single frame coinciding with that
timestamp, we considered the interval containing all frames that were recorded
3 s before the message was sent and 3 s after. In that timeframe, the average
sentiment from the frames is calculated (see Fig. 5). In the end, the output of
both components plus their (dis)agreement is recorded.

3.5 The Semantic Knowledge Graph (SemKG)

The sentiment analysis results from the two modalities, along with the accompa-
nying data (dialogue, timestamps), populate an underlying semantic model (i.e.,
the ALAMEDA ontology) via the SemKG. SemKG is an “umbrella” framework
that, besides the populated semantic model, also encompasses the repository for
persisting the populated semantic model, as well as a RESTful API for interact-
ing with the information residing in the repository.

The motivation behind SemKG is based on the fact that we wished to estab-
lish a scalable semantic infrastructure for handling heterogeneous inputs and
interactions from diverse components, and semantic technologies are a perfect
fit for this affair [8]. Moreover, the adopted framework adheres to universal open
standards recommended by the W3C; specifically, RDF [11] and OWL [16] for
knowledge representation, and SPARQL [10] for querying the stored knowledge.

The corresponding workflow is seen in Fig. 6: An HTTP request (GET or
POST) is submitted to the appropriate endpoint on the SemKG REST server,
which forwards it to the internal query engine that converts requests to SPARQL
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Fig. 5. Sentiment aggregation

queries. The queries are forwarded to the RDF triplestore, i.e., the repository
hosting the semantic model. Once a response is received from the triplestore,
the query engine handles the conversion of the SPARQL result-set into a JSON
response, which, in turn, is channeled back to the requesting entity via the REST
server. SemKG’s RESTful API serves, thus, as the sole point of interaction for
submitting to and retrieving data from the ontology.

Within the particular context of this work, SemKG offers valuable holistic
insights related to patients’ mood fluctuations, coming from both input sources
(text and video), analysed and presented uniformly. Examples include retrieval
of the average mood for a given time period, assessment of the max and min
mood values during a specific day/week/month, and many more.

3.6 User Interface - The Android Application

As part of ALAMEDA we designed and developed an Android application that
serves as the front end of the server-side conversation module described in the

Fig. 6. Workflow of the interaction of SemKG with the rest of the components
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previous sections. The chatbot application packs a minimal user interface which
resembles common messaging apps, offering a familiar user experience to patients
of various backgrounds and age groups. Patients will require less time to learn
and adapt to this interface which will shift the focus on the conversation itself
hence increasing the usability of the app.

The Chatbot App can handle a variety of input methods. Users can interact
with the app by directly typing their answers in the dedicated input box at the
bottom of the screen, by voice-typing, or by clicking on buttons where applicable.
Examples of the aforementioned input methods are depicted in Fig. 7.

Fig. 7. The Android Application: a) on the left: a question with multiselection from
Dizziness and Balance questionnaire, b) in the middle: questions with buttons and a
conditional question that accepts free text answers, c) on the right: a demo application
for the facial expression analysis (note that this actually runs in the background).

Regarding Face Expression Analysis, one of the aspects that had to be con-
sidered was the fact that, if the patients felt that they were being monitored,
they wouldn’t express their actual feelings. Hence, this module was implemented
as a background service and does not provide a visible user interface. It is worth
noting that, although the service is not visible, the user is fully aware that the
service is running by a dedicated “Toast” notification on the screen.

4 Evaluation, Feedback, and Lessons Learned

Since this is a system of multiple components we present the preliminary evalu-
ation of those components plus the initial feedback we got from our end users.
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Table 1. Model parameters of the sentiment analysis model

Embeddings
(#dimension)

Vocabulary
(#terms)

Sent. Length
(#tokens)

Languages
(#n)

(300) (310211) (150) (4)

Table 2. Performance scores of the sentiment analysis model

Precision Recall F1 score

Negative 69.49 72.68 71.05

Neutral 54.57 56.77 55.65

Positive 79.69 73.45 76.44

More thorough user-involving evaluation is taking place with the collaboration
of our local community groups and medical partners.

Sentiment Analysis on Text. We evaluated the HolC model performance
on the sentiment analysis task on eight joined datasets and set up the model
hyperparameters as presented in Table 1. Table 2 provides the performance scores
of the sentiment analysis model on the test set (Amazon dataset - see Sect. 3.2).
What can be observed is the overall good performance of the model, especially
in the positive and negative classes. The neutral class is where many sentiment
analysis models struggle [1] due to the limited number of opinionated words in
the examples of that class.

Sentiment Analysis on Face Expressions. Regarding the face expressions
analysis, the validation was performed initially with a group of ten people, men,
and women, whose ages vary from 22 to 60 years old and have different charac-
teristics (i.e. glasses, short/long beards etc.). The model achieved a performance
accuracy of 75%. A second validation is expected to happen through the pilots of
the ALAMEDA project where the actual patients will interact with the applica-
tion. Based on the feedback that we will receive, improvements and fine-tuning
of the model will take place.

Sentiment Aggregation. In regards to the performance alignment of the two
models, an initial validation was performed on a dataset created after a user
interacted with the system. The sentiment of each text message was compared
with the overall sentiment from the facial analysis (as described in Sect. 3.4).
Table 3 shows the percentage of agreement/disagreement among the predictions
of the individual models. From the evaluation, we noticed that in some cases the
two components complimented each other. In cases where the sentiment analysis
struggles to decide between two polarities, for instance between neutral and
positive, emotion recognition can be used to infer the patient’s mood. Conversely,
when emotion recognition struggles, the textual sentiment analysis might be able
to provide a more confident result of the overall sentiment. However, given the
lack of ground truth in this evaluation and the demanding nature of the task
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Table 3. Agreement/Disagreement overview for the two sentiment analysis models.

Video Output Class

Positive Neutral Negative

Positive 23.33 % 13.33 % 0 %

Neutral 13.33 % 13.33 % 10 %
Text

Output Class
Negative 6.66% 10% 10%

(i.e. patients recovering from brain diseases might have trouble expressing their
emotions through facial expressions), a more throughout evaluation is required.
Once more data is collected through the pilots, throughout analysis of the fused
capabilities of the two components for each disease will be performed and the
necessary adjustments will be made.

User Feedback. A preliminary version of the Conversational agent was pro-
vided to the medical partners and to the local community groups for an initial
evaluation. Both groups confirmed the accessibility and user-friendliness of the
graphical interface of the mobile application. They also agreed that the chatbot
as a tool is very promising for collecting the medical questionnaire data required
by the project. From the first evaluations, the medical partners identified addi-
tional features that the agent should encompass in order to improve its usability
and thus the quality of the collected data. Such features include the ability
to type answers of specific forms, for instance dates and numbers, in various
formats. To realize these entity recognition capabilities, semantic mapping was
incorporated in the agent. Furthermore, extending the agent to support health
status updates based on the data collected in the SemKG was discussed. The
medical partners agreed on which information would be beneficial to present to
the patients through the agent without affecting the study. Based on the agreed
information, we extended the agent to include this functionality.

5 Conclusions and Next Steps

In this paper, an overview of a conversational agent designed for the treat-
ment of brain diseases is presented. The elements that make Zenon unique is
the variety of conversation flows, two different modalities for sentiment analy-
sis (text, video), multi-lingual support, and an underlying semantic knowledge
graph framework. We present an overview of the main intelligent components as
well as a preliminary evaluation of each component and the chatbot as a whole.
Obviously, a more thorough user evaluation of the integrated system as well as
of the individual components is our first priority in our research agenda.

Despite the fact that the system suggested in this work is designed specifically
for brain diseases, many of the components (and at some cases their integration)
can be utilized in other domains or in other use cases. For example, the function-
ality of the multi-modal sentiment analysis can be useful in other health domains
or in applications where tracking the emotion of the user is important. On top
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of that, we are currently working on an extension of Rasa that will lead to a
development framework that will make the implementation of questionnaires in
a conversational agent much easier in terms of implementation, deployment, and
maintenance. This naturally will benefit multiple applications.

Acknowledgement. This research received funding from the European Union’s Hori-
zon 2020 research and innovation program under grant agreement No GA 101017558
(ALAMEDA).
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Abstract. Conversational Agents (CAs) are making human-computer interaction
more collaborative and conversational through using natural language. The HCI
and interaction design communities, have been experimenting with and explor-
ing the area of designing conversational interactions. Furthermore, interaction
designers may need to acquire new skills for designing, prototyping, and evaluat-
ing artifacts that embody AI technologies in general, and CAs in particular. This
paper builds upon a previous study on principles of designing interactive journal-
ing experiences with CA and explores the practice of designing such experiences,
using words, language, and conversations as design materials. We present a pro-
totype for interactive and reflective journaling interaction with CA and the result
of a Wizard of Oz experiment. Our findings suggest that designing interactions
with CA challenges designers to use materials with inherently different natures
and qualities. Despite this challenge, words appear to have unique characteris-
tics to support designers to externalize and iterate on ideas, e.g., tone and intent.
Hence, we suggest considering words, language, and conversations as the primary
design materials, and the AI’s predictability, adaptivity, and agency as secondary
materials, while designing human interactions with Conversational Agents.

Keywords: Reflective journaling · Conversational agents · Human-AI
interaction · Design methods · Design materials · User experience · Interaction
modality

1 Introduction

The daily practice of journaling and the narration of personal experiences, thoughts,
and emotions is a reflective practice that supports individuals and groups in discovering
meaning, gaining perspective about others, and developing critical thinking and affective
skills, among others [1]. Computer-supported reflective learning is a research area within
HCI, where journaling is a tool for learning and reflection [2]. Previous research con-
firms that interacting with other people, having conversations, and giving and receiving
feedback positively impact reflective activities, such as learning or journaling [3, 4].

Conversational interfaces such as Conversational Agents (CA) as a form of Artificial
Intelligence (AI) use language as the primary mode of interaction [5] to engage with
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users in a conversation or collaboration [6]. CA is an emerging AI technology, and the
interaction with CAs has been the subject of Interaction Design studies [2, 6, 8–10].
Further, it has been ongoing discussions in HCI and Interaction Design communities on
what can be considered design materials and how interaction designers can shape those
materials in their practices–such as AI or data as a design material [7, 11, 12]. However,
in designing interactions with CAs, similar to those with GPT-3 [13], there is another
challenge that we face, and that is how to design for interactions where human language
is the primary interaction modality [5] and how to design realistic services that use AI
in a way that can be prototyped and evaluated during the development stage [14].

This paper seeks to explore that area through ideating and prototyping a reflective
and interactive journaling experience with CA. It aims to answer the research question:
How can we design an interactive journaling experience with words, language, and
conversations as the primary design material?

In this paper, we will present and discuss the process of prototyping and testing a
conversational agent and offer insights on using words as interaction design material.

2 Background

2.1 Journaling and Reflection

Reflection is a process of sense-making that supports discovering and understanding
relationships and connections between experiences and actions to develop new perspec-
tives [2, 15, 16]. Reflection is influenced by both internal and individual activity, and
external and collective components, e.g., relationships to artifacts, activities, places, and
people [15]. Reflective journaling is an activity where a human documents their per-
sonal experiences by writing down and connecting thoughts and emotions with the goal
of reflection and personal growth [1, 16, 17]. Journaling as a reflection method enables
persons to organize, clarify, and connect knowledge in a concrete form, allowing them
to process old and new knowledge [4]. Furthermore, the journal writer actively engages
in a learning process [1] as they create meaning and context from their experiences
[18]. A few examples of different journaling methods are the Double Entry Journal [4],
Dialogue Journal, and Personal Journal [3]. The Double Entry Journal and Dialogue
Journal methods are collaborative, where two or more people engage with an individ-
ual’s written reflections, either with peers or a mentor [3, 4]. The Personal Journal,
on the other hand, is a solitary method where only the individual journal writer takes
part in the writing and reflection processes [3]. While having value as a tool for reflec-
tion, individual journaling also risks looping personal reflections and beliefs because
they are not challenged or questioned [3]. A more collaborative approach allows for
personal growth by enabling the opportunity for feedback from others which amplifies
critical self-assessment [3], and learning occurs when knowledge is moved from “an
investigative state to a socially constructed one” [4]. Transforming journaling into a dia-
logue between multiple people instigates ethical considerations, specifically regarding
the journal reader’s perceived trustworthiness, clarity of expectations, and the feedback’s
quantity and quality [3]. These ethical considerations must be met for the conversation
around the journal content [3]. Another method of journaling that is more craft-based is
Bullet Journaling which appeals to journal writers, who appreciate an open-ended and
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organic way of using materials and having the freedom to express themselves and their
information in a personalized manner [19].

In HCI and Interaction Design, journaling has been explored in different areas and
applications. For instance,MEMEory is amobile journaling application that usesmemes
as a medium for reflecting [17], and Eat4Thought is a food journaling application to
identify eating behaviors [20]. Another study used blogging as a computer-mediated
journaling tool in a classroom environment to encourage discussions and reflections
[18]. Finally, Robota is a CA to support self-learning in a work environment through
written and voice interaction [8].

2.2 Human-AI Interaction

AI as a designmaterial supports interaction designers to shape experiences and function-
alities of computing artifacts, such as prediction, adaptivity, and agency [11, 14]. Among
them, designing with adaptivity is about considering how the system adapts and changes
and how it functions over time according to specific and different user needs [14, 21].
An adaptive system like AI needs to store information and remember the user’s previous
interactions to support the user in making connections between the data collected over
time [14].

Human-AI interaction can be designed in different ways where the user and the sys-
tem can be assigned different levels of the agency [7]. Intermittent human-AI interaction
is a turn-taking paradigm of interaction where the user retains all of the agency and initi-
ates interaction, while continuous human-AI interaction is a paradigm where the agency
is divided between human and system, where the system listens to an uninterrupted flow
of input from the user and responds throughout the interaction [22]. Proactive human-
AI interaction is where the system has the most agency and is allowed to initiate and
complete tasks independently [22]. Each paradigm of human-AI interaction has differ-
ent complexity and use cases that designers can explore in their design process [22].
Accordingly, the HCI and design community have developed several design principles
for human-AI interaction for different domains, such as Amershi et al. [7]‘s Guidelines
for Human-AI Interaction, Kulesza et al. [23]‘s Principles of Explanatory Debugging to
Personalize Interactive Machine Learning, Cronholm & Göbel [24]‘s Design Principles
for Human-Centred AI and Design Principles for Interactive and Reflective Journaling
with Conversational Agent [25].

2.3 Conversation as Interaction Modality

Conversation can be defined as a cascade of behaviors and cues unfolding between two
speakers responding to each other [5] and is considered as one of the oldest interfaces
[26]. Conversation is collaborative in principle [5] and goal-oriented [26]. Similarly, a
dialogue is a back-and-forth conversation between two entities and includes characteris-
tics such as turn-taking, overlap, interruption, cues, and repair [5]. In a design situation,
such as human-CA interaction design, where language and conversation are the primary
modes of human-computer interaction, words can be considered one of the design mate-
rials as they are building blocks for the user experience and a fundamental part of the
interaction design as a whole [26].
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Human history has had different conversational cultures that evolved over time:
oral culture, literate culture, and secondary orality [26]. Oral culture was temporal and
context-specific, where the knowledge andmeaning existed as long as it was attractive to
the individuals who remembered and repeated it; literate culture, thanks to writing, was
portable, replicable, and fostered reflection and creating knowledge; secondary orality
made possible by technology andmadewriting immediate, group-minded, collaborative,
conversational, and intertextual [26].

In conversational design, the design starts with an interaction or dialogue [26], and
words and language are the primary modalities to give input and receive responses;
the interaction is back-and-forth and mimics how a human would interact with another
human [5]–that is, the system is endowed with humanlike behavior and qualities [9].
A conversational system, such as a Conversational Agent (CA), uses Language Models
and collaborates with the user and other artifacts to engage in conversations [6, 27].

Context creates meaning for conversations, and people interact with the context
based on what they hear and see and according to any previous experiences during the
conversation [5]. It is called longitudinal context when a computing system collects
information and builds documents from multiple conversations and sessions over time
[5]. Longitudinal context allows the CA to store the data from previous conversations
with the user and recall them when required, giving a personality to the CA and it
helps it to build an emotional connection with the user [5]. Artifact personality in a
conversational interface includes character traits, behaviors, choice of words, and tone
of voice and is a core part of the user experience [5]. Personality is also connected to
the user’s expectations, as a user decides how to interact with the artifact based on how
the personality of the artifact is described and perceived [26], during interactions [5, 10,
14].

In a conversational interface, often the information is not presented through a tra-
ditional GUI [28]. Hence users need to get familiar with the CA’s form of interaction
[5]– emphasizing the importance of first impressions and onboarding [5, 9, 26].Onboard-
ing occurs over multiple sessions and could be designed as a learning process for the
system [5]. The stakes are the highest in the initial interaction between the user and the
system [5, 26], and the goal of the first conversation is not to explain every potential
interaction but rather to encourage the user to engage in the interaction and to learn more
about it over time progressively [5]–which is also known as progressive disclosure [26].

3 Methodology

In this work, we used an explorative and qualitative Research through Design approach,
which employs a diversity ofmethods and tools, such as sketching for ideation purposes–
against a standardized and controlled process–for its generative purposes [29].

The authors have previously conducted literature and qualitative user studies on inter-
active journaling experiences with CA [25, 30]. Based on the previous study, we defined
and revised a set of design principles for designing interactive and reflective journaling
experiences [25, 30]. The results presented an opportunity to explore CAs specifically for
an interactive and reflective journaling experience. Additionally, previous research sug-
gests that interaction designers needmethodological knowledge andmaterial skills about
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designing with conversations, words, language [5, 31], and AI [7, 14] and that there is a
need for additional research when it comes to using CA technology specifically [6, 7].

In this work, we were interested in prototyping a reflective and interactive jour-
naling experience based on our previously developed design principles (Table 1) [25].
We started the process with a creative exploration of this space. We reviewed existing
research on the topic, experimented with different journaling methods, and interviewed
experienced journalers. The participants recruited for this study were graduate students
in the Interaction Design program at Malmö University, in their twenties and thirties,
experienced journalers, and interested in technology. Five out of six participants iden-
tified themselves as women, and the one identified themself as a man. Additionally,
the participants had different nationalities and different approaches to journaling. Five
30-min semi-structured interviews were conducted and recorded with permission [30].

The results of this explorationwere coded using affinity diagramming to find patterns
and insights in the data. The design principles were used to frame the design require-
ments and user needs of the study’s design space and for ideation. The ideation process
explored different methods used for designing with words and language as design mate-
rial, including designing the personality, agent behavior and sentiment, and dialogue,
to mention a few. The ideation process converged in a final prototype of an interactive
journaling experience with a conversational agent, which was tested using the method
of Wizard of Oz with three participants, all of whom previously participated in the study
(Fig. 1) [30].

Fig. 1. An overview of the methodological steps and design process.

Table 1. Revised version of design principles for interactive and reflective journaling with
conversational agent

Design principles User needs Artifact requirements

01. The system acts
as a confidant

The journaler needs to have the
opportunity to build synergy with
the system

The artifact’s features and
interactions need to be
intentionally designed to be a
judgment-free and perceived as a
patient listener
The personality of an interactive
artifact needs to be carefully
crafted to support this relationship,
without anthropomorphizing and
creating deceitful character

02. The system
expresses a
personality

The journaler attributes a
personality to the artifacts and
builds a close relationship with
them. The relationship sets
expectations and impacts synergy

(continued)
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Table 1. (continued)

Design principles User needs Artifact requirements

03. The system
supports personal
expressions and
aesthetics

The journaler needs to be able to
express their personal feelings
and thoughts and to have the
freedom to use various materials
and tools

The user should be allowed to
express themselves personally,
e.g., through writing and speaking
to CA. In addition to this, the
system features need to support
users in different journaling goals,
depths of reflection, and modes of
interaction

04. The system
prompts deeper
reflection

The journaler needs
encouragement and guidance for
deeper reflection. e.g., through
prompts or questions

The system needs to support
reflection through providing e.g.,
prompts, questions, or a reflective
dialogue–part of the paradigm of
intermittent human-AI interaction
[22]

05. The system
augments human
memory

The journaler needs to remember
the previous events, thoughts and
feelings written about in their
journal. That supports user in
recognizing patterns, reflections,
and personal growth

The system needs to collect data to
support memory augmentation,
pattern recognition, and continual
adaptive use over time, using
ethical and explicit data collection:
e.g., recognizing written and voice
input from the user, categorization
of journal entries, applying the
paradigm of intermittent human-AI
interaction [22]
The system needs to be able to
adapt to the user’s needs and
context. The system needs to be
designed for longitudinal context
and be able to collect data from
multiple sessions over an extended
period of time

06. The system
updates and adapts

The jounaler’s needs, goals and
expectations change over time
and in different contexts. The
journaler needs a flexible
journaling experience and
practice

07. The system
encourages social
interactions for
reflection

The journaler needs social
interaction to externalize
thoughts and to seek second
opinions and perspectives
The user needs to share their
experiences and knowledge with
others to get alternative
perspectives

The system needs to provide a
platform for co-writing and sharing
journal entries. It needs to provide
features such as question and
answer, space for comments or
drawings on individual journal
entries

(continued)
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Table 1. (continued)

Design principles User needs Artifact requirements

08. The system
participates just
enough

The journaler’s consider the
moment of writing as sacred and
as a meditative state that should
not be disturbed

The system can act proactively and
collect data, but explicit
interactions with the user need to
be done intermittently, waiting for
its turn (when the user finished
journaling or needs the system to
interact with)

09. The system
explains and is
transparent

The journaler needs to know
about the systems’
functionalities, data collection
methods, its activities in the
background

The system needs to explain what
it can and cannot do. This is
especially important in forming a
better relationship with the user
The system needs to slowly
onboard the user using progressive
disclosure. During the onboarding
process, the previously mentioned
principles are relevant to bring up
as information

10. The system
onboards slowly

The user needs to get to know the
system slowly and the first
impression of a system is
essential in making a more
sustainable relationship

11. The system lets
the user manage and
control the data and
use

The journaler needs to be able to
leave the system anytime. They
need to have control over data
usage and be able to manage it

The system must provide the user
with opportunities to stop data
collection at any moment and to be
able to delete journal entries as
they require

4 Designing Conversational Interactions

Following our explorative and qualitative Research through Design approach [29], we
started with an ideation and sketching process. Sketching [32] was executed in two
rounds; the first round was a regular brainstorming activity with pen and paper to exter-
nalize the ideas and resulted in 24 different sketches on the topic of interactive journaling
with CA. The themes that emerged were diverse, ranging from the usage of specific
technologies or tools to the type of conversation, data to collect, etc. (Fig. 2).

Fig. 2. A selection of sketches

For the second round of ideation, the first author of this paper designed an ideation
activity to challenge the comfort zone of divergent thinking [29]. The activity was named
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The Interaction Design Wheel(s) of Fortune and included seven wheels based on dif-
ferent frameworks and concepts from our literature review [30] (Appendix B). These
were: (1) Interaction Attributes [33], (2) Interaction Perspectives [34], (3) Interaction
Gestalt [35], (4) Interaction Perspectives [36], (5) Conversational Cultures [26], (6) Lev-
els of Reflection [37], and (7) Paradigms of Human-AI Interaction [22]. These different
concepts were added into a tool for randomizing decisions called Wheel Decide [38],
and the goal was to combine unexpected and novel elements from the different wheels
to invite designers to ideate around unexpected and creative combinations. Each wheel
was spun once, resulting in a list of seven elements for the sketch or idea to appropriate.
For example, sketch number 25 used: fast, tool, continuity, control, secondary orality,
dialogic reflection, and continuous human-AI interaction. The method is reminiscent of
Cut-up, a Dadaist creativity method, where artists cut up and rearrange material to form
new and unexpected creations [39]. This second round resulted in 15 sketches, each with
its unique set of elements (Appendix C), which allowed the participants to reflect on and
describe different shapes the interaction could take and how the users might experience
them.

Some combinations worked better than others (e.g., combination 34, Fig. 3). The
interaction attribute approximate is described as a more profound analysis and allows
room for variation, competence in new ideas, and exploration–which is essential for
journaling. For instance, the interaction perspective of dialogue partner and dialogic
reflection are appropriate as we designed an artifact to facilitate a conversation between
the user and AI. The interaction gestalt attribute speed is related to the speed of the
user’s action and the system’s response. Finally, intermittent human-AI interaction is
closely related to the nature of conversation as it is based on turn-taking.

Fig. 3. Combinations 34 and 37.

Some other combinations did not work very well (e.g., combination 37, Fig. 3). The
incidental interaction attribute is about having a low level of challenge, without room to
experience competence or improvement, which are clearly experiences we do not want
to design for reflective journaling. The exploration of various sketches and combinations
of elements allowed us to explore what elements of interaction were more suitable based
on the design principles (Table 1). This creative exploration supported prototyping the
CA’s personality, conversational prompts, functionality, and how the interaction would
play out.
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4.1 Prototyping CA’S Personality and Conversations

The design of conversational interfaces often requires a consideration of personality
design, prompt design, intent definition, and pathway documentation [5]. We applied
Deibel and Evanhoe’s framework [5] for designing the CA’s personality, which includes
six elements: interaction goals, level of personification, power dynamics, character traits,
tone, and key behaviors.

For designing a personality for an interactive artifact for journaling, we used the
design principles (Table 1) [25, 30]. Designing these six elements of the agent’s person-
ality was the foundation for the interactive experience and conversation. For instance,
concerning key behaviors included defining specific behavior and prompts for specific
situations: in a situationwhere theCAmakes amistake in responding to a user’s question,
it asks for clarification of the task requested and an example of a prompt in that situa-
tion can be “I am sorry, I didn’t understand that. Do you mind clarifying or repeating?”
(Appendix A).

With the agent’s personality in place, sample scripts and audio mockups (Table 2)
were designed for prototyping the conversation. The sample script was written and iter-
ated upon multiple times in a text document, while the audio mockups were created
using AI-powered text-to-speech software Descript. Listening to the scripts in a con-
versation between two AI-generated voices allowed for improvements and iterations of
the prototype conversation––iterating, for example, tonality, different vocalizations, and
choice of the agent’s voice, which are all essential features of the personality [30]. This
iterative conversation design process allowed for a more authentic experience during the
Wizard of Oz experiment.

4.2 Testing Journaling Experiences with CA

Talkus AI-relius [30] is the research prototype, representing an example of a possible
design configuration for an interactive and reflective journaling system with CA follow-
ing the set of design principles (Table 1) and an exploratory Research through Design
approach [29]. The research prototype (“look and feel” [40] or the “experience proto-
type” [41]) consists of two connected objects: (1) a journaling application on a tablet
with a smart pen and (2) a Bluetooth speaker, which simulates a CA speaker through
audio mockups (Fig. 4). We used 18 pre-recorded prompts to test the prototype based
on the audio mockups and the key behaviors (Appendix A). Additionally, a few extra
prompts were added based on the assumption that the person testing the prototype would
improvise, challenge the agent’s capabilities, or request something unexpected–which
was encouraged.

The research prototype embodies our design principles, such as supporting reflection,
e.g., requesting a reflective prompt and supporting personal expression and aesthetics
by diverse input modalities–written and voice [30]. We tested the prototype through a
Wizard of OZ method called Pay no attention to the man behind the curtain, where
participants are aware of the presence of the person who controls the interactions [14].
Wizard of Oz is a suitable method for testing AI-infused conversational interfaces [5, 14,
26] as it allows designers to simulate the behavior of the interactive artifact by having the
designer perform the tasks of the system [26]. Furthermore, it removes the limitations of
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Table 2. Selection of sample script.

Speaker Dialogue

Agent Hello there, my name is Ethan, and I am your journaling companion. What’s your
name?

User Max

Agent Nice to meet you, Max. Today is the 9th of May 2022. Would you like to journal
today?

User Yes, I would like to journal today

Agent Ok, great. You can journal in two different ways, the first way is by using the pen to
write in the journal, and the second is to speak to me using your voice. Are you ready
to start our first journaling session together?

User Yes

Agent Alright. One last thing. When you are done, put the pen back on the journal, and I
will know that it is time to conclude our journaling session for today

*Journaling period, undisturbed*

Agent I noticed that you have stopped journaling. Are you done for today?

User I am done

Agent Great job today, I will save your journal entry in your journal. I hope I will see you
tomorrow for our next session of journaling

technological constraints [5, 26], and it makes it possible to test the core interaction of
the prototype [26] and the intended behavior and prompts [5], which makes it suitable
for this study’s goals. Although suitable for this study, the Wizard of Oz method also
has limitations.

First, human performance compared to machine performance [14, 42]–the designer
simulating the artifact’s behavior is limited to the number of triggers and responses they
can control [42]. Second, the human simulating the artifact’s behavior needs to stay
consistent with the interaction protocols–avoiding improvised responses or interactions
that are not part of the artifact experience [14].

Three testing sessions were conducted with participants who are avid journal writers.
Each testing session lasted 30 min and consisted of three primaries and four optional
tasks. The primary tasks were: (1) to journal using both pen and voice; (2) to dig deeper
into personal experiences and to personalize the journal entry; and (3) to ask for a reflec-
tive prompt from CA. The optional (and encouraged) tasks were: (1) to ask something
unrelated or irrelevant; (2) to ask something difficult that the AI supposedly cannot
answer; (3) to ask a personal question, and (4) to ask CA what is in their mind. The
wizard controlled the prototype, wrote notes during the test, and observed the interac-
tions. The tests were followed up with short semi-structured interviews where we asked
participants about their experiences.
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Fig. 4. Components for Wizard of Oz test for the look and feel (experience) prototype.

5 Results

In this section we report the results of designing and testing of the interactive journaling
experience with CA. We report the findings in two sections by reflecting on the different
qualities of journaling experiences with CA that emerged from our study and those that
confirm the previous studies, (1) interactive and reflective journaling with AI and (2)
conversational and collaborative journaling with AI.

5.1 Interactive and Reflective Journaling with AI

There is an intriguing tension in supporting journaling with an interactive artifact. On the
one hand, Conversational Agents (CA) are considered non-judgmental, while people are
still learning to trust these non-judgmental technologies [5]; on the other hand, journalers
experience fear of being judged when it comes to someone else reading their individual
journal as it is also affirmed byHubbs andBrand [3].We observed during the test that two
participants (P2 and P3) expressed their view of the CA as a non-judgmental confidant
whom they feel to talk with openly about feelings and experiences. Additionally, the
prototype created a sense of safety and freedom from the feeling of being judged and
participants felt directly in control of their actions and expression during the interactive
journaling. Further, P2 claimed that theywould never have a conversationwith the journal
notebook but would do that with Talkus AI-relius, which implies how the interactivity
of CAwould create a perception of it being present and alive. One of the challenges with



Interactive Journaling with AI 161

reflective thinking is to act on the reflection [43], and we observed Talkus AI-relius to
be seen as a confidant in this way as P2 asked Talkus AI-relius for advice on how to act
on their personal reflections. The user and the system began to build a relationship that
participants appreciated. P2 mentioned during the test that they felt that the interaction
with CA, compared to a journal notebook, was more engaging and light-hearted when
processing negative emotions. P2 also noted that it might result from the experience’s
novelty arising from trying the prototype for the first time.

There is a need for further exploringhow interactive technology can support reflection
[2, 44–46], and one way we observed our prototype to do this was through reflective
prompts. All the participants appreciated the reflective prompts from Talkus AI-relius
and asked for multiple extra reflective prompts to support their journaling. The value of
these reflective promptswas that their contentswere unexpected or not necessarily a topic
the participants would have thought of themselves. These unexpected inputs enriched
their reflective experiences by opening for thoughts and ideas they otherwise would not
have. One participant (P3) expressed that it is easier to predict what a person they know
would say in a particular situation than what Talkus AI-relius would. Although useful,
the reflective prompts needed to be repeated for the participants to be able to process
them and break them down for their reflection. Using reflective prompts to create a
conversation between the user and CAs fosters a dialogic reflection where the user can
construct knowledge and enhance meaning from the content [4]. Additionally, making
journalingmore collaborative gives the journaler a chance to get feedback and to practice
critical thinking [3].

Power dynamics is another layer added to the non-judgmental relationship between
the user andCAs–a key element provided byDeibel andEvanhoe’s framework [5], which
we explored. The most common approaches to designing dialogues are prescriptive and
persuasive–dialogues that tell users what to do rather than guiding them to explore and
reflect on themselves [2]. Our prototype did not persuade the participants to achieve any
specific level of reflection; instead, the participants, as P3 put it, felt free to pursue their
personal expressions and visual aesthetics and that they felt free to ask for the agent’s
prompts to dive deeper into their reflective thinking.

Interaction with a CA is typically seen as a support to mediate other actions [9].
Our prototype was designed for intermittent human-AI interaction where the user is
in control, and the artifact only participated when spoken to [22]. We observed during
the test that participants appreciated being in control of the conversation but would
have also enjoyed giving more agency to Talkus AI-relius. For instance, it could have
given more agency in helping with reflective prompts or even initiating the journaling
activity by nudging the user to support journaling consistency. With Talkus AI-relius
the interaction is mainly turn-based (intermittent) as the primary interaction is through
the user’s journaling activity and then supporting and answering the questions by Talkus
AI-relius. Some results suggest that even if the writing moment is sacred and not to be
disturbed, more continuous human-AI interaction benefits the journaling experience. In
this case, Talkus AI-relius can suggest or remind the participant of previous journaling
entries on similar topics, e.g., as the writing occurs. These results suggest that the user
appreciates being in control in the context of reflective journaling with a CA but is open
to be surprised and to more prescriptive interactions, as mentioned by Kocielnik et al.
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[2] or continuous and proactive human-AI interaction as described by van Berkel et al.
[22]. Further, different types of human-AI interactions affected the user’s expectations
of the conversation. P1 expressed uncertainty about what was expected of them in the
conversation with the CA and was unsure if it was rude only to write down their thoughts
and not have a conversation with Talkus AI-relius–they almost felt a moral obligation to
keep a conversation going and talk about everything they wrote.

Interaction design is increasingly about forms of interaction beyond visual and tactile
perception [44], and designers need to learn how to design interactions where human
language is the primary way of exchanging information [5]. An example of this that we
observed during the test was how to communicate written and spoken input modalities
intuitively. We observed that the combination of written and spoken input was beneficial
for achieving the design purpose, but it needs further exploration with users. Differ-
ent reflective questions may be differently suited for different modalities [8], which we
observed to be true in using reflective prompts in our prototype.We particularly observed
a design challenge regarding input modality when a participant struggled with remem-
bering and understanding the meaning of the reflective prompt only by listening to it.
The use and combination of written and spoken modalities must be adapted and iterated
repeatedly.

Additionally, the user’s preference in the context of interactive journaling may affect
the combination or use of interaction modalities. One test participant (P2) mentioned
that they wanted to write down their thoughts first to have something ready to say to
TalkusAI-relius. The observation opens up another layer of the discussion regarding how
to approach and design for the different paradigms of human-AI interaction suggested
by van Berkel [22]. Finally, another participant (P1) argued that the combination of
written and verbal input would work if they could have the conversation with the agent
transcribed.

The design encouraged the participants to engage in social interaction for reflection,
for instance, through feedback, comments, and additional perspectives from Talkus AI-
relius. We further observed that participants would ask Talkus AI-relius for reflective
prompts to help them when they got stuck: it was a comfort to have the agent as a
confidant to ask every time I got stuck to ask for help (P3). The design was able to
onboard the user slowly, which supported building the relationshipwith TalkusAI-relius.
We observed during the tests that even though the prototype onboarded the user slowly,
the participants wanted to explore the agent’s capacity and limits further. Furthermore,
one participant (P1) expressed that theywanted to discover all options and choose among
the available ones.

5.2 Conversational and Collaborative Journaling with AI

Two challenges were experienced when conducting the Wizard of Oz method with the
conversational prototype. The first one was related to simulating the speed of the interac-
tion–the human wizard could not match the performance of a functioning conversational
agent. Simulating the behavior of a CA using Wizard of Oz is challenging [14, 42]. For
example, the challenge became obvious when unexpected requests from the user were
asked to the agent, which was not part of the pre-recorded prompts–resulting in the
wizard having to think on the spot which pre-recorded prompt was the most suitable for
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the situation. The second challenge regards consistency with predetermined interaction
protocols and prototype functionality during the test [14].

Throughout the test, participants asked questions or made requests that the prototype
was not designed to handle. Therefore, the default response from the wizard had to be
using the pre-recorded prompt of the agent “apologizing” for not being able to perform
the action. Having to default to the apology prompt multiple times throughout the test
felt uncomfortable and humorous but doing so was nonetheless critical for the test’s
success. Avoiding improvised responses on the spot is essential during a Wizard of Oz
test [14]. Wizard of Oz is a suitable method for testing prototypes implementing AI
[14] and conversational design [5, 26], and despite the uncomfortable and humorous
moments, our Wizard of Oz test proved to be both fun and insightful.

6 Limitations

Our findings offer contributions towards aiding design researchers in using conversa-
tional technologies for designing interactive journaling experiences.

However, it comes with its own limitations. This study involved a small group of
participants for the initial interviews and prototype tests and was conducted within a
ten-week timeframe. Due to the relatively small size of the sample, the result may
not be representative of a larger society. Further the design of interactions was mainly
limited to the verbal interactions. We believe this study can be expanded to include
other interaction modalities such as the tangible, embodied and sound interactions. To
strengthen the empirical results, we invite further user research with a bigger and more
diverse group of participants.

7 Concluding Discussions

Wepresented part of a larger project about designing interactive and reflective journaling
experiences with AI and specifically with Conversational Agents. We presented the
design process, a prototype (Talkus AI-relius) and the results of testing sessions.

Our findings offer insights regarding different four qualities of journaling experiences
with CA, the interactive, reflective, conversational, and collaborative qualities. Although
some of themmight be seen as universal qualities of a successful human-CA interaction,
the assemblage of all these qualities ensures a compelling journaling experience. This
finding can help the design of journaling experience in variety of contexts, such as
education, mindfulness, mental health and food journaling, among others. This finding
has also triggered our interest regarding the quality of design materials in the context of
human-CA interactions. The possibility of using words and verbal language as primary
design materials, while designing for aforementioned qualities (interactive, reflective,
conversational, and collaborative), is the main focus of this discussion section.
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First, we reflected on our roles and approaches as interaction designers and
researchers in designing human-CA interactions and experiences. The main challenge
here is that as the interface is primarily built with words rather than traditional UI ele-
ments and visuals, hence instead of designing visual interfaces, a conversational interface
requires ideation, prototyping, and testing of user interfaces with words, language, and
conversations as design materials. Therefore, to return to Schön’s famous concept, inter-
action designers would require to engage with words and dialogues and to have reflective
conversations with them as the materials of situation [45, 46]. That reflective practice
support building suitable and meaningful interactions and experiences.

Second, interaction designers typically explore graphical elements and visual com-
munication of UI; similarly, the CA interaction designers need to explore and iterate on
the choice ofwords, intent, utterances, and nuances to shape dialogues and conversations.
The practice of choosing the right words, making dialogue, and creating conversations
require a designer to both write down and listen to the choice of words and language.
This practice supports interaction designers in simulating the conversation and imagining
how that might play out in the real world. We anticipate that this designerly iterative and
reflective process of engaging with words as design material can contribute to designing
better and more transparent and just CA systems by detecting biases in language from
the beginning and in a new way.

Third, we had another insight from this study on how the user interface affordances
are situated in the context of interacting with CA. It is commonly recommended to
design graphical user interfaces (GUI) in a way that affords only one principal way to
take action for a specific purpose, for instance, using consistency as a design principle
[10, 48–50]. However, designing the interaction with CA requires an understanding that
people might use words and conversation in many different ways, and there are multiple
ways to say something and utter an intent. In a sense, there are infinite ways a user can
approach the interaction with the CA.While, designing infinite ways to interact with the
CA is not realistically possible, interaction designers need to be aware of and collect the
most common and appropriate words and language uttered or used in a conversation in
a specific context, for example, in interactive journaling.

Forth, regarding the design methods, we found that sketching the conversational
agent’s personality and expressionswithwordswas a suitable approach to imagining how
the interaction would play out and how the humans related to the CA. Using words when
sketching conversational interfaces was beneficial because the goal was to describe the
conversation and the qualities of interactions between humans and the CA. As a result,
sketches became less about visual imagery and more about written descriptions and
verbalmeanings (Figs. 1 and2). To sketch-out the human-CA interaction and relationship
through words, nonetheless, allowed the idea to be externalized, visualized, iterated, and
improved.

In addition to words, it is beneficial for interaction designers to learn how to design
with thematerial qualities ofAI in general, such as prediction, adaptivity, and agency, in a
conversational interface. These qualities impact the interaction and relationship between
the user and the agent, e.g., the agency directly affects the power dynamics of the human-
CA relationship as it determines the personality, amount of participation, and initiative.
Hence the real design challenge here is to shape interactions with conversational agents
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through a reflective conversation [47] with a multiplicity of materialities of the situation:
words, language, and dialogues as primary materials and predictability, adaptivity, and
agency as secondary materials.

Acknowledgments. We would like to show appreciation for the people who participated in the
user studies.

Appendix

Appendix A. Examples of CA’S Key Behaviors and Prompts

The situation CA’s behavior CA’s prompt

Meeting someone for the first
time

Greet the user, introduce
themselves, and explain a
short version of what can be
expected

“Hello there, my name is
Talkus AI-relius, and I am
your journaling companion.
What’s your name?”

Talking with someone
familiar

Greet by name and express
happiness about seeing them
again

“Welcome back [name], it is
good to see you again. Today
it’s 10th of May 2022. Would
you like to journal?”

Asked to help with something
it can do

Proceed to explain to the user
if needed

“Ok, great. You can journal in
two different ways, the first
way is by using the pen to
write in the journal, and the
second way is to speak to me
using your voice. Are you
ready to start our first
journaling session together?”

Asked to help with something
it can’t do

Apologize and inform them
that it can’t do it and suggest
an alternative

“I apologize, this is not an
action I can perform. Do you
want me to suggest an
alternative action?”

Interrupted Stop what it is doing, wait,
and listen to what the user is
saying and act on suggested
new task

“…do you want me to do
[name of task recognized
from user interaction]?”

Mistaken Apologize and ask for
clarification or repetition

“I am sorry, I didn’t
understand that. Do you mind
clarifying or repeating?”

(continued)
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(continued)
The situation CA’s behavior CA’s prompt

Correcting someone Ask the user if they meant “x” “Do you mean [correction]?”

Asked a question it couldn’t
answer

Apologize and inform the user
that it is a question it can’t
answer

“I am sorry, I don’t have
answers to that question.”

Asked a personal question Explain that it itself doesn’t
have an opinion but that it
could bring in an outside
perspective if the user wants

“I don’t have personal
opinions. I am here to help
you process your opinions,
thoughts, and emptions. But if
you want, I can bring in an
outside perspective.”

Asked an inappropriate
question

Explain that this is not
something it will discuss but
encourages the user to explore
their thoughts, feelings, and
point of view

“I don’t discuss these kinds of
topics, but I encourage you to
explore your thoughts,
feelings, and point of view in
your journal.”

Appendix B. The Interaction Design Wheel(s) of Fortune
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Appendix C: Combinations of Elements of Interaction

Sketch No. Combination of elements

24 Fast, tool, continuity, control, secondary orality, R2 dialogic reflection,
continuous human-ai interaction

25 Fluent, media, movement, tool use, oral culture, R3 transformative reflection,
continuous human-ai interaction

26 Targeted, dialogue partner, state, embodiment, literate culture, R0 descriptive
reflection, proactive human-ai interaction

27 Uniform, aesthetic experience, pace, experience, secondary orality, R1
reflective description, proactive human-ai interaction

28 Constant, tool, connectivity, embodiment, oral culture, R0 description,
proactive human-ai interaction

29 Approximate, dialogue partner, movement, control, secondary orality, R4
critical reflection, intermittent human-ai interaction

30 Powerful, aesthetic experience, pace, control, literate culture, R2 reflective
description (forgot to include human-ai interaction)

31 Slow, aesthetic experience, proximity, transmission, literate culture, R0
description, proactive human-ai interaction

32 Instant, aesthetic experience, continuity, optimal behavior, oral culture, R1.
Reflective description, proactive human-ai interaction

33 Approximate, dialogue partner, speed, control, secondary orality, R2 dialogic
reflection, intermittent human-ai interaction

34 Inconstant, system, movement, optimal behavior, literate culture, R0
description, intermittent human-ai interaction

35 Precise, system, connectivity, optimal behavior, oral culture, R2. Dialogic
reflection, proactive human-ai interaction

36 Incidental, system, state, control, oral culture, R2 dialogic reflection,
intermittent human-ai interaction

37 Gentle, media, time-depth, embodiment, literate culture, R4 critical reflection,
proactive human-ai interaction

38 Delayed, media, directness, optimal behavior, literate culture, R0 description,
continuous human-ai interaction

39 Fast, tool, continuity, control, secondary orality, R2 dialogic reflection,
continuous human-ai interaction
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Abstract. In conversation genres like instruction, clarification questions
asked by a user may either relate to the task at hand or to common-sense
knowledge about the task domain, whereas most conversational agents
focus on only one of these types. To learn more about the best approach
and feasibility of integrating both types of questions, we experimented
with different approaches for modelling and distinguishing between task-
specific and common sense questions in the context of a cooking assis-
tant. We subsequently integrated the best ones in a conversational agent,
which we tested in a study with six users cooking a recipe. Even though
the three elements functioned well on their own and all participants com-
pleted the recipe, question-answering accuracy was relatively low (66%).
We conclude with a discussion of the aspects that need to be improved
upon to cope with the diverse information need in task-based conversa-
tional agents.

Keywords: Clarification · Cooking assistant · Natural language
processing · User study

1 Introduction

Today’s task-based conversational agents have been mainly built to generate
responses to direct knowledge questions, where the context is represented by the
relevant knowledge underlying these questions and is leveraged to determine the
user goal, perform slot-filling and answer follow-up questions [25,27]. Typical
examples of such task-domains are restaurant reservations and service agents. In
contrast, in conversational genres like instruction-giving, information requests
are typically related to the task at hand, where both the task-related concepts
and status are of importance for a proper interpretation of the request. An agent
giving directions in a virtual environment, for example, would need to consider
the current location and view of the user, as well as types and features of objects
along with their spatial relation [13].

In this paper we study the challenges of modelling information seeking dia-
logue as part of cooking instruction, a genre where both common-sense knowl-
edge and task-related knowledge are required by the agent to best assist the
user in its endeavour. In order to handle the diverse questions that may be
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Følstad et al. (Eds.): CONVERSATIONS 2022, LNCS 13815, pp. 171–189, 2023.
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asked during cooking instruction dialogue, the agent would need to incorporate
a vast body of recipe-related and cooking-related knowledge, recognise which of
the two needs to be drawn upon when faced with an information request, and
know whether a proper answer to the question is available. Such an application
hence comes at a larger risk of confusing a request with a different one and giving
the wrong response to a question, which is why most task-based conversational
agents limit the scope of requests that can be addressed to only task-related
questions (e.g.: [12,23]) or only questions about general domains (e.g.: [25]).

The studies that did apply conversational agents with both task-specific
knowledge and domain-specific knowledge did not obtain insight into the qual-
ity of responses to clarification questions when such a system converses with a
user. [29] created a dataset consisting of cooking recipes and annotated cooking
instruction dialogue grounded in these documents, and limit evaluation to per-
formance on this dataset. Participants in the recent Alexa Taskbot challenge [1]
who integrate a diverse set of knowledge sources, like Howdy Y’all [2], Grillbot
[14] and Miutsu [20], only focused on user satisfaction in their evaluation. In
contrast, in our study we propose detailed heuristics to draw upon a particu-
lar information source during conversation, and conduct a user study where we
evaluate the conversations on the answer accuracy and can pinpoint the nature
of the mistakes that are made. We address the following research questions:

RQ1) How can a task-based conversational agent distinguish task-
specific from general domain questions?

1. We deployed and evaluated a set of approaches to model general domain
knowledge and task-specific knowledge in the cooking domain, divided into:
(a) Cooking-related question answering based on question-answer pairs in a

community question answering platform
(b) Extracting knowledge from cooking recipes based on heuristics and seg-

menting the recipe procedure into conversational steps
(c) Classifying given questions into task-related or common sense

2. We integrated the approaches in a conversational agent, and formulate a set
of heuristics to enable the agent to draw upon the right knowledge module
during the conversation

RQ2) To what extent can a task-based conversational agent distin-
guish task-specific from general domain questions in a real-world set-
ting?

To answer this question, we evaluated the conversational agent through a
user study where the users are actually cooking when talking with the agent. All
conversations were specifically analyzed for the performance of the agent when
addressing user questions.

2 Related Work

2.1 Modelling Knowledge for Conversational Agents

Disclosure of the right knowledge at the right time is a key aspect to the success
of many task-based conversational agents, where the nature of the task defines
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the requirement of its knowledge-based capabilities. For tasks that are targeted
at fulfilling a request (e.g.: transfers in a banking context, or booking a restau-
rant), the most common approach is to train a model on dialogues that are
annotated for a pre-defined set of slots and values [25]. Another common task
is conversational search, where the right answer to a user’s query is coordinated
with the user through conversation. Since such agents need to accommodate a
wide range of questions, large datasets are typically used [33], and retrieved based
on question-question similarity (i.e., example-based) [32]. For tasks that require
the user or agent to perform a sequence of steps, like navigation [13], document
inquiry [12] or cooking [23,29], the agent needs to have a thorough understanding
of the important concepts and their relation in separate documents. Enabling
this required knowledge may be approached as a reading comprehension task
[6], or by transforming documents into a dedicated meaning representation for
the task at hand [7,21]. In our approach, we adopt an example-based approach
to model general domain knowledge, and parse recipes for a particular set of
information units to accommodate task-based knowledge.

2.2 Distinguishing Between Different Knowledge Sources

The main challenge for conversational systems that need to accommodate a
wide range of questions, is the large search space that increases the chance for
confusing a posed question with a similar one. A common approach to tackle this
is to deploy a module to first classify a question by its domain [2] or type [31]. A
different approach is taken by [28,29], who limited the commonsense-knowledge
in their cooking agent to a set of predefined topics (e.g., replacing ingredients,
use of cooking utensils, etc.) by creating databases with background information
for each topic, and deployed a set of rules and custom actions to select the
right knowledge source to address a question. We adopt both question type
classification and a set of heuristics to query the right knowledge-module (task-
specific or common sense) in our system. In contrast to [29], the commonsense
database that we make use of covers a broader range of questions in the cooking
domain. In addition, we conduct a user study where we zoom in on the quality
of question answering, which has not been done in the studies cited above.

3 Increasing the Coverage of Clarification Responses

We distinguish two broad types of clarification questions that may be asked dur-
ing cooking recipe instruction: commonsense questions and task-specific ques-
tions. For both types we set out to ensure a broad coverage in a data-driven
way, and additionally studied how well the two can be distinguished to reduce
the chance for confusion during conversation. In the following, for each of these
three sub tasks we will describe experimentation to inquire into the best per-
forming method. We focus our study on the Dutch language sphere, but the
methods we apply are mostly applicable to other languages as well.
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3.1 Commonsense Question Answering

The common-sense question-answering task is formulated as finding the best
answer to a general user question in the cooking domain from a large database with
QA-pairs. We experimented with two approaches to model question similarity.

Approach 1) Word2vec. The first algorithm aimed to find the sentence(s) from a
database with the largest similarity to the user’s query using a word2vec model
[22]. For this, SpaCy’s [16] Dutch pipeline nl core news lg was implemented,1.
For each sentence in the database, using word2vec, separate token embeddings
were computed, which were averaged to obtain a sentence embedding. An incom-
ing user query was represented in the same way and compared to each query
in the database using cosine similarity, selecting the sentence with the highest
similarity as the best match.

Approach 2) Sentence-BERT. The second algorithm consisted of finding the
sentence(s) from the database with the smallest distance to the user’s query,
using the context-dependent sentence-BERT trained on Dutch data.2 BERT
(Bidirectional Encoder Representations from Transformers) has shown to allow
for state-of-the-art performance in a wide range of tasks [10]. Sentence-BERT
computes the embeddings for each sentence separately, and then compares them
using a similarity metric [26]. Each sentence was mapped to a vector space of
768 dimensions, using mean pooling of the context-dependent token embeddings
with an attention mask. The sentence embedding of the user query was compared
to the embedding of each query in the database using cosine distance, selecting
the sentence with the lowest distance as the best match.

Dataset and Pre-processing. We chose to make use of a general community ques-
tion answering (CQA) platform, which aligned with our purpose of common sense
cooking knowledge. We downloaded 10,000 questions from the Dutch Commu-
nity Question Answering platform goeievraag.nl3, categorised with the Food
and Drinks label. Each QA-pair consisted of a user query and the most pop-
ular, or first given, answer. We pre-processed the queries in the database by
applying a CNN-based part-of-speech tagger by means of SpaCy.4 Afterwards,
only (proper) nouns, verbs and adjectives were maintained, as they represent
the central information to most cooking-related questions. Stop words were also
removed,5 after which each query was vectorised by either of the two approaches.

Experimental Procedure. We performed a controlled experiment by manually
selecting seventy queries from the database and testing how well the two

1 https://spacy.io/model/nl#nl core news lg.
2 jegorkitskerkin/bert-base-dutch-cased-snli.
3 https://www.startpagina.nl/v/eten-drinken/.
4 https://spacy.io/api/tagger.
5 Using the following stopwordlist: https://github.com/explosion/spaCy/blob/

master/spacy/lang/nl/stop words.py.

https://spacy.io/model/nl#nl_core_news_lg
https://www.startpagina.nl/v/eten-drinken/
https://spacy.io/api/tagger
https://github.com/explosion/spaCy/blob/master/spacy/lang/nl/stop_words.py
https://github.com/explosion/spaCy/blob/master/spacy/lang/nl/stop_words.py
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Table 1. Proportion of correct answers per algorithm and ranking on retrieving the
right common-sense cooking-related question-answer pair.

Rank Algorithm

Word2vec sentence-BERT

1 0.47 0.66

2 0.09 (of 53% = 0.05) 0.24 (of 34% = 0.08)

3 0.06 (of 48% = 0.03) 0.20 (of 26% = 0.05)

Total 0.55 0.79

approaches perform in retrieving any of these queries when presented with a
differently worded version of it. We set the size of the database to 10,000. The
manual selection was done by one of the authors. So as to ensure a variety of
queries to evaluate on, the selected queries were evenly distributed across seven
question categories (see Appendix A for details).

To generate seed queries for each of the 70 selected queries, we used a com-
bination of two techniques: backtranslation [11,18] with deep-translator [3] and
paraphrasing [4] with the parrot [9] library. The augmenter aimed to produce
a maximum of 10 paraphrases, by collecting the input utterance and annota-
tions (intents, slots, slot types), and augmenting these [9]. To make sure that
the generated sentences covered the same meaning as the original query, but
differently phrased, one of the authors manually checked each generated sen-
tence and removed incorrect paraphrases. In the end, an average of almost four
sentences per original query remained (M = 3.97, SD = 1.91), for a total of 278.
Grammatically incorrect sentences were not removed, since end users could also
pose incorrectly formulated queries. The seed queries were pre-processed in the
same way as the queries in the database.

For the two approaches (Word2vec and Sentence-BERT) we tested how well
they could retrieve the right query from the database at different database sizes.
The approaches were presented with each of the 278 reformulated variants of the
queries. As evaluation, the average number of correct answers (i.e., belonging
to the exact original [non-paraphrased] query) was computed. To measure how
close an approach was, this number was computed for the correct answer at rank
1, 2 or 3. Significant effects were measured by performing an ANOVA with a
dichotomous dependent variable (correct/incorrect). The main effects as well as
the interaction between the independent variables ’database size’ and ’algorithm’
were assessed. This was done combining all three highest ranks: if the best match
was incorrect, the second best was also taken into account, if the second best
match was incorrect, the third best was also taken into account.

Results. The results per approach, database size and ranking are given in Table 1.
There was no significant interaction between database size and algorithm on
answer correctness (F (2) = 1.93, p = 0.15). A second ANOVA was performed
looking only at the main effects, showing that the best performing algorithm was
sentence-BERT F (1) = 177.56, p < 0.001), and changing the size of the database
did not significantly affect performance (F (2) = 0.62, p = 0.54).
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The sentence-BERT approach manages to retrieve a correct question for
around 80% of the queries when considering all three ranks. If the first retrieved
question-answer pair is not correct, the chance of finding a correct answer at
the second rank drops considerably to 0.24. In a conversational setting, these
outcomes are not trustworthy enough for presenting the user with an alternate
answer (e.g.: the second-ranked QA pair) when an initially retrieved result is
not satisfactory. Sentence-BERT gave the best results, for which scores higher
than 0.28 were associated with mostly incorrect answers. This approach will
be implemented in the cooking assistant for answering common-sense questions
in the cooking domain, using a threshold of 0.28 below which an outcome is
presented.

3.2 Task-Specific Question Answering

A cooking assistant should have a sufficient number of recipes to instruct to
the user, which are abundantly available on web-based cooking platforms. The
approach to modelling recipe-specific knowledge is strongly related to the par-
ticular recipe to model, and more specifically to the way the recipe is formatted.
We identify the following as the most important elements of a recipe: the recipe
name, the number of people for whom the recipe is meant, the expected cooking
time, the ingredients and quantities, the cooking utensils and the recipe proce-
dure.

Part of what we present below incorporates heuristics that are specific to the
website from which we extract recipes and their constituents (Smulweb6). The
extraction of other types of information is more generalisable to any website with
cooking recipes, namely separating quantity, unit and ingredient and dividing
the recipe procedure into steps that are suitable to a conversational interface.

Heuristics. Part of the heuristics were based on numerals and grammatical infor-
mation, for which we made use of SpaCy’s POS-tagger and lemmatizer, trained
on the Dutch pipeline nl core news lg.7. An example of the recipe lay-out and
type of information that was extracted is given in Fig. 1.

Fig. 1. Recipe ingredients split up using part-of-speech tags and heuristics.

6 https://smulweb.nl/.
7 https://spacy.io/models/nl#nl core news lg.

https://smulweb.nl/
https://spacy.io/models/nl#nl_core_news_lg
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Extracting Recipe Steps. The task of extracting recipe steps can be formulated
as a segmentation task, where each segment should be suitable as a single unit
of instruction in a conversational setting. In line with [17], we defined single
instruction steps as instructions where a single action is performed. A difficulty
is that a single sentence may include multiple actions.

To identify cooking actions and their accompanying information from a recipe
instruction, it was first split up into sentences.8 We then generated a dependency
tree for each sentence using the NLTK library.9 In parallel, the full sentence
was tagged using SpaCy’s POS-tagger. The assumption was made that each
step (sub-tree), should contain at least a verb (i.e., cooking action) as its root,
of which the children down to the leaves represented the context (ingredients,
quantities, utensils, etc.). Whenever a token was indicated to be the root of a
subtree, it was assessed whether this token was considered a verb as indicated
by the tagged sentence. If both of these conditions were met (i.e., token is the
root of a subtree, and token is a verb), the subtree was treated as a step. The
root of the main tree and the remaining tokens served as a step on its own.

Since POS-tagging models are usually not trained on imperative sentences
[7], which are common in cooking instructions, we retrained the tagger using a
Random Forest classifier. The classifier used different features in order to find the
best fitting tag for a token: the token itself, its precedent, its subsequent token,
its prefix (3 first letters), its suffix (3 last letters), whether it is the beginning or
the end of a sentence, whether it is a number, and whether it has capitals. For
training purposes, a dataset of 284 sentences (3,851 tokens) was extracted from
a variety of Dutch cooking instructions posted on Smulweb. For this dataset,
the SpaCy tagger’s results were used as a reference, after which the tags were
manually corrected where necessary by one of the authors. The focus of this
correction was on tokens that were wrongfully (not) tagged as verbs, since the
verbs were used to split up the procedure.

Experimental Procedure. To evaluate the quality of recipe segmentation with and
without a re-trained Pos-tagger, we extracted ten cooking recipes from Smulweb.
The ten selected recipes were annotated manually by one of the authors to set a
ground truth for evaluation. They were then fed into the different algorithms.10

Apart from recipe segmentation, the information units of the recipes were also
annotated. We found that this information could be identified by means of the
heuristics at near-perfect accuracy for the ten recipes, which can be explained
by their accommodation to the platform.

We compared the two segmentation approaches to two baselines: a baseline
that consisted of selecting each sentence as a single step, and a semi-random base-
line which segmented a sequence at each position with probability 1/k (where k
is the average segment length of the ground truth). We represented the output
of the four approaches by marking each token with a 0 or 1, where the latter
indicated the end of a step.

8 https://spacy.io/api/sentencizer.
9 https://www.nltk.org/ modules/nltk/tree.html.

10 See (Appendix C) for the annotation guidelines.

https://spacy.io/api/sentencizer
https://www.nltk.org/_modules/nltk/tree.html
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Results. The best performing algorithm was the dependency tree-based seg-
mentation using POS-tagging, closely followed by the dependency tree-based
segmentation using the re-trained tagger (Table 2). The Sentencizer errors were
almost all false negatives (i.e., predicted not to be the end of a step, while it
actually was), while the tree-based segmentations yielded some false positives as
well (i.e., predicted to be the end of the step, while it actually was not).

Table 2. Confusion matrices between each approach and the ground truth segmenta-
tion.

Ground truth Random

baseline

Sentencizer

baseline

Tree-based with

regular POS

Tree-based with

fine-tuned POS

0 1 0 1 0 1 0 1

0 1,058 159 1,216 1 1,200 17 1,195 22

1 152 18 63 107 25 145 27 143

3.3 Combining Question-Answering Methods

To assist a conversational agent to distinguish between task-specific and
common-sense questions in the cooking domain, we set out to train a machine
learning classifier to differentiate between the two.

Question Type Classification. We approached question type classification as a
supervised machine learning task, aiming to detect features that distinguished
both types of questions, which served as a basis for classifying new instances. Two
features were created: the number of tokens and the number of characters in a
query. Then, the queries were preprocessed by lemmatising, removing stop words
and lower-casing. Sentence embeddings were again computed using Sentence-
BERT [26], returning a total of 768 features. The five embedding positions with
the highest scores on the training data were selected by using the ANOVA F-
value between each feature and the label (i.e., indices 2, 112, 284, 320, 420).
This resulted in seven features, when added to the two length-based features.
A random forest classifier with 100 estimators was used to classify sentences as
belonging to the general question type or to the recipe-specific question type.

A total of 359 queries (70% training and 30% evaluation) were selected and
written to train and validate the classifier on. These consisted of 223 general
cooking questions selected from the previously described Dutch food and drinks
questions database, and 136 recipe-specific questions which were manually writ-
ten based on the types of questions that the cooking assistant was able to answer.
Ten splits were created, so that the average performance of the classifier over
these different train/evaluation sets could be computed. The classifier’s per-
formance was evaluated using precision, recall and F1-score. We compared the
Random Forest classifier to a majority baseline.

Results. The random forest classifier performed better on the evaluation set than
the majority baseline (Table 3). The accuracy of the classifier was approximately
85% (M = 0.85, SD = 0.01, for ten evaluation/test splits).
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Table 3. Classifier performance based on 108 test queries

General Specific Macro-F1

Precision Recall F1-score Precision Recall F1-score

Baseline 0.60 1.00 0.75 0.00 0.00 0.00 0.37

Random forest 0.87 0.91 0.89 0.85 0.79 0.82 0.86

4 Analyzing the Quality of Clarification Responses
in Real-world Cooking Assistant Conversations

4.1 Conversational Agent Architecture

To test our question-answering models in action, we developed a conversa-
tional agent with a dialogue management component based on the Information
State Update paradigm [30], connected to the Google Dialogflow conversational
design interface to handle natural language understanding and interface with
the user (Fig. 2). We developed Chefbot11 to plan and manage the cooking
instruction dialogue and draw upon the agent’s knowledge about recipes and
the cooking domain. A Django12 application was developed to connect Chefbot
to Dialogflow.13 In Chefbot, moves of the agent are specified and linked to pre-
conditions and effects, such as the previous intent of the user and the position
in the recipe. The information state is updated based on a move’s effects.

Fig. 2. Google Dialogflow interface.

The general conversation flow was modelled as follows: After an initial greet-
ing, the agent asks the user what recipe s/he would like to cook. When a decision
11 https://github.com/fkunneman/Chefbot NCF.git.
12 https://www.djangoproject.com/.
13 https://github.com/fkunneman/smoothbot.

https://github.com/fkunneman/Chefbot_NCF.git
https://www.djangoproject.com/
https://github.com/fkunneman/smoothbot
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is made, the agent presents the ingredients and utensils on the screen, for the
user to confirm that all preparations have been made. Then the recipe instruction
starts, where at each instructed step the user has the option to ask for details or
clarification, as well as to ask commonsense cooking questions. When the recipe
is completed, the agent does a last topic check and closes the conversation.

4.2 Selecting Clarification Responses

Whereas answers to common-sense questions could directly be extracted from
the database, recipe-specific information was stored as part of the recipe in a
Json-file to be retrieved by Chefbot. Based on the heuristics and segmenta-
tion approach described in Sect. 3.2, recipes were parsed and transformed into
a json-file with the following elements: Recipe title, Number of people, Cooking
duration, Ingredients (including unit and amount), Cooking utensils and Recipe
steps (consisting of Step description text, Ingredients used in step, Quantities of
ingredients used in step, Image and More extensive step description texts).

When a user query was classified task-specific, it was matched to one of the
predefined intents (Appendix B). Each of the intents required specific bits of
information, which were extracted from the json-file and/or from the context of
the conversation (e.g., previous steps, already used ingredients...).

Fig. 3. Decision tree for selecting a response to the user query based on the conversation
context, question type classification and answer confidence.

We defined a decision-tree by which the agent decides what knowledge source
(task-specific or common-sense) to draw upon to answer a query (Fig. 3). Ques-
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tions asked before selecting a recipe were answered by drawing upon the knowl-
edge that the agent has of the available recipes and the agent’s capabilities. Once
a recipe had been selected, the user’s query was assessed by the question type
classifier (see Sect. 3.3). If the query was classified as general and the distance
score was below 0.28 (which was found to be the optimal threshold in Sect. 3.1),
the answer to the best matching question (based on the best-performing BERT
with cosine distance approach) in the general QA database was returned to the
user. If the user’s query was classified as recipe-specific and the confidence of the
best matched Dialogflow intent was above 0.7 (empirically determined), the best
match’s answer was returned to the user. If the confidence was too low, or the
distance score too high, the other path was tried. If the threshold was not met,
it was checked for the other response-type, now checking for a 0.3 threshold.
This lower threshold than the 0.7 described previously was used since it was the
value that was set for the first version of the implemented cooking assistant, and
allowed to reduce the number of fallback intents. If in this case the confidence
was again too low or the distance score too high, a fallback intent was triggered.
Otherwise, the best matching answer was returned.

4.3 Experiment Design and Data Analysis

We conducted a user study to evaluate the quality of question answering during
cooking instruction.

Participants. Six participants cooked a recipe using the cooking assistant. Their
average self-reported cooking skills score was 63.5 (M = 63.50, SD = 17.40, [19])
out of a maximum score of 98. The participants had some prior knowledge about
the study’s goal: to assess the performance of a smart cooking assistant. Since the
number of participants was relatively small due to the limited resources, they
were encouraged to ask as many questions as they could come up with. This
allowed the small number of participants to still give the researchers relevant
quantitative and qualitative insights, by assessing the types of questions that
might arise at the time of cooking a recipe (i.e., in a natural setting), concerning
both task-specific knowledge as well as domain knowledge.

Procedure. Before using the cooking assistant, participants completed the self-
reported cooking skills questionnaire, were instructed about the main goal of the
study and received some information about the ingredients and cooking time
needed to complete the dish. All participants cooked a spicy Mexican casserole,
which was selected based on its linearity (i.e., no temporally overlapping steps)
and limited complexity. Each participant cooked the dish in their own kitchen.

The experiment was done by means of a video-call, during which participants
were instructed to ask as many questions as they could come up with, while
preparing the given dish. The experimenter shared their screen, and entered all
user queries, such that it was not necessary for participants to download any
of the required software. Then, the answer given by the cooking assistant was
returned to the participants. Shortly after finishing the recipe, the participant
was asked to fill in the System Usability Scale [5].
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Evaluation. The quality of clarification responses during the six conversations
was measured by manually checking their correctness, based on which precision,
recall and F1-score were computed.

Table 4. Classifier performance the 293 queries asked during recipe instruction.

Label Precision Recall F1-score

General 0.53 0.70 0.61

Specific 0.92 0.85 0.88

Weighted avg. 0.85 0.82 0.83

4.4 Results

A total of 297 queries (M = 49.50, SD = 16.93) were asked. 6 of these were
manually labeled as “Before classification” (i.e., before selecting a recipe), 57 as
“General” and 234 as “Specific”. This is a relatively small dataset. However, it
serves as a first indication of the types of questions that users ask in a natural
setting, on top of the more artificial setting explained above.

The results of the random forest classifier on distinguishing between general-
domain and task-specific questions are reported on in Table 4. The weighted
average F1-score was 0.83 for the random forest classifier. General domain ques-
tions were more difficult to identify than task-specific questions. Out of the
incorrectly classified queries (18%), the heuristics (i.e., maximum distance score
or minimum confidence score) corrected 29%. This means that a total of 87% of
the queries ended up being correctly classified.

The influence of different components in the decision tree on returning the
right answer is presented in Table 5. 66% of all questions were correctly answered,
while 87% were correctly classified. This could be partly attributed to directing
the wrong answer to a question answering component (21% of the questions were
not correctly recognised or failed to pass the threshold-based heuristics), and for
the other part to a wrongly retrieved answer by the algorithm or the absence of
an answer in the database. The latter applies for a large part to the general QA
database, where only for 56% of the questions an answer would be available in
the database (had they correctly passed through the decision tree to be retrieved
by the Sentence-BERT approach). The threshold-based heuristics accounted for
13 queries that wrongfully did not pass the threshold and 5 queries that were
passed to the right question-answering module after a wrong classification.

Out of the incorrect responses, only 6% was still relevant to another part of
the recipe, and used by the participant at some point later in time. In 19% of
the cases where the agent could not give a correct response, a fallback intent
was triggered (e.g., “Can you rephrase your question?”). The remaining 74% of
non-correct answers led to confusion amongst participants, since an unexpected
answer was returned. Only 25% of the general cooking questions was answered
correctly. Of the remaining 75%, most mistakes were made because the posed
query was not present in the database. Of the recipe-specific questions, a much
higher percentage of 76% was answered correctly.
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Table 5. Influence of different components in the conversational agent on returning a
wrong answer.

General Recipe-specific Total

N P N P N P

# Questions asked 57 1.0 234 1.0 291 1.0

# Questions available in
database

32 0.56 205 0.88 237 0.81

Remaining questions after
question type classification

40 0.70 199 0.85 239 0.82

Remaining questions after
decision tree heuristics

37 0.65 194 0.83 231 0.79

Correct answers returned by
QA component

14 0.25 178 0.76 192 0.66

System Usability. The average score on the system usability scale, from 0 to 100,
was 82.08 (M = 82.08, SD = 4.85). Three participants gave a score above 80,
showing that they liked it and would probably recommend it to other people.
The remaining participants gave a score between 68 and 79, showing that they
thought the agent performed okay, but still needs some improvement.

5 Discussion

The main take-away from our study is that the approaches we took to answering
general domain questions and task-specific questions show good performance in
a controlled experiment, while this drops considerably when they are posed with
questions asked by a user that is involved with the actual task. Our heuristics for
handling user requests in combination with our detailed analysis of the conver-
sations permits to pinpoint the two main causes for this performance gap: per-
formance of general QA and confusion between common-sense and task-specific
questions. In the following, we will provide explanations for these causes and dis-
cuss their implications for an improvement of conversational systems covering a
knowledge space of similar width.

As for the first cause, a significant difference was seen in the performance on
general cooking-related questions, where the F1 score dropped from 0.89 in the
controlled experiment to 0.61 in the user study. This can be foremost ascribed
to a mismatch between the used source for general domain questions, a CQA
platform where at least part of the queries are posed out of curiosity, and the
application area of users that are involved in the act of cooking when posing
their questions. Improvement can be made by filtering types of queries from
the database that are typically not posed during cooking instructions, and by
iteratively adding queries that are not present in the database but have been
posed by users. Alternatively, the use of a CQA could be discarded altogether
and replaced by a dataset grounded in dialog as [29] have done, which does limit
the number of questions that can be addressed.
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The second cause, the confusion between common-sense and task-specific
questions during the cooking instruction conversations, has led to a considerable
portion (21%) of wrong answers given. Part of this can be attributed to the
question type classifier, although it did yield a consistent performance on the
controlled evaluation (macro F1 = 0.86) and user study (weighted F1 = 0.83).
The heuristics (cosine distance <0.28 or confidence> 0.7) were another factor
that led to a failed match in some cases. These failed question type categoriza-
tions were partly due to incomplete formulations of the user, that could be dealt
with by using slot-filling. In addition, recipe-specific questions about the quan-
tity of an ingredient were often mistaken for general questions, which could be
improved upon by either omitting ingredient names as a feature for question type
classification, or by training dedicated classifiers on particularly distinguishing
different requests that include a recipe ingredient. Finally, the conversational
interface itself could be used, by asking the user for a confirmation when there
is confusion between particular question types, or relying on the user to perform
conversational repair when a wrong response has been given. [8] show that wrong
answers by a home assistant can be instrumental to move forward in a conver-
sation. The system itself should of course be properly equipped to interpret user
repair after a wrong response. A final point of discussion is the consideration to
refrain from giving an answer when a question is out of scope. This option is
currently only triggered in the heuristics when a threshold has not been met, but
not integrated as central feature. Arguably, a system that is aimed at covering a
wider knowledge space in a domain should also be knowledgeable of what it does
not have the answer to. One way to identify questions that can not or should
not be answered by the agent is by training a classifier on a set of unanswerable
questions, as has been done in [24].

A central limitation to our study is that we only tested the system with six
participants who were encouraged to ask many questions to the agent. This has
been suitable as a first exploration, but in future work this number should be
higher to draw strong conclusions, and participants should not be tasked with
anything else than making the recipe to learn more about system performance
and common questions that are asked. Apart from that, a strength of the cur-
rent set-up is that participants were actually in their kitchen when talking to
the assistant, and the thorough analysis of the conversations has given a clear
indication of system requirements and challenges when expanding on the agent’s
knowledge. A question that the outcomes raise is whether a task-based conversa-
tional system should cover a long tail of questions that may someday be asked by
a user, at the cost of confusing more questions with different ones. The current
study shows that this cost is too significant, but the gain may be worthwhile
when the rate of wrong answers can be reduced. Our study highlights a number
of directions to explore further to this end.

6 Conclusion

We set out to increase the coverage of clarification responses for a cooking assis-
tant, by drawing upon a community question answering platform for answering
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common sense questions related to cooking and a recipe platform for modelling
recipe-specific knowledge. The approaches to answer cooking-related questions
based on these data were tested in a controlled set-up and in a user study as part
of a cooking assistant. The outcomes of the user study supported that having to
distinguish between commonsense and task-specific questions can lead to a con-
siderable proportion of questions that are not answered by the right module. In
addition, much improvement can be made by increasing the coverage of common
sense questions. Testing the quality of clarification responses in a user study has
been vital to gain empirical insights into the information-seeking challenges of
an instruction conversation in a broad knowledge domain.

A General Question-Answering: Question Types

Questions in seven categories were selected:

1. Replacing ingredients: with what a certain ingredient can be replaced (e.g.,
with what can I substitute golden caster sugar?).

2. Meaning of ingredients: the question might rise what a certain ingredient is
(e.g., what are goji berries?).

3. Difference between ingredients: what is the difference between two (similar)
cooking ingredients (e.g., what is baking soda?).

4. Ingredient sustainability: how long an ingredient can be kept before it goes
bad (e.g., how long is opened, organic coconut oil sustainable??).

5. Cooking time of ingredients: how long it takes to bake/cook a certain ingre-
dient (e.g., for how long does sweet potato need to bake in the oven?)

6. Health: whether some ingredient or its usage is healthy (e.g., is it unhealthy
to re-use a tea bag?)

7. Performing cooking techniques: how a certain cooking technique is performed
(e.g., how do I boil water quickly in a pan?).

Table 6. Cooking domain predefined measurement units and English equivalents.

Language Units

NL gram, gr., gr, g., g, kilogram, kilo, kg., kg, liter, l., l, milliliter, ml., ml,
centiliter, cl., cl, deciliter, dl., dl, eetlepel, eetlepels, el., el, theelepel,
theelepels, tl., tl, kop, bos, zak, beetje, plak, plakken, scheut, handje,
snuf, pond, ons, pint, tak, teen

EN gram, gr., gr, g., g, kilogram, kilo, kg., kg, liter, l., l, millilitre, ml., ml,
centilitre, cl., cl, decilitre, dl., dl, tablespoon, tablespoons, tbsp, tbsp,
teaspoon, teaspoons, tsp, tsp, cup, bunch, bag, bit, slice, paste, dash,
hand, snuff, pound, ounce, pint, branch, clove
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B Recipe-Specific Question-Answering: Intent Types

Which recipes. Ask which recipes are available for the user to cook.

Cooking recipe. Choose which recipe to cook, out of the available ones from
Chefbot’s database.

Confirm recipe. Confirm that they want to make the chosen recipe.

Number of people that the recipe is meant for. The user can ask the agent for how
many people the recipe is intended. Users could subsequently use this informa-
tion in order to adapt the quantities of the ingredients to the number of people
for whom they want to cook.

Estimated preparation time. The estimated time for preparing the recipe has
been added to the recipe’s context. This allows the user to ask the agent how
long it should take them to prepare a certain recipe.

Recipe name. Allows the user to ask what the name of the current recipe was.

Time or steps passed/left. The user can ask how far along they are with the
recipe, or how much is left, in terms of time and/or in terms of steps. Such a
question would lead to the answer “According to the recipe, the preparation
should take around 30–60 min. You have already been cooking for 27 min. You
have executed 14/20 steps”.

Ingredients not used yet. The user can ask the agent about the recipe that have
not been used yet in previous steps. This allows them to check whether they are
still on the right track, or whether there are any ingredients that should have been
used already, but have not been used yet. Additionally, this functionality can
be helpful whenever a recipe step states to “add all the remaining ingredients”.
The user could then ask which are the remaining ingredients.

Continuation. Go to the next step after completing the current one.

Repeat. Repeat the current step.

Previous step. Go back to the previous step.

Update. Let the agent know that the current step has been executed

Elicit. Ask for some clarification whenever a step is unclear. The agent can only
respond to this when a step has been written in a more detailed and a more
basic way.

Accept repair: show gratitude. Thank the agent for clarifying.
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Accept repair: understood. Let the agent know that the clarification is under-
stood.

How much. Ask how much of the ingredient in the current step is needed.

How to. Ask to explain how a specific cooking technique needs to be executed.
For this, the technique needs to be explicitly explained within the recipe.

Motivate. Ask why a certain step is needed.

Close recipe. Finish the recipe.

C Recipe Annotation Guidelines: Ground Truth

Recipe name. The recipe name was the title of the recipe at the top of the page.

Number of people. The number of people for whom the recipe is intended, was
indicated at the beginning of the ingredients list as follows: “Ingredients for N
people”.

Category. Found below the title of an individual recipe on smulweb.nl [15].

Cooking time. Found below the categories of an individual recipe on smulweb.nl
[15].

Ingredients list. The ingredients were split up in three parts (if present): the
amount, the measurement unit, and the name of the ingredient.

Utensils. For the cooking utensils, the list was split up depending on its format.
The most frequent formatting was a list of comma-separated utensils names,
however, other options also occurred, such as bullet-point lists.

Procedure. In order to split up the procedure, first of all, it was split up into
sentences. If one sentence contained more than one cooking action (e.g., boil the
water and put the pasta in it), this was again split up into two separate steps.
Whenever there are multiple ingredients, for all of which the same action needs
to be performed (e.g., add the onion and the garlic), they were kept together in
one same step.
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Abstract. Product configurators provide an interface for customizing complex
products. However, large form-based configurators overwhelm many end users
and are often considered expert tools. This paper therefore addresses the problem
of the complexity of current product configurators. Since chatbots can respond
flexibly to queries and offer a natural language interface, they have the potential to
simplify the configuration process. In this paper, we present a chatbot for product
configuration that we developed using the design science research approach and
in collaboration with an industrial partner. We derive design principles for config-
urator chatbots from user interviews that relate in particular to the flexibility of the
chatbot compared to a static process. These design principles were implemented
in our chatbot artifact which was evaluated in an online experiment (N = 12)
and compared to a baseline chatbot with an inflexible configuration process. Our
results indicate that the proposed design increased dependability and configuration
performance, and overall had positive effects on participants’ engagement. Thus,
this study contributes prescriptive knowledge on the design of context-aware chat-
bots for product configuration and a novel artifact in the form of a context-aware
configurator chatbot prototype.

Keywords: Chatbots · Product configuration · Context-awareness

1 Introduction

Product configurators emerged in the course of digitalization, when the demand for cus-
tomized products grew, and “Mass Customization” became a phenomenon [1]. For com-
panies, product configurators offer a good opportunity to organize the increasing demand
for tailored products. The industry partner of the research project presented in this paper,
CASSoftwareAG, offers product configurators for this purpose.AlthoughCAShas been
successfully developing Configure, Price, Quote (CPQ) solutions for midsize and large
customers for 35 years, product configurators present a major design challenge due to
the high number of configuration items and variants. Due to their specificity, software-
based product configurators are often considered expert tools and cannot be easily used
by customers and sales staff. The term “Mass Confusion” [2] describes a major issue
occurring in complex customization settings. Customers can be overwhelmed by the
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number of available options and the complexity of the product structure. Information
overload can deter users from choosing at all. Even small-scale configuration problems
often have complex knowledge bases, e.g. when a product consists of components that
can have sub-components or similar. Component interdependencies, restrictions, and
rules introduce additional complexity [3]. In such settings, users are exposed to a multi-
layered configuration process that involves many steps, many options to select from,
and hard-to-track product domain restrictions. Researchers from the domain of product
configuration as well as the CAS Software AG are constantly looking for ways to reduce
complexity for end-users.

Studies in various information system domains have shown that natural language
interaction can reduce complexity for end-users (e.g. [4, 5]). Natural language interfaces
provide even inexperienced users with the capabilities to formulate requests in areas
where they lack proficiency. They can reduce the need for experts to translate queries
into domain-specific technical terms. For these reasons, natural language interfaces are
also of interest for the special application of product configuration where managing
complexity is the central challenge. Due to their ability to engage in natural language,
chatbots could be a suitable tool to facilitate complex and lengthy processes like product
configuration for the user.

However, while a configuration process is usually mapped to a stringent and linear
scenario, a conversation is not. It can consist of contextual queries, surprising turns,
interim questions, and even uncooperative behavior. Within a configuration dialogue,
several scenarios might occur where the bot needs context to react appropriately. A
customer might ask “What are my options?” or “Why not green?” instead of specifying
the desired color. Here the proposed chatbot should be able to connect this follow-up
question to the narrow context. End-users might also reference the broad context or
change their mind: “Actually, I prefer red” at any moment during the configuration.
Finally, modern chatbots possess the ability to extract multiple pieces of information
within a single request [6]. The process could thus be accelerated, if users know their
preferences beforehand: “I want a blue sportscar with high-end hi-fi interior”. Due to the
outlined characteristics of product configuration and natural language communication,
a chatbot as a product configurator must have a high degree of flexibility.

Context-aware chatbots are intelligent agents that can consider contextual knowledge
to simplify the human-machine interaction. This work sees the concept of context-
awareness as a tool to provide the required adaptability and a fit between task and
information presentation. A context-aware chatbot holds the potential to ultimately lead
to a higher task performance for users [7, 8]. This work therefore investigates the design
of a context-aware chatbot for product configuration. Our research project, conducted
as a Design Science Research (DSR) project, aims to answer the following research
questions:

• RQ1: How to design a context-aware chatbot for product configuration to facilitate
the configuration process for the user?

• RQ2: How does a context-aware configuration chatbot compare to a basic question-
answer chatbot regarding usefulness, ease of use, and cognitive load?
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2 Theoretical Background and Related Work

2.1 Product Configurators

Since product configurators offer valuable opportunities for companies on the one hand,
but also pose challenges, product configuration research has been devoted to the prob-
lems of configurators and addresses them with design proposals. To address the “Mass
Confusion” [2] concern, product configurator research suggests teaching the customer
about product attributes and their mapping to design parameters [6]. They also stress the
importance of identifying customer needs. Customers might not be interested in exploit-
ing all possible alternatives [6]. Furthermore, customers differ in their knowledge about
the product to configure. For these reasons the configuration process can lead to a cog-
nitive overload of information. Since a too high cognitive load can negatively influence
task performance, in this case on the configuration task [7], an adequate representation
format is crucial for the cognitive fit and the performance in a configuration process [2].

So far, only few technologies for assisting a configuration process have been tested.
Most software based-configuration interfaces are available to customers as web forms
[3, 5, 8]. However, they come with problems like limited flexibility and intuitiveness as
well as complexity, which will be discussed in more detail in the subsequent section.
For this reason, we are testing a chatbot as a new technology for product configuration,
which reflects chatbot-specific but also configuration-specific design principles, as we
outline in the following sections.

2.2 Conversational Interfaces for Complexity Reduction

Chatbots are a popular, but novel technological possibility to display a configuration
process [9]. Due to the intuitiveness and possible efficiency of natural language, chat-
bots hold the potential to solve and facilitate complex tasks like product configuration.
Therefore, the technology has already been tested in related areas with high complexity
like e-commerce and recommendations, with the focus on assisting users in purchase
decisions. Several studies use chatbots to query product databases based on communi-
cated user preferences [10–12]. Natural language interfaces have also been applied to
complex data scenarios. In recommender systems, conversational interfaces have been
used to avoid information overload [5, 13]. Since it is very common for people to ask
other people for recommendations (e.g. restaurants, movies) they are very familiar with
formulating recommendation requests in natural language [13]. This also holds true for
configuration, as the most intuitive process would be a product configuration in form of
a consultation with a product expert or a sales representative.

2.3 Context-Awareness in Chatbots

A simple question-answer form would not be sufficient to facilitate configuration as this
approach solely moves cognitive efforts from clicking to typing. The provision of an
intuitive configuration interface is achieved by equipping the chatbot with context-aware
capabilities. Context is needed where a statement relates not only to a single question but
to the entire dialogue. Context-awareness enables a more natural conversational flow,
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which supports the call for integratingmore social features in conversational agents [14].
Product configuration is context-dependent per se, since a single step is meaningless
without reference to the others. In chatbot research context has been defined as extracted
information from the conversation between user and chatbot [15]. There are also other
derivations known, e.g. when someone does not provide requested information and
context is needed to react appropriately: Corrections, references to the broad context,
and references to the narrow context [16].

For a configuration bot to offer contextual knowledge, it must be connected to a
memory and knowledge base. This is the case with our chatbot, which is connected to
the configuration interface of CAS in order to map the hierarchical configuration steps
and the respective configurations. Furthermore, modeled configuration restrictions can
be used to inform the user about available options. Modeled additional information on
specific product characteristics can be retrieved to answer follow-up questions. Fur-
thermore, the bot could offer the possibility to skip certain options and apply default
configuration values. Finally, product experts could formulate several desired configu-
ration properties within a single request, while less sophisticated users are guided step
by step through the process.

3 Research Approach
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Fig. 1. Design science research approach for this project.

We consider the DSR approach to be particularly suited for gaining insights about
the design of context-aware chatbots for product configuration as it involves iterative
development and evaluation phases to ensure pertinence and validity [17]. Our DSR
project follows the five established phases of problem awareness, suggestion, develop-
ment, evaluation, and conclusion [18]. The following sections give an overview of the
main steps of the implemented procedure, while Sect. 4 describes each step in detail.
Our research project consisted of two cycles including an interim evaluation with first
qualitative feedback and a more extensive final evaluation. The involved steps of the
research project are illustrated in Fig. 1. As the interim evaluation demonstrated that
the initial problem was sufficiently understood but indicated a slight adjustment of the
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design principles (DPs), the second iteration started with the suggestion phase after the
interim evaluation.

Awareness of the Problem: To improve problem understanding, company employees
with access to customer feedback (e.g. sales representatives, product managers) were
interviewed to identify actual problems end-users are facing using product configuration
interfaces. For this, seven semi-structured interviews were conducted. In total, seven
employees (2 female, 5male; average age= 34.14 years, SD= 6.87; working experience
= 15.57 years, SD = 7.69; product configuration experience = 5.71 years, SD = 2.77)
were interviewed. For the interviews, a semi-structured interview catalog was developed
consisting of questions regarding demographics and professional background, as well
as twelve pre-formulated questions concerning product configuration. The interview
ranged from questions addressing the status quo of product configuration (e.g. “How
often is the product configurator used by which user groups?”) to questions addressing
problems with product configuration (e.g. “Why do users cancel the configuration?”) to
customer requirements (e.g. “What are commonly expressed customer requirements?”).
The interviews were transcribed using Microsoft Teams Live-Transcription and lasted
on average 23,39 min (SD= 2,77). We hand-labelled sentences from the interviews and
grouped them by topic. Agreement on the final clusters and classification of labelled
information was reached in discussions. As we illustrate in the upcoming Sect. 4.2,
the expert interview results were in line with related literature on product configuration
focusing on requirements from a user perspective.

Suggestion: Based on the interviews and reviews, key end-user goals and requirements
regarding product configuration interfaces were identified. Additionally, theoretical best
practices and descriptive design knowledge from related fields and chatbot researchwere
reflected. The insights weremapped to prescriptiveDPs. The suggestion of Design Cycle
2 yielded refinements for the scope and realization of the DPs.

Development: The identified design principles were instantiated in a prototype. The
second development phase included the implementation of measures to improve chatbot
responses in terms of content and formatting. Additionally, product related information
was added.

Evaluation: The interim evaluation was conducted in the form of unmoderated remote
usability testing [19]. The final evaluation in Design Cycle 2 investigated whether the
chatbot was able to facilitate the configuration process for end-users compared to a base-
line chatbot, which only offered a step-by-step inflexible configuration process. Central
evaluation criteria for the final evaluation were usefulness, ease of use, and cognitive
load. These were measured by observing a user’s configuration task performance and
conducting a post-experiment survey.

4 Designing Context-Aware Chatbots for Product Configuration

4.1 Awareness of the Problem

The transcribed documents were analyzed to extract information addressing problems
of existing product configurators, as well as the goals and requirements of end-users.
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The analysis of interviews and literature resulted in five major groups of identified issues
which are described in the subsequent paragraphs.

Limited Flexibility: The heterogeneity of consumers using product configuration inter-
faces is addressed by several authors [3, 20]. However, usually product configurators
offer a single standard form for the customization experience. Users with extensive prod-
uct knowledge go through the same process steps as novice customers and are exposed
to the same level of detail and information [6]. Additionally, standard forms emphasize
a strict order of the configuration which may differ substantially from actual user prefer-
ences: “I am relatively bound to the order, while that does not necessarily correspond to
the things that are important to me” (Interviewee 7). Every selection of product charac-
teristics can limit further selectable options. As a result, following the strict linear order
of the configuration process can easily lead to suboptimal results.

Insufficient Information: Lack of information becomes apparent concerning several
stages within a configuration process. First, many customers might not have detailed
technical product domain knowledge at their disposal [3]. Therefore, they are not able to
select specific characteristics to fulfill their needs [6]. This can be due to very domain-
specific terminology. For this reason the major challenge of designing product config-
uration interfaces often also is conflict resolution [21]. Configuration conflicts appear
when components selected by the customer do not fit together. Interviewee 7 reports
frustrated customers, who “[…] could not click on what they wanted and also did not
understand why”.

Complexity/Confusion: High variant products are complex by nature and the central
challenge of a product configuration interface is the reduction of complexity. For example
at many car manufacturers often only a few product experts have a full overview of the
product range [21]. Configuration interfaces presenting too many options at once do
overwhelm customers [2, 3]. Interview participant 5 also reports that “[…] you simply
don’t see through how to do what […]”.

Limited Intuitivity/Guidance: Limited intuitivity is reported by several interview par-
ticipants, as the configuration is often “[…] not self-explanatory” (Interviewee 4). Even
if user guidance in the form of explanatory texts exists, it is still perceived as “prob-
lematic” (Interviewee 2). Users also fail “[…] to click on the information to find out by
myself” (Interviewee 7) due to limited intuitiveness of the information representation.

Duration: The process of configuring a customized product is a “cognitively challeng-
ing task” [6]. Often customers are “not [..] interested in fully exploiting the potential
of customization” [6]. Such users have some preferences in mind and after those are
fulfilled further options are not particularly relevant. However, often it still “[…] takes
a lot of clicks to even get to a result” (Interviewee 5).
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4.2 Suggestion

Deriving Design Requirements: Having gained a deeper understanding of problems
associated with product configuration interfaces, in the next step, we derived require-
ments addressing those issues. First, the interface should help both novice and experi-
enced users. Therefore, the chatbot must have a flexibility that ensures the right level
of efficiency and assistance for experts as well as novice users. Customers should be
able to decide on their own which level of detail they need, and in which order they
configure their product. Furthermore, economic and psychological studies also show
that human preferences change depending on the alternatives available [22]. Thus, a
product configuration interface must always support easy and flexible changes during
the customization procedure. The resulting design requirement (DR) was stated as: a
product configurator must offer flexibility (DR1) to support customers differing vastly
in their goals, knowledge, and configuration procedure.

Second, the interface must overcome the gap of missing information. It needs to
support customers who use the configurator as a tool to research what is possible with
the given product. Thus, the proposed design must allow one to learn more about the
product, as well as its features and characteristics. Allowing for this case comes with
a high level of transparency: What happens to my configuration if I choose a certain
option? How does this affect my end product regarding my preferences? Are certain
options combinable? In short, a product configurator must allow exploration (DR2).

Thirdly, a product configurator must address the issue of complexity and confusion.
Therefore, a crucial challenge lies in the provision of an adequate amount of information
at the right place at the right time and not all at once. Interviewees suggest reducing the
requiredmental effort by employing intuitivity and facilitation: The product configurator
should be clear, easy to navigate and as easy to understand as possible. Respectively, the
proposed solution should be as self-explanatory and as easy to learn as possible. Thus,
it must reduce cognitive effort (DR3).

Customers usually do not want to spend hours configuring the end product, they
want to configure their desired products “as quickly […] as possible” (Interviewee 3).
Therefore, a suitable configuration tool should implement mechanisms to configure
quickly (DR4).

Translating Design Requirements into Design Principles: To define guidelines of
how the DRs can be fulfilled in a chatbot interface, they were translated into DPs.
The mapping is explained in the subsequent paragraphs and depicted in Fig. 2.

To increase flexibility (DR1) and opportunities for exploration (DR2), the chatbot
designmust provide conversational flexibility (DP1). The designmust reflect that natural
language input is of much higher variety than input in graphical user interfaces [23, 24].
The desired goal is to understand the needs of users and how they are best served [24].
It must offer users a way to directly formulate their preferences in natural language, as
well as to start a configuration process by querying about the process itself for specific
product properties. Furthermore, the chatbot needs to provide flexibility at any time
during the configuration - it must allow for (contextual) queries, corrections, undoing of
previous steps, and deviations from a standard configuration proceeding.
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To increase opportunities for exploration (DR2) and to decrease required cognitive
effort (DR3), the chatbot must provide relevant information before, during, and after the
configuration process (DP2). Relevant information does include general (static) informa-
tion about the product, the process, possibilities, and limitations. During the configura-
tion, dynamic (context-dependent) information provision becomes particularly relevant.
Furthermore, the chatbot must make use of NLU capabilities during the configuration to
support users with vague or unclear request formulations. Context-dependent informa-
tion is needed during the configuration: The chatbot should be able to name conflicting
features and provides solutions about how a conflicting characteristic can be selected
and what effects the selection would have. Ideally, the chatbot is also able to explain
why different options cannot be combined. During the configuration, relevant informa-
tion must also be available in the form of intermediate states and transparency regarding
changes in the configuration.

To decrease required cognitive effort (DR3) and accelerate the configuration proce-
dure (DR4) the chatbot must offer a clear structure (DP3). The design must reflect that
contents and features of a text-based interface are to a much greater degree hidden from
the user compared to a graphical interface [24]. Several authors implicate the neces-
sity to reveal the system’s capabilities throughout and during the interaction to form
expectations and provide guidance [23–26]. Researchers have found that conversational
guidance can be achieved by proposing users’ responses [23], providing clickable but-
tons to generate text [27], and clarifying conversational flowusing instructionalmessages
[28]. For the domain of product configuration, the chatbot must present cues on how
customers can reach their goals. Guidance can be enhanced by offering next steps during
the configuration process. Finally, a guided mode could be offered where the chatbot
asks questions, e.g. what characteristic of a certain feature the user wants to select. The
implementation of DP3, however, must take DP1 into account. The clear structure must
be an optional offer, that does not force users into a mechanical procedure.
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Reduce Cognitive Effort

A Configurator 
Must Offer Flexibilty

A Configurator 
Must Configure Quickly

A Configurator 
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Fig. 2. Deriving design principles from design requirements

Acceleration mechanisms can be simple, for example by using default values (e.g.
always choose the most often selected characteristic of available options). Configuration
researchers also extensively investigate options to incorporate recommendations into
product configuration [3, 29, 30]. Another suggestion from the interviews (Interviewee
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5, 7) was to optimize the end-product according to a goal specified by the user (e.g. price
or performance.).

4.3 Development

For chatbot development the conversational AI frameworkRASAwas used. The primary
criterion for selecting the framework was to satisfy technical requirements regarding the
instantiation of the DPs. RASA is available open-source and performs well in compari-
son to other NLU services for chatbot development [31]. It contains NLU components
for intent classification, entity extraction, and response retrieval, as well as a dialogue
management component, deciding on the next action the chatbot should perform. For
the implementation of the context-aware chatbot the component pipeline included the
whitespace tokenizer, RASA’s built-in RegexFeaturizer, LexicalSyntacticFeaturizer, its
CountVectorsFeaturizer, as well as RASA’s Dual Intent Entity Transformer (DIET) and
RegexEntityExtractor. The Regex Entity Extractor was used to extract all the defined
characteristics and features, the DIET Entity Extractor is able to identify entities that
are not explicitly defined in the training data by using machine learning techniques. Fur-
thermore, it offers a scalable architecture with easy integration of APIs and databases.
Figure 3 shows the principal architecture of the chatbot:

Fig. 3. Overview of the chatbot architecture

Two versions of the configuration chatbot were developed. Both versions were con-
nected to the company’s configuration backend. It determines feasible product variants,
i.e. determines which components can be combined in which way. Thus, every customer
request must be checked by calling the product domain database. Moreover, the backend
can be consulted to retrieve additional information about the product, its properties, and
their relationship to each other.

The baseline chatbot is based on simple question-answer mechanisms to configure
step by step, as also realized in the standard web form. During the configuration process,
the chatbot follows the same arranged order of features, and users are asked feature by
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feature for desired characteristics. Users can select characteristics by typing the string of
the desired one or by the number. It can only provide context-independent information
and does not implement the proposed design. When users with the baseline design query
for specific features, the chatbot always answers with the same static response indicating
which characteristics the feature contains. The proposed design, depicted on the right in
Fig. 4, however, generates the response dependent on previous steps (e.g. highlighting
selectable characteristics based on previous configuration steps). The context-aware
chatbot was designed according to the suggested guidelines.

Context-awareness was realized using entity recognition to populate the chatbot’s
memory of the conversation. The conversational memory was used to provide dynamic,
context-dependent responses, based on previous user utterances. The chatbot memory
consists of slots storing information about all selected product characteristics and the
procedural configuration stage. It was used to resolve and communicate configuration
conflicts, provide information and assistance depending on the stage of configuration,
as well as to assist with autocompletion resulting in a valid configuration. To react
flexibly (DP1) to multiple directions of dialog the chatbot makes use of NLUmodules to
understand various user intents in all stages of the configuration process. Important user
intents are for example to configure (i.e. to select characteristics), to request information,
to request more guidance, or to ask for autocompletion.

Fig. 4. Basic chatbot configuring step by step (left) and context-aware chatbot recognizing two
characteristics at once (top right) or resolving conflicts (bottom right)

The results of the interim evaluation mainly addressed shortcomings of the instan-
tiation of providing relevant information (DP2) and offering a clear structure (DP3).
Thus, the second development phase added product and process related information to
the chatbot responses (e.g. how many features have to be configured, what are the next
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configuration steps). To enhance structure and clarity the usage of emojis and mark-
down formatting to demarcate information was applied. Finally, to reveal the chatbot
capabilities more transparently, the chatbot provides example utterances for all its func-
tionalities. Figure 5 portrays exemplarily how the warning sign emoji is used to indicate
conflicts, the light bulb icon to mark instructional information, the arrow icon to offer
next steps, quotation marks to point out preformulated responses and bold formatting to
highlight configuration changes.

Fig. 5. Implementation of advices for the communication of configuration conflicts

5 Evaluation

5.1 Experimental Design

To evaluate the proposed design, the context-aware chatbot was compared to the base-
line design in an online experiment. The evaluation investigated whether the formulated
design principles could be instantiated in an artifact that did facilitate the configura-
tion process for end-users. The artifact is assessed regarding its capabilities to address
the outlined problems and to achieve added value to end-users. Based on established
constructs of technology acceptance [32], the first two hypotheses were formulated as:

H1: The proposed design leads to a higher level of perceived ease of use.
H2: The proposed design leads to a higher level of (perceived) usefulness.

Based on the cognitive load theory, the third hypothesis was stated as:

H3: The proposed design leads to a reduction in perceived cognitive load.

To evaluate the proposed design, a controlled between-subject design online exper-
iment was conducted. On the one hand, a control group of users performed a specific
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product configuration task with the baseline question-answer chatbot. The treatment
group worked on the same task using the context-aware chatbot implementing the pro-
posed design principles. Both groups answered a survey after the practical execution.
The tasks included querying product related information and configuring according to
desired product attributes. During the configuration task, participants had to resolve
conflicts and to apply corrections.

Participants were mainly company employees from a different domain than product
configuration who might have used a configurator lately (e.g. to configure a car). Those
are considered potential end-users. Table 3 in the appendix overviews the demographics
and controls of the participants.

5.2 Measurement Instruments

Perceived Ease of Use (PEOU) has been captured using a variety of subjective measures
such as questionnaires [33–36]. Research has found PEOU to be related to the usability
criteria perspicuity and dependability [36]. Perspicuity captures the degree to which it is
easy to familiarize yourself with the product and to learn how to use it. A user feeling in
control of the interaction experiences a high degree of dependability. Due to its ease of
application and proven expressiveness, theUserExperienceQuestionnaire (UEQ) is used
to assess those dimensions [37, 38]. The questionnaire consists of 26 items in the form
of semantic differentials (i.e. adjectives with the opposite meaning). It also captures
the overall attractiveness, efficiency, and hedonic attributes (stimulation and novelty)
which are associated directly or indirectly with the behavioral intention to use a system
[36]. Perceived Usefulness (PU) evaluates an information system on a performance and
output level [34]. To subjectively assess usefulness, scales were defined on the relevant
task domains, which are information acquisition and configuration within the use case
[34, 35]. As prescribed by the DRs, the main steps involved in a configuration process
are information retrieval and customizing a product. Thus, the questionnaire contains
two items where participants are asked to rate the prototype’s usefulness regarding each
process step. Applied user-related constructs are listed in Table 4.

The subjective assessment is complemented by measuring the user’s task perfor-
mance. The user performance was objectively assessed by logging the user’s behavior
during the interaction and by evaluating the participants’ responses to the information
retrieval task. In the appendix, Table 5 provides an overview of the obtained measure-
ments. The durations and number of messages indicate the depth of the interaction and
allow quantitative inferences regarding participants’ proceedings and their investment
in the task. Based on the responses, an information retrieval scorewas calculated, which
is the share of correctly answered questions. From the logs, the performance criteria
interaction time and the number of messages sent to the chatbot could be read out. As
the configuration task specified several desired characteristics uniquely, a configuration
performance score was calculated. The score was calculated as the share of correctly
selected characteristics of all uniquely specified characteristics. Consequential errors
(e.g. selecting a wrong characteristic which prevented the selection of further charac-
teristics) were excluded from the score. Finally, the logs made traceable whether users
adjusted incorrect characteristics and how much time they invested to do so.
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This work hypothesizes that compared to a basic chatbot, a context-sensitive chatbot
achieves higher task performances, higher PU, and higher PEOU due to a reduction in
cognitive load and a higher fit between problem representation and task. Accordingly,
measures to assess PU, PEOU, and cognitive load were defined and included in the
experiment.

5.3 Evaluation Results

Users of the context-aware chatbot investedmore time overall (on average 163.5 smore).
Participants of both treatment groups invested about half of their time in the configuration
task. To acquire the requested information, about the same amount of time was invested.
To perform the configuration task users with the context-aware chatbot spent on average
111.5s more, which is significant (df = 10, t = 1.855, p = 0.047). To do a correction
required significantly less time (on average about a minute) with the context-aware
chatbot (df = 8, t = 2.845, p = 0.011). Two participants using the baseline chatbot did
not perform the correction and were excluded from the configuration timemeasurement.
The findings of more interaction investment with the context-aware design are supported
by the observed number of sent messages. On average users of the baseline bot sent 37.5
messages (SD = 4.93) to the chatbot, while the test group sent 44.5 (SD = 13.28)
messages on average.

Perceived Ease of Use: Participants reported a higher perspicuity, as well as higher
dependability if they were using the context-aware chatbot (see Table 1). Despite the
small group size (6 each) of our exploratory experiment, a significant difference between
baseline and context-aware chatbot was already found for dependability.

Table 1. Descriptive statistics for perspicuity and dependability

Treatment Baseline (n = 6) Context-aware (n = 6)

Perspicuity

Mean 1.00 1.67

SD 1.11 0.96

Dependability

Mean 1.08 1.58

SD 0.52 0.41

Perceived Usefulness: The context-aware chatbot was on average perceived as more
useful both for information retrieval (Mean context-aware= 2.17 (SD= 1.17) vs. Mean
baseline= 1.17 (SD= 1.47) and configuration (Mean context-aware= 2.00 (SD= 0.63)
vs. Mean baseline = 1.50 (SD = 1.64). In Table 2 the results for task performances are
illustrated. For the information retrieval task, differences in performance scores are
marginal, while the configuration scores differ significantly. The small variances in both
tasks allow for the observation of behavior patterns that can be verified in the chat logs.
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Table 2. Descriptive statistics for task performance

Treatment Baseline (n = 6) Context-aware (n = 6)

Inf.retrieval score

Mean 0.67 0.71

SD 0.13 0.10

Conf. score

Mean 0.79 0.93

SD 0.52 0.41

Cognitive Load: The measures on cognitive load suggest that participants experience
on average rather low cognitive load, as both measured means are positive. Participants
in the baseline design experienced less overall cognitive load (Mean context-aware =
0.82 (SD= 1.97) vs. Mean baseline= 1.33 (SD= 0.82)), while there is a high variance
in the findings corresponding to the context-aware chatbot. The second scale, focusing
rather on the medium to solve the task (“how easy or difficult was it to solve the tasks
using the chatbot”) favors the proposed design (Mean context-aware = 2.17 (SD =
10.75) vs. Mean baseline = 1.67 (SD = 0.82)).

Qualitative Results: Qualitatively, participants in the baseline design did miss flexi-
bility: “It would also be nice if you didn’t have to undo each step individually but jump
to the desired point” (Participant 5). Participant 3 found it obstructive to “have to think
about what is the next best thing”. Five out of six participants using the baseline design
found the step-by-step approach difficult to do corrections during the configuration.

Participants with the context-aware design criticized that not all their questions could
be answered satisfactorily and they “had to rephrase the questions” (Participant 6).
Here, the chatbot can be improved regarding its natural language understanding, as well
as regarding the information it can provide (e.g. additional information about specific
features).

Most participants highlighted the ease and intuitivity of selecting characteristics for
both designs. For the baseline, the selection of characteristics was very fast due to the
possibility of just typing in a number. However, the linear mechanic configuration comes
at the cost of flexibility and control. All participants using the context-aware chatbot
found it easy to configure. They acknowledged that typing in “buzzwords” (Participant
4) led to meaningful information or was sufficient to select characteristics. Participant
10 also appreciated the auto-complete option.

6 Discussion

6.1 Contribution

This work presents a novel approach addressing the known challenge of designing prod-
uct configuration interfaces. Founded on prescriptive knowledge from product config-
uration and chatbot research, this work aims to facilitate the configuration process for
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end-users by providing an intuitive and easy to use interface. It synthesizes expert inter-
views and existing literature to address the main issues of existing solutions which are
limited adaptiveness [6], information overload [2], and limited transparency [3, 6]. The
formulated DRs are independent of the specific design of the interface and can guide the
design of systems addressing the limitations of current solutions. Derived DPs reflect
chatbot capabilities in terms of perceiving the conversation as the object of design.
Developers can use the prescriptive knowledge to conceptualize chatbots as product
configuration interfaces. The derived DPs of a chatbot for product configuration show
the need for context-awareness for these kind of chatbots in order to provide flexibility
(DP1), relevant information (DP2), structure (DP3), and quick configuration options
(DP4). These principles can serve as the basis of a design theory for configuration bots.

From a practical perspective, the main deliverables are two chatbot prototypes (base-
line and context-aware), as well as the evaluation insights. The results of the evaluation
suggest that the proposed DPs did have an impact on participants’ configuration experi-
ence and configuration outcome. Although the sample sizewas limited to 12 test persons,
participants experienced significantly higher dependability and performed significantly
better in the configuration with the context-aware chatbot. On average the evaluation
showed that participants with the proposed design invested more time and sent more
messages to the chatbot. By doing so, they used context-aware features to resolve con-
figuration conflicts, select and reselect flexibly, and complete their configuration. They
configured rather according to their preferences than to the order suggested by the bot.
Although participants configuring with the baseline design knew better-suited alter-
natives exist and conflicts are part of the task, they made no effort to revise already
selected characteristics. Participants stated qualitatively that the chatbot step-by-step
approach made it hard to do corrections. Especially, the possibility to perform correc-
tions flexibly yielded value to the test group. Participants in the test group were more
successful and quicker in applying changes to their configuration. The control group
confirmed this observation, as five out of six participants requested more flexibility for
doing corrections.

For both designs, the self-reported overall mental effort was rather low, while it
was even lower with the baseline design. The chat logs and evaluation results suggest
that this low perceived mental workload is a result of the unsuitability of the baseline
chatbot for the task at hand, as it did not lead the participants to reconsider their decisions.
Accordingly, a reduction in perceived cognitive load (H3) could not be verified.However,
the chatlogs suggest that the proposed design lead to higher engagement (e.g. more
messages sent, more time invested to configure). The results indicate that the context-
aware chatbot was perceived as easier to use than the baseline (H1), while the results
were significant for the dimension dependability.

Significant differences in task performance results indicate that the proposed design
was more useful than the baseline (H2), which was also inclined by queried perceived
usefulness. A reduction in cognitive load due to the treatment could not be verified.
Participants with the proposed design invested more mental effort, which was needed to
complete the task at hand successfully. In conclusion, the context-aware chatbot is par-
ticularly suitable in an iterative configuration process involving changes and exploration.
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The baseline can serve as a fallback when users want to quickly select characteristics
manually.

6.2 Limitations and Future Works

This research project comes with five main limitations which offer opportunities for
further studies on chatbots for product configuration. First, only the company’s employ-
ees took part in the expert interviews. Future works could integrate a more diverse set
of end-users. However, the interviewed experts did have access to customer feedback,
some of them over years. Thus, they were able to produce generalizable insights from
different product domains, while feedback from end-users might be subject to individual
experience and the individual product domain.

Second, the evaluation was based on a sample size of 12 participants. Mainly partici-
pants without extensive product configuration experience were recruited, who were con-
sidered potential end-users. The evaluation results could be strengthened by increasing
the sample size and targeting real end-users from the domain of application.

Third, the task participants had to performduring the evaluationwas designed accord-
ing to the DRs. To measure performance in terms of correctly selected characteristics
objectively, the task’s scenario specified preferences. Configuration conflicts were inte-
grated into the task design, as their presence in configuration processes was confirmed
by the interviewees and literature [21]. Further research must examine the proposed
design’s impact on the configuration experience of real end-users with their preferences.
However, such an approach makes it difficult to apply objective performance measures,
as the results are subject to individual preferences.

Fourth, the measures of perceived usefulness and cognitive load consisted of two
items each. The small sample size and high variance in those measures do not permit the
deduction of generally valid statements that have been quantitatively proven. However,
the measurements allow to observe trends that could be reinforced by observing the
participants’ configuration proceedings, as well as their qualitative responses. Further
research can extend evaluation metrics and sample sizes.

Fifth, by delimitation in the stated research questions, the proposed design princi-
ples are evaluated against a baseline without context-aware abilities. A comparison to
a classical web form was not in the scope of this project. Due to their ability to reduce
complexity for end-users and to provide flexibility in the configuration process, this work
attributes added value to the usage of natural language, which has not been evaluated in a
between-subjects comparison. On the one hand, participants qualitatively acknowledged
the ease of selecting and changing product characteristics flexibly. On the other hand,
web forms offer more flexibility regarding information representation than a chat inter-
face. Further research can build on our contribution and compare different configuration
modes.

7 Conclusion

Chatbots can reduce complexity and facilitate request formulation for end-users by
allowing them to interact in natural language. Product configuration is an application
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where customers can be overwhelmed by themass and complexity of the product features
in current solutions. Existing interfaces often do not differentiate between novice and
expert users and emphasize an order of configuration for end-users.

As we could show in a small-scale evaluation, a context-aware chatbot for product
configuration provides flexibility in terms of possible conversation paths and vocabulary
used. Drawing from expert interviews and literature, DRs were compiled from which
general DPs were formulated. Those can serve as a blueprint to guide the development
of chatbots or natural interfaces for product configuration. The instantiation of the pro-
posed design was evaluated against a baseline design in a between-subjects comparison.
Users with the proposed design invested on average more time andmessages for the con-
figuration and ended up with a better output in terms of task performance. Furthermore,
participants attributed higher usefulness and higher usability to the proposed design. For
both designs, the reported mental workload was rather low, indicating low perceived
complexity. The instantiation of the DPs proved to be especially beneficial for quickly
selecting and revising product attributes in an iterative process, flexibly in terms of order
and vocabulary used. In use-cases with a higher number of variable product attributes,
the visual possibilities offered by a chat window appear to be limited and might be
supported by a web-form representation.

Further researchers are invited to apply, evaluate, and extend the proposed design and
design theory on a chatbot for product configuration facilitating the user configuration
process. Since the results of this project suggests high potential for combined approaches,
a combination of a chatbot and a classical configuration interface could be an idea for
future work to build on.

Appendix

Questions Asked in the Semi-structured Interviews

Status Quo

• “How often is the product configurator used by which user groups?”
• “What are the goals of a customer when configuring the product?”
• “What proportion of the configurations that have been started will be completed?”

Problem identification

• “For what reasons do users cancel a product configuration?”
• “How is the feedback on the product configurator?”
• “What complaints or negative feedback about the configurator are there?”
• “What are the hurdles in the current configuration process?”

Requirements
Abstract requirements

• “What are frequently expressed customer requirements?”
• “What are the relevant properties for you that a configurator has to implement?”
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• “How can intuitive operation or a pleasant process flow be achieved?”

Concrete requirements for configuration chatbot

• “In your opinion, howwould a text-based chatbot have to proceed in order to to enable
a pleasant configuration process?”

• “What abilities of the chatbot would be desirable”
• Opt.: negative questions in cases of insufficient feedback

(translated from German).

Final Evaluation

Table 3. Final experiment groups

Condition N Age Gender Product
configuration
experience*

Chatbot usage**

Control (baseline
design)

6 Mean = 29.5
(SD = 4.14)

Female = 4
Male = 2

Non-Expert =
4
Expert = 2

Mean = 3.00
(SD = 1.41)

Context-Aware
(proposed design)

6 Mean = 30.17
(SD = 10.34)

Female = 2
Male = 4

Non-Expert =
4
Expert = 2

Mean = 3.33 (SD
= 1.21)

*Measured on a five-point Likert scale
**Measured on a seven-point Likert scale

Table 4. User-related constructs

Construct Reference Measurement Items

User experience questionnaire Laugwitz et al. (2008) 7-point likert scale 26

Perceived usefulness Lund (2001) 7-point likert scale 2

Cognitive load Paas (1992), Eysink et al. (2009) 7-point likert scale 2
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Table 5. Performance related metrics

Measurement Description

Interaction duration Duration to complete all tasks

Information retrieval duration Duration to complete task one

Configuration duration Duration to complete task two

Correction retrieval duration Duration to complete task three

Number of messages 0000000 Total number of messages sent to the chatbot

Information retrieval score Performance score in the information retrieval task

Configuration score Performance score in the configuration task
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