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Abstract. We build our secure multiparty computation (MPC) proto-
cols on top of the fully homomorphic encryption (FHE) scheme, BFVrns,
and augment it with Proxy Re-Encryption (PRE). We offer three dis-
tinct secure MPC protocols that make use of the Advanced Encryption
Standard (AES) and Intel Software Guardian Extension (SGX). The
PREFHE protocol is based on FHE and PRE that offers a reasonable
computational time of milliseconds or seconds, depending on the func-
tion computed jointly on the parties’ encrypted data. It offers 4 rounds
and a communication cost that only depends on the parties’ cipher-
text size. PREFHE-AES employs AES-128 encryption, which reduces
the cost of communication to bits rather than kilobytes or megabytes
while maintaining the same number of rounds as PREFHE. PREFHE-
SGX is another novel approach that reduces the number of rounds from
4 to 3 by utilizing only one untrusted server. Additionally, it delivers a
reasonable level of performance that is applicable to real-world use cases.
We pioneer the use of SGX and FHE in secure MPC protocols, resulting
in reduced number of rounds. In the protocols, after parties send their
encrypted data to the server, they are not required to be online that
improves practicality in the protocols. Additionally, the parties are not
required to collaborate on any computations during the encryption and
decryption phases that makes our protocols more efficient than other
proposed protocols.

Keywords: Multiparty computation · Homomorphic encryption ·
RLWE · Proxy reencryption · Intel SGX

1 Introduction

With the improvement of technology, new approaches have been proposed such
as cloud storage/computing or distributed computing. While these services offer
ease and practicality in real life, it comes at a price of privacy. When we store
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our data in the cloud, the cloud or other cloud users may snoop our confidential
data. To protect this sensitive information, storing the data in encrypted way is
the first step to solve this problem. This idea leads to another problem of making
computations on this data. Homomorphic encryption (HE) enables computation
of some functions on the encrypted data while FHE allows any kind of compu-
tation. Secure MPC takes this approach to another level with computing on the
encrypted data collaboratively. It enables n parties computing a function F on
n encrypted inputs, such that each party learns the result of the function but
not any others’ input.

Secure MPC was first introduced by Yao in 1986 [48] for two-party case and
multiparty case by Goldreich, Micali and Wigderson [27]. For constructing secure
MPC two different approaches have been proposed in general. The first method
is based on secure secret sharing where there is an honest majority among the
parties [4,10]. The second approach uses binary circuit representation of the
function [27,48]. Secure MPC has progressed in terms of efficiency with the recent
studies. Based on HE, many MPC studies were proposed such as [5,14,17,18,38].
After the introduction of FHE, many MPC studies were proposed based on FHE
such as [33] and FHE variants such as threshold FHE [3] and multikey FHE [34].

FHE refers to a family of encryption methods that allows evaluation of arbi-
trary computation on encrypted data. FHE was first proposed by Rivest et
al. [41] in 1978. It was an open problem until Gentry proved that FHE is possi-
ble by using lattices in his work [25] in 2009. After Gentry’s breakthrough, many
variants of FHE were proposed in the literature [19,43]. FHE offers privacy for
data and efficiency on distributed computing on encrypted data and enables
powerful privacy-preserving applications. One of these important applications
is the family of secure MPC protocols. FHE allows constructing efficient secure
MPC schemes. Lattice-based cryptography is known for its quantum resistance,
so our secure MPC protocols are quantum-resistant as well. We propose three
secure MPC protocols with BFVrns [7,22,29] that is a ring-learning with error
(RLWE) based FHE scheme. We offer efficient secure MPC implementations
based on PALISADE lattice cryptography library1 [39].

Efficiency of secure MPC is measured based on three metrics such as rounds,
computation cost and communication cost. Rounds refers to total number of
communication between parties and servers and among servers. Communication
cost is used for the amount of data that is transferred during the execution
of the protocol. Computation cost is the amount of computation conducted in
each party and server to process the protocol. Some studies suggest some secure
MPC protocols that computational and communication complexities of all the
parties who participate in the protocol depend on the complexity of the function
[4,10,27,30]. This type of protocols may not be efficient in real-life application
due to the high complexity of the function. Some recent protocols require com-
munication at every gate and all parties to be online [5,16,18] which is not
very possible all the time. In some protocols, decryption is jointly computed [34]
which is not very practical in most of use cases. The protocol of [3] requires the

1 https://gitlab.com/palisade/palisade-release.

https://gitlab.com/palisade/palisade-release
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parties to generate a joint public key online which is not always achievable in
real life. The study in [28] suggests a secure MPC protocol for a small class of
functions that is not enough for most of the applications. To overcome these
challenges, we introduce our FHE and PRE-based secure MPC construction and
its two variants with AES and SGX.

We introduce a novel concept of secure MPC as a hybrid of FHE and PRE.
Our secure MPC constructions mainly depend on FHE approach. We make use
of its proxy-reencryption (PRE) capability for constructing the secure MPC
protocols. PRE allows us to conduct computation on encrypted data which are
encrypted under many different keys while FHE enables secure computation
for two parties. The recent Threshold FHE schemes have some pitfalls that
a third party should know all secret keys of the parties to create a common
multiparty operation key. We overcome this problem by using PRE. PRE allows
reencryption of the ciphertext under a common key to enable evaluation of the
function on the given ciphertexts by different parties. It also enables reencrytion
of the result of the function evaluation under individual keys of each party so
that each party can decrypt the result without exchanging any keys or partial
decrypted results.

Our protocols depend on honest-but-curious (semi-malicious) security model
that is a prevalent security model used in practical implementations of secure
MPC due to performance reasons [6,9,20,21,32]. We assume that two untrusted
servers in the protocols do not collude. The assumption of existence of two non-
colluding servers is widely used in many studies [9,11,15,21]. Furthermore, we
propose further improvements to enhance the security model to malicious model
with non-interactive zero knowledge (NIZK) proofs proving plaintext knowl-
edge as done in the work [34]. Our protocols can be easily used by the privacy-
preserving applications such as auctions, electronic voting or secure machine
algorithms can be good use cases for our secure MPC protocols.

In our main protocol PREFHE, we assume that we have two non-colluding
but untrusted servers. One of the server is responsible for creating FHE param-
eters and generating common key pair and reencryption keys for each part.
Another one conducts evaluation of the function on the ciphertexts and reen-
cryption of the result. In PREFHE, the parties are involved in the protocol
while uploading their encrypted data and decrypting the final result. In the rest
of the protocol, any party does not need any further communication with the
servers. The communication between the clients or servers does not depend on
the complexity of the function to be evaluated. Also, the computation of the
parties/clients does not depend on the complexity of the function F . All parties
are not expected to be online after sending their encrypted data to the server.
In the encryption or decryption phase, we do not require any joint computation
by the parties. The parties only send their encrypted data to the server and they
get the final result in encrypted at the end of the protocol.

In the AES variation of PREFHE, PREFHE-AES, the parties send their
data encrypted under AES-128 that enables less communication cost between
the parties and the server (S1). We adapt the idea of the work in [36] to our
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secure MPC protocol. This adaption creates an extra computational cost on the
server (S1), but this can be handled with improvements such as parallelization
or including special hardware for AES encryption/decryption. We propose SGX
variation of PREFHE as PREFHE-SGX that combines PALISADE library (for
implementation of the FHE scheme), Intel SGX technology and secure MPC. We
use Gramine as a bridge between PALISADE and Intel SGX to avoid adjusting
the PALISADE code to SGX [31].

1.1 Our Contributions

PREFHE: PREFHE proposes the first combination of FHE and PRE approach
for secure MPC protocols. It enables practical secure MPC implementation for
real-life use cases. It requires 4 rounds including key exchange phase which is
not included as a round in many previous works. The parties in the PREFHE
protocol are not required to be online after they send their encrypted data to
the server. This makes the protocol a good fit for the applications that do not
allow online access all the time. The parties send their data encrypted under the
BFVrns scheme that may result in kilobytes sometimes megabytes. This may
cause some problems in low-bandwidth network or applications that have small
memory or network channel. To handle this problem, we propose AES version
of PREFHE.

PREFHE-AES: To reduce the communication cost of PREFHE, the parties
send their data encrypted in AES-128 which has smaller data size to be sent to
the server. We reduce communication cost, but it comes at a price of computation
cost on the server side. Computing decryption of AES-128 homomorphically
is a costly operation. For applications that require less communication cost,
PREFHE-AES is a good fit with the same number of rounds as PREFHE at a
reasonable computational time.

PREFHE-SGX: For the applications that allow only one server or have
constraints of local computation, PREFHE-SGX is a convenient approach with
3 rounds that has less than most of the state-of-the-art protocols. It also intro-
duces reasonable computational cost which only depends on the function to be
evaluated. We lead adapting SGX and FHE together in secure MPC protocols
that leads practical use of secure MPC protocols in real-life applications.

Performance In Practice: Our three protocols provide reasonable amount
of running time on the client and server side with milliseconds or seconds that
mainly depends on the function. Even if circuit depth is high, we use an efficient
FHE scheme, BFVrns, that takes advantages of Residue Number System (RNS)
and packing of plaintext in SIMD manner [24,42].

1.2 Related Works

The idea of using threshold homomorphic encryption in MPC protocols was
first presented by Cramer, Damgard, and Nielsen [14]. Somewhat homomorphic
encryption was used to boost implementation of MPC protocols in some studies
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such as [5,18]. In their protocols, all parties compute proportional to the com-
plexity of the function to be computed and interact at every gate. Choudhury et
al. proposed better communication at a computation cost [12]. Their work sug-
gested a kind of interactive bootstrapping protocol to refresh ciphertexts. Cloud
server idea came with the work by Kamara et al. [30]. They proposed server-
aided MPC idea by assigning large amount of works from the computation to
some parties. Halevi et al. suggested the idea of secure computation on the web
to minimize communication between parties in the computation [28]. After FHE
is proposed by Gentry [25], new approaches based on FHE were suggested by
Lopez et al. [33,34] using multikey FHE approach. Asharov et al. presented an
efficient threshold FHE based secure MPC scheme in terms of round, commu-
nication and computation costs [3]. TFHE schemes allow to jointly generate a
common FHE public key along with a secret key that is shared by them later.
For decryption, they conduct a collobarative decryption process on ciphertexts
to get the final plaintext without learning others’ inputs. Garg et al. achieved 2-
round MPC from indistinguishability obfuscation [23]. As an optimization they
suggested another 2-round MPC protocol from multikey FHE that is indepen-
dent of the circuit to be computed. [37] proposes a Intel SGX as TEE and
FHE-based multiparty computation that makes use of a certification authority
(CA) for aunthentication of the parties. [46] presents a multiparty construction
that uses partial HE and Intel SGX as TEE. The latest two constructions do
not use Gramine.

2 Background

2.1 Fully Homomorphic Encryption Scheme: BFVrns

We give a brief explanation of the BFVrns scheme referenced from [7,22,29] but
mainly from [29]. Fan and Vercauteren [22] present the RLWE version of work
proposed by Brakerski in [7]. Residue Number System (RNS) variant of the BFV
scheme is presented by Halevi et al. [29] for more efficient procedures for BFV
and it is implemented in PALISADE library. BFVrns provides improvements
on decryption and homomorphic multiplication by using Chinese Remainder
Theorem (CRT) representation. BFVrns utilizes some parameters such as m,
t, q ∈ Z. t stands for plaintext modulus, N stands for φ(m) = N , ciphertext
modulus is q =

∏k
i=1, qi for the same size qi, σ is the standard deviation of error

distribution χ. rw stands for the size of the relinearization window. Let rings be
R = Z[x]/Φm(x), Rq = R/qR, Rt = R/tR. We choose a uniform αi ∈ Rq and
ei ← χ, qi

∗ = q/qi, q′
i = [qi

∗−1]qi , βi = [q′
iqi

∗s2 − αis + ei]q for i = 0, 1, . . . , k.
The public key consists of pk and Wi := (βi, αi).

– KeyGeneration: Secret Key: Sample s ← χ, set sk = (1, s) ∈ R2.
Public Key: Sample a ← Rq, e ← χ, set pk = ([−(a · s + e)]q, a) ∈ R2

q.
– Encryption(m, pk): m ∈ Rt, u ← χ, e0, e1 ← χ, ct = [u · pk + (e0, e1) +

(Δm, 0)] where Δ = q/t. Output ct.
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– Decryption(ct, sk): ct = (ct[0], ct[1]), x = [〈sk, ct〉]q = [c[0] + c[1]s]q and
output m := [�x · t/q�]t.

– Add(ct0, ct1): Output [ct0 + ct1]q.
– Mult(ct0, ct1): For ct0, ct1, tensoring and relinearization are computed as

follows:
• Tensoring: c[0] = ct0[0]ct1[0], c[1] = ([ct0[0]ct1[1]+ [ct0[1]ct1[0]]q), c[2] =

ct0[1]ct1[1] and c = (c[0], c[1], c[2]). Output c′[i] = [�t/q · c[i]�]q for i =0,
1, 2.

• Relinearization: Decompose c′[2] into its CRT components c′[2][i] =
[c′[2]]qi , set c′′[0] = [

∑k
i=1 βic

′[2][i]]q, c′′[1] = [
∑k

i=1 αic
′[2][i]]q, output

ctmult = [(c′[0] + c′′[0], c′[1] + c′′[1])]q.
– MultiPartyKeyGen(pk): pk = (p0, p1), a ← p1, s ← χ, b = −(e+(a · s))+

p0, set new key pk′ = (b, a) and sk = s.
– ReKeyGen(newpk, oldsk): For rw = 0, newpk = (p0, p1), e1i, e2i ← χ,

ui ← χ. For each element in oldsk; c0i = p0 · ui + e1i + fi where fi are
elements at index i in oldsk. c1i = p1 ·ui + e2i. Set evalKey = ({c0k}, {c1k)}
for 0 ≤ k < v where v is the number of elements in oldsk. Output evalKey.

– ReEncrypt(evalKey, ciphertext): Apply KeySwitch on ciphertext with
evalKey.

– KeySwitch(evalKey, ciphertext): evalKey = (b, a). Set digitsC1 as CRT-
Decompose of ciphertext[1] on base rw, c1 = digitsC1[0] · a[0], c0 = c0 +
digitsC1[0]·b[0]. Set c0 = c0+

∑k−1
i=1 (digitsC1[i]·b[i]), c1 =

∑k−1
i=1 (digitsC1[i]·

a[i]) where k is size of digitsC1. Output newCiphertext = (c0, c1).

2.2 Intel SGX

The Trusted Execution Environment (TEE) is an approach for secure compu-
tation that enables the processing of sensitive data within the main processor’s
secure area (enclave). TEE delivers memory in secure enclaves for isolated com-
putation in the presence of a malicious host. Other processes, such as user or
kernel level operations, cannot modify the code contained within the enclave.
SGX is a hardware-assisted version of TEE that is available on various Intel
processors. SGX enables code to execute in a protected enclave that can com-
municate with other applications through a dedicated channel, but other appli-
cations cannot access the enclave itself [13]. Enclave execution takes place in
the protected mode (at ring 3) and follows the address translation done by the
operating system kernel [13]. SGX has remote attestation to prove the integrity
of the code running in the enclave. When a malicious party attacks a system, it
cannot access the code running/stored in the enclave. This reduces the attack
surface of the system. SGX has also some disadvantages as follow.

– Paging cost: Data is encrypted and decrypted during exchanging the data
between the enclave and outer program. This step creates latency during the
paging process.

– Memory limit: SGX has physical memory limit of 128 MB while the practical
limit is 90 MB [13,26].
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– Lack of library support: Some C++ operations or libraries cannot be used in
SGX such as vector from standard library and system calls.

In our study, SGX helps us to execute sensitive data in an untrusted server. In
PREFHE, we have to use two servers to prevent disclosing of parties’ data. In
the PREFHE-SGX version, one server handles the tasks of two servers. When
the server in PREFHE-SGX runs the sensitive data that helps decrypting the
clients’ encrypted data. In the new version, creating the common key pair and
reencryption key that use the secret key of common key pair take place in the
SGX enclave which cannot be tampered by the host server or any other malicious
third parties.

Gramine: Gramine is an open-source, lightweight Lib OS(Library Oper-
ating System) project that supports Intel SGX and allows users to run their
existing applications on Intel SGX [31]. Intel Labs initiated Gramine (previously
called Graphene) to provide an open-source compatibility layer for Intel SGX.
Gramine bridges various kind of applications and Intel SGX without modifying
the application code. Gramine supports native Linux binaries on all platforms.
We use Gramine to integrate PALISADE homomorphic encryption library and
Intel SGX. Since Intel SGX does not allow usage of some libraries, Gramine
handles this problem for developers. PALISADE, Gramine and Intel SGX are
first used by Takeshita et al. [45] while we pioneer using this system for building
secure MPC protocols.

3 Secure MPC Protocols

In this section, we introduce our three secure MPC protocols in detail.

3.1 PREFHE: Secure MPC from Multikey FHE and PRE

We construct a secure MPC protocol based on the BFVrns scheme which is
a prominent lattice-based FHE scheme. Our protocol is constructed on two
untrusted servers and n clients who want to run secure MPC on their secret
data collabaratively. We utilize PRE approach to enable privacy of the inputs of
the clients and the result of secure multiparty computation. PRE allows reen-
crypting different ciphertext under the same secret key. Indirectly, it also allows
decrypting the same input under different secret keys. In the protocol, we utilize
the PRE method proposed in [40] as a building block to manage two untrusted
server setting. We assume that these two servers do not collude and the clients
and S1 use a secure channel to prevent S2 to access any ciphertext which is
encrypted under reencryption keys generated with the common key pair. We
summarize how this protocol works step by step. Also, we provide the security
analysis for semi-malicious model (a.k.a. honest-but-curious model).

1. The untrusted server S2 decides on the FHE parameter set which is generated
by the work [47] and verified by LWE Estimator [2] that is used in Homomor-
phic Encryption Standard [1]. S2 decides on the client index j who initiates
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Key Generation and S2 creates the crytocontext cc and a common key pair
CKPair from cc to reencrypt the ciphertext under the same key pairs, pub-
lishes FHE parameters, CKPair.pk and j to the clients as in Fig. 1.

2. The clients can check the security of the parameter set with LWE Estimator
and if it does not provide necessary security limit (i.e. at least 128-bit security
level), they can ask for S2 to generate a new parameter set and publish it to
all parties.

3. The client j initiates the Key Generation process and broadcasts his public
key as pkj .

4. Other clients operate Multiparty Key Generation using pkj . Each party
encrypts their data under their individual public key.

5. All clients operate ReKey Generation process to generate new encryption
keys to enable S1 to eval the function on the data.

6. The clients reencrypt their ciphertext under their new individual reencryption
keys. They send these new ciphertexts cptxtCi to S1. S1 evaluates the function
to be computed on these ciphertexts as in Fig. 2. S1 does not know the secret
key of the common key pair CKPair, thus S1 cannot decrypt the ciphertexts
of the clients.

7. As seen in Fig. 3, S2 creates reencryption keys to allow the clients to decrypt
the result under their individual secret keys. S2 sends these keys REKeyi to
S1 allowing that noone can see the result in plaintext including S1 and S2.

8. S1 reencrypts the result under corresponding new reencryption keys of the
clients and sends all ri to corresponding public key holder clients where 1 ≤
i ≤ n.

9. Each client decrypts their reencrypted ciphertext ri under their individual
secret keys and learns the result of the multiparty computation.

Clients Server2

FHE parameters, index j

CKPair=cc→ KeyGen()

Key Generation

kpj = cc→ KeyGen()

Publish kpj .pk

kpk = cc→ MultipartyKeyGen(kpj .pk) (for k! = j)

FHE Parameters, j, CKPair.pk

Fig. 1. Key generation and exchange phases of the PREFHE protocol.
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Clients Server1

result= cc→ EvalF({cptxtCi})

Encryption (for 0 ≤ i < n)

cptxti = cc→ Encrypt(kpi.pk, ptxti)

ReEncryption (for 0 ≤ i < n)

REKeyCi = cc→ ReKeyGen(CKPair.pk, kpi.sk)

cptxtCi = cc→ ReEncrypt(REKeyCi, cptxti)
{cptxtCi}

Fig. 2. Reencryption phase of PREFHE and PREFHE-SGX protocol.

Clients Server1 Server2

Re Encryption (for 0 ≤ i < n)

ri= cc→ ReEncrypt(REKeyi, result)

Re Encryption KeyGen (for 0 ≤ i < n)

REKeyi = cc→ ReKeyGen(kpi.pk, CKPair.sk)

Decryption (for 0 ≤ i < n)

cc→ Decrypt(kpi.sk, ri, DecResulti)

{REKeyi}

{ri}

Fig. 3. Second reencryption and decryption of the PREFHE protocol.

3.2 PREFHE-AES: Secure MPC from Multikey FHE and PRE
with AES

We combine the first version of our secure MPC protocol with AES-128 encryp-
tion method to reduce communication cost between the servers and clients. In
the previous scheme, the clients need to send their ciphertexts that are encrypted
under the BFVrns scheme. The ciphertext size in the FHE schemes is large such
as 2N log q bits where N is the ring dimension, log q is ciphertext modulus.
To overcome this problem, the clients send their data encrypted under AES-
128 encryption that results in a far smaller ciphertext sizes than the BFVrns
encrypted one. The ciphertext size in AES-128 depends on the plaintext size,
mode of operation and padding. The steps of the protocol are explained as fol-
lows:

1. The protocol starts with the key generation and key distribution as in Fig. 4.
The FHE parameters are decided by S2 as in PREFHE and distributed to
the clients. At the same time, S2 creates a cryptocontext cc and generates a
common key pair CKPair from cc to let the clients create their reencryption
keys and reencrypt their ciphertexts.
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2. The clients generate their public, private key pairs and encrypt their data
under their AES-128 key as ci as in Fig. 4.

3. The clients encrypt their AES key with their FHE public key as cki.
4. They create reencryption key from the common key pair as REKPi and send

REKPi, ci and cki to S1.
5. S1 encrypts the ciphertexts with their FHE public keys and unravels the

ciphertexts with homomorphic AES-128 decryption (AES−1) as in Fig. 6.
6. S1 reencrypts these ciphertexts again under their corresponding reencryption

keys and evaluates the necessary function on the FHE ciphertexts.
7. S2 generates the second reencryption key to enable the ciphertexts to be

decrypted under individual private keys of the clients and sends REKeyRCi

to S1 as in Fig. 5.
8. S1 reencrypts the result with their respective reencryption keys and conducts

dimension reduction as in [8] to reduce the size of the ciphertexts, then S1

sends these ciphertexts to the corresponding clients.
9. The clients decrypt their ciphertext with their private keys and get the result

in plaintext.

Clients Server2

FHE parameters, index j

CKPair=cc→ KeyGen()

Key Generation

kpj = cc→ KeyGen()

Publish kpj .pk

kpk = cc→ MultipartyKeyGen(kpj .pk) (for k! = j)

FHE Parameters, j, CKPair.pk

Fig. 4. Key generation and distribution of the PREFHE-AES protocol.
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Clients Server1 Server2

Re Encryption (for 0 ≤ i < n)

rci= cc→ ReEncrypt(REKeyRCi, result)

Dimension Reduction (rci)[8]

Re Encryption KeyGen (for 0 ≤ i < n)

REKeyRCi = cc→ ReKeyGen(kpi.pk, CKPair.sk)

Decryption (for 0 ≤ i < n)

cc→ Decrypt(kpi.sk, rci, DecResulti)

{REKeyRCi}

{rci}

Fig. 5. The second reencryption and decryption phase of the PREFHE-AES protocol.

Clients Server1

ci = cc→ Encrypt(kpi.pk, ci)

ci = AES−1(ci, cki)

ReEncryption (for 0 ≤ i < n)

ci = cc→ ReEncrypt(REKPi.pk, ci)

result= cc→ EvalF({ci})

Encryption (for 0 ≤ i < n)

ci = AES(ki, ci)

REKPi = cc→ ReKeyGen(CKPair.pk, kpi.sk)

cki = cc→ Encrypt(kpi.pk, ki)
{ci, cki, REKPi}

Fig. 6. The first reencryption and evaluation of function F phase of the PREFHE-AES
protocol.

3.3 PREFHE-SGX: Secure MPC from Multikey FHE and PRE
with SGX

In this section, we present PREFHE-SGX that enables constructing the
PREFHE protocol with one-server setting. Intel SGX enables calculation of sen-
sitive data in the SGX enclave by protecting the data from the outer applications
or adversaries. The difference between this protocol and PREFHE is calculating
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common key pair and reencryption keys in the SGX enclave. In PREFHE, S2

conducts these operations separately to prevent the clients’ data to be seen in
plaintext by S1.

Clients Server1

FHE parameters, index j

IN SGX ENCLAVE

CKPair=cc→ KeyGen()

Key Generation

kpj = cc→ KeyGen()

Publish kpj .pk

kpk = cc→ MultipartyKeyGen(kpj .pk) (for k! = j)

FHE Parameters, j, CKPair.pk

Fig. 7. Key exchange phase of the PREFHE-SGX protocol. (Grey box represents the
SGX enclave.)

Clients Server1

Re Encryption (for 0 ≤ i < n)

ri= cc→ ReEncrypt(REKeyi, result)

IN SGX ENCLAVE

Re Encryption KeyGen (for 0 ≤ i < n)

REKeyi = cc→ ReKeyGen(kpi.pk, CKPair.sk)

Decryption (for 0 ≤ i < n)

cc→ Decrypt(kpi.sk, ri, DecResulti)

{ri}

Fig. 8. Second reencryption and decryption of the PREFHE-SGX protocol. (Grey box
represents the SGX enclave.)
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With SGX, the secret key of the common key pair is stored in the SGX
enclave. The operations which use this secret key also locate in the SGX enclave
so that the server cannot decrypt the clients’ encrypted data. We refer the reader
to the explanation of PREFHE for further details due to space limit. In this
protocol, Gramine allows us to run PALISADE code on the SGX enclave without
any adjustments on the code. Figure 7, 2 and 8 depict the steps of the protocol
in order.

3.4 Correctness

Correctness of the protocols mainly depends on the BFVrns scheme given in
Sect. 2.1. Halevi et al. provides correctness proof of the scheme in [29]. We present
the correctness of the PREFHE protocol in this section. Other two protocols
follow the same correctness proof.

At the beginning of the protocol, KeyGeneration step creates the public, pri-
vate key pair for the encryption step. After this step, we make use of PRE scheme
that proposed in [40]. In this step, PRE allows encrypting of all ciphertexts under
the same key pair to evaluate a function on them. PRE has ReKeyGen routine
that creates new evalKey for transforming the ciphertext to another one. The
second step of PRE is ReEncryption step which calls KeySwitch routine due
to being a PRE operation. KeySwitch changes the given input ciphertext to
another ciphertext that is encrypted under the new key given in ReKeyGen
step. KeySwitch method uses the algorithm given in [8] as digit decomposition
method. Correctness of PRE scheme is proved in [40]. In this step all ciphertexts
are transformed to be encrypted under the same public key. The corresponding
secret key of this public key is only known by S2. All ciphertext are sent to
S1 to evaluate the function which clients want to calculate. S1 evaluates the
function on the ciphertexts. S2 runs ReKeyGen routine to create new evalKey
set for reencrypting the result to be decrypted under each clients’ secret key. S1

runs ReEncryption and sends the results to corresponding clients. Correctness of
this step also depends on the PRE scheme. Clients decrypt these new individual
ciphertexts with their secret key and open the result in plaintext. Correctness of
this protocol mainly depends on PRE which is used two times as a subroutine.

The final decryption of ciphertext after reencryption can be represented as
follows where pk = (p0, p1) and b = p0 · u[i] + e1[i] + s[i] from ReKeyGen
procedure:

c0 − s · c1 = c0 +

k−1∑

i=1

(digitsC1[i] · b[i]) − s ·
k−1∑

i=1

(digitsC1[i] · a[i])

= c0 +

k−1∑

i=1

(digitsC1[i] · (p0 · u[i] + e1[i] + s[i])) − s ·
k−1∑

i=1

(digitsC1[i] · a[i]).

(1)
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After scaling down by t/q;

�(c0−s∗c1)t/q� = �t/q(c0−s ·
k−1∑

i=1

(digitsC1[i] ·a[i])+
k−1∑

i=1

(digitsC1[i] ·(p0 ·u[i]+e1[i]+s[i])))�.

(2)
�∑k−1

i=1 (digitsC1[i] · ((−e − as) · u[i] + e1[i] + s[i]))t/q� is small enough due to
q 	 t. It can be seen that

�(c0 − s · c1)t/q� = m (mod t). (3)

3.5 Security Analysis

Security for the Semi-honest Model: The semi-honest model implies that
all parties follow the protocol description, but they still try to gather informa-
tion about other parties’ inputs, intermediate results or overall outputs just by
looking at the protocol’s transcripts.

Security of the PREFHE protocol mainly depends on underlying FHE scheme
of the protocol and BFVrns depends on RLWE assumption as follows.

Definition 1. (RLWE [44]): For security parameter λ, f(x) = xn + 1 where
n is power of 2. q is q ≥ 2. Let the ring R = Z[X]/f(x) and Rq = R/qR.
χ is a distribution over Rq. RLWEQ,χ,n problem concerns about distinguishing
following two distributions. The first distribution is uniformly generated samples
(ai, bi) ∈ R2

q. In the second distribution, samples s from Rq uniformly, (ai, bi) ∈
R2

q where ai ← Rq uniformly and ei ← χ, bi = ai · s + ei. Since SVP problem
can be reduced to RLWE [35], RLWE is considered a hard problem.

KeyGen/MultipartyKeyGen: This step creates random sk and pk pairs
for the clients and its security depends on RLWE assumption.

Encryption: The clients encrypt their inputs under their public key so noone
else can decrypt and see their input.

ReKeyGen + ReEncrypt: This step depends on PRE scheme proposed in
[40] which is proved as IND-CPA secure in [40]. The clients create new evalKey
to reencrypt their encrypted inputs to allow function evaluations on all of the
clients’ data. This step requires individual sk so that noone else can create
other evalkey from their sk. These reencrypted ciphertexts are sent to only S1

through a secure channel to prevent any decryption by S2. According to our
assumption on two non-colluding servers, S1 cannot decrypt ciphertexts sent
by the clients and result of function evaluation on ciphertexts because it has
no access to CKPair.sk. Also, S2 cannot decrypt or manipulate ciphertexts
because it cannot see clients’ ciphertexts or the final result. S1 cannot get any
additional information from intermediate outputs. ReKeyGen + ReEncrypt is
used in 2., 3. and 4. rounds to prevent leaking any additional information about
the ciphertexts and result.

When all rounds come together, the PREFHE protocol ensures security in
the semi-honest model. We can improve the security model to malicious model
with NIZK protocols to prove plaintext knowledge as in the work proposed in
[34].
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4 Software Implementation

4.1 Implementation on PALISADE

Experimental Setup. We run the experiments on the Microsoft Azure Stan-
dard DC2s v2 virtual machine that has 2 cores and 8 GB memory running
Ubuntu 20.04. We use PALISADE lattice cryptography library version 1.10.6
[39] and Gramine version 1.12.

4.2 Perfomance

In this section, we analyze our secure MPC protocols in terms of three metrics
such as rounds, communication and computation complexity and compare with
the state-of-the-art protocols. Due to the unavailability of their implementations,
it is not possible to compare running times with other suggested protocols. We
compare the protocols such as [3,33,34,38] which provide semi-malicious security
model version to provide a fair comparison.

Rounds: PREFHE and PREFHE-AES propose 4 rounds while PREFHE-
SGX has 3 rounds in total. Each round in our protocols requires less computation
than the rounds in [33,34]. Our protocols do not require the parties to be online
after they send their encrypted data to the server. On the other hand, some
cutting-edge protocols require communication at every gate and the presence
of all parties online [5,16,18] which is not feasible in real-life applications. In
some protocols, decryption is jointly computed [34] that increases the number
of rounds. In the work presented in [33], encryption key is jointly computed
while in our protocols, this is not required which means more practicality. In our
protocols, Table 1 suggests that PREFHE-SGX has the less number of rounds.
In PREFHE-SGX, one server handles two servers’ jobs, so it reduces the number
of total rounds.

Communication Complexity: The communication cost between clients
and the server is independent of the function to be computed. In PREFHE and
PREFHE-AES, the communication cost between two servers is also independent
of the complexity of the function. The works in the [3,33], communication cost
depends on the length of the input and outputs. They generally contain a set of
indices, ciphertexts and eval keys which is larger than a ciphertext size.

Computation Complexity: In our protocols, the computation complexity
on the server S1 is linear in the size of the circuit computing F . Since multiplica-
tion of two ciphertexts is considered the most costly operation, the multiplicative
depth of the function mainly determines the computation cost.

Performance Results: Table 2 suggests that PREFHE has the fastest client
and servers time with 2 untrusted server setting. Since homomorphic decryption
of AES-128 takes a long time, Server 1 computation time of PREFHE-AES is
around 45 s which is still practical for real life. For functions having larger num-
ber of multiplications, computation cost can be improved with better hardware

2 https://github.com/gramineproject/gramine.

https://github.com/gramineproject/gramine
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Table 1. Performance comparison of main and our protocols. (Communication com-
plexity refers to the communication cost between a client/party and server that evalu-
ates the function F . ‖c‖ represents size of a ciphertext and ‖cAES‖ stands for AES-128
encrypted ciphertext size.)

[33] [38] [3] PREFHE PREFHE-AES PREFHE-SGX

Rounds 4 4 5 4 4 3

Communication Comp. ‖I/O‖ ‖c‖ ‖I/O‖ ‖c‖ ‖cAES‖ ‖c‖
Computation Comp. (Server) |F | |F | |F | |F | |F | |F |

Table 2. Performance results of the protocols for t = 32769, m = 16384, log qi = 55,
σ = 3, rw = 0, λ = 128. F has one multiplication as an example in this experiment.
Time unit is ms. Client time represents the total runtime of one client.

PREFHE PREFHE-AES PREFHE-SGX

Client time 24.931 12.276 26.354

Server 1 time 19.183 45142.833 25836.862

Server 2 time 27.701 29.975 NA

and parallelization techniques. The client side of PREFHE-AES has better per-
formance over other two protocols due to outsourcing the encryption of the data
to Server 1. PREFHE-SGX performs better than PREFHE-AES for Server 1
but worse than PREFHE. The reason is that Server 1 in PREFHE-SGX handles
two servers’ tasks and it utilizes SGX that has paging latency.

Trade-Off Between Protocols: According to the needs of the application,
the user may consider trade-off between client and server side computations or
rounds or communication cost. For applications that have network bandwidth
constraints, the user may prefer PREFHE-AES over others. For computational
constraints or time sensitivity, PREFHE is the best fit with the short latency.
For the systems that allow one server in the secure MPC setting, PREFHE-SGX
signifies the best round-efficient one in all secure MPC protocols.

5 Conclusion

We propose three distinct secure MPC protocols constructed from FHE, AES-
128, and Intel SGX. PREFHE is highly efficient in real-world applications,
whereas PREFHE-AES introduces a communication-efficient protocol that is
highly efficient in low-bandwidth networks. PREFHE-SGX proposes a single-
server setting with 3 rounds and is a pioneer in the use of FHE and SGX in secure
MPC protocols. Our protocols’ communication costs are function-independent.
Additionally, our protocols do not require parties to be online following the trans-
mission of encrypted data to Server 1. The decryption phase does not require
any collaboration on the part of the parties, which increases the protocols’ prac-
ticality. We present efficient and secure MPC protocols that are applicable to a
variety of use cases in real life.
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