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Abstract. Since Unmanned Aerial Vehicles (UAVs) became available to
the civilian public, it has witnessed dramatic spread and exponential pop-
ularity. This escalation gave rise to privacy and security concerns, both
on the recreational and institutional levels. Although it is mainly used
for leisure and productivity activities, it is evident that UAVs can also be
used for malicious purposes. Today, as legislation and law enforcement
federations can hardly control every incident, many institutions resort to
surveillance systems to prevent hostile drone intrusion.

Although drone detection can be carried out using different technolo-
gies, such as radar or ultra-sonic, visual detection is arguably the most
efficient method. Other than being cheap and readily available, cameras
are typically a part of any surveillance system. Moreover, the rise of deep
learning and neural network models rendered visual recognition very reli-
able [9,21].

In this work, three state-of-the-art object detectors, namely YOLOv4,
SSD-MobileNetv1 and SSD-VGG16, are tested and compared to find
the best performing detector on our drone data-set of 23,863 collected
and annotated images. The main work covers detailed reportage of the
results of each model, as well as a comprehensive comparison between
them. In terms of accuracy and real-time capability, the best performance
was achieved by the SSD-VGG16 model, which scored average precision
(AP50) of 90.4%, average recall (AR) of 72.7% and inference speed of 58
frames per second on the NVIDIA Jetson Xavier kit.

Keywords: Drone detection · Neural network · Security · Artificial
intelligence

1 Introduction

In 2013, after Amazon announced its plan to use drones for package delivery,
hobby drones had become exponentially popular [5]. As per usual, legislative
regulations were incapable of addressing the fast pace of advancements and
inventions of technology. The widespread use of drones raised major privacy,
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security and safety concerns. These predicaments and safety concerns called for
the need for drone, or rather anti-drone, surveillance systems that can detect
drone intrusions and, if necessary, neutralize them.

In [21], Taha and Shoufan list and compare several drone detection modali-
ties, namely RADAR, RF, IR and ultra-sonic, and compare their performance.
Through that review, as well as many other papers, it can be concluded that
visual detection, especially using recent advancements in Deep Neural Networks
(DNNs) and Convolutional Neural Networks (CNNs), has become the most reli-
able and efficient method to achieve accurate and real-time object detection.

What makes drone detection a challenging task, however, is the characteris-
tics of drone appearance and movement. There exists a myriad of drone models
that can look very different from each other. From the number of rotors to the
skeleton structure and color, drones constitute a real generalization challenge
to detection algorithms. They can also come in a huge range of sizes, from a
few centimeters to a couple of meters span. Finally, they have common shape
characteristics with leafy branch endings of trees, birds and distant airplanes. In
indoor environment, they can be hidden in complex backgrounds and can have
similar appearance to other devices.

Drones have a very particular, yet very challenging, flight style as well. They
can perform high acceleration and rotation movements in very small range. They
can also fly at relatively high speeds for camera shutter to get clear resolution
shots of them. This means they can appear in camera frames very small or very
large, depending on the drone size and distance from the camera. They can also
appear very blurred, depending on flight speed. Finally, they can stabilize in the
air mimicking stationary objects.

In this work we utilize the recent advancements in deep learning and CNN
to train state-of-the-art object detection models to detect drones. The paper
sections are organized as follows: Sect. 2 presents a comprehensive review of the
literature and related work with emphasis on the models tested in this work. In
the third section, the methodology, a thorough description of the hardware setup,
the software framework as well as the collected training data-set are presented.
The results of training and testing of the models are presented and discussed in
Sect. 4. Finally, Sect. 5 concludes the paper and presents its summary.

2 Related Work

Just like several other computer vision tasks, object detection can be carried
out using DNNs or conventional computer vision algorithms. However, for drone
detection, and due to the difficulties mentioned before, DNNs significantly out-
perform even the most sophisticated computer vision algorithms, such as Haar
Cascades [17].

Take the YOLO (You Only Look Once) detector for instance; Version 4 of
this detector has a “43.5% Average Precision (AP) (65.7% AP at 50% accuracy
or AP50) on the MS COCO data-set at a real-time speed of 65 Frames Per
Second (fps) on Tesla V100” [2]. YOLO was the first model of what is called
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Single Shot Detectors. The name refers to the fact that these detectors can locate
the object of interest and draw the bounding box around it in a single shot, as
opposed to older models that had to do that on two stages with two different
networks. This category of detectors gave hope in having real-time performance,
which was previously unthinkable.

One year after the first version of YOLO was released, the Single Shot Multi-
Box Detector (SSD) was published [11]. Although it was originally used with the
“VGG-16” network as a “base network”, the modularity of the framework allows
for using other CNNs as base networks as well. In this paper, the YOLOv4 as
well as the SSD-VGG-16 and SSD-MobileNet-v1 are tested and benchmarked on
the collected data-set [6].

3 Methodology

The three state-of-the-art detectors, namely: YOLOv4, SSD-VGG-16 and SSD-
MobileNet-v1, are all pre-trained on major detection datasets. YOLOv4 was pre-
trained on the MS COCO data-set [10], while the other two networks were both
trained on the PASCAL VOC data-set [3]. Here they are re-trained on the original
drone data-set, that was manually collected and annotated during this work. The
following sub-sections elaborate on the hardware and software framework that was
used for training and testing, as well as the details of the dataset.

3.1 Hardware Setup

Three different drones, with different appearance, color and size, were chosen to
be used in building the data-set. The Crazyflei drone [1] is the smallest of the
three, just 6× 6 cm. The Parrot Mambo Fly drone [16] is 18× 18 cm, including
the defenders. The biggest of the three is the black Syma X5SC drone [20], which
spans 31× 31 cm.

For our training, three different NVIDIA GPUs were used simultaneously to
decrease the training time. They were used on separate machines and for training
separate models though. The first is an NVIDIA GeForce RTX 2080-Ti with 11 GB
GPU memory. The card is widely used for training DNNs and was used by the
developers of YOLOv4 for their experiments [2]. Its relatively large memory and
4352 cores makes it a great choice for computer vision applications [13]. A training
speed of 5 images/second was achieved using this card when training the YOLOv4
model with an input size of 512× 512 and a minibatch size of 4.

The second GPU is the NVIDIA GeForce GTX 1060 with 6 GB of memory.
Although this card is much less powerful than its 2080-Ti counterpart, it could
still help with its 1280 cores [12]. The experiments that were performed on that
card showed training speed half of that of the 2080-Ti but triple of that of the
NVIDIA Jetson, which is our third and last GPU.

The NVIDIA Jetson AGX Xavier developer kit, was mainly used for infer-
ence. Being specifically designed to run AI and deep learning applications makes
it a perfect choice for testing and implementing the chosen detectors [14]. As
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one of the most recent releases from NVIDIA, little research has been conducted
using this powerful tool. This is why we present all the testing results using this
card to evaluate its performance and limitations.

The 32-GB Jetson Xavier has a 512-core Volta GPU with a new technol-
ogy called Tensor Cores [14]. Tensor Cores are GPU cores designed specifically
for tensor multiplication. Tensor multiplication, which is the basic operation of
almost all deep learning computations, is done instantly in chunks accumulating
the results in high throughput registers. This results in significant speedup in
performance [15]. The performance of the Jetson on drone detection is reported
in the results section.

3.2 Software Framework

TensorFlow and PyTorch are arguably the biggest and strongest machine learn-
ing frameworks in Python. Both open libraries were developed by the tech giants
Google and Facebook respectively. PyTorch, which was released in 2016 about a
year after TensorFlow, was developed for machine learning and AI applications
with emphasis on GPU utilization and optimization. Similar to TensorFlow, its
paradigm enables lean and fast differential programming. However, PyTorch is
more compliant with the Object Oriented Programming (OOP) paradigm and
the familiar Python style [18]. The Tensor class, which enables handling multi-
dimensional arrays and data-sets, is similar to the NumPy arrays data type with
the additional capability to operate on GPUs [19].

Although TensorFlow is a very powerful library that enables great control
over models and dataflow, the familiarity of PyTorch style renders it more attrac-
tive, especially that it also provides similar control and services. Overall, Tensor-
Flow is still more widely used in industry and research than PyTorch. However,
the trends show that PyTorch is becoming more and more popular and is fore-
casted to overtake TensorFlow in the near future, Fig. 1. For these reasons, and
after the consultation of industry and research experts, PyTorch was the chosen
platform for this project.

Fig. 1. Google search statistics for TensorFlow and PyTorch [4].
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3.3 Data-Set

The data-set was recorded at first in videos using an Intel RealSense camera [7],
and then filtered and converted to images. The final data-set, which consisted of
23,863 images was divided into training, validation and test subsets of 20,000,
1,863 and 2,000 images respectively. For annotation, Intel’s image and video
annotation tool, CVAT, was used to help accelerate the process [8].

Four out of the 22 videos that constituted the data-set included two drones
instead of one to train the models on multiple detections. The videos were taken
from different angles, elevations and lighting conditions to help the models gen-
eralize their training and avoid overfitting. The drones appear almost at every
location in the image frame, including corners, and at different distances from
the camera, from a few centimeters, to a few meters. Figure 2 shows a heat map
for the statistical drone location in the image frame in the training set.

Fig. 2. A heatmap for the drone locations in the training set frames.

4 Results

Table 1 contains a summary of the main results of the three studied models.
The first row refers to the size of the square images inputted to the models for
training. Although YOLOv4 was tested for three different input sizes, only the
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results for the 416 input size are included. This is because it is the smallest size
tested and the closest to the input size of the other two models.

The second row shows the Average Precision at 50% accuracy (AP50). As
mentioned before, this refers to the average precision when the Intersection over
Union (or IOU) of the generated bounding boxes is 50% minimum. This is a
quite common and accepted standard for evaluating detection models. To be
more precise, the mean AP (mAP) is also added in the third row of the table. In
this figure, the AP values are evaluated and averaged for IoU values of [0.5:0.95].
In other words, the AP is evaluated at different IoU thresholds, from 0.50 to 0.95
with 0.05 steps, and then averaged to give more realistic values.

As the name suggests, recall refers to the portion of correct predictions rel-
ative to all the ground truth predictions that the model should have detected.
In other words, while AP takes all model predictions as reference, recall takes
all ground truth boxes as its denominator. AR is calculated by determining the
recall at different IoU steps from 0.5 to 1 (regardless of the confidence) and then
averaging those values [87].

Additionally, the F1 score for the models is computed and appended to the
results. The F1 score is a suitable benchmarking metric as it is one number that
represents precision and recall at the same time. Finally, the processing speed
of the different models is added in the form of the number of frames processed
per second on each of the used GPUs.

Table 1. Models’ results summary.

Metric YOLOv4 SSD-MobileNet1 SSD-VGG16

Input size 416 300 300

AP50 86.7% 88.1% 90.4%

mAP 53.0% 51.4% 62.1%

AR 70.3% 66.0% 72.7%

F1-Score 60.4% 57.8% 67.0%

Jetson fps 4 56 58

2080-Ti fps 21 143 170

Table 1 makes it clear that SSD-VGG is the best performance model. It
surpasses the other models in every metric. The F1 overall score ranks it first
as well. Not only does it possess the highest AP50 rate, but it also maintains
formidable performance at more vigorous thresholds, i.e. AP75, mAP and AR.
In addition, it is the fastest model with inference speed much higher than the
real-time minimum requirement. Figure 3 shows a few samples of the drones from
the testset detected by the model.
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Fig. 3. A sample of the drone detections done by the SSD-VGG network on the testset.

5 Conclusion

In this work, an original drone detection data-set of 23,863 images is collected and
annotated. Three DNN detection models, namely YOLOv4, SSD-MobileNetv1
and SSD-VGG16, are retrained and tested on the dataset. The goal was to
train a high accuracy drone detection model that is to be used in real-time for
surveillance or other purposes. This goal was achieved successfully by the SSD-
VGG model, which scored an average precision (AP50) of 90.4%, average recall
(AR) of 72.7% and inference speed of 58 frames per second on the NVIDIA
Jetson Xavier kit.
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