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Abstract. Focusing on learning the user’s behavioral characteristics
during check-in activities, the next point of interest (POI) recommen-
dation is to predict user’s destination to visit next. It is important for
both the location-based service providers and users. Most of the exist-
ing studies have not taken full advantage of spatio-temporal information
and user category preference, these are very important for analyzing user
preference. Therefore, we propose a next POI recommendation algorithm
named as CPAM that integrates category preference and attention mech-
anism to comprehensively structure user mobility patterns. We adopt
the LSTM with multi-level attention mechanism to get user POI pref-
erence, which studies the weight of different contextual information of
each check-in, and the different influence of each check-in the sequence
to the next POI. In addition, we use LSTM to capture the user’s cate-
gory transition preference to further improve the accuracy of recommen-
dation. The experiment results on two real-world Foursquare datasets
demonstrate that CPAM has better performance than the state-of-the
art methods in terms of two commonly used metrics.

Keywords: LSTM - Next POI recommendation - Contextual
information - Location-based social networks - Attention mechanism

1 Introduction

With the rapid development of mobile networks, location-based social networks
(LBSNs) are also widely used in recent years, such as Foursquare and Facebook
[4]. Users can share their location and life by checking in locations. Accord-
ing to users’ historical check-in information, it is convenient to construct users’
movement trajectory and dig out their movement patterns. The next point of
interest (POI) recommendation has become one of the most important tasks in
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LBSNs and has a broad range of applications. Its primary objective is to predict
the next POI that a user is likely to visit at a given time based on the user’s
check-in sequence [10]. The next POI recommendation plays a significant role in
location-based services, and it can not only promotes customer experiences, but
also helps improve the quality of location-related business services [2].

User’s transition preference for POI category reflects user’s mobility patterns
at category level, in order to take full advantage of contextual information, we
propose a next POI recommendation algorithm (CPAM) that combines category
preference and attention mechanism. Experimental results on two real-world
datasets demonstrate that CPAM algorithm is significantly better than other
six comparative algorithms in terms of Recall and Map.

2 Related Work

Earlier approaches are to model the user’s movement patterns through Markov
chains to solve the sparse problem [6]. But existing Markov chain based meth-
ods are difficult to capture longer sequence contexts. In recent years, there has
been a trend of methods applying deep learning for recommendation system.
For example, Liu et al. proposed the ST-RNN which considers spatio-temporal
information on the basis of RNN [5]. But RNN is not suitable for building long
sequences. Subsequently, Zhang et al. proposed iMTL with multi-task learning
framework based on LSTM [11], which comprehensively considered the category
and space-time information in trajectory sequence. In addition, Some studies
found that aggregating different contextual information (such as social relation-
ship, time, location, etc.) into POI recommendation methods can alleviate data
sparseness [12]. Attention mechanism can capture the degree of influence of dif-
ferent components [1]. It is also widely used for the next POI recommendation.
Combining LSTM and attention mechanism can distinguish the differing degrees
of influences that each time step may have on the next check-in. Huang et al. pro-
posed ATST-LSTM, which adds attention mechanism on the basis of LSTM [3].
Li et al. proposed a codec framework, which could automatically learn the deep
spatio-temporal representation of historical check-ins, but it did not consider
the impact of spatio-temporal transition on check-in [14]. Wu et al. considered
the long and short term preferences of users separately, and integrated atten-
tion mechanism, geographical location and category information of POI into the
LSTM network [13]. The above studies all employ the attention mechanism to
achieve better next POI recommendation performance.

3 Proposed Method

The model is mainly composed of three modules, as shown in Fig. 1. (1) Category
module based on LSTM is to obtain the user’s preference representation at
category level; (2) POI module based on self-attention LSTM network to get
user’s preference representation at POI level; (3) Output layer is to generate a
ranked list of next POlIs.
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Fig. 1. The proposed CPAM framework

3.1 Category Module

Category sequence is the representation of check-in sequence at the semantic
level. It reflects user’s mobile preference at category level. Category module is
designed to infer user category preference and participates in POI recommenda-
tion as an auxiliary function.

We learn the user’s category preference r¥ from category sequence C, =

v, COp, -+, C ), each element of Cy is denoted as Cpt = (u, cat,). It indi-
cates that the user u visits a POI v of category cat, at time t;. The latent vector
of the category module is defined as follows.

x; = W¢cat, +b® (1)

where W € RP*F is the weight matrix, where E is the dimension of the hidden
vector, b € R¥ is bias. Then, x¢, is input into the LSTM network to infer the
hidden state hf,_of user u.

h¢, = LSTM (xfk,hfk_l) (2)

r’ = h{ 3)

where LSTM (-) captures the sequential correlation of categories, h{  is the

tr—1

LSTM hidden state, which indicates the check-in category up to tp_1.

3.2 POI Module

Embedding Layer. The historical check-in sequence of user w consists of the
check-in tuple A} = (u,vz‘k,lv, catv,tk,wtk), we use it to learn the user’s pref-
erence at the POI level. the latent vector of the embedding layer of the POI
preference module is defined as follows:

X) = Wyvi +Wil, + Wity + Wywy, + Wady, + Wigtdy, + b (4)
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where v is POI number, 1, is POI location, t; is access timestamp, wy, is the
day of the week, dy, is distance between [y, and [y, , td;, is time difference
between t;, and tp_1. th is sent to the contextual attention layer.

Contextual Attention. Each feature of the embedded layer marks an attribute
of the current check-in, and the extent to which these attributes affect the current
check-in is different. Therefore, the proportion of different contextual information
is studied with contextual attention mechanism in the current check-in.

% (i,t) represents the i-th attribute of the k-th historical check-in. p (4, x)
indicates the weight of the i-th feature in the k-th check-in. The softmax function
is used for normalization.

p(it) = tanh (W; [b,_ el | + W% (i,tx) +b;) (5)

exp (5 (i, 1))
Si_eap (p(iste))

where I is the number of attributes, h _ is the LSTM hidden state, cf, | is the

-1

LSTM cell state. Then, X (i, t) is multiplied by p (¢, ) to obtain the embedding
vector, the updated attribute embedding vector is connected to obtain the aggre-

p (i ty) = 1<i<I (6)

gation xfk of the embedding layer based on contextual attention mechanism. xﬁ’k_
is sent to LSTM to infer the hidden state hf,_at t;.
x (i, k) = X (i,t5) X p (i, tr) (7)

x? = Zw (i,tr) + b (8)
b}, = LSTM (), hf,_,) )

Temporal Attention. We use the temporal attention mechanism to adaptively
select relevant historical check-ins activities to achieve a better recommendation
of the next POI.

Let H? be a matrix composed of all hidden vectors {h{ ,h{ ,---h{ }, where
N is the length of the historical check-in sequence. The weight vector p of his-
torical check-in is generated through the temporal attention mechanism.

o= emp( (htk7q )) (10)

Sty e (g (Y, av))

the attention function g (htk,q ) is as follows.

h? (q*)"

(htkaq ) E

S
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where q" is the query information. Then multiply the resulting weight vector u
by HP to get user u’s preference representation at the POI level.

N
= S, (12
k=1

3.3 Output Layer

We filter out a suitable POI for each user from all the accessed POIs, which must
meet any of the following conditions: (1) the POI is the one that the user has
visited before; (2) the POI is close to the POI that the user recently accessed
to; (3) it is the POI that is visited most by all users, i.e., popular POL

In the output layer, we calculate the POI preference obtained by the POI
module and the category preference obtained by the category module with the
selected POI vy, and use the Softmax function to perform normalization, and
the probability of all candidate POI is obtained as bellows.

exp (rgvk X r}jcatv)

= =¥ (13)

D k1 €TD (rgvk X rgcatv)

U
tN41,Vk

3.4 Network Training

Bayesian Personalized Ranking (BPR) is used to define loss function for training
the LSTM network in the category and POI modules [7], since BPR trains net-
work models by learning pair-wise sorting and can effectively utilize information
about POIs that the user does not visit. The data used for the category and POI
modules consists of a set of triplets sampled from the original data, each triplet
containing the user u and a pair of positive and negative samples.

The loss function of the category module is:

le= Z In (1 +e (O:_OS/)> (14)
(e>c)en.

where ¢’ is the negative category of ¢, (2. is the training example, of is the
predicted probability of user u visiting the POI of category c at time ¢, and o,f,
is the predicted probability of user u visiting the POI of category ¢'.

The loss function of the POI module is:

p= Y In <1 + e((’“m) (15)
(v>v")ef2,

By integrating the loss functions and regularization terms of the two modules,
we strive to minimize the total loss function:

€
I=lctip+ 5 |07 (16)
where ¢ is the regularization coefficient, © is the set of model parameters to learn.

AdaGrad is employed to optimize network parameters since it can significantly
improve the robustness of stochastic gradient descent.
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4 Experiments

To verify the proposed method, we compare it with six baselines on two public
real world check-in datasets named as Charlotte (CHA) and New York (NYC)
from Foursquare. All the algorithms are coded in Python 3.8 and the framework
is TensorFlow 2.3.1.

4.1 Datasets

The check-in data of CHA [11] is collected from January 2012 to December 2013
and the check-in data of NYC [9] is collected from April 2012 to February 2013.
The CHA dataset includes 20,939 check-in records and NYC dataset includes
227,428 check-in records.

In this study, each check-in record consists of user, POI, the POI location,
the check-in timestamp, the POI category, and the day of the week. Similar to
the work of Zhang et al. [11], we use the first 90% of check-ins of each user as
the training set and the last 10% as the test set.

4.2 Results and Analysis

We demonstrate the effectiveness of the CPAM method compared to the fol-
lowing six methods: PMF [8], ST-RNN [5], Time-LSTM [14], ATST-LSTM |3],
LSPL [13], iMTL [11]. To investigate the effectiveness of CPAM, we focused
on answering two research questions. RQ1: Can the performance of CPAM be
improved by using attention mechanisms and category preference? RQ2: Can
each component of CPAM help improve recommendation performance?

Table 1. The recommendation result of different methods on CHA and NYC dataset

Datasets CHA NYC

Criteria Rec@5 | Rec@10 | MAPQ@5 | MAP@10 | Rec@5 Rec@10 MAP@5 MAPQ@10
PMF 0.0868 |0.1343 0.0181 0.0413 0.0322 |0.125 0.0222 0.0263
ST-RNN 0.0890 |0.1879 0.0333 0.061 0.0476 |0.1964 0.025 0.0312
Time-LSTM | 0.0943 |0.2142 0.0625 0.0709 0.0794 |0.2238 0.0372 0.0558
ATST-LSTM | 0.1703 | 0.3083 0.0699 0.0819 0.1824 |0.3269 0.0721 0.0821
iMTL 0.2138 |0.3634 0.0833 0.0909 0.2184 |0.3801 0.099 0.1057
LSPL 0.2539 | 0.3701 0.0909 0.1057 0.2702 |0.3901 0.0925 0.1129
CPAM 0.2785 | 0.4016 |0.0921 0.1162 0.2777 1 0.4484 |0.101 0.1234

Answer to RQ1: Table 1 shows the performance of all methods, and the results
of two evaluation indicators when k is set to 5 and 10 are listed. It is found that
the recall and MAP value of Time-LSTM is higher than that of ST-RNN, which
infers that LSTM has better performance than RNN in long sequence modeling,.
What’s more, ATST-LSTM performs better compared with Time-LSTM, which
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indicates that adding the spatio information and attention mechanism of check-
in sequence is beneficial to the modeling of POI check-in sequence. Compared
to baseline methods, CPAM considers users’ preferences for POI and category
at the same time and it mines as much information contained in user check-
in sequences as possible. So CPAM we proposed has a better recommendation
performance.
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Fig. 2. The recommendation performance comparison of CPAM and its variants on
CHA and NYC dataset

Answer to RQ2: In order to verify the performance brought by considering
the contribution of category module, the contribution of contextual attention
mechanism and the contribution of temporal attention mechanism, we design
three different variants of CPAM: (1) CPAM-C removes the category module,
that is, users’ preferences at the category level are no longer considered. (2)
CPAM-CA removes contextual attention from the POI module. (3) CPAM-TA
removes the temporal attention mechanism from the POI module. Figure 2 illus-
trates the performance of CPAM and its variants. It is found that CPAM has
better performance than its variants. The three components are indispensable,
and they together improve the next POI recommendation performance.

5 Conclusion

A next POI recommendation algorithm based on category preference and atten-
tion mechanism is put forward in this paper. The proposed method CPAM con-
siders the user’s category preference and POI preference respectively, mines the
user’s movement behavior patterns through multi-level attention mechanism.
The experimental results show CPAM performs better than the other six com-
parative methods. In the future, we further study the influence of user comment
information for next POI recommendation.
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