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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the first World
Computer Congress held in Paris the previous year. A federation for societies working
in information processing, IFIP’s aim is two-fold: to support information processing in
the countries of its members and to encourage technology transfer to developing na-
tions. As its mission statement clearly states:

IFIP is the global non-profit federation of societies of ICT professionals that aims
at achieving a worldwide professional and socially responsible development and
application of information and communication technologies.

IFIP is a non-profit-making organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees and working groups, which organize
events and publications. IFIP’s events range from large international open conferences
to working conferences and local seminars.

The flagship event is the IFIP World Computer Congress, at which both invited and
contributed papers are presented. Contributed papers are rigorously refereed and the
rejection rate is high.

As with the Congress, participation in the open conferences is open to all and papers
may be invited or submitted. Again, submitted papers are stringently refereed.

The working conferences are structured differently. They are usually run by a work-
ing group and attendance is generally smaller and occasionally by invitation only. Their
purpose is to create an atmosphere conducive to innovation and development. Referee-
ing is also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP World
Computer Congress and at open conferences are published as conference proceedings,
while the results of the working conferences are often published as collections of se-
lected and edited papers.

IFIP distinguishes three types of institutional membership: Country Representative
Members, Members at Large, and Associate Members. The type of organization that
can apply for membership is a wide variety and includes national or international so-
cieties of individual computer scientists/ICT professionals, associations or federations
of such societies, government institutions/government related organizations, national or
international research institutes or consortia, universities, academies of sciences, com-
panies, national or international associations or federations of companies.
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Preface

Humanity is facing crises in many areas (health, environment, wars, social risks, etc.)
which are reaching the end of the convergence cycle towards the globalisation model.
These crises require us to think of the world in a transitional mode. Industrial systems
for the production of goods and services are not spared this need for transition.
The PLM conference series is completely dedicated to support production systems to
meet emerging challenges. The concept of Industry 4.0 was introduced in Western
countries to bridge the digital divide but has already been overtaken by the idea of a
people-centred industry, which some call Industry 5.0.

In this context, it seemed reasonable in 2022 to approach product and service
lifecycle management from the perspective of PLM in transition times, and particularly
the place of humans and transformative technologies.

After the first wave of the COVID-19 crisis restricting our social life and freedom of
movement, while information technology kept communication alive during the pan-
demic, PLM 2022 returned to the tradition of face-to-face conferences. This is not a
step backwards. The place of people and social relations in the face of technology
remains an imperative. For PLM, a conference is still a networking activity which leads
to synergies between industrialists and academics, and while videoconferencing can
maintain existing relationships it does not yet allow for the creation of new permanent
contacts.

The international conference PLM 2022 was organized by the Université Grenoble
Alpes and Grenoble-INP, at Grenoble, France on July 10-13, 2022. The conference
started on July 11 and the Industry Day was held on July 13. The conference was
attended by 120 researchers from 18 nations in three special sessions (Model-Based
Systems Engineering for Human-Systems Integration; Advanced Visualization and
Human Interaction for PLM; and Transformative Technologies in Production Systems)
and an overall set of 18 scientific sessions plus one industrial session. In addition, PLM
2022 had the following academic keynotes, industrial keynotes and roundtables:

Academic Keynotes: Guy André Boy (CentraleSupélec and ESTIA), Gülgün Alpan
(Grenoble Institute of Technology), Pierre David (Grenoble Institute of Technology),
Gisela Lanza (wbk Institute of Production Science at KIT).

Industrial Keynotes: Pascal Hubert (ATLAS Program), Thierry Cormenier (Sch-
neider Electric), Hugo Falgarone (CEO SkyReal).

Roundtables: “Technology-Organization-People Tryptic in Industry 4.0”, moderator
Thomas Reverdy (Grenoble INP), panelists Abdelaziz Bouras (Qatar University), Guy
André Boy (Centrale Supélec and ESTIA), Bruno Vilain (ADTP); “Model-Based
Systems Engineering”, moderator Clément Fortin (Skoltech), panelists Eric Muller
(MEWS Partners), Klaus-Dieter Thoben (Universität Bremen), Maxime Cassé (Iné-
tum); “Transformative Technologies in Industry”, moderator Lionel Roucoules (Arts &
Métiers ParisTech), panelists Eric Muller (Mews Partners), Nicolas Maussang



(PETZL), Emmanuel Darlix (Poma), Jean Luc Conedera and Christophe Meunier
(Caterpillar), Alex Laurens (Dassault Systèmes).

In the pre-conference programme, a PhD workshop was held, dedicated to young
researchers, here again initiating new networking activities. Also, on each half-day
of the conference, one keynote, either academic or industrial was followed by intense
discussions with researchers and industry participants.

All submitted papers were reviewed by at least two reviewers. In total, 94 full papers
were submitted, of which 67 were accepted to be presented at the conference and
grouped into 18 thematic sections plus an industrial session. The 18 scientific sessions
are reported in this book, split into 5 chapters balancing issues between organisation,
processes and tools for PLM:

Organisation Issues: Knowledge Management; Business Models; Sustainability;
End-to-End PLM.

Modelling Tools: Model-Based Systems Engineering; Geometric Modelling;
Maturity Models; Digital Chain Process.

Transversal Tools: Artificial Intelligence; Advanced Visualization and Interaction;
Machine Learning.

Product Development Issues: Design Methods; Building Design; Smart Products;
New Product Development.

Manufacturing Issues: Sustainable Manufacturing; Lean Manufacturing; Models for
Manufacturing.

This book is included in the IFIP Advances in Information and Communication
Technology (AICT) series that publishes state-of-the-art results in the sciences and
technologies of information and communication. In addition to this conference, the
International Journal of Product Lifecycle Management (IJPLM) is the official journal
of WG 5.1. Selected papers of this conference might be published as extended versions
in this journal.

We would like to thank everyone who directly or indirectly contributed to making
the PLM 2022 conference a success, particularly by making a collective effort to
meet all of us in Grenoble.

January 2022 Frédéric Noël
Felix Nyffenegger

Louis Rivest
Abdelaziz Bouras
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Abstract. A car line can offer more than 10100 variants, and for each
customer order a concrete selection of features and parts needs to be
done. The respective selection rules are interconnected and are subject
to constraints imposed by different car lines. We address the problem of
finding and fixing logical errors in these interconnected selection rules
within different contexts of allowed feature combinations. Previous work
has focused on text-based or matrix-like representations which presented
challenges regarding cognitive complexity, size of the representation, and
usability. We present an integrated visualization of the combined prac-
tical effects of item selection and feature combination rules. The imple-
mented tool detects logical errors and supports user workflows to fix the
data visually.

Keywords: Product configuration · Configuration systems ·
Configuration rules · Data quality · Visualization

1 Introduction

Customization of cars increases the space of available variants. The customer can
select multiple equipment options (features). Based on this selection, the parts
(mechanical, electronic, or software functions) to assemble the car have to be
chosen. These parts are documented in the Bill-of-Materials (BoM). Typically,
this is not a 1:1 feature/part relation, but there are complex rules in place
[8]. Each rule specifies a Boolean condition on the chosen features and outputs
whether the associated part has to be chosen. In this paper, we will refer to
them as item selection rules. A general so called 150% BoM, which contains all
possible parts of all possible variants, is converted into a specific 100% BoM by
evaluating all rules. From this 100% BoM, a car can be produced.

The distance between the headlights of a car, for instance, might differ
between a limousine and a convertible. When producing one of these cars, the
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same Electronic Control Unit (ECU) could still be used but needs to be con-
figured. This ECU has to be informed which headlight distance is an accurate
description of the ECU’s context, i.e. the car. To derive that information from
the equipment options, item selection rules for the configuration of the ECU
software are defined.

In general, a customer can order from different product lines (e.g., gasoline or
electric line). In certain product lines a combination of convertible with a sports
package might be permitted, whereas other lines forbid this combination. The
context constraining the allowed combinations is called feature combination rule
context.

Item selection rules for identical parts in different contexts might be similar
and are often used as the basis for new rules. Thus, item selection rules share
similar parts but also differ in other parts. In general, a product line can also
evolve over time. Thus, an item selection rule can be applicable in, and be subject
to, multiple contexts. The main challenge is the creation of the initial rules and
recontextualization for new contexts.

In this paper we address the challenges during initial creation and recontex-
tualization by a) visualizing item selection rules, while b) being able to switch
seamlessly between different contexts, and c) enabling interactions on the visual
data itself. For that we start by presenting background and related work (Sect. 2).
Then we provide a running example (Sect. 3). Afterwards, we discuss an algo-
rithm to calculate the visualization (based on the given context; Sect. 4) and
its implementation (Sect. 5). Subsequently, the implementation is evaluated and
discussed (Sect. 6). Finally, we summarize our findings and provide an outlook
on future work (Sect. 7).

2 Background and Related Work

In the automotive context, a product line defines which vehicle variants are pos-
sible. The term feature combination rule context, or context for short, entails
the declaration of features and the constraints that make feature combinations
valid or invalid. Different professional domains have different names for this con-
cept. Examples are: High Level Configuration, Feature Tree, Product Overview,
Vehicle Description Summary, and Model Description [2,7]. Automotive product
lines have been encoded in Boolean logic at least since the 1990s s and formal
validation methods based on Satisfiability Solving (SAT) have been used at least
since 2000 [8], whereas feature trees were first transformed to Boolean logic three
years later [9].

Each equipment option is represented as a Boolean variable indicating equip-
ment option presence. Thus, a concrete vehicle is modeled as an assignment of
the Boolean variables defined by the context which indicates presence or absence
of equipment options. During assembly, concrete vehicles are built. The item
selection rules define for which vehicle variants which of the items have to be
selected. In the automotive context, examples of an item are a physical com-
ponent to build a car, a software version, or a configuration parameter value.
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A concrete vehicle is segmented into alternative bundles called positions, which
need to be filled. For each position, there needs to be an item selected. Thus,
each position lists respective <item, rule> pairs. In our BoMs, positions can
contain roughly up to 30 alternative items, while up to 25 variables are used in
some item selection rules.

For each position, there are quality criteria in place [8]: 1. Each item selection
rule is statisfiable in its context (satisfiability). 2. For each variable assignment,
there is at most one item hit (uniqueness). 3. For each variable assignment,
there is at least one item hit (completeness). Identical data quality goals have
also been found by Astesana et al. [2]. The quality criterion of satisfiability has
been identified by Berndt et al. [3]: Multi-valued decision diagrams (MDDs)
have been there for computation only. The quality criteria of uniqueness and
completeness also have been identified by Voronov et al. [14].

Tidstam et al. [12] present an approach for item selection rules captured in
matrices. One dimension captures the product families, the other dimension cap-
tures the items to be selected. An element in the matrix indicates whether an
item is always selected, not selected, and sometimes selected. The case “some-
times” appears, because the context cannot be fully captured in the matrix.
In contrast, our approach presents an explicit visualization of selections, the
implications of a context, and the visualization is not bound to a matrix repre-
sentation. Tidstam and Malmqvist [13] compared their matrix-based approach
with a list-based approach. It turned out that the matrix-based approach was
preferred by their target audience.

Shafiee et al. [11] conducted a survey on visual representation techniques
for product configuration systems in industrial companies. Their result indicates
that companies using visual knowledge representation techniques tend to have
(i) higher quality of the product configuration system’s knowledge base and (ii)
higher quality with respect to communications with domain experts [11]. This
supports our approach to use visual representations instead of text-based ones.

Amilhastre et al. [1] encoded context validity in a Constraint Satisfaction
Problem (CSP), compiled the CSP into an automaton and represented it graph-
ically. The automaton accepts valid feature selections, but, in contrast to our
approach, does not encode which part selection follows, i.e. which and how many
parts are involved in a potential collision.

POSEIDON is the first decision-diagram-based item selection rule editor,
that has build-in quality checks and while allowing for seamless context switches.

3 Running Example

The example we will use throughout the rest of this paper centers around the
configuration of an ECU that is used in two vehicle contexts called Electric
(E-Series) and Gasoline (G-Series), respectively. We will focus on a single con-
figuration value that represents the distance between the headlights called head-
light_distance_mm.

Among the variables we use are LIMOUSINE, KOMBI, COUPE, and
CABRIO to indicate body types and FR, LU, BE, NL, DK, PL, CZ, AT, LI,
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and CH to name distribution countries. The variables SPORT, NIGHT, and
ELEGANCE are used to represent extras.

The context of E (γE) and G-Series (γG) is defined in Eq. (1) and Eq. (2),
respectively. Here, pseudo Boolean constraints are used for brevity and can be
transformed into pure Boolean constraints [5]. They are generally of the form
Σ(v) ≤ 1, which we refer to as an at-most-one (AMO) constraint, or Σ(v) = 1, an
exactly-one (EXO) constraint. Some of these are shared between the contexts.
We generally use the following operator precedence: ¬,∧,∨, =⇒ ,⇐⇒ (from
strongest to weakest binding).

γE = [LIMOUSINE + KOMBI + COUPE + CABRIO = 1]∧
[SPORT + NIGHT + ELEGANCE ≤ 1]∧
[FR + LU + BE + NL + DK + PL + CZ + AT + LI + CH ≤ 1]∧
((LIMOUSINE ∨ KOMBI ) =⇒ ¬SPORT ∧ ¬NIGHT )∧
(NL =⇒ NIGHT )∧
(CABRIO =⇒ ¬DK ∧ ¬PL ∧ ¬CZ )

(1)

γG = [LIMOUSINE + KOMBI + COUPE + CABRIO = 1]∧
[SPORT + NIGHT + ELEGANCE ≤ 1]∧
[FR + LU + BE + NL + DK + PL + CZ + AT + LI + CH ≤ 1]∧
(NL =⇒ ¬SPORT ∧ ¬ELEGANCE )∧
(CABRIO =⇒ SPORT )∧
¬(KOMBI ∧ (BE ∨ NE ∨ LU ) ∧ SPORT )

(2)

Table 1. The position for headlight_distance_mm used in the example.

Item Item selection rule φ

1650 mm CABRIO ∨ COUPE ∨
SPORT ∧ (¬KOMBI ∧ ¬LIMOUSINE ∨ KOMBI∧
(¬(BE ∨ CZ ∨ DK ∨ FR ∨ NL ∨ PL) ∨ LI ∨ AT ∨ CH ∨ LU ))∨
NIGHT ∧ (¬LIMOUSINE ∨ KOMBI )

1700 mm KOMBI ∧ ¬NIGHT ∧ ¬SPORT ∨
NIGHT ∧ (LIMOUSINE ∨ ¬CABRIO ∧ ¬COUPE ∧ ¬KOMBI )

1750 mm LIMOUSINE ∧ ¬NIGHT ∨
ELEGANCE ∧ ¬(CABRIO ∨ COUPE ∨ KOMBI ∨ LIMOUSINE)∨
KOMBI ∧ SPORT ∧ (BE ∨ CZ ∨ DK ∨ FR ∨ NL ∨ PL)

The position configuring headlight_distance_mm is given in Table 1. To
produce simpler diagrams, the rules used in this example initially meet all quality
criteria (Sect. 2).
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4 Visualizing Item Selection Rules

Algorithm1 describes a procedure how to generate a decision diagram data struc-
ture based on a context, items, and item selection rules. This data structure
can then be used as input for a graph layout algorithm. We will describe the
most important aspects of Algorithm1 in the following sections. The algorithm
described here extends our previously published technique [4] by a) adding group-
ing of variables and b) the capability to visualize under different contexts.

Algorithm 1. Generate Visualization Data Structure
1: Given Context γ
2: Given Map of <Item i, Item Selection Rule φi > of length n
3: configVars ← Variables that occur in {φ0, . . . , φn−1}
4: γ∗ ← project(γ, configVars)
5: groups ← group(γ∗, configVars)

6: ψ ← γ∗ ∧
n−1∧

i=0

(φi ⇐⇒ Hi)

7: result ← bdd(ψ, groups)
8: result ← terminals(result)
9: result ← mdd(result, groups)

10: result ← labeling(result)
11: return result;

4.1 Projection

Projection aims to provide focus on the visualization in terms of the configura-
tion variables: Variables not used in the configuration, but defined in the context
should be removed. However, they still might have an effect on the configura-
tion. Thus, their effects on valid combinations of the configuration variables are
kept. To implement the projection, we use the model enumeration-based quan-
tifier elimination as described and evaluated by Zengler and Küchlin [15]. In the
running example, the contexts (γE and γG, Sect. 3) are already projected to the
set of configuration variables for better readability.

4.2 Grouping

The grouping step (Line 5) partitions the configuration variables such that the
variables in each group exclude each other. The context is the main source of
potential groups, since it contains explicit at-most-one (AMO) and exactly-one
(EXO) constraints. To generate more potential groups we implemented function-
ality which allows our users to propose groups, which we then validate against
the context by checking whether context =⇒ AMO(proposal) is a tautology. If
the proposal turns out to be valid, we store it in our database, which realizes a
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user-defined group storage for each context. This shared and growing common
knowledge is used during future groupings. In our example the groups are 1. the
four body types, 2. the options SPORT, NIGHT and ELEGANCE, and 3. the
distribution countries.

4.3 Constructing a BDD

The first step of constructing our visualization is to build a Binary Deci-
sion Diagram. For this purpose, we create a set of Boolean helper variables
H = {H0, . . . , Hn−1} representing the n items. Together with the n item selec-
tion rules φ = {φ0, . . . , φn−1} and the projected context γ∗ they are used to
create the core formula

ψ = γ∗ ∧
n−1∧

i=0

(φi ⇐⇒ Hi). (3)

We call H the set of item variables, in contrast to the configuration variables
that occur in the selection rules φ.

The core formula ψ consists of two components – the context and a rep-
resentation of the position. The construction of the position representation
n−1∧
i=0

(φi ⇐⇒ Hi) assures that no assignment of only the configuration variables

can falsify this second part of ψ. There is always an otherwise unconstrained
helper variable Hi to match the value of φi, thereby providing a trivial solution
to all constraints. We can therefore conclude that any assignment of the config-
uration variables falsifying ψ represents a violation of the context constraints,
and thus an invalid vehicle. As a result, the item selection rules determine the
resulting item for each variant, while the context defines which variants are con-
sidered.

Subsequently, we compute a BDD for ψ. Thereby, the item variables H are
always last in the BDD’s ordering, while the configuration variables that belong
to the same group are next to each other. For this purpose we adapted the sifting
algorithm [10], which turned out best [6]. For our example this yields the result
shown in Fig. 1 for the E-Series context.

4.4 Terminal Generation

To compress the visualization further, we traverse the graph top-down. Every
path eventually assigns all configuration variables. At this point, a terminal node
is generated that contains exactly those item variables Hi which must be true
in order to reach the final $true node of the BDD. This path is unique at this
point, because the core formula (3) constrains all Hi to be equivalent to their
already fixed φi counterparts. For our example this yields Fig. 2.
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Fig. 1. The BDD for headlight_distance_mm in the E-Series context. The $false node
is hidden with all its incoming edges for better readability.

Fig. 2. The BDD for headlight_distance_mm in the E-Series context with terminals.
The $false node is hidden with all its incoming edges for better readability.

4.5 Multi-decision Diagram Generation

We traverse the graph top-down. For every node that contains a configuration
variable, we collect the variables of its children nodes recursively until we find
the first variable of another group or a terminal. For those collected variables we
form a multi-decision node representing the possible selections from the group.
For our example this yields Fig. 3.

The multi-decision nodes replace the binary ones and have several outgoing
edges. For each group member an outgoing edge exists, which may be shared with
other members if they lead to the same result. One additional edge represents
the no selection option for that group, where all variables are assigned $false. It
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Fig. 3. The MDD for headlight_distance_mm in the E-Series context. The text in
square brackets represents the decision in the previous MDD node.

may happen that no selection leads to the same item as choosing some member
of the group, so that the edges may be shared.

The no selection edge is called otherwise in our figures, representing all
options that are not explicitly noted on other outgoing edges of the same MDD
node.

For example the topmost Countries node in Fig. 3 has a single outgoing
edge otherwise which represents all possible countries or no country at all since
they all result in the same item selection of 1650mm. The Countries node right
below has two outgoing edges, where NL leads to $false and therefore represents
a configuration in contradiction with the context constraints and the otherwise
edge representing all other or no country selection resulting in the 1650mm item
being chosen.

4.6 Label Creation and Propagation

We introduce labels to reduce the size of the graph. For this, we traverse the
graph top-down. If a node has the $false node as a child, a label is generated
to indicate that this assignment contradicts the context. The label contains the
opposite variable assignment and is placed on all incoming edges of the node.
The edge to the $false node is then removed (cf. Fig. 4). If a node has the same
label on all its outgoing edges, the label is propagated up from all outgoing to
all incoming edges. Labels on the same edge are combined using the ∧ operator.
This may result in nodes with only a single unlabeled outgoing edge, which are
then removed. For our example this yields Fig. 5.
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Fig. 4. Selecting A leads to a contradiction, thus A needs to be assigned $false. We
force ¬A by adding labels and (since the group now has a single unlabeled child) remove
the decision node by rerouting its incoming edges to its valid subtree.

Fig. 5. The final MDD for headlight_distance_mm in the E-Series context with labels.
The text in square brackets represents the decision in the previous MDD node.

4.7 Roundtrip

We allow users to manipulate the graphical representation, e.g., by introduc-
ing new nodes or redirecting edges. Effectively, this allows for a complete (re-)
definition of item selection rules merely through the GUI. The resulting graph
can then be transformed back into individual rules by reading off the possible
necessary assignments to reach a terminal. E.g., we can read the resulting item
selection rule for 1700mm from Fig. 5, as KOMBI ∧¬NIGHT ∧¬SPORT ∧¬NL
for the top-most path. Hence, we can transform a position and a context into an
MDD representation, let the user change the MDD visually, and transform the
result back into the updated position for the used context.

5 Implementation

We implemented Algorithm1 in a web-based tool which layouts the decision
diagram and makes it editable. In order to demonstrate the use cases of our
application and to be able to show how we deal with questionable data quality,
we now change the position by adding another item 1800mm with its selection
rule CABRIO ∧ NIGHT . Since this case was already covered by the rule for
1650mm, this leads to a data quality issue which we visualize to the user as
shown in Fig. 6. The ambiguity highlighted in red indicates that there are vehicle
configurations in this context that select multiple items. The path from the
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Fig. 6. A position containing an ambiguity in the context shared by E and G-Series.

diamond-shaped root node to the ambiguity identifies the vehicle(s) affected, in
this case all Cabrios with the Night extra need correction.

Our user interface allows users to rearrange the ordering of groups in which
case we simply skip automatic ordering in the algorithm. If a user thus has
a certain ordering in mind they can manually force this ordering. This works
when creating new positions as well as when working with preexisting positions.
We implemented editing functionality which allows the user to work with the
graph while keeping it valid until they want to retrieve the item selection rules
(based on the roundtrip functionality described in Sect. 4.7). Therefore, a user
can manipulate the graphical representation and retrieve the resulting rule set
after the change.

6 Evaluation and Discussion

Using the implementation, we evaluated a model series from 2019 and took
positions with 10 or more items resulting in 535 positions with sizes from 10
to 100 and a median of 17. Thereby, the runtime of the complete algorithm
ranged from 0.8 s to 12.3 s, whereby the median runtime was 1.4 s. Within this,
projection (Sect. 4.1) took 40% of the total runtime (in the median) with a
minimum of 3% and a maximum 87%. As a consequence, we implemented caching
for the projection: When a context had been projected to a given configuration
variable set previously, the result is reused. At a cold start with caching activated,
the runtime of the complete algorithm changed to the range of 0.02 s to 13 s, with
a median of 1 s.

The scaleability primarily depends on the context. More precisely the number
of combinations of the variables used in the item selection that are considered
context-valid, is the primary driver of the visualization size. A decision diagram
is always smaller than an analogous table, since inner nodes can be re-used.

The solution is applicable for other products and domains whenever the con-
text and item selection rules are either written in or translatable to Boolean
logic. This translation is possible for feature trees [9].
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7 Conclusion and Outlook

We showed the theoretical foundation and a practical implementation of a tool
for visualizing and editing item selection rules. It supports seamless context
switches and direct visual data editing during initial creation and recontextual-
ization. We showed that the tool can handle industry-grade sizes of item selection
rules and contexts.

By allowing each branch to have its own ordering, we foresee that it is pos-
sible to reduce the size of the graph even further. Since the concrete impact on
industry-sized item selection rules, especially when it comes to readability, is
unclear, this investigation is our next research step.

Acknowledgements. This work has received funding by the BMWK-funded project
SofDCar (19S21002D).
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Abstract. The proliferation of software components and embedded systems in
bundling of smart and innovative products and services has augmented the need of
software classification in manufacturing context. Existing software classification
standards are limited to information technology, networking, and mobile applica-
tions. To gain efficiency in product development through reusability and reduction
in search and retrieval time for multi domain part structure development; software
classification is imperative.

This paper discusses the different classification and nomenclature systems
available for software, its benefits in Product Lifecycle Management (PLM) and
other business areas, as well as limitation of existing PLM applications. This
paper explains a novel, and contextual framework for classification of software
components to enable strategic cataloguing for improved traceability, reusability,
and Bill of Materials (BOM) management.

Keywords: Software part · Software part classification · Classification
framework · Software classification standards · Classification for ALM

1 Introduction

Traditional business drivers are no longer sufficient to provide sustainability and growth
to an organization. Globalization, pricing pressure, product complexity and competi-
tion are new drivers demanding organizations to substitute part of their existing port-
folios with innovative products. Burgeoning of embedded systems in products to make
it smarter, complaint with new regulatory requirements and experiential offerings for
customers have raised the bar [1, 2]. Embedded software market is estimated to grow
with CAGR of 7% and would create a value of more than $20 billion by 2027 [3]. Surge
in its demand is being seenmore in automotive industry due to increased regulatory pres-
sure and advanced features requirements, and in healthcare industry due to COVID-19
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impact. PLM applications provide capabilities to define firmware and software as a part
and features to link with their executables. But these are not sufficient for manufacturers
who are looking to classify their software and firmware parts like hardware parts. There
are international standards like UNSPC1, ECLASS2, GPC3, CPV4, ETIM5 etc. which
provide taxonomy for products and services [4, 5]. These standards are highly skewed
towards the classification of hardware components. Adopting the current standard of
four level hierarchical classification structure is not a fool-proof solution since hardware
part can have one to many relationships with the corresponding software parts. Mul-
tiple relationships exist due to different supplier, versions, and specific features of the
software. This paper covers investigation and analysis on existing global classification
standards and has proposed a structured approach for software part classification.

Development of new software classifications standards and harmonized meta data
attribute definition will significantly reduce search retrieval time, improve correctness,
reliability, reusability and traceability and ease trade across countries [6–8]. For instance,
when a designer is looking for a software component to meet a new product specifica-
tion, the classification attributes would help to narrow down search and give relevant
information from large repository of data. This would also help to avoid creation of
duplicate parts. In another scenario, a field engineer would be able to reduce root cause
analysis time and identify similar components when a warranty claim is reported.

2 Classification System

In this digital age, for a company to stay relevant and survive, depends on rate of innova-
tion and its introduction through complex supply chainweb [9]. Classification is essential
to businesses to improve supplier sourcing strategy, optimize productions, for targeting
buyers and reduce business transactions time.

Classification means logical grouping and ordering of large and expanding range of
commodity types according to common characteristics. Existing international standards
vary in terms of objectives, data model, granularity, breadth of category and adoption
with respective to the region and refer Sect. 3 for more details. In general, all classifi-
cation standards provide coded name, identification number and textual description in
noun-modifier combination with different schema. Variety of part types, for example,
hardware, electrical, mechanical, software etc. are categorized at different levels. The
bar graph given in Fig. 1. shows distribution of categories of software parts at multiple
hierarchy levels by 4 popular international standards.

1 United Nations Standard Products and Services Code.
2 ECLASS is a cross-industry product-data standard for the classification and unique description
of products and services.

3 Global Product Classification.
4 Common Procurement Vocabulary.
5 European Technical Information Model.
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Fig. 1. Software classes at different levels for 4 global classification standards (Data is compiled
from the codeset of each of the mentioned global standards).

2.1 Need for Software Classification System and Standardized Data

Business discontinuity due to COVID-19 has accelerated the process to have virtual
collaborative environment to take design decisions quickly and need of IT systems with
robust integrated data management capabilities. Design specific decisions get delayed
due to variability in product data model definition and schema across enterprise level
systems like PLM, ERP6,MES7, CRM8 and SCM9. Uniform, classified& unambiguous
data definition form the backbone of any enterprise-wide digital initiative.Manufacturing
companies are looking for implementation of international standards for classification of
different part types because proprietary standard of classification restricts an organization
to collaborate with suppliers, partners, dealers, and retailers.

Available international standards do not fully define and classify different software
parts created by R&D. On average, only 1% of total product classes (bottom of the
hierarchy) are defined for software parts as shown in Fig. 2.

They provide rich taxonomy and attribute definition for electronic, hardware, electric
and mechanical part types but not for software part types. Existing PLM systems only
offer association between different part types as shown in an illustration (refer Fig. 3).

6 Enterprise Resource Planning.
7 Manufacturing Execution System.
8 Customer Relationship Management.
9 Supply Chain Management.
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Fig. 2. Consolidated software vs hardware classes in current standards.

Only association feature of PLM system is not enough to fulfill the needs of engi-
neering departments and associated areas. There is considerable dearth of software data
definition and classification. More and more companies are adopting ALM10-PLM inte-
gration to strengthen the new product development to reduce time to market but its full
potential is not being realized in the absence of standardized software attributes and tax-
onomy. In current scenario, software data is fragmented and residing in multiple systems
with inaccurate, incomplete, and inconsistent information. So, it is imperative to have
well-defined classification and nomenclature system for software and its adoption into
extended enterprise systems.

Fig. 3. Illustrative diagram showing software part type relationship with hardware part types.

2.2 Benefits of Classification System

Uniform, standard, and common engineering language for product characteristics has
significant impact on metrices like engineering hours, procurement time, material costs

10 Application Lifecycle Management.
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etc. with error free data and less time-consuming processes [10, 11]. It declutters the
process for searching of information from different solution providers, catalogues, on
internet, by data conversion, and users from different field of engineering. Especially,
software classification in digital era in context to hardware will significantly boost mass
personalization and enhanced traceability and reuse-based software development [12].

3 Analysis of Existing International Standards

Table 1 shows the comparison of top 5 international standards categorizing software
components at different levels, and it could act as reference map and further populated

Table 1. Eleven Criteria comparison of international classification standards
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with more contextual criteria. Few standards like UNSPC are more focused on catego-
rization of products and services rather than defining properties and associated values
and units.

3.1 Classification Schematic Comparison for Software

ECLASSclassification standardprovidesmore software classes compared to other global
standards (as mentioned in Sect. 2), but it lacks in quality and quantity as well. Newness
in the name of software classes is created by appending information in parentheses
signals lack of due diligence. Figure 4 elucidates variation in nomenclature and variety
of category at different levels of software part classification schema.

Grouping of software are generic and based on how they are used instead of what
they are. For example, nomenclature of software is based on application areas like
telecommunication devices, office applications, engineering applications etc. There is
a lack in variety, associated definition, and redundancy of software characteristics. The
repetition of similar attributes also makes difficult to distinguish two disparate classes.

Fig. 4. Classification schema across global standards

4 Framework for Software Part Classification

Limitation posed by existing international standards urges for further exploration for
new approaches to categorize software components. This necessity triggers pertinent
questions as mentioned below:
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• Are business needs for classification of hardware and software components same?
• What should be the approach? Should it be like current approaches of HW classifica-
tion; and clustering software components in the same group of HW components?

• How should an organization classify software components? Should it adopt one
international standard or custom approach to best serve the organization need?

• What should be the classification schema? Multi hierarchy vs flat taxonomy structure
needs to be investigated.

The structured approach discussed in this section is based on our experience in
implementation of software part classifications projects and can be guide for an organi-
zation to establish center of excellence for software part classification and disseminating
knowledge across virtually integrated value chain. The success of enterprise-wide pro-
gram depends upon strong governance structure and adoption of industry best practices
for execution [13]. Setting up vision in line with organization objectives, audit fre-
quency, hierarchical data governance structure and standardized business processes are
key enablers for sustenance of such program. Framework shown in Fig. 5 presents end
to end view of contextual approach with necessary processes, concepts, and tools for
digital journey of software parts classification and their standardized data definition.

Fig. 5. Proposed framework for software part classification

4.1 Awareness and Persuasion

The digital journey of classification starts with dissemination of knowledge within enter-
prise and suppliers to create awareness. The potential adopters who could be at any
level in their organization and acquired information from various communication chan-
nels. They should first enrich themselves with knowledge from primary and secondary
research. Good understanding of the business use cases is essential to highlight the
benefits and values that classification brings to the table.
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The next step is by persuasion of top management or steering committee to approve
business case for designing and implementation of standard coding & taxonomy system
for products and services. A strong business case is prerequisite for buy-in from topman-
agement. Partneringwith right consulting services to conduct interviews,workshops, and
survey can trigger learning environment for employees to assimilate knowledge about
global nomenclature and classification systems and will expedite overall implementa-
tion program. In depth, due diligence by evaluating pros and cons of existing schema
with respect to various global schemas will be beneficial. Understanding existing inter-
nal processes and data model and analyzing it carefully with the support of experts are
required to come up with multiple evaluation criteria. Identify industry best practices
and latest trends while defining classification hierarchy.

4.2 Design Decision

Harmonization in classification of product and services and associated attributes defini-
tion across multiple systems are critical aspects for digital transformation journey of an
organization. Standard coding system leads to part data synchronization, process flow
integration and data standardization across company divisions, suppliers, and global
locations. Identify and define SMART11 metrices and set the base levels to be compared
after implementation of standardized classification system. Choose fewmetrices initially
which aligns with near term goals as well as with business key performance indicators
s and perform benefit appraisal just before and after implementation.

It is advisable to kick off the implementation program with PoC (Proof of Concept)
to take critical design decisions before full fledge rolling out. Doing part classification
project using big bang approach could be risky and may create additional stress in the
system. So, it is advisable to have phased approach for design and implementation of the
project. Startingwith PoC in an agilewaywith limited data set and fewdivisionswill help
to develop methods, frameworks, tools and selection of relevant business technological
solutions and IT interventions for large program execution. The aim of PoC is to generate
awareness, realization of benefits and return on investment demonstration to reduce
organizational frictions.

4.3 Transformation

Tools and methods identified in previous steps will be leveraged for scaled agile roll
out across divisions, product groups and suppliers. In general, organization product data
resides on multiple systems with unique information. IT tools for data extraction auto-
mates the process for large volume of data. Based on the type of enterprise system and
the situation, it is possible to select the partial or full data model. Extracted data can’t be
used as it is and needs to go through data wrangling process. The next step of transfor-
mation is the classification. Manual approach using statistical methods could suffice if
the volumes are low otherwise it is advisable to go for automated classification solutions
with quality assurance checks. Artificial Intelligence (AI) based automated classification
approach involves training, tuning, model selection and testing using different types of

11 Specific, Measurable, Achievable, Relevant, Time-bound.
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data set. In AI based classification, predominantly, there are 2 steps. First is the fully
automated classification step, whereML (Machine Learning) model parameters are gen-
erated based on the training data. Next one is the guided automation where some degree
of manual intervention required for quality assurance. The final step of transformation is
data loading, where classified data is updated into the enterprise systems. If consolidated
item master or electronic catalogs already exists because of standardized processes and
enterprise applications can skip few steps in transformation.

4.4 Sustenance and Continuous Improvement

Continuous evaluation, identification of new use cases, and automation of classification
systems are necessary to stay agile, innovative, competitive and remove inefficiency
in the system. To retain integrity of the data over time, regular maintenance based on
the principles of information asset life cycle management is required [14]. Any modi-
fication must be reported through formal change request for analysis and evaluation by
change control board of the data governance structure. Updating of existing data set or
introduction of new category should follow operational guidelines of implementation. It
should be open, flexible, easier to adopt and attract classification of new software-based
products and services.

5 Summary

In the era of Industry 4.0, where each manufacturing company is looking to extract
business value leveraging digital twins; it is imperative to have standardized product data
across entire vertically integrated value chain. Harmonized product characteristics and
classification not only simplify R&D processes but also streamline procurement, sales &
marketing, material management and manufacturing processes. Common engineering
language or semantic system facilitates automation of design works to create circuit
diagrams, part lists, wiring lists, assembly diagram as well as automation of robotic
manufacturing process. Since number and variety of embedded software and firmware
are increasing, organization should look for newuse cases to support adoption of software
part classification.Eachof the elementsmentioned in the proposed frameworkneeds to be
adapted and contextualized as per company needs and could be utilized for classification
of other part types as well.
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Abstract. The ever-increasing consolidation of industry 4.0 technologies and
the imminent advent of the industry 5.0 paradigms makes it essential to use
new methodologies for the generation and the transfer of knowledge in the
manufacturing sector.

Considering the state of the art regarding pedagogy and Additive Manufac-
turing (AM) and starting from the need to create a unique tool to make the most
of the potential of additive technology, a case-study based on the method called
“Double Diamond AM Knowledge Approach” (D2AMKA) is introduced with a
deep discussion of the results obtained in the European project CAPT’N’SEE,
managed by EIT manufacturing, which saw the collaboration of the Polytechnic
of Turin, of the École Nationale Supérieure d’Arts et Métiers of Paris and of Add-
Up. In extending the D2AMKA, arose the need to create an information system
to carry out the Product Lifecycle Management (PLM) for an AM process taking
into account the differences with traditional processes. In order to satisfy this need
will be shown how to apply to the case a previously created model to manage the
information of a production process with a lean perspective.

To summarize this paper presents a general methodology to (i) capture knowl-
edge needs in a specific manufacturing area and about a specific manufacturing
sector, (ii) develop an e-learning path in that manufacturing sector with the col-
laboration of partners of that manufacturing area, and (iii) organize a journey in
the name of training, dissemination, sharing and brainstorming.

Keywords: Additive manufacturing · Knowledge · Luxury industry · Industry
5.0

1 Introduction

“Given AM’s recent introduction to volume production contexts, most engineers and
manufacturing workers were not exposed to, or trained with, the principles or execution
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of AM during their formal education. It is likewise challenging and time consuming
for universities to construct new degree programs and commensurate curriculum in
AM.” [1] Since their invention, Additive Manufacturing (AM) technologies are quickly
spreading in many manufacturing sectors; however, in most cases a purely technical
approach in integrating such technologies may not be sufficient to exploit the full poten-
tial. For this reason, sharing knowledge appears to be the unique way to change the
perception of additive technologies and help companies in understanding all its poten-
tial. Because the AM technologies introduce a completely different approach to design,
manufacturing and control of the finished product, the paper develops a methodology
to improve the diffusion of AM awareness within the different phases of product and
process development.

The case study presented focuses on the luxury sector because it suffers from a lack
ofmultidisciplinary knowledge and it requires two types of specific knowledge: standard
design methodologies and the revolution for process designers provided by additive sub-
processes. In addition, the fear of investment and business model change is common in
the sector, probably due to the inability to have an overview of the AM process and
its benefits. Moreover, the intellectual property question, regarding the repeatability
of such products and the digital content aspect, represent a real cognitive barrier for
companies to guarantee their investment. Finally, many luxury brands are worried about
the potential loss of capabilities and the consumers’ retention that could be not attracted
to this technology facing the old and traditional one.

In this paper, after the introduction, youwill find the state-of-the-art section regarding
the sharing knowledge methodologies. The third chapter introduces the design frame-
work proposed to share knowledge as an implementation of a previous research work,
while the fourth chapter reports a case study to validate the theoretical framework
proposed in the luxury sector context.

2 State of the Art

This section summarizes the existing methods and tools used today by companies to
speed up the process of sharing knowledge and its use in innovative processes in order
to design disruptive products and services.

2.1 Knowledge Sharing Process

Because of the evolution of the various industrial sectors, there has also been an evo-
lution of products and production processes. All this has led to an increase in the
knowledge required to work and the need to pass this knowledge on to employees. The
main approaches used nowadays to share knowledge through a company organizational
structure are trainings, work and innovation labs, seminars, conferences and workshops
(Fig. 1). From these approaches different learning methodologies for innovation were
born such as agile methodologies, creativity, coaching and U theory (Fig. 1) [2–5].
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Fig. 1. Knowledge sharing approaches

Seminars, Conferences and Trainings. These three similar approaches of sharing
knowledge are themost commonways adopted from companies to train their employees.

Seminars and conferences are generally considered the same; however, the only
things in common between the two are that they both use audio-visual tools and that
they involve people with the same educational background. In fact, seminars, often
included in a conference of several days, have a shorter duration and can be classified
as lectures to impart knowledge to the attendants that eventually receive a certificate of
participation. The aim of the conference, on the other hand, is to allow the sharing of
opinions and knowledge related to a given topic.

The other approach is represented by trainings, which always have the aim of training
employees, butwith a different formand duration compared to seminars and conferences.
In fact, generally the trainings can last even months and are aimed at smaller groups of
staff who need to acquire specific skills to be integrated into the activities daily carried
out.

Workshops. This sharing knowledge approach could be considered a mix of confer-
ences and seminars because it has a less rigid structure than a conference but at the same
time, is more formal than a seminar. In addition, workshops tend to aggregate multi-
disciplinary attendants with the aim of teaching new skills or increase their awareness
about not well-known topics.

Work and Innovation Labs. This approach of sharing knowledge it is a more recent
way of training the staff of a company through the exchange of skills. In literature there
are different taxonomies to identify work labs, but they could be summarized into three
main typologies [4]: (I) Innovation Hub: sharing knowledge through distance learning
networks, (II) innovation intermediary: innovative material shared in open access way,
(III) Ecosystem attendants: local narrow networks and Fablabs.

Usually work labs are funded by public subsidies and in a small percentage even by
private subsidies with the main objectives of educate, increase R&D skills, create social
links and help entrepreneurs [4, 6, 7].

3 The Extended Framework D2AMKA Including the Nuggets
and Journeys Design

This section aims to recall the Double Diamond AM Knowledge Approach [8] as an
evolution of the double diamondmethodology [9, 10] to help apprentices gain knowledge
about the Additive Manufacturing process step by step.
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3.1 The Double Diamond Methodology and the D2AMKA

The double diamond methodology, officially invented by the British Design Council
in 2005 [10], is a design thinking approach that consists in two phases represented
by two diamonds each of which presents one phase of divergence and one of conver-
gence (Fig. 2). The first diamond represents the problem defining process that is reached
through two phases: the divergent one that aims to explore the problems from different
perspectives and the convergent phase where the real problem is selected. The second
diamond instead is the solution one, where the divergence is represented by the explo-
ration and development of different solutions, prototypes and tests while the convergence
is represented by the delivery of the final product.

Fig. 2. The double diamond methodology

Getting inspired from the double diamond methodology we created the D2AMKA
(Fig. 3), in extended form Double Diamond AMKnowledge Approach [8], which helps
learners to become aware of AM encouraging its diffusion. The D2AMKA consists of
two different learning timeframes corresponding to the two diamonds: the first one is an
online collection of nuggets to address learning needs in the long term through a divergent
thinking provided by videos and experts testimonies and a convergent thinking obtained
from feedback quizzes. The second diamond instead focuses on fewmajor topics treated
in the nuggets with the divergence given by experts’ presentations and the convergence
by workshops experiences.

3.2 Nuggets Design and Objectives

This paragraph aims to explain all the actions undertaken to create the final nuggets.
First, we decided the general topics related to AM that could be interesting for the
potential learners and industrialists conceived as the target of the approach. The topics
were selected thanks to the expertise of the project consortium members and academic
partners who shared their knowledge on the AM process and on the luxury sector during
somemeetings held to define the contents to be shared. Secondly, we defined the learning
path framework on which to fit each nugget. In particular, each learning path consists
of a minimum of five different nuggets: (I) the connect nugget used as introduction
or preface of the learning path that explains how it interacts with the other learning
paths. No duration recommended for this kind nugget (II) the info nugget requires the
participation of an expert who speaks about a specific topic strictly related to the whole
learning path. Recommended duration from 5 to 15 min (III) the question nugget that
follows each info nugget with a set of questions to help the development of a convergent
thinking in each learner and to give a feedback on their enrollment in the knowledge
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process. Recommended duration from 2 to 5min (IV) the task nugget, which involves the
knowledge sharing of another expert belonging to a firm that has already had a practical
experience in the info nugget topic treated. Maximum recommended duration of 45 min
(V) the set up nugget that summarizes all the topics faced in the learning path to enhance
the durability of the delivered knowledge but also increase the visibility of the project.
No duration was recommended for these kind of nugget.

Fig. 3. The double diamond additive manufacturing knowledge approach

As third step, we started a call for experts by e-mail and by phone for the contacts in
the research group network, 166, and by LinkedIn for the contacts outside the network,
187. These contacts were selected taking into account the correlation of their profession
with the topics of the project, therefore the luxury sector, the AM sector, and in a
small percentage the manufacturing industry in general. The final step was related to
the definition of some Key Performance Indicators (KPIs) needed to assess the quality
of the material created. In particular the KPIs selected are: (I) training and mentoring
activities– 3 of institutions and 8 of courses, (II) 8 digital nuggets created related to
creativity, innovation, design, part finishing, part control and Manufacturing Execution
System technologies for AM in the luxury industry.

3.3 Journeys Design and Objectives

The training program has been divided into two “journey” programs, which integrate the
same topics developed on the training platform by the nuggets. The first step taken was
the careful definition of the time tables to be followed taking into account the nuggets
produced, with the addition of some process demonstration, a fablab tour, an all-day
workshop dedicated to creativity and brainstorming activities to easily involve partici-
pants. Subsequently we have selected the candidates based on their potential interest in
the fields related to the project topics: luxury sector, AM and manufacturing in general.
The following step was the call for participants sent to all the potential people interested
by means of a registration form. With the same strategy applied in the call for experts
for the nuggets, we used LinkedIn and the research group network as main source to
target the right audience, delivering a high quality and tailored training. As done for the
nuggets we created some KPIs to assess the quality of the journey: (I) 20 Participants
in education and training, (II) Training and mentoring activities– 3 of institutions and 8
of courses, (III) 2 Educational Journeys related to creativity, AM and MES technologies
applied to luxury industry with attendants active interaction.
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4 Case Study: Spreading AM in the Luxury Industry

By carrying out research on the services available today online, there is an obvious lack
of AM courses focused on the luxury industry, notwithstanding the compatibility of the
latter withAM in terms of scales of production and of need to be in proximity of the client
[12–14]. Furthermore, several major issues have been identified among the literature for
this sector such as the unseen potential of AM by companies, the fear of the economic
investment, [15–17] and the lack of awareness about the creative power of AM [14]. In
addition there are doubt due to the need of adapted materials to be processed and the
intellectual property question related to digital content ownership and repeatability [5,
12, 18]. Finally, many brands are afraid of the consumer point of view that could be
disinterested in such technology because is in contrast with the old and traditional one
that made the brand image.

In addition to the problems presented it becomesmore andmore necessary tomanage
the AMNew Product Development (NPD) phase towards mass customization guaranty-
ing a comprehensive product information about intellectual properties and quality, and
sharing at the same time knowledge related to Product Lifecycle Management (PLM)
with particular attention to the design phase. This is mainly because, when approach-
ing to AM, many companies do not know the differences in NPD between traditional
and AM processes. If a company uses to develop new products by means of traditional
“linear” processes, it will face many difficulties in applying the same scheme to AM. In
fact, in subtractive manufacturing, the standardization of production techniques allows
for greater linearity in the NPD process and so the changes made at each step do not
challenge the choices made at previous stages, indeed features can be added to a part
without calling the concept of the product into question. Conversely, in AM as soon
as one of the parameters is modified, all the design choices must be reviewed because
there are strong interdependencies between the way a part is produced, the material used
to make it and the final properties. All the choices made during the design phases will
potentially have an impact on surface quality and material integrity, and hence on the
mechanical characteristics of the part.

This is why it is important to set up multidisciplinary working group, which meets
at regular intervals, when creating a part in additive manufacturing until the optimum is
obtained. Experts for the various stages must be brought together from the start of the
project, so they can confer and make sure no aspect is forgotten.

4.1 Presentation of the Case Study

The case study presented in this work has been the foundation of the CAPT’N’SEE
project and it gives a solid framework to achieve its objectives of offering an efficient
and relevant training offer fostering a more creative, flexible, and smart use of AM in the
manufacturing sector in general, and in the luxury sector in particular. The implementa-
tion of the project allowed, in turn, testing the methodology presented and enriching it
with valuable feedback from a direct application.

CAPT’N’SEE (CAPTure aNd foStEr additive manufacturing knowlEdge for lux-
ury industry) is a training program dedicated to professionals willing to enhance their
expertise in the use of AdditiveManufacturing technologies. The project has particularly
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treated the AM early design stages and the Manufacturing Execution Systems that allow
the real-time control of processed parts. Starting from the expertise of its consortium
members and gathering experienced industrial and academic partners, the project has
initiated a dynamic shift in the way to work with AM in the luxury industry, which is
in strong growth and where high value-added productions require enhanced creativity
and high precision. This activity has received funding from the European Institute of
Innovation and Technology (EIT).

The CAPT’N’SEE network associates two renowned academic partners and one
skillful industrial: Arts & Metiers Institute of Technology (ENSAM) in France, Politec-
nico di Torino (Polito) in Italy, and AddUp which is operative mainly in France. AddUp
is a joint venture born in 2016 from Michelin and Fives with the aim of develop addi-
tive metallic manufacturing solutions for industrials and supports them throughout their
projects with services offered for a profitable experience.

The project outcome consisted firstly in the production of two series of nuggets
filmed and edited and secondly in the organization of two educational journeys related
to creativity, AM and MES technologies applied to luxury industry. The two journeys
took place in Paris from 27 to 29 of September, under the supervision of ENSAM, and
in Turin from 20 to 23 of October under the supervision of Polito.

4.2 Nuggets Produced

As required from the project KPIs, we developed eight learning paths related to AM,
according the structure described in Sect. 3.2, in order to address most of the needs
highlighted in the analysis reported as introduction of this section. We choose to enroll
some AM experts of the luxury industry to share their knowledge on these topics and
give a practical approach, showing all the potential of AM we wanted to highlight.
In terms of content, the different activities have been structured as mix of videos and
quizzes allowing the participant to diverge and converge their knowledge according to
the first stage of the D2AMKA. This knowledge is then further consolidated thanks to
the Setup nugget, a summary sheet of the entire learning path, which narrow the learning
experience to few important elements.

The eight learning paths created are: (I) Multidisciplinary to learn and innovate:
Multidisciplinary working groups, Transform your company into a learning organiza-
tion, Innovate trough collaborative projects; (II) Stand out through AM: Use value at
the core of innovation,Adding value through AM; (III) Innovation with AM as an eco-
nomic asset: Be able to consider AM as an alternative technology, The real economic
benefits of adopting AM in your company; (IV) Creativity and AM: Creativity as a
systematic process that has its place in the industrial company, Experiencing creativity
in AM, Disseminate AM innovative culture in a globalized enterprise; (V) Lean man-
agement: AM and Human Resources: the hike in skills, Lean management of the AM
process; (VI) AM costing: Knowing how to estimate the cost of a part, Installing an
AM machine in an existing factory, Cost comparison between AM and traditional pro-
duction processes; (VII) Enterprise Information Systems: Introduction to Computer
IntegratedManufacturing (CIM), PLM andAM: key resources towards mass customiza-
tion, Additive Manufacturing Resource Planning (MRP), Additive MES: managing the
production to optimize the design; (VIII)Artificial Intelligence:Data generated during
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the lifecycle of an AM product, Generate information through an AM data architecture,
Artificial Intelligence for a smart AM;

4.3 Journeys Outcome

As said previously we organized two different three-day journeys considering the study
of industrial use-cases proposed by the experts in the network. The objectives of these
journeys were to disseminate the learning contents and test the training program to
support teams that deals with AM in developing strong skills in creativity and process
management, with a specific focus on the luxury industry. The timeline encompassing
each journey spans around three phases: journey design, journey execution and the post
journey analyses. The journey design was already treated, so this section will describe
the following two phases for each journey.

The first journey, managed by ENSAM, aimed to reconsidering the product devel-
opment process from the early design stages in order to satisfy new creativity and mul-
tidisciplinary needs required by the AM processes. For this reason, the main activities
concerned the enhancement and the promotion of the creativity allowed by AM thanks
to the use of collaborative methods and tools. In this journey, we had 48 participants, 43
of which responded to a satisfaction survey we sent after the event declaring that they
increased their knowledge of AMduring the journey. Themain topics in which attendees
declared to have learned new things are innovation thanks to AM, creativity enabled by
AM, multidisciplinary of AM projects.

The second journey, managed by Polito, was dedicated to the smart monitoring and
control of the AM process or, more in detail to Manufacturing Execution Systems and
finished part control solutions. Therefore, the main objective was to support attendants
in developing strong skills in the management of the AM digital chain. For this reason
the journey has been designed starting from the concept of AM Information Systems,
continuing with the design and the execution of an additive process, and ending with
the quality techniques and sustainability criteria implemented in AM. Moreover, we
presented a model to manage the information of a production process with a lean per-
spective showing an appropriate methodology for specific use-cases [19]. Subsequently
there was the execution of a simple open innovation experiment to engage the audience
and share the open philosophy. In this second journey, we had 71 participants, with a
daily attendance of 41 on the first day, 52 on the second day and 39 participants on the
third day. To ensure continuous participation of the attendees, we organized a quiz with
prizes to win a backpack offered by the sponsor for each day of the journey.

In order to allow the development of the convergent thinking and the birth of a com-
mon wisdom between attendees we scheduled Q&A sessions during the two seminars.
This was helpful as well to measure the degree of knowledge of the participants on AM
and its possibilities. For instance, we asked if it is possible to print gold or copper, which
showed that 50% of the participants were unaware of the possibility to use gold or copper
in AM.

Although the number of participants was quite high for both journeys, the maximum
registration capacity given by the capacity of the classrooms was not reached. We there-
fore did not have to apply the selection process, based on the following priority levels:
(I) professionals from the luxury sector, (II) professionals from the AM industry, (III)
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with equally relevant profiles, favored women. However if it had been asked to choose,
with equally relevant profiles, we would have preferred women to balance the gender
inequality. Moreover, during the advertising of these events, we were very careful to
distribute equally to men and women all the material and the invitations. However a bit
more of 2/3 of the total registered people were men.

In the end, the vast majority of the registered attendees for this event were profes-
sionals, followed by professors, academic researchers and students. An half of them
were from the Additive Manufacturing sector, others worked in the luxury sector and
the remaining were in other industries such as consultancy, energy and sustainability.

5 Conclusions and Future Works

By examining the KPIs required for the project assessment, we can state the successful
ending of the same with the production of 8 learning paths and 2 journeys related to
creativity, innovation, design, part finishing, part control and MES technologies for AM
in the luxury industry. Thanks to this path, we have had the opportunity to understand the
needs of the players in the luxury sector who want to introduce AM into their processes
and above all to test the D2AMKA for the first time. From the responses received from
the participants, we can only be satisfied to find an increase in their general knowledge on
the subject. However, it will be necessary in the future to question the participants about
the investments made in relation to the increase in knowledge and to test the D2AMKA
in other contexts to have more confirmation of its effectiveness.
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Abstract. Innovation is not limited to products and services; it is also used in a
company’s processes such as interactions with its environment, i.e., open innova-
tion. According to our research, there are few approaches to effectively enable and
support collaboration between manufacturing companies, even if they are in the
same industrial cluster. We selected a platform to structure collaboration between
companies, based on a business model framework. We tested this platform with
two partners in the Quebec aerospace cluster that knew each other. To evaluate
the collaboration, we identified the criteria to quantify collaboration effectiveness,
such as the number of topics or projects discussed, the number of meetings cre-
ated or the success rate of the knowledge exchange. Experimentation was carried
out over five months, with detailed observations of collaboration’s evolution. This
platform initiated several collaborations between the two partners and increased
the partners’ technological knowledge maturity. However, several obstacles, such
as difference of vocabulary and intellectual property exist and hinder communica-
tion. These could become troublesome when partners who don’t know each other.
Resolving these difficulties is the purpose of our future research.

Keywords: Collaboration · Platform · Knowledge exchange · Open innovation

1 Introduction

In today’s environment, collaboration is a key aspect of business survival [5]. Collab-
oration can take several forms such as resources, manufacturing or business processes
sharing [12]. Collaboration and open innovation can be beneficial and are already used
in few industries such as technology, energy, and accommodation. However, the capacity
of a firm to open up to innovation processes is determined by the firm itself and not by its
operatingmarket [22].Manufacturing industry, specifically aerospace could benefit from
more collaboration. One question emerges: how to structure collaboration between firms
in the same cluster? Literature presents few tools to structure collaboration within the
manufacturing industry even less in cluster-based sectors such as aerospace. According
to our research, setting up a platform can foster collaboration [14]. Platforms and open
innovation use innovation to create value and increase firms’ competitiveness [14]. Few
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literatures present business exchange platform. Its objective is to support collaboration
between manufacturing firms in the same cluster. First section will present state of the
art on collaboratives models linked to open innovation. Second section will present the
pre-experimentation with the platform and the industrial partner’s choice, and the col-
laboration’s criteria to assess the platform. Third section will present the methodology
and the monitoring method, and the collaboration’s criteria results. The last section will
present points to improve, strengths and project benefits.

2 State of the Art

2.1 Collaboration Needs Between Companies Operating in the Same Cluster

Collaboration between manufacturing SMEs is difficult mainly because the competi-
tion minding is deeply embedded [15]. Competition’s rules are changing, innovation
cycles are getting shorter, managers must learn to collaborate more efficiently [9]. Firms
strategics activities such as research and development and innovation are usually done
within the firm itself, with minimal external intervention, this minding is outdated [10,
21]. Nowadays, human resources are volatile, firms cannot afford to innovate on their
own [32]. SMEs facing a lack of resources make them more open to collaborate [32].
Collaboration between SMEs can increase their market competitiveness [24].

The project was conducted within the Quebec aerospace cluster, which regroups
manufacturing SMEs. SMEs are more agile, innovate faster and react quicker to solve
problems but they often lack resources [21]. Firms have reciprocal benefits operating
in cluster, such as stimulate innovation by having suppliers, universities, and SMEs to
collaborate creating new knowledge and sharing technologies infrastructures [8, 21, 26].
Easier access to resources and an efficient diffusion of the best practices are other benefits
[26]. Group’s ability to solve problem is better than the members alone [23]. Literature
presented above suggests that collaboration is difficult between manufacturing firms but
can bring major gains.

2.2 Collaboratives Models

In recent years, collaboratives models have been changing as the collaborative economy
and business as a service model increased in these sectors: accommodation, transporta-
tion, and home supplies [30]. Lyft or Uber for transportation sector and SnapGood for
household supplies are some examples [19, 31]. Collaborative economy’s structure is
to match suppliers and customers through a platform which make collaboration easier
[19]. These examples can be used as starting point to support collaboration between
firms. Successful platforms share online collaboration characteristics such as common
goal’s pursuit between participants [13]. Manufacturing sector’s collaboration is not
widespread. Formabilio is a collaboration example between manufacturing firms. One
of its objectives is to link furniture manufacturing SMEs, designers, and customers [5].
Using this as a foundation, our first paper proposed a collaborative business model for
same-clustered manufacturing firms. Designing this model, we took in consideration
that more exchanges within the network, more the network have a success chance [2]. A
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key feature while creating our model was trust and reciprocity, two pillars to sharing rich
information [1, 9, 15, 17]. Our model sits on four value propositions presented below.
The first three values propositions will be addressed in this paper [27]:

1. Foster collaboration by a unique counter offering a business strategy.
2. Increase industrial and technological maturity of the members and cluster.
3. Fostering knowledge exchange between the members.
4. Respond to an entrepreneurial achievement need.

These value propositions can provide benefits to SMEs such as effective assets’ use,
development time and expenses reduction [4]. Literature suggests that collaboration is
crucial to firms’ survival, but only few articles present options to support it.

2.3 Open Innovation Materialized with a Digital Platform

Two types of knowledge exchange define open innovation: outside-in and inside-out.
Outside-in is defined as: opening innovation processes to external firms. Inside-out is
defined as: allocating developed knowledge, not used it internally, to the outside of the
company thus others can use it [6]. Open innovation’s future will be more collabora-
tive and include more participants [6]. Literatures suggest that open innovation is less
used in SMEs. SMEs face various challenges to acquire external knowledge such as
organizational structure, culture, financial resource’s availability, collaboration’s costs,
and intellectual property right management [12, 16, 28]. Long term, external technology
acquisition will be a necessity for companies to remain competitive [22]. Literature also
suggests that collaboration between firm can be improved using a platform [13, 19].
Platforms can facilitate collective ideas’ development between partners utilizing exter-
nal knowledge by giving a common interface to innovators to interact [16, 29]. A study
of 254 platforms shows that digital platforms can be found under different categories:
sharing, new and used item purchased, lease, donation and borrowing [13]. Platforms
facilitate peer to peer business by sharing assets or services [19, 31]. Firms that own the
platform play a vital role, such as coordinate partners and favoring value creation by
sharing knowledge and resources [14]. Leader’s platform position will be reinforced if
the partners activities are complementary from one to another [14]. Both types of open
innovation are experimented in this project. Literature suggests that platform can support
collaboration between firms. The platform leader has an important role in its success.
However, there is limited literatures on manufacturing firms that collaborate through a
platform.

3 Pre-experimentation Phase

3.1 Selection of the Platform

Few platforms were available to support collaboration and implement our collaborative
business model. Themain feature is the use of tiles, called opportunity cards and they are
used to support collaboration between the partners. Four types of opportunity card are
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available on the platform: wish, research, offer and information. Cards are also labeled
according to categories: business, production, knowledge, or technological watch. The
card’s title and owner can be found on the card. Some platforms already available can
be studied. The platform has to be flexible and must allow more execution and less
administrative requirements. It must also facilitate communication between participants.
The platform facilitates agile management. The evaluated platforms are an Excel file,
a web portal development, a Trello board and a Smarsheet table. To select the more
suitable platform for our application, we used six quality criteria. The criteria were
adapted, initially they were used to evaluate e-learning platform [25].

1. User experience: the platform is easy to navigate.
2. Communication: the platform has email, chat and other communication options.
3. Availability: the platform is available for free and run with few plug-ins.
4. Content management: the platform makes it easy to track cards and their progress.
5. Administration: the platform makes it easy to manage members and their rights.
6. Accessibility: the platform can be consulted from any browser.

To these criteria, five-point Likert scale was added, strongly disagree had a value of
1 and strongly agree had a value of 5. Scores have been assigned by project’s members.
Eachplatformhas their pros and cons: Excel table has fewcommunication’s options.Web
portal will be costly to design and make it usable. Trello offers options to communicate
but does not offer a user right management feature. Smartsheet is similar to Trello, but
its navigation is more complicated. After the criteria analysis, Trello will be used for
experimentation with the higher score of 23 on 30. Figure 1 present the different scores
for each platform.

Fig. 1. Platforms score graph

3.2 Industrial Partners

The two Quebec based partners are Groupe Meloche Inc and APEX Precision. Groupe
Meloche works in aerospace since 2008 and supplies structural and aircraft engine parts
to Tier 1 companies. APEX Precision specializes in metal transformation and products
assembly such as aerospace. The partners choice can influence collaboration’s quality
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and efficiency. Partners were motivated to collaborate, to increase their maturity, to solve
problems quicker and to perform knowledge exchanges.

3.3 Presentation of the Collaboration’s Criteria

The collaboration’s criteria were chosen to evaluate experimentation’s success. Each
of them will be presented and a summary table presenting minimum and maximum
targets will follow. The number of collaborative projects created, or themes addressed
quantify the interest level and allow to see if any discussions are initiated on a card.
This criterion is independent of meetings created. Projects created can be discussed
in follow-up meetings. The partners can have discussions on a card without having a
knowledge exchange. This criterion’s score will increase by one point if the partners
have a discussion on a card. The number of meetings created quantifies the number of
meetings between the partners generated by this project. The score will increase by one
every time the partners have a meeting triggered by the project. Independent meetings
won’t be counted. The number of cards describes the number of cards added on the
platform. This criterion’s score will increase by one every time a card is added. The
rate of a card knowledge exchange success represents the discussion about a specific
card which lead to a knowledge exchange between partners. The knowledge exchange
is qualified by a transfer of information from one partner to the other, which can be oral
or written. The score will increase by one in case of knowledge exchange. The rate of a
card success quantifies whether the knowledge exchange previously described has been
beneficial by the receiving partner. In that case, this criterion’s score will increase by one
point. The waiting time of a card quantifies the time until a card is assigned to a partner.
This criterion aims to determine whether partners are active and consult the platform.
The attribution date minus the deposit date will be defined has the card’s waiting time.
Table 1 presents each criterionwithminimum andmaximum targets. The targets’ criteria
were established by the project’s members during an iteration process.

Table 1. Collaboration’s criteria minimum and maximum targets

Collaboration’s criteria Min. target Max. target

Collaborative projects created or themes addressed 3 9

Number of meetings created 6 12

Number of cards 12 24

Rate of card knowledge exchange success 50% 75%

Rate of card success 25% 50%

Waiting time in days of a card 14 21
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4 Experimentation Phase

4.1 Methodology and Monitoring

The experimentation phase will be performed with internal validation using a real case.
The objective is to support collaboration between the partners presented above. Phase’s
duration was of five months. Meeting’s frequency was established to one meeting every
two or three weeks, but various factors influenced its frequency. More meetings were
held at early, middle and closing stage. At least one partner’s member was required every
meeting. During meetings, the first point was validation criteria’s review and monitoring
graphs’ analysis. Active card’s review was also conducted, any development or addi-
tional information’s need were discussed. At this stage, decision to involve technical
people on a specific card was made. New cards were discussed to confirm an equal part-
ners’ comprehension. The fourth point was the blocking points, which could slow the
progress. These blocking points were addressed, and an action plan was established. The
improvement points were the penultimate meeting’s point. They were divided into two
categories: improvements applicable now or applicable in a future phase. The following
points were the next steps, the questions, and the varia point.

4.2 Collaboration’s Evaluation

Table 2 presents the experimentation’s results by criterion with their minimum and
maximum targets. The number of collaborative projects created, or themes addressed is
beyond the maximum target. The criterion’s evolution shows that it is directly related
to the meetings between the partners. Information’s exchanges took place mostly in the
meetings, which shows that they are inevitable in knowledge exchange. The number
of meetings created is between the targets. A meeting took place every two or three
weeks. The meeting’s frequency was decisive in the knowledge exchange between the
partners. The more meetings were held in the project, the more knowledge exchange
between the partners was happening. The number of cards is within targets. The cards
put on the platform were considerably higher at the beginning. Both partners had many
wishes, information to seek, to offer or to share at this stage. Card’s addition on the
platform is independent of having meetings. This means that the platform was used
even though there was no meeting scheduled. The rate of card knowledge exchange
success is a bit over the maximum. The knowledge exchanges began around week five.
A correlation between knowledge exchange and cards’ number was observed. When
many new opportunity cards were created, knowledge exchange’s level decreased until
subsequent meeting, since it was performed during meetings. The rate of card success
was evaluated only at the end of the experimentation phase to gather asmuch information
as possible. The criterion’s result is a bit over the maximum target. The last criterion
evaluated is waiting time in days of a card which is beyond the maximum. This criterion
is less suitable for the project. Only two partners participated in the project, every active
cards were reviewed during the meeting, independently if the card was assigned or not.
However, if the number of partners on the platform grows, this criterion will become
more important.
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Table 2. Collaboration evaluation’s criteria results

Collaboration’s criteria Min. target Max. target Result

Collaborative projects created or themes addressed 3 9 20

Number of meetings created 6 12 10

Number of cards 12 24 24

Rate of card knowledge exchange success 50% 75% 83%

Rate of card success 25% 50% 53%

Waiting time in days of a card 14 21 21,58

5 Feedback on the Experimentation Phase

5.1 Improvements Points

To increase collaboration’s quality, one aspect to improve is communication which is
the cement of innovation [18]. Knowledge exchange happened because of the partners’
interactions, and these are related to creativity and innovativeness [3]. The two main
communication channels were emails and bi-monthly meetings. The vocabulary used
by the partners was different which made the communication harder. Adding live chat,
video calls, an expert’s contact list, a term lexicon on the platformwould be good options
to improve collaboration and communication’s effectiveness. In contrast, communication
overuse may cause platform’s participants creativity to decrease [18].

Intellectual property rights are another aspect to improve while using the platform.
Separate intellectual property rights already owned from the partner from those which
are created by the partners is important [1]. Patent can be used as a tool to promote
collaboration between firms [7]. In this project, the exchanged information’s was not
sensible. Involving more partners on the platform to create new knowledge implies to
exchange sensible information, causing intellectual property rights to become a major
problem. Gassmann and Bader knowledge area for managing intellectual property right
model would be a good foundation by presenting background, side ground and post
ground knowledge areas throughout a collaboration timeframe [11]. Using Trello, it was
impossible to set a confidentiality’s level, so that the confidential cards were only seen
by people who had access to it. In our case, confidentiality was not a problem since
only two partners were involved. Again, involving more partners, confidentiality would
become an issue. Having a list of the card’s visitor would represent a good addition to
track card’s history. The addition of filters by partner, by projects or card confidentiality’s
level would be beneficial for collaboration.

The reciprocal trust between partner allows them to share their strengths and weak-
nesses. Again, more partners using the platform could create trust issues. An important
aspect to keep in mind is that we want to support collaboration between firms through
human interaction, which is a very important collaboration’s factor. Setting up accep-
tance criteria for new platform partner can mitigate this point. The criteria could cover
soft and hard skills to accept a partner. For larger companies, it may be more challenging
to join this type of platform. Organizational structures will have to change and adapt
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to promote collaboration and make it more efficient [9]. Dedicating a person to support
collaboration in their organization is an option. Their tasks would be to create connec-
tions between outside knowledge and to apply it inside and vice-versa. Some card’s
related functionalities can be improved to support collaboration between the partners
through a platform. Adding more details in the card, such as a precise question or prob-
lem to be answered and make a better attachment’s use would also be beneficial. These
improvements will allow the partners to respond to an opportunity card more effectively
and have a faster and more efficient exchange of knowledge. Making this platform scal-
able and increase partners’ number will lead to exponential new knowledge creation.
Consequently, the platform value will increase [14].

5.2 Strong Points

The platform’s manager plays a vital role in its success and this project confirms it.
The platform leader oversaw meetings planning, updated the platform and the cards and
kept the participants in line with each other. As a result, more meetings took place with
this project than without it. The meetings helped support collaboration. The two partners
knew each other before, which helped to support collaboration. Partners belonging to the
same industry andwith similar issues also helped the collaboration. Their company’s pro-
file and their openness to collaborate, even if they are sometimes competitor, also helped
supporting collaboration. Participant’s personalities that collaborate must be compatible
to have a successful collaboration. This project showed that the partners’ interactions
and their capacity to build trust between them directly impact the collaboration’s result.
The partner’s and their technical expert’s availability and exchanged information’s level
remain strong point. The platform’s choice also seems to be a strong point. From the
6 criteria used to choose the platform, 4 of them helped support collaboration. On the
other hand, communication and administration criteria slowed collaboration. In general,
the platform was suitable to support the collaboration between firms.

5.3 Project Benefits

On the industrial side, this projectmade two same-clusteredfirms to collaborate. Through
a platform, this project has shown that opportunities to collaborate were multiple and
increased shared opportunities between partners. Knowledge exchanges’ subject were
various, business processes, manufacturing processes, human resources or market trend
were among them. The partners also increased their businesses andmanufacturingmatu-
rity faster by accessing to additional knowledge, which would have not been possible
without taking part in this project. The firm’s culture is usually an aspect that can slow
down collaboration [9]. In this project, both partners promoted the same culture, which
facilitate the collaboration [20]. On the academic side, this article demonstrated that is
it possible for SMEs to use open innovation through a platform. Setting up a platform
enhanced knowledge exchanges and increased the members’ maturity. Collaborative
business model shows that it is possible for firms operating in the same cluster to col-
laborate. This project reinforces literature on the fact that platform leader, culture, and
partner’s availability are key features to a successful collaboration. This paper suggests a
platform to support the collaboration in themanufacturing sector between same-clustered
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firms. It contributes to the literature on collaboration between SMEs. It also suggests 6
criteria to determine collaboration success through a platform.

6 Conclusion

This project’s objective was to demonstrate whether it is possible to structure collab-
oration between same-clustered firms. Indeed, we selected a platform which improved
collaboration and communication and we evaluated them according to 6 criteria. Open
innovation played a key role supporting collaboration between firms. Platform leader’s
implication, firms’ culture, and availabilities have contributed to support collaboration.
Partners’ number and project’s duration represent some limitations. This project was
also limited by its operating environment, the Quebec aerospace cluster. In terms of
future perspectives, including more firms from different size and looking at their inter-
actions represents an opportunity. Developing tools to encourage communication and
trust between partners would also be beneficial. Firms’ collaboration effectiveness and
compatibility would also be a helpful tool to develop. Intellectual property rights man-
agement between partners operating in the same cluster and collaborating is also a future
perspective.
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Abstract. The objective of this paper is to extend the knowledge of data analytics
capabilities and the development process required to implement pay-per-output/-
outcome (PPO) business models. To achieve this objective, we conducted qualita-
tive research to study two equipment manufacturing companies in their business
model transformation, with a special interest in their data analytics capability
development path. The findings were threefold; first we validated the data ana-
lytics capabilities necessary for PPO business models synthesised from literature
with the selected case companies. Second, two additional data analytics capabili-
ties, namely capability to influence how performance is measured and analysed,
and capability to simulate the solution’s financial performance) were identified.
Finally, this study presents two different roadmaps on how data analytics capa-
bilities have been developed. The study findings suggest that remote monitoring
capability is among the most critical data analytics capability to initiate a PPO
business model in the equipment manufacturing industry. This study contributes
to business model literature, and information systems literature.

Keywords: Data analytics capabilities · Pay-per-outcome · Business model ·
Equipment manufacturing · Remote monitoring · Roadmap

1 Introduction

Supported by advancements in IoT and remotemonitoring technologies, new data-driven
business models such as pay-per-output/-outcome (PPO) business models are gaining
interest among the equipment manufacturing industry (EMI) [1–3]. Despite these tech-
nological opportunities, many companies have failed in implementing PPO business
models due to technological challenges [2, 4]. Since the revenue logic in PPO business
model is based on equipment performance and the outcome(s) the equipment creates, the
equipment is often complex and the performance (outcome) data often a combination of
things, data analytics capabilities play a key role in success of this PPO business model.
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A critical step for succeeding in PPO business models is the identification, collection
and utilization of data [5, 6] and therefore new data analytics capabilities are needed [7].

Extant literature have identified the criticality of these data analytics capabilities for
manufacturing companies [8]. For example, [3] studied how manufacturing companies
use data analytics capabilities to support their PPO business model strategies. However,
existing literature have dismissed how these capabilities can actually be developed and
formalized [9] and how the resources and drivers align during this digital transformation
[10].

Therefore, this study focuses on understanding how two manufacturing companies
have developed their data analytics capabilities to succeed in their PPO business models.
Our research questions are:

RQ1: What are the major data analytics capabilities required to implement pay-per-
output/-outcome business model in equipment manufacturing companies?
RQ2:How equipment manufacturing companies can develop data analytics capabilities
for pay-per-output/-outcome business models?

To answer these questions, we investigated two equipmentmanufacturing companies
which have successfully implemented pay-per-output/-outcome business models. We
built two capability development roadmaps to illustrate the development process and fac-
tors associated with the process, since capability roadmaps are useful for understanding
how technology and business drivers interrelate with each other [11].

2 Theoretical Background

The global awareness and interest towards data-driven business models among manu-
facturers have increased in recent years [12]. Pay-per-X business models are types of
business models were the ownership of the machine is not usually transferring to the
customer but the customer is paying based on use or outcome of the machine [13]. In the
literature, pay-per-X business models are discussed in varying terms, such as outcome-
based contracts [14], performance-based contracts [15] use- and result-oriented business
models, [16] and use- and result-oriented product-service systems [17].

Pay-per-X business models can be divided to different archetypes based on mone-
tizing logic. In a pay-per-use business model the customer is paying based on the use
of the solution based on usage time (e.g. Rolls-Royce pay-per-operating hours) [18]. In
a pay-per-output/-outcome (PPO) business models the customer pays for the achieved
output, outcome or result [13]. Therefore, the payment depend on contractually set qual-
ity, performance or output levels [1, 13]. The feasibility of these different pay-per-X
business models might vary depending on the industry, product type and company’s
existing capabilities [2, 19].

Data analytics capabilities are a central set of capabilities needed for implementing
pay-per-X business model [3, 16, 18]. According to [7] data analytics capability is
an ability to effectively deploy resources and skills to capture, store, and analyse data
to improve company’s competitive performance. While implementing PPO business
models, the company requires:Capability for remote monitoring:Being able to remotely
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monitor how the solution is operating (near-real time). Remote monitoring technologies
(RMT) are considered as an important enabler of integrated service solutions [3]. RMT
could help improve after-sales services, enabling solutions, and build service ecosystems
[20]. Capability to convince the customer to share data: Being able to gain access to
solution data and any other relevant data, such as maintenance data [21]. Capability to
translate data into value: Being able to clean, transform and model the data to discover
useful information to support decision making [3, 21].Capability to ensure data privacy
and security: Being able to protect data from unauthorized use, disruption, deletion
and corruption [3, 21]. Capability to simulate equipment performance: Being able to
digitally simulate how the solution will perform in varying environments and situations
[3].

Although the needed data analytics capabilities are identified in the literature, there
are no studies focusing on how these data analytics capabilities have been developed in
companies implementing PPO business models.

3 Methodology

Our study implemented a multiple case study of two equipment manufacturers which
offer their products through PPO business model to understand what kind of data analyt-
ics capabilities they need and how they developed these analytics capabilities to enable
the respective PPO business models. The qualitative case study method was selected
since we are trying to understand a complex real-life topic [22] and since we are trying
to gain deep understanding on the ‘how’ and ‘why’-type of questions regarding their
development [23]. The studied companies were purposefully selected [24] to be both
offering a) originally standardized installable capital-heavy equipment through a tradi-
tional product-oriented business model, and both b) have later successfully implemented
a PPO business model.

Case company A is operating in the business of industrial compressed air. The com-
pany was founded in 2010 to develop a transformative technical concept for compressed
air and to scale it up on the global industrial markets. Already at the time of launching
the first product on the market the concept of pay-per-output was defined to be a second
go-to-market strategy, to enable faster adoption of the technology in the fairly conser-
vative, risk-averse industrial markets. From the beginning the technical solution used in
their products were very high-tech, creating the possibility and capability to make the
products not only smart but also quite easily capable to be used in the PPO business
model. The products rely on a vast amount of data to operate, and the control algorithm
already uses a lot of the data for operation, the same data which is relevant for the PPO
business. The company has two parallel business models: in the pay-per-output business
model the company charges the customers based on cubic-meters of air the machine has
produced. In the pay-per-outcome business model in addition to cubic-meters of air the
company get paid as well based on how much energy it has saved.

Case company B has been manufacturing metal bar punching and bending machines
since 1963. With over 50 years of experience, the company has become the worldwide
market leader in the precision processing of flat materials such as conductor rails, bar
stock or profiles. In 2019 the company started to also offer its punchingmachines through
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pay-per-outcome business model in parallel with the traditional sell and service busi-
ness model. Currently the company enables charging the customer based on number of
punches parallel to conventional sales channels.

The research team conducted multiple interviews with both company’s represen-
tatives. All interviews were recorded and transcribed. Respondents were chosen for
interviews based on their roles and responsibilities in the development of products, tech-
nology, especially with regard to their respective PPO business models, or knowledge
in general. The interviews took place between February–March 2022. We used Phaal
et al. [11] capability roadmap framework as a structure for the interviewees. The target
was to understand in which order the companies have developed their data analytics
capabilities. In addition, based on [25] definition of operational capabilities we asked
which drivers, resources & skills, processes & activities have affected the development
of these capabilities. We used a web-based tool to map out the timeline to ensure the
sequence of events visualized in the result section is correct.

4 Results

This section presents major data analytics capabilities and development process to
implement PPO business models in selected cases (See Table 1).

Table 1. Needed data analytics capabilities

Data analytics capability Case A Case B Additional comments

Capability for remote
monitoring

X X

Capability to convince the
customer to share data

X X Prerequisite for PPO business model
but has not been an issue (Case A)

Capability to translate data into
value

X X

Capability to ensure data
privacy and security

X X Third party financial partner is
responsible (Case B)

Capability to simulate
equipment technical
performance

X – Simulation is necessary to ensure
equipment reliability (Case A)
Not needed specifically for PPO
business (Case B)

Capability to influence how
performance is measured and
analysed

X – New capability
Third party financial partner is
responsible (Case B)

Capability to simulate
equipment financial
performance

X X New capability
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4.1 Capabilities Required for PPO Business Model

Regarding the data analytics capabilities required to implement the PPO business model,
both case companies agreed that data analytics capabilities presented during the work-
shop were relevant for the effective implementation of PPO business model except
capability to simulate equipment technical performance for Case B. With respect to
capability for remote monitoring, both case firms confirmed that this capability is essen-
tial to initiate the PPO business model. “…it is essential capability to start with, abso-
lutely because if you don’t, i think you shouldn’t consider pay-per-X or pay-per-punch
or anything. We should all consider the big picture and part of this picture is obviously
the remote monitoring. …have to be done remotely…” (Case B).

Capability to convince the customer to share data was considered as a prerequisite
for PPO business model by Case B. The interviewee from Case A stated: “we didn’t
need to convince any customer […] that had decided to go for our technology, that can
we access the data or not” However, since the ownership of the equipment belongs to a
third-party financing institute in case B, they expressed as not themselves needing this
capability.

Capability to translate data into value was categorized as essential capability for
PPO contracts. Interviewee from case A stated: “…for example, billing […] what can
be used directly to translate some signals or measurement signals to for example, the
power or the some other easily understandable measures […] what most probably at
the early stage needs to be developed by company or provider” (Case A).

Regarding capability to ensure data privacy and security, case A stressed that: “it
can be a barrier in this kind of business if it’s not very well handled”. Case B also
agreed that is essential for PPO business model, and they highlighted that their existing
technology enables data security, so they don’t need any additional skills to secure the
data.

The companies’ opinions from capability to simulate equipment performance from
technical point-of-view were slightly separated. Case A had this capability on different
levels (component, subsystem, system), and even stated that it is in their case a necessary
capability: “if I would do something different now, i would actually start from there.
Already […] in the in the very first stage to do kind of capability do for the system
simulation, […] before, that simulation capability, we actually […] started with the
testing, we tried to do before we got this kind of capability”. For case B this capability
wasn’t deemed to have a connection with the PPO model especially.

On top of these, we identified two additional capabilities:Capability to influence how
performance is measured and analysed, and capability to simulate equipment financial
performance. This was brough up by both companies, that there is a need to show the
financial outcome of the PPO contract for the customer. “honest discussion to show
really the real performance and the real… potential savings and whatever it is, is it
power consumption, or to produce the heat or what’s then needed. […] to transfer that
to […] already reliable data”.

Only case A highlighted the need of capability to influence how performance is
measured and analysed (See Table 1). The interviewee stated that since PPO involves
measurement of equipment performance, specific standards for measurement would be
useful in their industry, currently there is variation. They also stressed that companies
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should be able to develop these standards, to be able to calculate the outcome of the
equipment, and to be able to convince the customer of the outcome’s validity.

Both case companies identified that even more than the capability to simulate equip-
ment performance from technical point of view, they need the capability to simulate
equipment’s financial performance. According to the interviewees, since PPO contracts
lock the customer in for a longer period, it is very essential to be able to show financial
benefits to the customer and to understand their own costs in the long run. Regarding
this, case B pointed out that this is critical capability but, in their case, the third party
handle it.

4.2 Data Analytics Capabilities Developing Roadmap

Case A: Case A data analytics development roadmap is presented in Fig. 1. The devel-
opment of data analytics capabilities was initiated already at the beginning when the
development of the current technical concept was started. The reason for implementing
remote monitoring technologies (RMT) was that the company’s customer was located
far away from company’s headquarters, but the company still wanted to know how well
the machines are performing. The company’s investors specifically required this. The
key resource for implementing RMT was several company experts, who had experience
on these technologies from previous companies. The RMT was already implemented to
company’s equipment in the test laboratory, and therefore implementing it to first cus-
tomer was easier. From the beginning the company decided to build RMT over mobile
network which therefore didn’t require connection through the customer’s network. Due
to this the interviewee stated that they didn’t need to convince the customer about data
security or privacy nor having the whole discussion about this.

Being a newcomer on the market, some customers had concerns about the tech-
nology readiness and the company size. To counter this, the company proposed to the
customer a pay-per-output business model as a risk mitigation method. In the industry of
Case A, the accuracy of output measurements is not traditionally very high. Therefore,
Case A realized that they need new capabilities to influence how things are measured
and analysed since the customers were getting confused by the manufacturers’ mixed
messaging. Throughout the development of the technology, the capabilities to translate
data into value were developed and used.

As a newcomer in a traditional industry the company started early on to develop
capability to simulate financial value of the machine so the customers would better
understand the cost and benefits in long run. Soon after the idea of pay-per-outcome
business model was introduced.

At a later phase some of the customers also wanted to integrate the machine into
their own IT-systems. This required new connections between company’s and customer’s
system and in this point data security issues were highlighted the first time. However,
since the products were developed already using newest technologies, the company was
capable to do this without additional investments.



Data Analytics Capability Roadmap for PPO Business Models 51

Fig. 1. Case A - Data analytics capability development roadmap

Case B: Our study found that Case B followed a different strategy to develop certain
data analytics capabilities (See Fig. 2). The company decided to collaborate with a third-
party financer and outsource some of the key activities to them. The company started
to develop data analytics capabilities for its traditional business model in the 1990. In
the beginning the company already translated data into value by solving customer issues
using the data when physically in the customers premises. Always visiting customers
to be able to troubleshoot the equipment wasn’t efficient, so the company started to
develop Capability for remote monitoring to be able to solve issues quicker and to save
cost of travelling. To do this the company had to have Capability to convince customer to
share data through their network but according to interviewee the benefits of the remote
monitoring were in that time big enough that much convincing was not needed. Through
the years the company develop their data analytics capabilities using several different
technologies as the technology matured.

A few years ago, a third party approached the company and suggested the that
they could finance and offer the company’s machine through pay-per-output business
model. According to the interviewee the third party hadCapability to simulate equipment
financial benefits and Capability to ensure data privacy and security. Therefore, the

Fig. 2. Case B - Data analytics capability development roadmap
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company did not need to develop additional capabilities to offer their pay-per-output
business model.

5 Conclusions

The contribution of this research is three folds. First, our research shows that in order
to succeed in PPO business models the company require seven different types of major
data analytics capabilities, namely Capability for remote monitoring, Capability to con-
vince the customer to share data, Capability to translate data into value, Capability to
ensure data privacy and security, Capability to simulate equipment technical perfor-
mance, Capability to influence how performance is measured and analysed, Capability
to simulate equipment financial performance. We derived five data analytics capabilities
from scientific literature and validated them. In addition, compared to earlier studies
[3, 21] we identified two additional data analytics capabilities, Capability to influence
how performance is measured and analysed, Capability to simulate equipment finan-
cial performance. Moreover, to authors’ best knowledge, this is the first paper studying
how data analytics capability development process can be developed for PPO business
model implementation and to build roadmaps of data analytics capabilities development
in equipment manufacturing companies. By illustrating two different case companies’
data analytics capability roadmaps, this study has shown how companies can align key
resources, and activities to develop required data analytics capabilities to implement
PPO business model. We showed that to implement PPO business models, companies
do not need have all the data analytics capabilities in advance.

Secondly, even though both case companies followed distinctive paths to develop
data analytics capabilities, the need of remote monitoring capabilities were highlighted.
Compared to earlier studies [3, 16, 18, 21] which have not made distinction between the
priorities of data analytics capabilities and therefore have not studied inwhich order these
could be developed, this study showed that remote monitoring capability was among the
most critical data analytics capability to initiate PPO business model in EMI. Remote
monitoring capability was an important prerequisite to other data analytics capabilities
and the PPO business model. Both selected case companies have integrated RMT in their
machines prior to implement PPO business model. This RMT integration has provided
an opportunity to acquire and analyse the data. Almost all other capabilities were built
on this RMT capability.

Thirdly, we showed, that it is possible to strategically mitigate the risk of developing
some of the data analytics capabilities through a financing partner. This partner would
take the responsibility of acquiring some of the needed capabilities.

This study makes some practical implications as well. We revealed what kind of data
analytics capabilities a company must develop in order to succeed in a PPO business
model. With this, practitioners can estimate how ready their organization is for PPO
business model implementation and how to prioritize the resources. To succeed in PPO
business model implementation, the company does not need to internally develop all the
data analytics capabilities, they can adopt a strategy of outsourcing. PPO business model
implementation is a continuous process, and data analytics capabilities can evolve along
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with the transformation. Roadmaps presented in this study could help managers how to
integrate resources and skills to develop these capabilities.

The limitation of this study relates to the research theme and case selection criteria.
Since the objective of this study is to identify major data analytics capabilities needed
to implement PPO business models in equipment manufacturing companies, we did not
focus on the data analytics capabilities implementation process, and how they work in
a real-life situation. Therefore, the results might not be applicable to other industries
with different kind of equipment. In future, we will validate these two data analytics
capabilities by studying large sample. However, this offers interesting future research
avenue to study development of data analytics capabilities in other industries. Secondly,
we haven’t focused on profitability of these PPO business models over time, so we can’t
evaluate the impact of these capabilities on the success of the PPO business model.
Therefore, in future studies the development of profitability could be studied along
with the data analytics capability development to find out does some capability have
distinguishable effect on profitability.
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Abstract. All over the world, Industry 4.0 (I4.0) and Sustainable Development
(SD) have progressively gained the interest of scholars, politicians, and other parts
of society. Besides being two of the most debated topics of the last decades, they
also have overlaps between their independent research fields. Some examples are
reductions of environmental impacts and improvements in production technolo-
gies. This integration of technologies and sustainable advanceswithin an industrial
context can enable a set of important competitiveness forces, which results can
reflect in business improvement. However, the link between I4.0, SD, and business
still needs a broader understanding. Basing on this perspective, this paper proposes
an update of a systematic literature review to monitor the development of the topic
and to check if there has been any progress, as well as to verify whether the find-
ings are still valid. Results point to that there are seventeen research opportunities,
showing the potential of I4.0 as an enabler of sustainable business models that
changes the responsibilities of companies.

Keywords: Industry 4.0 · 4th industrial revolution · Sustainability · Business
model · Systematic literature review

1 Introduction

Sustainable improvements aim to revolutionize the way that products are producing and
using. In this line, novel technologies emerging under the Fourth Industrial Revolution
or Industry 4.0 (I4.0) are creating new opportunities for solving sustainability-related
needs [1, 2]. For example, I4.0 can help factories to improve sustainability efforts through
real-time control of resource consumption, increased logistical efficiency, the extension
of the product lifecycles by pro-active maintenance and remanufacturing [3]. Moreover,
I4.0 can stimulate mass customization and product diversification strategies [4]. This
brings new sides to customer-focused approaches because information systems (IS) can
have a significant role to redesign products and business processes across the enterprise
to turn its results more sustainable [2, 5, 6]. As a result, it can build or regenerate a
cross-linked value chain of actors that compose a business activity [2].

This argumentation helps us to understand why the overlap between Sustainability
and I4.0 has been one of themost important industrial debates in recent years [7–15]. But,
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although the I4.0 revolution can be described as a facilitator for sustainable development,
this union remains underdeveloped in many aspects [11, 16–22]. One of these aspects
is about Sustainable Business Models (SBM) into the I4.0 revolution [7, 8, 11, 13, 23].

There is still a lack of understanding about the impacts of I4.0 in many different
issues of business to redesigning value chain configurations and adoption or creation of
new business models focused more on sustainability goals [17, 24–27]. Sustainability is
a concept that does not have a unique definition [28]. Due to this, its concrete implemen-
tation is considered difficult because there is a high degree of complexity concerning
the depth and specifications of actions [11, 28]. Likewise, I4.0 is also a paradigm whose
unique definition is not possible due to its wide range of approaches [8, 22, 29]. The
business model concept is an abstract representation of the value flow and the workflow
of an organizational unit [30].

As Stock et al. [11] and Dao [6] emphasized, there is still a lack of research on how
I4.0 impacts the stabilization of business models according to sustainable development
objectives. Some researchers add the concept of a maturity model to try to help under-
stand the discussion, for example, Allais et al. [31], Gouvinhas et al. [32], Gaziulusoy
[33], Romero and Molina [34], Murillo-Luna et al. [35]. The maturity models aim to
develop and build knowledge in an evolutionary way so that a company can progress
more solidly and securely. Based on this argument, it can be said that the literature is
scarce on these conceptions. Teixeira et al. [2] presented a Systematic Literature Review
(RSL) between May 2015 until May 2020. However, the investigation of this theme is
still necessary and relevant for both academics and society. Due to this, the purpose of
this article is to present the SLR update developed by Teixeira et al. [2]. In summary,
this article addresses the set of issues:

(Q1) What are the opportunities for the future research agenda?
(Q2) Where is this matter being investigated?
(Q3) What is the current situation in this field of research?

To achieve the proposed objective, the article consists of four sections, the introduc-
tion of which is the first. In the second section, the review methodology is described.
The results obtained to answer the set of questions are presented in Sect. 3 and analyzed
in Sect. 4. Finally, the final considerations are presented in Sect. 5.

2 Review Methodology

Teixeira et al. [2] implemented a Systematic Literature Review (SLR) according to the
procedures described by Seuring et al. [36], Durach et al. [37], and Tranfield et al. [38].
These procedures were reused to develop the update presented now. To keep rigorous
of the result, an SLR must follow a set of steps. Durach et al. [37] describe six steps
to build an SLR: (1) defining the research question (goal), (2) determining the required
characteristics of primary studies (inclusion criteria), (3) retrieving a sample of poten-
tially relevant literature (collect data), (4) selecting the pertinent literature (exclusion
criteria), (5) synthesizing the literature (analyze data), and (6) reporting the results. Sim-
ilar recommendations are made from Seuring et al. [36] who describe an SRL by four
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elements: (1) definition - who and what (goal), (2) boundaries and limitations – when
and where (inclusion criteria), (3) variables and causalities – why and how (collect data),
(4) predictions – could, should and would (analyze data).

Table 1. Keyword pairwise query.

1 TITLE-ABS-KEY ((sustainability AND business model AND industry 4.0))
2 TITLE-ABS-KEY ((Sustainability AND new business model AND industry 4.0))
3 TITLE-ABS-KEY ((Sustainability AND organisation improvement AND industry 4.0))
4 TITLE-ABS-KEY ((sustainability AND maturity model AND industry 4.0))
5 TITLE-ABS-KEY ((Sustainability AND maturity evaluation AND industry 4.0))
6 TITLE-ABS-KEY ((Sustainability AND dynamic capability AND industry 4.0))
7 TITLE-ABS-KEY ((Sustainability AND strateg* AND industry 4.0))
8 TITLE-ABS-KEY ((Sustainability AND competitiveness AND industry 4.0))
9 TITLE-ABS-KEY ((Sustainability AND competition AND industry 4.0))
10 TITLE-ABS-KEY ((Sustainability AND value creation AND industry 4.0))
11 TITLE-ABS-KEY ((Sustainability AND strategic planning AND industry 4.0))

12 TITLE-ABS-KEY ((Sustainability AND product AND development AND process AND industry 
4.0))

13 TITLE-ABS-KEY ((Sustainability AND product AND development AND industry 4.0))
14 TITLE-ABS-KEY ((Sustainability AND product AND industry 4.0))

15 TITLE-ABS-KEY ((Sustainability AND continuous improvement AND development AND 
industry 4.0))

Moreover, to secure the validity and transparency of SLR, choose a database is also
an important point. In this study, were selected specific databases: Scopus and Web of
Science. Then, the second stepwas the selection of the inclusion and exclusion criteria. In
this line, the review process considered only formal literature that was written full-texts
in English and peer-review published papers.

Equal as Teixeira et al. [2] the choice of the time cut was based on evidence found in
a previous analysis that the number of publications about SBM increased during the past
two decades. However, a significant concentration of publications is observed between
2016 to nowbecause the number of studies about I4.0 ismore substantial during this same
period [30]. In this way, the first review was limited to find papers published between
May 2015 andMay 2020. This second reviewwas extended to find papers published until
February 2021. The scope of this extension is to monitor the development of the topic
and to check if there has been any progress, as well as to verify whether the findings
are still valid. Then, was conducted a structured keyword search executed through a
pairwise query, focusing on titles, abstracts, and keywords. The same keywords were
used for this second review (Table 1).

3 Results

Before answering the questions listed, the results of the survey carried out in the two
databases are presented. According to Table 2, the result of this extension of the SLR
reached 279 articles. This represents an increase of approximately 81.17% concerning
the previous number of the first SLR. Scopus was the database that brought the most
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results. Figure 1 illustrates which searches with the keywords obtained the highest and
lowest results in each database.

With this, it is possible to observe that the combination of keywords 14obtained better
results in both databases and reviews. In the Scopus database, combinations of keywords
with superior results was, respectively, 1, 2, 8, 13, 9, 12, and 4. The lowest results at
Scopus were with keyword combinations 3, 5, 6, 10, 11 and 15. The combination of
keywords 7 did not add new research.

In theWeb of Science database, combinations of keywords with superior results was,
respectively, 7, 6, 9, 12, and 13. The combinations of keywords 4 and 5 did not add new
research. On the contrary, the lowest results were with keyword combinations 1, 2, 3, 8,
10, 11 and 15.

Of the total number of new articles found, only 19 articles met the criteria and
objectives of the SLR. Therefore, adding the results of both reviews, 55 is the final
number of articles that answer the listed questions. From the analysis of the content of
these new contributions, the questions were answered according to their order.

Table 2. Different between the results in each review

Keyword pairwise 
query

1st Review (until 2020) 2nd Review (2020 - 2021)
Scopus Web of Science Scopus Web of Science

1 8 4 29 5
2 4 2 14 3
3 1 1 3 1
4 1 0 6 0
5 0 0 2 0
6 2 0 5 4
7 17 3 17 14
8 7 1 15 3
9 9 2 16 5
10 8 4 10 5
11 0 0 2 1
12 12 3 19 6
13 20 3 28 6
14 33 7 42 14
15 1 1 3 1

Total in each database 123 31 211 68
Result 154 279
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4 Analysis

Started by (Q1) What are the opportunities for future research agenda? not all authors
present directions for future research. However, in this second SLR three new opportuni-
ties for future investigationwere identified: how tomanage the transition, develop a scale
to measure transition, and, how to make data analytics infrastructure. With these new
notes, the total of appointments to future investigations is now seventeen (see Table 3).

Fig. 1. Difference between the results.
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Table 3. Opportunities for future research

N % Future research directions
1º 15,80% Apply the study in large-scale
2º 12,00% Analyze the different functions of the company in interaction with I4.0
3º 11,30% How to set the TBL dmensions in the context of the I4.0
4º 9,00% What is the impact of I4.0 on supply chain network design
5º 8,30% How to keep job security stable
6º 7% More research qualitative/quantitative 
7º 6% What is the impact of I4.0 on managing customer channels
8º 6% How incorporating the I4.0 into theory about sustainable value propositions
9º 4% How I4.0 will change the competition

10º 4% How to measure cost-benefit analysis of I4.0 solutions
11º 3,01% What are the policy-making efforts need to I4.0
12º 3,01% What are the transformations in the identity of a manufacturing company promote by I4.0
13º 3,01% How to manage the transition
14º 2,26% What are the risks of implementing the advances in I4.0
15º 2,26% Develop a scale to measure transition
16º 2,26% How to make data analytics infrastructure
17º 1,50% How to ensure data security 

Comparing with the previous review it is possible to observe that the first three
possibilities remained in the same order. However, the third was the most mentioned
by the new studies. Among the possibilities of research that risen in the ranking are,
respectively: how to keep job security stable, more research qualitative/quantitative,
what are the transformations in the identity of a manufacturing company promote by
I4.0, and, what are the risks of implementing the advances in I4.0. Those possibilities of
research that were least cited by the new authors are, respectively: what is the impact of
I4.0 on managing customer channels, how I4.0 will change the competition, and, how to
measure cost-benefit analysis of I4.0 solutions. The remaining opportunities identified
followed with the same percentage.

Data to answer (Q2) Where this topic is being investigated? reveal some changes
(Fig. 2). First, the predominance of authors has now reverted to authors from Italy and
later from Germany. In this update, contributions by authors from Germany were one of
the smallest. Compared to the previous SLR, the countries with the largest contributions
are, respectively, Spain, theUSA,Hungary, and India. Also, 10 new countrieswere added
to the list, respectively, in terms of the number of authors: France, Malaysia, Portugal,
Romania, Slovenia, Bangladesh, Czech Republic, Hong Kong, Lebanon, and Pakistan.
The increase in the number of countries demonstrates that the interest in investigating
this field of research is increasingly global. Also, it is being discussed in countries with
different levels of development.
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Fig. 2. Authors’ affiliations countries.

According to the authors’ affiliations, Fig. 3 shows which school each author is. In
the first SLR, most of themwere researchers in Business andManagement and Industrial
Engineering schools. This total number has not changed, but the number of new authors
from the Industrial Engineering school is greater than those from the Business andMan-
agement school. The third school that added more authors was the School of Economics.
In this second SLR, two new schools were added to the list: School of Mathematics and
Computer Science. This result demonstrates that investigations are being developed by
more diverse teams, expanding the multidisciplinary of discussion.

The chronologic data to answer (Q3)What is the current status of this research field?
shows a growing trend, although there was a regression in 2019 (Fig. 4). The growth
trend can be observed when comparing the numbers of 2020 in the first SLR with those
of 2021. Even though it is in the first quarter of the year, the result is already higher. Also,
the final result for 2020 is the highest in the entire sample. It is observed that 43,6% of
total papers were published in the year 2015–2018 and 56,4% from 2019 until 2021.
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Fig. 3. Authors’ affiliations school.

Fig. 4. Chronology of article publications.

5 Final Considerations

Results showed state of the art and a research agenda, allowing us to conclude that the
topic is still legitimated but not consolidated because it is a phenomenon relatively new.
Based on the relative scarce of investigations, the central importance of the study here
is to be one-step further for the profound development of literature.

In addition, observing the notes for future investigations, it is possible to analyze
that the study on the links between the I4.0 and the Sustainable Business Model is still
at an early stage. Therefore, discussions on this topic restricted to market segments are
opportunities for advancing the study. Another step forward in the discussion of the topic
would be studies on the link between topics in countrieswith different development rates.
As well as the observation of how topics could foster the creation of regulations and
legislation in different industrial sectors. Regarding the new regulations, further studies
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could observe whether technological advances would be able to make global trade more
equitable and fair.

Due to the qualitative nature of this study, our results had some limitations. The
first limitation is related to the decision to not use statistical analysis against the limited
number of papers analyzed. The second limitation is related to the selection of keywords
because they may have other interesting articles outside the sample that have not been
reviewed.
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Abstract. Pay-per-X (PPX) business models are models where the ownership of
the product is not transferred to the customer, but the customer has a right to use
the product. The implementation of PPX business models can be time-taking, and
complex because many company functions need to interact with each other, espe-
cially for equipment manufacturing industries (EMIs). The aim of this paper is to
design a PPX maturity model for EMIs using a systematic maturity model devel-
opment process. We present a PPX maturity model for EMIs with 7 dimensions,
19 sub-dimensions, 5 maturity levels, and relevant boundary conditions. This PPX
maturity model is developed empirically with academic and industry experts from
the maturity model and PPX perspective. The developed PPXmaturity model will
allow the EMIs to assess their current as-is situation in the most critical areas of
PPX implementation and formulate a roadmap toward the implementation.

Keywords: Pay-per-X · Pay-per-use · Pay-per-outcome · Pay-per-output ·
Business models ·Maturity model

1 Introduction

Pay-per-X (PPX) business models are models where the ownership of the product is not
transferred to the customer, but the customer has a right to use the product. These PPX
business models can be divided into pay-per-use, pay-per-output and pay-per-outcome
business models [1, 2]. In pay-per-use business models, the customer pays for the time
units of the machine used by the customer (e.g. per hour, per day) [2], whereas in pay-
per-output businessmodels the customer pays for the number of units themachinemakes
(e.g. per 100 units) [2]. In pay-per outcome business models, the focus is on achieving
a specified outcomes or added value such as energy savings, rather than on a set of
prescribed specifications [2].

The implementation of PPX business models can be time-taking, complex because
many company functions need to interact with each other (for e.g. operations, analytics
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and sales need to work with each other to achieve PPX). As maturity models have been
widely and quite successfully applied in implementations of different, complex systems,
and strive for representing an evolution path towards the desired stages of maturity [3],
they can also help with the implementation of business models [4]; see also [5]. Con-
sequently, maturity models can help with the implementation of PPX business models,
which are advanced and complex fromboth the technical and business-related implemen-
tation perspectives. However, despite the vast amount of maturity models in existence
[3], maturity models in the implementation of PPX business models, and specifically in
the context of business to business (B2B) equipment manufacturing industries (EMIs),
present a research gap addressed in this paper. As PPX business models relate closely
to concepts such as Industry 4.0, servitization, digitalization and product-service sys-
tems, the literature review of this research was consequently conducted by reviewing
and analyzing maturity models in these relevant fields. Therefore, the aim of this paper
is to design a PPX maturity model in the context of B2B EMIs.

The remainder of the paper is structured so, that first we introduce themain concepts,
and explain what maturity and PPX models are. Second, we present the methodological
background and choices. Then, through analysis making use of PPX-related literature
and maturity models in relevant areas such as Industry 4.0 and digitalization, we present
the preliminary maturity model and associated conditions. Lastly, we present our main
conclusions and future work.

2 Theoretical Background

2.1 Pay-Per-X Business Models

PPX are the advanced servitization BMs that focus towards offering the use, output and
outcome of the equipment offered by the EMIs to the customer [6].Therefore, ownership
of equipment in case of PPX does not belong to the customer. PPX BMs are further
divided into pay-per-use, pay-per-output, and pay-per-outcome BMs [6]. If the customer
pays for a certain number of hours for which it has deployed the EMI’s equipment, then
it is referred to as pay-per-use BMs [2, 6]. Whereas, if the customer pays for the output
units manufactured by deploying the equipment, we refer to it as pay-per-output BMs
[6]. If the equipment is deployed to reach a desired outcome such as saving on costs and
energy, then we refer to it as a pay-per-outcome BM [6]. EMIs can associate themselves
with two major advantages while offering PPX BMs. Firstly, they can create more
market segments and thus generate higher revenues [6–8], and secondly, lower the risks
of offering expensive equipment by sharing risks with other players like a third party or
a financial institute [9–11].

2.2 Maturity Models

Maturity can be defined as “the state of being complete, perfect or ready” [12]. Maturity
models are understood as normative theories that should guide the audience towards
some desired outcomes [13]. Maturity models are often represented as stage fixed level
models, stage continuous level models or a matrix structure in form of focus area models



68 J. Schroderus et al.

[14]. According to [15], researchers have used maturity models to facilitate (i) self-
assessment or third-party assessment (also known as descriptive), (ii) benchmarking
or comparison (comparative), and (iii) provide a roadmap for continuous improvement
(prescriptive) [16, 17] with one main purpose being providing a common language
to facilitate discussion among stakeholders and thus provide a structure for prioritizing
actions [14, 17],which is also the aimof pay-per-Xmaturitymodels (PPX-MM). Thefive
core components namely (i) maturity level, (ii) dimensions, (iii) boundary conditions,
(iv) path to maturity and (v) assessment that constitutes a maturity model as used in our
paper are the same as described in prior studies [17, 18].

2.3 Pay-Per-X Maturity Models

The advanced PPX business models can provide equipment manufacturing industries
(EMIs) with new ways of earning in the globally saturated product-centric industries
[19].However, implementing PPXbusinessmodels can be difficult. AsEMIs can provide
complex and highly customized solutions to their customers, finding newways of earning
can be challenging due to e.g. changing technologies, routines and business processes in
general [20]. If companies lack understanding, these changes can have a negative effect
on the performance of the equipment manufacturer [21], and potentially lead to e.g.
difficulties in achieving expected returns from the new, service-oriented PPX business
models [22]. Overall, the process of implementing business models is consequently still
relatively underdeveloped [4, 23] and many business models fail during implementation
[24]. Despite this fact, only little research has been done on standardized methods to
assess and compare the maturity of business models [25].

Consequently, successful PPX business model implementation requires a systematic
approach, that helps the equipment manufacturers to define the operational capabilities
needed in the change process [26, 27]. For this, maturity models that have already been
widely accepted and used for example in IT management [16], are also being recognized
as prospective tools in other areas such as manufacturing and services [28] as well as
more complex areas such as product-service systems [29]. Therefore, the argument in
this research is that a maturitymodel can be developed to assess the PPX implementation
readiness of EMIs, serving them as a starting point for assessing the companies’ current
as-is situation in the most critical areas needed in PPX business models. [30] Moreover,
the maturity model provides a starting point for the development of a future roadmap
towards the PPX business model implementation as well as overall helps the equipment
manufacturers to define and reach the desired outcomes as efficiently as possible by
providing them a common language within the company [3, 16, 29].

3 Methodology

The methodology deployed in the current research is based on action design research
(ADR), developed by [31] (see Fig. 1). ADR combines the different action and design
research approaches to emphasize the importance of both iteratively creating an artifact
i.e., in this case the maturity model, as well as putting the artifact under development in
the organizational context as well as theory. The process can be divided into 4 phases,
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which are the problem formulation phasewhere the problemand theory-based artifact are
formulated; building, intervention, and evaluation (BIE) phase where the theory-based
artifact is concurrently and iteratively developed in cooperation with the organizations;
reflection and learning phase where the problem and artifact relevance are evaluated
and finally the formalization of learning phase, where the outcome of the full process is
generalized [31].

In the problem formulation phase of the ADR and development of the PPX-MM, the
research focused on identifying and conceptualizing the research opportunity, formu-
lating the research questions and more concretely, defining the scope of the PPX-MM.
Once the scope was clear, the research included a literature review of both maturity
model and PPX-related literature, to ensure there is relevance in the research and we can
proceed with the development of a new PPX-MM. In terms of designing the maturity
model, the research also utilized the overall maturity model development process cre-
ated by [3, 12] maturity model design decision criteria helping to define the scope of
the PPX-MM. Since scientific literature already consisted of a study [17] that followed
ADR approach and focused on developing the dimensions and maturity levels of the
PPX-MM. Therefore, we considered the seven dimensions and five maturity levels from
an existing study [17].

The building, intervention, and evaluation phase of the development of the PPX-MM
is where most of the actual design of the model occurred. However, as [31] state, this
does not mean that the other stages are not overlapping or concurrent. The BIE cycle
also started to move towards organizations: to assess the theory-based dimensions or
the initial “artifact”, the PPX-MM went through three series of expert interviews. The
PPXBMwas first taken to three academic experts in maturity models, and to follow that
it was discussed with two academic PPX business model experts. Finally, the relevance
of proposed PPX-MM was discussed into the organizational context, i.e., the partner
companies and two end users of the PPX-MM. After the three rounds of expert and
company workshops, the PPX-MMwas again refined and developed within the research
team according to findings from the expert and end user feedback, allowing a fully devel-
oped PPX-MM with dimensions, sub-dimensions, and unique level descriptions. With
the help of the well-defined and validated dimensions, sub-dimensions, and maturity
levels, we identified the boundary conditions with the help of a discussion between our
research team.

However, even with the full PPX-MM, ADR emphasizes concurrent reflection and
learning in the development of the artifact. Consequently, in addition to ensuring we
reflected on the design of the PPX-MM against our formulated problem and research
questions, we turned the maturity model into a web-based maturity assessment tool
to test the validity of the fully developed PPX-MM. This tool was then used to once
more test the whole maturity model in the organizational context through three partner
companies in Finnish equipment manufacturing pilot company, ensuring we test the
validity of the derived maturity model. However, the scope of the current paper is limited
to the development of PPX-MM. Therefore, results of assessment, and the reflection
and learning that happened with the assessment has not been shared in the current
research. Similarly, the formalization of learning has not been done as it was out of
the scope of the current paper. The ADR approach has limitation as the dimensions,
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1. Problem Formulation

(1) Identifying and conceptualizing the research opportunity in
PPX-MM development for equipment manufacturing
companies

(2) Formulating initial research questions
(3) Defining the problem as an instance of a class of problems

(PPX implementation; MM development)
(4) Literature review of existing & related MMs and MM design
(5) Securing long-term organizational commitment (initiation of

the SNOBI project)
(6) Definition of roles and responsibilities (project tasks)

2. Building, Intervention and Evaluation

(1) Creation of initial, theory-based PPX-MM
(2) Customization of BIE cycle (including research team, MM &

PPX experts and end users/companies)
(3) Execution of the BIE cycle
(4) Assessing need for additional cycles and repetition as needed

3. Reflection and Learning

(1) Continuous reflection on the 
design and redesign of the 
PPX-MM

(2) Continuous evaluation and 
adherence to design 
principles

(3) Analysis of  results according 
to research questions

4. Formalization of Learning

(1) Formulating learnings into broader concepts for a field
of problems (PPX implementation; MM development)

(2) Shar outcomes and assessment with practitioners
(3) Articulating outcomes as design principles
(4) Articulate learnings in light of theories selected
(5) Formalizing results for dissemination

Fig. 1. Action design research followed in current research (adapted from [31])

and maturity levels can be defined in different ways from the perspective of different
academic experts. However, since during the formalization and learning process the fully
developed PPX-MMwent through experts from Finnish equipment manufacturing pilot
company, therefore, we were able to overcome this limitation.

4 Results

4.1 Pay-Per-X Maturity Model for Equipment Manufacturing Industries

In the current paper we develop and validate a full PPX-MM consisting of five matu-
rity levels (initial, repeatable, defined, advanced, and optimized) and seven dimensions
(organizational governance, strategy, risk management, competences & culture, product
lifecycle processes, product & production technology, and data analytics). These matu-
rity levels anddimensionswere proposed in an existing study [17]. In the current research,
our experts helped in validation of the maturity levels and the dimensions. Furthermore,
with the help of several rounds of iteration of PPX-MM and validation of maturity levels
and dimensions we were able to identify the boundary conditions. Additionally, we also
assessed the entire PPX-MM with three Finnish equipment manufacturing industries.
Below are the results of our study.

Organizational governance considers how the standards, rules and regulations are
followed towards implementing PPX BMs, and who takes the responsibilities towards
implementing the PPX BMs [17]. In the earlier study [17], organizational governance
was suggested to have system, people, and data & information as its sub-dimensions.
However, with the help of expert interviews we modified system governance to oper-
ational governance, as this sub-dimension deals with the operations performed in the
organization. The boundary conditions corresponding to the organizational governance
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sub-dimensions show how standards and regulations are absent at initial level whereas
at optimized level they are fully implemented across the organization (see Fig. 2).

Strategy deals with how the PPX related activities can be planned to align them
towards vision of the company, and consists of business strategy, strategic alignment,
and resource allocation as its sub-dimensions [17]. With the help of expert interviews,
we added more clarifications to sub-dimensions. Business strategy is about how the
overall business logic and plan is focused towards offering PPX. Whereas, resource
allocation is how resources are efficiently allotted to offer PPX, and finally, strategic
alignment is about how overall company strategy is focused towards offering PPX. The
boundary conditions corresponding to the strategy sub-dimensions show any kind of
strategic initiative is absent at initial level and finally, at optimized level the strategies
are fully implemented and unified across the organization (see Fig. 2).

Risk management considers the activities and competences required to mitigate the
risks related to offering PPX, its sub-dimensions are business risks, operational risks,
and IT risks [17]. With the help of our expert suggestions, we identified that IT risks
consists of broad category that can overlap with business and operational risks, therefore
we changed IT risks to cybersecurity risks. The boundary conditions corresponding to
the risk management sub-dimensions show how risk mitigation is absent at the initial
level and finally, at optimized level the risks are being identified and mitigated (see
Fig. 2).

Competences and culture dimension deals with the critical competences required for
offering PPX BMs, e.g., co-creation (with customers), design of- process, product, and
service engineering [17]. Whereas the culture part deals with the collaboration, sharing
knowledge and attitude towards accepting PPX BMs in the organization [17]. With the
help of our experts, we identified overlaps between leadership commitment (part of this
dimension) and strategy dimensions.As a result,we excluded the leadership commitment
that was earlier a part of this dimension. The boundary conditions corresponding to the
competence sub-dimension suggests absence of PPX competences and no cooperation
among the different units of a company at the initial level, whereas all PPX competences
are present with support and cooperation at the optimized level (see Fig. 2).

Product lifecycle processes dimension deals with the process required at the begin-
ning, middle, and end of the product lifecycle from the perspective of offering PPXBMs,
e.g., product engineering, service design, sales, and logistics [17].

With the help of expert suggestions, we were able to redefine this dimension in terms
of the processes involved in the three phases of a product lifecycle. Similarly, earlier
we used tasks to define this dimension, however, after discussion with experts’ tasks
were changed to processes to make this dimension clearer. The boundary conditions
corresponding to this dimension are related with absence of any PPX related beginning,
middle-, and end- of product lifecycle processes at the initial level, whereas all the PPX
related processes are present and continuously improved at the optimized level (see
Fig. 2).

Product&production technology dimension consists of three sub-dimensions related
to the technologies that help in optimizing the risks and benefitswhile offering PPXBMs,
smart product & factory focus on the hardware and software technologies; connectivity
deals with M2M and internet communication, and cloud deals with information access
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1. Initial 2. Experimenting 3. Defined 4. Advanced 5. O ptimized

O perational 
Governance

No PPX-specific operational 
governance.

Operational PPX architecture 
requirements identified with ad hoc 
implementation and development.

Necessary operational PPX architecture 
requirements are documented and related 

governance measures are standardized.

Operational PPX architecture 
requirements are defined and compliance is 
systematically monitored through related 

key performance indicators.

Operational PPX governance is 
integrated across company with best 

practices in place.

Resource 
Allocation

No plan for allocating resources 
towards PPX business model(s).

Basic PPX resource requirements are 
identified with ad hoc assignment.

Procedures for allocating resources 
towards PPX business model(s) are 

standardized, allowing systematic resource 
allocation for specific PPX activities.

PPX resource requirements are identified 
and documented across company, allowing 

systematic resource management and 
prioritization at an organizational level.

PPX resource allocation follows best 
practices and is optimized across 

company.

Strategic 
Alignment

No strategic alignment between 
PPX and other strategic 

objectives.

Limited understanding of PPX and its 
relationship to other strategic objectives 

with ad hoc alignment practices.

Strategic understanding and objectives are 
shared between relevant business.

Strategic objectives are shared across 
company with compliance and 

performance monitored through common 
key performance indicators.

Full strategic alignment allowing 
optimization and development of 

common strategic goals across 
company.

Business Risks
No PPX-related business risk 

management.

PPX-related business risks are 
acknowledged with ad hoc management 

practices.

PPX-related business risk are documented, 
with systematic and defined risk 
management practices in place.

PPX-related business risk management is 
systematic and monitored, allowing 

predictive risk management.

PPX-related business risk management 
is proactive, with continuous 

improvement and optimization of risk 
management practices.

O perational 
Risks

No PPX-related operational risk 
management.

PPX-related operational risks are 
acknowledged with ad hoc management 

practices.

PPX-related operational risk are 
documented, with systematic and defined 

risk management practices in place.

PPX-related operational risk management 
is systematic and monitored, allowing 

predictive risk management.

PPX-related operational risk 
management is proactive, with 
continuous improvement and 

optimization of risk management 
practices.

Cybersecurity 
Risks

No PPX-related cybersecurity 
risk management.

PPX-related cybersecurity risks are 
acknowledged, with ad hoc management 

practices.

PPX-related cybersecurity risk are 
documented, with systematic and defined 

risk management practices in place.

PPX-related cybersecurity risk 
management is systematic and monitored, 

allowing predictive risk management.

PPX-related cybersecurity risk 
management is proactive, with 
continuous improvement and 

optimization of risk management 
practices.

Competences
No identified any PPX-related 

competences.
PPX-related competences are 

acknowledged with ad hoc acquisition.

Basic PPX-related competence 
requirements are defined and documented, 

allowing systematic competence 
acquisition.

PPX-related competences are acquired as 
well as developed systematically.

All PPX-related competences can be 
acquired and managed proactively.

Culture
Culture is product-oriented, with 

no cooperation between different 
business units.

Organizational culture supports 
experimentation with limited & ad hoc 

cooperation between some business units.

Organizational culture supports 
innovation and is open towards PPX, 

with frequent collaboration between some 
business units.

Organizational culture is committed to 
PPX business model(s) with common 

incentives, with frequent collaboration 
across all related business units.

Organizational culture fully supports 
PPX, with complete trust and open 
communication at all organizational 

levels and relevant business units.

Beginning of 
Life  Processes

No identified beginning of life 
processes for PPX business 

model(s).

PPX-related beginning of life processes 
are identified with ad hoc 

implementation.

PPX-related beginning of life processes 
are defined and systematically 

implemented for specific project(s).

PPX-related beginning of life processes are 
defined and implemented across company 

with systematic management through 
defined metrics.

PPX-related beginning of life processes 
are optimized and continuously 

improved across company.

Middle of Life  
Processes

No identified middle of life 
processes for PPX business 

model(s).

PPX-related middle of life processes are 
identified with ad hoc implementation.

PPX-related middle of life processes are 
defined and systematically implemented 

for specific project(s).

PPX-related middle of life processes are 
defined and implemented across company 

with systematic management through 
defined metrics.

PPX-related middle of life processes 
are optimized and continuously 

improved across company.

End of Life  
Processes

No identified end of life 
processes for PPX business 

model(s).

PPX-related end of life processes are 
identified with ad hoc implementation.

PPX-related end of life processes are 
defined and systematically implemented 

for specific project(s).

PPX-related end of life processes are 
defined and implemented across company, 

with systematic management through 
defined metrics.

PPX-related end of life processes are 
optimized and continuously improved 

across company.

Smart Product 
& Factory

No machine data collection 
capabilit ies for PPX business 

model(s).

PPX data collection capabilit ies are 
tested in machine(s), allowing contract-

specific, ad hoc data collection from 
customer(s).

PPX data collection technologies are 
standardized, with systematic data 

collection from customer machine.

PPX data collection capabilit ies is 
integrated in all machines, with 

performance monitored through defined 
key performance indicators.

Production technology fully supports 
data-based products for PPX, with 

performance optimized through cost 
minimization and efficiency.

Connectivity

No connectivity between 
machines or production 

processes for PPX business 
model(s).

PPX product- and production-related 
connectivity technologies are 

experimental and non-standardized.

PPX product- and production-related 
connectivity technologies are 

standardized and we have access to 
customer(s)' machine.

PPX product- and production-related 
connectivity technologies are standardized 

and monitored through defined quality 
control measurements for development 

needs.

PPX product- and production-related 
connectivity technologies are 

optimized and continuously improved, 
allowing 2-way/remote connection and 

control of machines.

Data Access No access to PPX data. PPX data is identified, but siloed and 
accessed manually & ad hoc.

PPX data is defined, enabling continous 
data flow and basic automation with 

online access.

PPX data is systematically accessed, with 
related key performance indicators defined 

and utilized in quality control.

All PPX data can be accessed, with cost-
efficient, high-performing and 

optimized best practices in place.

Data Analysis No PPX data analysis.
PPX data analysis is unstructured, 

allowing descriptive analysis and basic 
monitoring.

PPX data analysis capabilit ies are defined, 
enabling diagnostic analysis & 

recommendations and manual machine 
tuning.

PPX data analysis is systematic and 
predictive, with performance monitored 

through defined key performance 
indicators.

PPX data analysis is prescriptive/self-
learning, with automation and self-

adjusting capabilit ies.

Data Utilization
PPX data not utilized in decision-

making.

PPX data utilized for awareness purposes 
in basic reporting with ad hoc utilization 

in decision-making.

PPX data established as an asset and 
utilized to support decision-making.

PPX data utilzied broadly in the 
development of overall company strategy, 

with performance monitored through 
defined key performance indicators.

PPX data is considered as central to 
company strategy and operations 

development.

PPX business strategy is fully 
developed and integral part of the 

corporate strategy.
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Business 
Strategy

No defined business strategy for 
PPX business model(s).

Strategy for PPX business model(s) is 
experimental with ad hoc 

implementation and development.

Strategy for PPX business model(s) is 
defined and documented.

PPX is strategy is defined and 
continuously developed through defined 

key performance indicators.

Data & 
Information 
Governance

No set rules for PPX data & 
information governance.

PPX data & information governance 
requirements are identified with ad hoc 

implementation and development.

Necessary data governance requirements 
are documented and standardized, with 
data storage infrastructure defined in 

production.

Data & information governance 
requirements are defined, with compliance 
systematically monitored and developed 

through defined key performance 
indicators.

Data & information governance 
measures are optimized and integrated 

across company.

Dimension Subdimension
Maturity Level
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People  
Governance

No PPX-specific roles or 
responsibilit ies related to PPX 

business model(s) defined.

Responsibilit ies related to PPX are 
identified with ad hoc implementation 

and development.

Necessary roles and responsibilit ies for 
PPX business model(s) are documented, 

defined and systematically governed.

PPX-related roles and responsibilit ies are 
defined with systematic performance 

monitoring through defined standards and 
key performance indicators.

Roles and responsibilit ies related to 
PPX are optimized and defined with 

respect to all company activities.

Fig. 2. Pay-per-X maturity model

applications, platforms, and databases [17]. With the help of expert suggestions, we
identified overlaps between the cloud sub-dimension and data access (present in data
analytics), therefore, the cloud sub-dimension was removed from this dimension. The
boundary conditions corresponding to this dimension are related to absence of hardware,
software, and connectivity from PPX perspective at the initial level, and fully supported
hardware, software, and connectivity to offer PPXBMsat the optimized level (see Fig. 2).
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Based on the functionality of the methods and tools the data analytics dimensions
consist of three sub-dimensions, i.e., data collection, transformation & processing, visu-
alization, and decision making [17]. With the help of expert interviews, we identified
that data access, data analysis and data utilization are better terms to describe the sub-
dimensions of data analytics. As a result, we renamed our sub-dimensions. The boundary
conditions corresponding to this dimension are related with the absence of data access,
analysis and utilization at the initial level, and full access, analysis, and utilization at the
optimized level.

4.2 Pre-evaluation

We followed the recommendations suggested by previous studies [3], by pre-evaluation
of our developed PPX-MMwith the 3 criteria, i.e., i) comprehensiveness, ii) consistency,
and iii) problem adequacy. During the evaluation of our PPX-MM 3 different academic
experts were present from the area of MM and PPX, and additionally, three industry
experts were from PPX were also present.

1. Comprehensiveness: Overall, experts found our PPX-MM to be very comprehen-
sive, as it was able to cover various aspects that are required while offering PPX
BMs. However, with the help of expert suggestions we divided product lifecycle
processes into beginning-, middle-, and end of life processes. Similarly, leadership
sub-dimension was removed as it overlapped with culture, and sub-dimension cloud
was removed as it overlapped with data access.

2. Consistency: Overall, experts found our PPX-MM to be consistent. However, with
the help of their suggestions we renamed various sub-dimensions, e.g., data col-
lection became data access, and IT security became cybersecurity. Similarly, the
sub-dimension system governance became operational governance.

3. Problemadequacy: Furthermore,we also iterated our PPX-MMseveral times leading
to an improved version fromunderstanding and application context, e.g., our descrip-
tion of boundary conditions was shortened, and reference levels were described with
the help of quantitative brackets.

5 Discussion and Conclusions

The current research caters towards the need of guiding EMIs that plan to offer PPXBMs
bydeveloping aMM.Weconducted focus group interviewswith both academic (MMand
PPX) and industry experts to check the evaluation criteria (i.e., comprehensiveness, con-
sistency, and problem adequacy) and followed the meticulous ADR approach proposed
in literature [3] to establish the comprehensive dimensions (and their sub-dimensions),
and maturity levels available in literature [17]. The boundary conditions were identified
with the help of scientific literature and were also validated and improved with the help
of focus group interviews [3]. Thus, we were able to propose relevant and relatable
boundary conditions in MM. Overall, we developed a PPXMM from the perspective of
EMIs.

PPX BMs can help EMIs in generating more revenues by increasing their customer
segments [6–8] and lowers the risks of offering PPX BMs [9–11]. However, the existing
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studies in scientific literature [32] do not cater towards this need. In the current research,
we add to the descriptive and prescriptive knowledge on PPX for EMIs from the MM
perspective, and contributed to the existing knowledge [25–27]. Overall, we offer the
corresponding requirements (boundary conditions) for different dimensions andmaturity
models that an EMI should fulfil to offer PPX BMs. Additionally, we identified that
offering PPX BMs, needs enablers from both technology and management perspective.

Furthermore, the process of developing PPX MM we were also able to develop an
online PPX readiness assessment tool that manager of an EMI can deploy for assessing
their readiness towards offering PPX BMs. We followed systematic ADR suggested
by existing studies [3], and during the process of validating the MM we also used our
tool for assessment; however, the results of the assessment are beyond the scope this
article. Future research can also focus towards identifying the required technologies and
management strategies that will help EMIs in meeting the requirements corresponding
to various dimensions and maturity levels proposed in our PPX MM.
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Abstract. Circular Economy (CE) and Circular Value Chains (CVCs) are two
topics commonly addressed in literature. However, there is a big research gap
in terms of how to practically transform linear value chains into circular ones
and very few application cases. The intent of this paper is to propose a way to
support the creation of circular value chains through the implementation of an
information sharing system in the automotive sector. To this aim, the TREASURE
project will be taken into account as a reference example. A preliminary analysis
of the context shows a high innovation potential related to the introduction of
a similar technology linking car parts suppliers and carmakers with End-of-Life
(EoL) actors.

Keywords: Circular value chain · Circular economy · Product lifecycle
management · Information sharing · Automotive sector

1 Introduction

Car electronics is one of the most valuable sources of Critical Raw Materials (CRMs)
in cars (Andersson et al. 2019; Restrepo et al. 2017). A modern medium-sized car can
embed up to 15 electronic systems on average and luxury cars can reach up to 50 among
microcomputers and electronic components (Wang and Chen 2011). A statistic of the
BMW® Corporation has shown that these systems can account for more than 30% of
total vehicle cost (andmore than 50% in luxury cars) (Wang and Chen 2013). From 2000
onwards, electronics saw an increased penetration in the automotive sector (Restrepo
et al. 2019). A recent report (MarketsandMarkets 2021) quantified the automotivemicro-
controllers market in about $989.2Million in 2017, with a projection to $1,886.4Million
by 2022, at a CAGR of 13.78%. That said, remarkable is the historical lack of interest
of car manufacturers (and the whole automotive sector) towards the recovery of these
valuable components from End-of-Life Vehicles (ELVs). Arguably, the complex set
of barriers (e.g. regulatory, governance-based, market, technological, cultural, societal,
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gender, etc.) result in difficulties for companies to implement Circular Economy (CE)
by limiting its potential benefits. All these data show as the sectorial transition towards
CE seems to be far from its completion, even if car manufacturers are investing big
capitals trying to shift their business towards more sustainable mobility concepts. Espe-
cially at End-of-Life (EoL) stage, there are still many issues to be solved to functionally
recover materials from cars (e.g. reuse recovered materials for the same purpose they
were exploited originally) and the dependency from natural resources when producing
new cars (e.g. electric/hybrid/fuel cell -powered) is still too high. This mandatory sys-
temic transformation requires all companies/sectors to redefine products lifecycles since
the beginning, by adopting CE principles already before designing them. Considering
together the wide number of barriers impacting on the automotive sector and the limited
collaboration among actors involved in traditional automotive value chains, the transi-
tion towards CE cannot be reached so easily. This issue is related (especially) to two
elements. From one side, Beginning-of-Life (BoL) and EoL stages are still unconnected
from an information sharing perspective. Data about materials embedded in cars are
spread on a plethora of strictly protected databases accessible only by authorized actors.
This way, even if data on materials embedded in cars are known since many years, no
one can exploit them (e.g. to optimize ELV management processes). From another side,
even if ELV management processes are active in Europe since the sixties, none of the
actors involved in these processes is available to share their knowledge with car makers
or car part suppliers, given their unavailability to collaborate. So, both car makers and car
part suppliers cannot improve their design practices to make cars easier to disassemble
and recycle. Considering all these issues, this paper wants to propose a way to support
the creation of Circular Value Chains (CVCs) through the implementation of an infor-
mation sharing system in the automotive sector. To this aim, the TREASURE project
will be taken into account as a reference example. The paper is organized as follows. In
Sect. 2, the theoretical background is presented. In Sect. 3, the research methodology is
described. In Sect. 4, the expected findings are evidenced. In Sect. 5, concluding remarks
and future research avenues are offered.

2 Theoretical Background

2.1 Current Automotive Material Loop

Current ELV recycling of steel andAl from vehicles unavoidablymix an increasing set of
alloys which, in turn, leads to degradation of materials quality and forces a downgrading
of recycled materials only in low-value applications (e.g. reuse recycled Al in engine
basements), sometime outside the automotive sector (e.g. reuse recycled steel in build-
ings). Predictable technological changes (e.g. widespread adoption of electric vehicles)
may lead to even worst performances. Therefore, a separation of different alloys (e.g.
through the dismantling of some components) can become unavoidable in the next future
to ensure an adequate recycling of these metals (Løvik et al. 2014; Ohno et al. 2017). In
addition, the issues of environmental impacts and risks related to primary supply are not
restricted to precious metals only. Often, critical/scarce metals have (in relation to the
total vehicle’s mass), disproportionally large environmental impacts and potential risks
associated with their primary supply. Considering some studies on the lifecycle energy
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impacts of car electronics (Cassorla et al. 2017), total life cycle impacts of vehicle’s
Electronic Control Units (ECUs) are estimated to be 22.7 GJ of embodied energy and
654 kgCO2eq GHG emissions. That said, an average of 50 ECUs per vehicle represents
5% (or 8.5 GJ/vehicle) of the total vehicle manufacturing embodied energy. In case of an
increase in the electronics content (i.e. 76 ECUs per vehicle), the embodied energy can
increase by ~1.6 times. From a vehicle’s lifecycle energy perspective, the ECU use phase
contributes to ~63% of total lifecycle impacts. This way, the energy impacts of new auto-
motive electronics recycling can be comparable to that of the automotive steel recycling
and materials recycling together. However, the current ELV directive does not stimulate
the recovery of these metals since the recycling targets are defined by the total mass.
An interesting option can be focusing on thermodynamic rarity, an indicator measuring
the downcycling of materials. This way, not only quantity, but also quality of metals
becoming functionally lost in ELV recycling processes can be monitored (Ortego et al.
2018).Considering that the ELV directive (European Union 2000) aims to improve the
“environmental performance of all of the economic operators involved in the lifecycle
of vehicles”, the recovery of critical/scarce metals should be motivated.

2.2 Current EUKnowledge Base on Automotive Critical/Valuable RawMaterials

Vehicle manufacturers do hold large amounts of data, specifically in the International
Material Data System (IMDS), but these data are generally not accessible to others. The
importance of vehicles and data from manufacturers was also highlighted in a past rec-
ommendation from the H2020 ProSUM (Downes et al. 2017) and ORAMA (Bide et al.
2017) projects. Again, the ELV directive states that: “In order to facilitate the disman-
tling and recovery, in particular recycling of ELVs, vehiclemanufacturers should provide
authorized treatment facilities with all requisite dismantling information, in particular
for hazardous materials”. This is currently ensured through the International Disman-
tling Information System (IDIS).However, similar provision of information fromvehicle
manufacturers (e.g. drawing on the IMDS data), can enable an obligation to dismantle
certain parts based on their content of critical/scarce metals. The necessary data systems
seem, to a large extent, to already be in place. Obviously, it’s important to carefully con-
sider a financingmodel and potential unintended consequences related with amandatory
dismantling of components, firstly the additional costs for dismantlers. Studies have been
already made to investigate the magnitude of these costs (IEEP et al. 2010). Results state
that these costs can probably not be fully compensated by increased incomes frommate-
rial recycling, mainly because of current low economic value of recovered critical/scarce
metals. In addition, there is a risk of disrupting the existing market for used spare parts.
Setting material-specific recovery yield targets should be another option, particularly for
those critical/scarce metals not mentioned in the current ELV directive. However, the
compliance with such targets would need to be constantly monitored (e.g. by measur-
ing the concentrations of some metals in various output fractions) and compared with
data about ELV materials composition provided by manufacturers (e.g. by exploiting
information from the IMDS).
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3 Research Methodology

3.1 Digitalizing the Automotive Value Chain

One of the most important activities in TREASURE will be the physical and virtual
data compilation for acquiring the initial knowledge and establishing recommendations
in terms of: 1) eco-design; 2) dismantling, 3) recycling and 4) consumers involvement.
In addition, this information will be the starting data of the platform, furtherly popu-
lated in the future by users themselves. The following Fig. 1 shows the logic followed
within the TREASURE project. For each selected car component: i) it will be identified
a disassembly procedure, ii) it will be assessed its recyclability in terms of material
contents (and related metallurgical procedures) and iii) it will be identified a set of KPI
to measure/monitor circularity performances.

Fig. 1. Identification and selection of representative vehicles

Firstly, an identification and selection of three representative vehicles will be imple-
mented. Such vehicles should represent different generations of cars covering as many
different car parts and configurations as possible. Moreover, such car parts should be
shared among asmany vehicles from the same carmaker as possible. Secondly, a thermo-
dynamic criticality analysis will be undertaken. This analysis will allow to assess which
car parts contain themost valuablemetals from a physical point of view and classify them
according to their scarcity in the earth’s crust and the energy required to mine and refine
them. To this aim, a specific database will be exploited. Such database includes material
specifications of all car parts stemming from IMDS, a global data repository containing
information on materials used by the automotive industry. Thirdly, disassembly levels
will be established according to criticality of car parts and information from the specific
database. The following Fig. 2 shows the different disassembly levels considered within
the TREASURE project.
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1st level: disassembly 

of whole parts
3rd level: maximum 

disassembly

2nd level: basic 

disassembly

Fig. 2. Definition of the disassembly level of representative car parts (see Annex)

This way, three disassembly levels will be defined (see Fig. 2), together with a set of
general recommendations (e.g. disassembly times and tools). Disassembled parts (for
each level and for each vehicle), will be furtherly classified into different flows depending
on their prevalent material composition. Fourthly, specific recycling routes consisting
of physical processing/sorting and carrier metallurgical recycling infrastructures (e.g.
pyro- and hydrometallurgical smelting and refining) will be assessed through simulation
models (e.g. HSC Sim10®) based on a mass (but also energy/exergy) balance for all
materials/metals/elements and compounds. Recycling/recovery rates will be available
for whole parts/product as well as for individual elements/materials. This way, designers
could link their decision to EoL stages. To that end, a detailed flowchart will be created,
defining process inputs (e.g. composition, mass flow, temperature and pressure of sub-
parts). Subsequently, the properties of each flow will be calculated by software. Fifthly,
outflows of each unit will be specified, so closing the mass balance. This way, the behav-
ior of all metals throughout the recycling process will be analyzed (together with the
total quantity of recovered/lost metals) and translated in a set of recommendations about
recyclability of car parts. These recommendations will also influence disassembly levels,
disassembly activities and data generation/availability for disassembled parts. Different
disassembly levels and approaches will be tested on optimized results from recycling
and circularity (e.g. primaries required for dilution to produce alloys from recyclates).
Finally, the so-constituted technological indicators will be integrated (together with CE
assessment tools) in the TREASURE platform, so obtaining a complete circularity pic-
ture in the vehicle value chain. To this aim, different labels will be created depending
on end users.

3.2 Designing, Developing and Integrating the TREASURE Platform

CE, by definition, involves all actors of a value chain, including BoL, MoL and EoL
actors, processes and generating data. The TREASURE platform has the goal to provide
the technical level of the project supporting data storage on which the different recom-
mendation algorithms of the project run. Technically, the TREASURE platform relies
on an open architecture in which the CE data about automotive electronics coming from
different sources is stored in the TREASURE data lake and is combined with external
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data sources like public database (e.g. the Raw Materials Information System - RMIS).
Data engineerswill collaboratewith end users to set up the correct data ingestion and data
polishing and quality checks mechanism. Starting from initial findings, data scientists
will be able to train algorithms and develop specific recommendation algorithm on top
of the data lake. These recommendation algorithms are currently represented by an eco-
design and circular (AI-based) advisory tool. However, they could be extended during
and after the project depending on the TREASURE needs. The eco-design tool is aimed
at helping car makers and car part manufacturers to identify the most critical (in terms
of critical raw material contents) car parts in a vehicle, according to materials criticality
levels and provide valuable recommendations based on improving the disassemblability
and recyclability potential. The circular (AI-based) advisory tool is aimed at providing
dismantlers and shredders with information regarding: i) critical and valuable car parts
to be disassembled and ii) best recycling routes according to materials contained in car
parts. In addition to these tools, a consumer involvement tool (based on a dedicated
web platform) will provide a resource efficiency/CE label for awareness raising. The
eco-design and circular (AI-based) tools will be fed through a specific database and will
classify the different car parts of a vehicle according to their physical criticality (based
on thermodynamic rarity). Based on composition and the recyclability insights, a set of
recommendations (different for each end user) and a list of KPIs will be established for
each car part in an automatic way. Information included in the algorithms will initially
stem from the physical and virtual assessment carried out during initial activities, but it
will be furtherly completed with feedbacks obtained from use cases. Even if this tool
will be initially designed to work with a specific database, it could be adapted also to
other automotive companies. The tool will be independent from internal systems, even
if it will be fed with information frommanufacturers. Confidentiality will be guaranteed

Fig. 3. Initial concept of the TREASURE solution (see Annex)
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by a security access and by delivering only results with aggregated non-confidential data
(see the previous figure) (Fig. 3).

4 Expected Findings

TREASURE wants to support the transition of the automotive sector towards CE trying
to fill in the existing information gap among automotive actors, both at design and EoL
stage, by both modifying the existing exploitation logics of international data spaces and
trying to apply the concept of “cascade use” of resources (Kalverkamp et al. 2017). To
this aim, a scenario analysis simulation tool dedicated to car electronics will be devel-
oped and tested with a set of dedicated demonstration actions. The, so implemented,
scenario analysis simulation tool will have a multiple perspective. From one side, the
TREASURE solution can assist both car parts suppliers and carmakers in assessing their
design decisions in terms of circularity level, also considering the effects of their deci-
sions on EoL processes (e.g. on car dismantlers and shredders operational performances
and advanced metallurgical recycling processes). Vice versa, car dismantlers and shred-
ders could benefit from the TREASURE solution by knowing about new design features
of cars to be recycled in order to optimize their processes. Here, the TREASURE solution
will exploit an already existing CE performance assessment methodology to measure
and quantify CE-related performances through a set of dedicated KPIs. Specifically, eco-
nomic KPIs will be identified through a Life Cycle Cost (LCC) analysis. Environmental
KPIs will be identified through a Life Cycle Assessment (LCA), Material Flow Analy-
sis (MFA) and Thermodynamic Rarity Assessment (an exergy-based analysis). Finally,
social KPIs will be identified through a large-scale online ethnography of the CE move-
ment in the automotive sector. From another side, the TREASURE project can act as an
information hub, by exploiting data stored in the EU RMIS database. These data will be
directly exploited by TREASURE to continuously monitor CE performances through a
dedicated Circular Economy Performance Assessment (CEPA) methodology. About the
EU RMIS database exploitation, an implicit hypothesis is that it will be updated with
data both currently accessible by only re-known automotive actors (e.g. IDIS and IMDS)
and stored in open generic databases (e.g. Eurostat, SCIP – Substances of Concern In
Products). This way, data can be easily exploited also by Small and Medium Enterprises
(SMEs) operating in other sectors in order to develop new businesses and value chains
exploiting these data. The access to privately-owned DBs (e.g. IDIS and IMDS) will be
processed according to the EU GDPR legislation.

4.1 Information Sharing System Logic

The TREASURE solution can be described as the sum of four main building blocks: 1)
an eco-design tool, 2) a circular (AI-based) advisory tool, 3) a consumer involvement
tool and 4) a web-based platform interacting with the previous tools and gathering infor-
mation about valuable and critical raw materials embedded in cars by interconnecting
with the RMIS. Even if all stakeholders will be interconnected through the platform,
the information will be treated confidentially and that access to the platform by each
stakeholder will be secure (Fig. 4).
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Fig. 4. Overall interaction of the TREASURE solution with different automotive value chain
actors (see Annex)

When a new car electronic part must be designed, the eco-design tool will assist
car parts suppliers and carmakers in selecting the most circular strategy basing on both
general sustainability targets (e.g. substitute/reduce CRMs and/or plastics use) and a
set of KPIs elaborated by the TREASURE platform quantifying positive and negative
implications of CE on the whole automotive value chain. In order to calculate KPIs, an
aggregation of data coming from both EoL actors (e.g. disassembly procedures, shred-
ding issues, materials recovery strategies, etc.) and gathered from several databases
(both private and public ones) will be executed by the platform. These KPIs will also
ease the definition of design standards to facilitate disassembly and/or recyclability of
cars/car parts. Vice versa, when a new car electronic model will enter the EoL stage,
the AI-based advisory tool will assist car dismantler and car shredders in optimizing
their processes from a CE perspective, by gathering information from the TREASURE
platform. From one side, car dismantlers could gather information about 1) new disas-
sembly procedures of specific vehicles/components (feeding from existing IMDS and
IDIS platform, for instance), 2) critical car parts in a vehicle to be removed according to
different perspectives (e.g. materials criticality, requirements from other EoL actors), 3)
car parts circularity level (e.g. recyclability of materials, accessibility, disassemblability,
hazardousness, etc.) and4) newprocesses/equipments needed to recover valuable/critical
raw materials from disassembled car parts. From another side, car shredders could be
informed about 1) valuable materials to be separated and/or recovered before shipping
materials to foundries, 2) newmaterial separation/recovery techniques needed to recover
valuable/critical rawmaterials from shredded cars. Finally, a consumer involvement tool
will allow a bi-directional indirect interaction between automotive actors and final cus-
tomers. From one side automotive actors could gather information from final customers
about the impact of CE strategies on the market. From the other side, customers could
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increase their awareness about CE strategies adopted by automotive actors through a set
of graphical indexes reporting the circularity level of their cars.

5 Conclusion

The ambition of TREASURE is offering to the European automotive sector intercon-
nection among stakeholders of the value chain through an AI-based (secured-access)
platform to foster communication for the proper implementation of CE practices and a
set of new perspectives about innovative automotive components disassembly processes,
materials recovery processes and secondary materials applications. This way, TREA-
SURE wants to: i) guarantee a sustainable use of raw materials in the automotive sector,
by reducing supply risks, ii) put in place CE practices in the automobile sector, acting as
a showcase for the manufacturing industry, iii) offer a better environmental, economic
and social performance of vehicles for users and stakeholders and iv) create new supply
chains around ELV management, by focusing on the circular use of raw materials.

5.1 Contribution to Theory

• Define new information sharing channels in the automotive sector (both in onward
and backward directions) through a secure access and ensuring confidentiality issues
among stakeholders.

• Quantify positive and negative implications of CE in the automotive sector.
• Represent a set of success stories in three key value chains of the automotive industry
(focusing on SMEs): 1) dismantlers/shredders, 2) recyclers and 3) manufacturers,
practically demonstrating the benefits coming from the adoption of CE principles in
the automotive sector.

• Integrate Key Enabling Technologies (KETs) for the efficient design of car electronics
and subsequent disassembly and materials recovery.

5.2 Contribution to Practice

• Develop an information sharing system supporting the development of circular supply
chains in the automotive sector.

• Close the material loop and reduce the dependency of the European automotive sector
from raw materials supply.

• Perform a set of standardization and policy-related activities to make both industrial
and politician actors aware about the current issues of the ELV management system.

• Increase the EU knowledge base on secondary raw materials.
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Abstract. The importance of a centralized data storage system for life cycle
assessment (LCA) will be addressed in this paper. Further, the decision-making
process for a suitable data storage system is discussed. LCA requires a lot of rel-
evant data such as resource/material data, production process data and logistics
data, originating from many different sources, which must be integrated. There-
fore, data collection for LCA is quite difficult. In practice, relevant data for LCA
is often not available or is uncertain and has therefore to be estimated or gener-
alized. This implies less accuracy of the calculated carbon footprint. State of the
Art research shows that the LCA data collection process can benefit from data
engineering approaches. Key of these approaches is a suitable and efficient data
storage system like a data warehouse or a data lake. Depending on the LCA use
case, a data storage system can also benefit from the combination with other tech-
nologies such as big data and cloud computing. As a result, in this paper a criteria
catalog is developed and presented. It can be used to evaluate and decide which
data storage systems and additional technologies are recommended to store and
process data for more efficient and more precise carbon footprint calculation in
life cycle assessment.

Keywords: Carbon footprint · Life cycle assessment · Data engineering · Data
storage technology

1 Introduction

One of the recent global concerns for politics and economy is the global climate change.
This global climate change is caused by the emission of greenhouse gases (GHGs) like
carbon dioxide [1]. With 84%, production and usage are responsible for the biggest
part of energy related greenhouse gases emissions. The industrial sector makes 90%
of the energy consumption of this part [2]. An important indicator for environmental
performance of a product is the carbon footprint [1]. For the identification of the carbon
footprint of mechatronic systems it is necessary to analyze the whole product life cycle
[3]. Ecodesign is defined by the standard ISO/TR 14062 [7] as the integration of envi-
ronmental aspects into product design and development. The approach is to have the
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environmental impacts of a product in mind during its entire life cycle while designing
a product. A method for the evaluation of the environmental impacts on all stages of
the product’s lifecycle is called life cycle assessment (LCA). But the evaluation of the
product carbon footprint is rather complex [3]. Especially the limited availability of envi-
ronmental data across the entire life cycle is significant [4]. Another challenge is, that
relevant data is often uncertain in the early design phase of a product [3]. A large num-
ber of LCA relevant data sources is already contained in IT-systems of companies like
product lifecycle management (PLM) systems and enterprise resource planning (ERP)
systems [5]. Other relevant data can be found in 3DCAD-models and technical drawings
[6]. This variety of data sources and formats leads to a very time-consuming data acquisi-
tion process. It is important to face these problems and to design a system which enables
the generation of a CO2-report based on the available information. Information can be
stored in internal systems of a company as well as in external data sources like LCA
relevant databases. The objective of this publication is to supports the decision-making
process for an appropriate data storage technology for the LCA use case. This approach
is based on data engineering practices, which enable data-driven decision-making by
collecting, transforming, and publishing data. The selection of an appropriate data stor-
age system which should contain LCA relevant data is a first important step for the
implementation of an LCA data pipeline. There are many different types of data storage
systems but the most popular by literature are the concepts called data warehouse and
data lake. The benefit of such an implemented system is, that the data acquisition process
would be much faster and cost-efficient. The minimization of the human factor, which
frequently results in mistakes, would also promise data of higher quality. In some large
and dynamic productions with a high number of products like clothing - or industry
4.0 productions, where manual data inventory is not possible, such a system could be
even an enabler. Furthermore, the data centralization would offer more possibilities to
estimate missing values via interpolation or machine learning. But this presumes that
the data storage system is used and implemented correctly. There is always the danger
of malfunctions and technical issues. Additional, since the data is produced by different
members of the supply chain, the system is still depending on their contribution. Overall,
the system would make LCA more affordable, precise and offer new opportunities for
other technologies and LCA approaches. But it must be actively maintained by IT and
experts in the field of LCA to ensure overall quality.

2 Background and Related Research

2.1 Life Cycle Assessment

The International Organization for Standardization (ISO) has standardized the LCA
method in its basics with ISO 14040 [4] and in detail with ISO 14044 [8]. According to
ISO 14040, LCA addresses the environmental aspects and potential impact of the whole
product life. This includes the raw material acquisition, production, use and disposal.
The general environmental impact assessment requires the consideration of resource
use, human health, and ecological consequences. In ISO 14044 LCA is parted into 4
different phases: goal and scope definition, inventory analysis, impact assessment and
interpretation.
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2.2 Data Engineering

A main task in data engineering is to provide a data infrastructure so that, at the final
state, the required data is ready for further analysis like data science [6]. Part of this task
is to select an appropriate storage system for the given use case. The data can be stored
temporary in staging areas for example. In those, data usually stays only very shortly
until it gets used and deleted. Other use cases require to store data in long-term archival
storage to be stored for years [7]. Another part of the data infrastructure is a pipeline
which extracts data from one system, transforms it and loads it to another system [6].
Recently, two aspects are very common. One is the handling of streaming data like in
Internet of Things (IoT) use cases. The other one is handling a large volume of data [7].

2.3 Related Research

There has been research about facing the data acquisition problem of life cycle assess-
ment before. Some projects suggest applying big data as well as cloud computing tech-
nologies as solutions. A case study by the German automotive industry came to the
conclusion that the use of big data can provide considerable potential to gather and
analyze product related data over the entire life cycle [8]. Another study concludes that
environmental performance evaluations can profit from big data. One aspect is that big
data can support the environmental supply chain. Integrated data resources in the big
data era can help to evaluate environmental efficiencies and resource efficiencies in the
industrial supply chain [9]. So far, there have been different approaches to the digital
support of LCA. Especially in the beef supply chain, efforts have been made to collect
and aggregate data over the supply chain via cloud technologies [10, 11].

2.4 Data Pipeline for Life Cycle Assessment

The whole process of data collection, storage and processing is shown in Fig. 1. The
required data must be acquired from different LCA relevant data sources via an auto-
mated data integration process which centralizes the data. Two very common examples
of this integration process are called Extract-Transform-Load (ETL) or Extract-Load-
Transform (ELT). The data storage system collects all LCA relevant data automatically
and provides them ready to use for LCA methods. The stored data can then be ana-
lyzed by different LCA methods. Finally, a carbon footprint report can be generated,
and appropriate visualization methods can be used for the display of the assessment
results.

3 Overview of Storage Technologies

In the literature, no umbrella term for the terms data warehouse and data lake could be
found. Each of the systems mainly stores data and for this reason, the term data storage
system is used as group term in this publication.
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Fig. 1. LCA data pipeline

3.1 Data Warehouse

A data warehouse (DWH) is a logic, centralized data storage system which is separated
from operative data storage systems. Ideally, it serves as a company-wide uniform and
consistent database supplied by different types of data source systems.

The data flow is shown in Fig. 2. A data warehouse has four characteristics which
are subject-orientation, integration, time-variance and non-volatile. Subject-orientation
means, that the data management is designed for informing a decision maker about
certain subjects. The decision maker should have direct access to the information about
the subject. Typical subjects are time, location or product. A schema called Online
Analytical Processing (OLAP) orientation can be applied to achieve subject-orientation.
The key task of a data warehouse is the integration of data from different operative and
external sources. It is important that the collected data must be consistent. Time-variance
is the possibility to look at all the data over time.Nowadays also alternative timemeasures
are considered like time transaction. In operative systems the data changes rather often.
In contrast to that, the data in a data warehouse should not change after it is successfully
integrated to create a history of the values [12].

Fig. 2. Data flow for data warehouse
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3.2 Data Lake

The main idea of a data lake is to store all relevant enterprise data. In contrast to a data
warehouse, the data is stored in the data lake in the raw format. The data flow is shown in
Fig. 3. A data lake supposes to include large amounts of data in various data structures.
The data lake can be split into two layers. The landing layer contains identical copies of
data from the sources systems. This layer is also called mirror layer. The landing layer
is the base for the analytical layer. The analytical layer is very dynamic and consists
of transformed data from the landing layer. The analytical layer then provides the data
ready for business intelligence (BI) applications, analyticalmodels and data visualization
[13]. This data can then be accessed via, for example, Spark or structured query language
(SQL).

Fig. 3. Data flow for data lake

4 Derived Requirements

There is no standard criteria catalog for the evaluation of different data storage systems.
For this reason, different aspects of data storage systems, which are discussed in litera-
ture, have been merged to create a criteria catalog. The first aspect which is considered,
is the type of data which can be stored in the data storage system. Data can be structured
(tables), semi-structured (xml, json) or unstructured (text, pictures, videos) [14]. The
second and third aspect are the data in- and output. Looking at the input, there are three
different ways how data can be ingested. Those are application, streaming and batch
data [7]. For accessing the data storage system there are two methods. One option is
to access the data individually and the other is to aggregate information over several
datasets. Usual methods for aggregation are sums or medians. Connected to this is the
topic of access control and storage duration of data [7]. Another topic which is also very
relevant in production facilities, is performance and near-real time analytics. An example
for near-real time analytics might be, that a Chief Marketing Officer needs up-to-date
sales data of a new product for sales management [15]. The last two topics are big data



Requirements on and Selection of Data Storage Technologies 91

and cloud computing. Both have become more and more important, and both have been
used in LCA related projects as mentioned in Sect. 2.3. Both aspects are criteria from
NIST standards [16, 17]. All relevant criteria are summarized in Table 1. The power
consumption of a selected data storage system could also be an additional criterion, but
since a solution like this would be integrated in already existing IT infrastructure, it will
not be in the focus of this paper.

5 Evaluation and Discussion

5.1 Criteria Applied to Data Warehouse

The technology which is used to implement a data warehouse are relational databases.
That means, that a data warehouse is made to store structured data and not semi- or
unstructured data [18]. In classical data warehousing the data integration is performed
in periodical intervals. The data will then be integrated via an ETL batch process. This
process can also include application data from operational systems. Since the data gets
integrated via an ETL process, it is not made for ingesting streaming data [12]. The
data from a data warehouse can be accessed individually and via aggregation. If a data
warehouse is implemented as a schema (OLAP), it is much more made to aggregate
data then to access data individually. A data warehouse itself does not provide any
access control, but there are extensions which allow such access control [12]. The same
applies for the storage duration. A data warehouse by itself can be saved and archived
via backups. Besides that, it can also just be stored like a normal relational database.
In addition, a data warehouse provides a historicization concept called slowly changing
dimension (SCD) [12]. The performance of a classical data warehouse is limited by the
speed of the ETL process. So, it would not be possible to achieve near-real time analytics
with a classical datawarehouse. The challengeswhich big data is facing, cannot be solved
with the use of a relational data warehouse [12]. Since a classical data warehouse would
consist of a relational database and could not hold the volume of data which is usually
used in big data. This argument can also be applied to the characteristic’s velocity and
variation. One addition which is rather common is a technique called slowly changing
dimension (SCD). SCD has different strategies to historicize semantically or formally
changing data which provides variability [12]. Since usually the technology which is
used to implement a data warehouse are relational databases, it can be rather simply
realized via cloud computing. Data warehouse solutions are hosted by cloud providers
like Amazon Web Service (AWS) ® and IBM ® [19, 20].

5.2 Criteria Applied to Data Lake

A data lake stores structured, semi-structured and unstructured data [18]. In concept, the
data lake is also able to include operational databases. This means that application data
would be includable. The same applies for streaming data and batch data. A data lake has
an additional serving layer which provides more efficient and comfortable access [12].
Since it is possible that the types of the stored data are very different as well as the storage
technologies which would contain the data, the access is more complex than in a data
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warehouse. Individual access is possible, but one technology for individual accesswill be
probably not sufficient. The same applies for aggregation as well. Access control can be
implemented. The data governance should regulate the access to, and privacy of the data
[13]. According to the characteristics, a data lake should have an information lifecycle
management (ILM) strategy to manage the storage duration [13]. Since streaming data
can be used and stored, it is possible to create near-real time analytics [12]. Considering
that a data lake should be implemented on a scalable framework like Apache Hadoop, a
data lake will be able to handle the characteristics of big data challenges [13]. Like the
data warehouse a data lake is usually a repository and can be implemented locally or on
a cloud platform. Many providers do offer such solutions like Google Cloud and AWS
[21, 22].

5.3 Requirements from LCA

In general, it can be said that the decision criteria are dependent on the LCA use case. A
company which produces clothing might fulfill criteria different than a company which
produces cars or groceries. The most relevant data sources for LCA, at least for the
production phase, are contained in PLM- and ERP-Systems [23]. Additionally, CAD-
files [24] and descriptions of parts or orders in pure text form can also contain relevant
information. So overall the LCA relevant data sources come in all structure types, which
implies that a storage system for LCA use must be able to store all relevant data types
as well.

The two most important data types to be ingested are application data, from PLM or
ERP systems [23], and batch data like CAD-Files, tables or text files. Streaming data, like
a constant stream of data from a sensor, is typically not used for LCA. An aggregation
can be helpful when estimating the energy consumption of processes from sensor values,
since the storage of a data stream needs a lot of memory. For the generation of an LCA
report, the individual access to datasets and to aggregated data is both necessary. The
necessity of access control depends highly on the LCA use case and company policies.
For the purpose of a decision, it can be said that access control is not necessary by
default. Usually, the LCA related data only needs to be available till the end of the LCA.
To speed up future LCAs of similar products, it makes sense to store relevant data after
that. On the other hand, the use of data which is too old, and not up to date, can be
harmful as well.

LCA is a complexmethodwithmany aspects to consider in order to properly interpret
the results and to draw reasonable conclusions [25]. For this reason, LCA can be usually
seen as performance-uncritical task.

A high number of LCAs for multiple products or a LCA for a very complex product
can lead to the necessity of big data solutions. One big data criterion which is relevant
for LCA, is the high variation of data from different sources. But again, big data is not
relevant for LCA by default. The same applies to cloud computing. The data collection
and aggregation process of a product with a complex supply chain of multiple companies
could benefit significantly from cloud computing. As shown in studies about the beef
supply chain [10, 11]. That said, storing companies sensitive data at a third-party cloud
provider could impose potential risks [26]. For this reason, there is still a lot of skepsis
from companies to cloud computing.
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5.4 Summary and Decision

To come to a decision, which data storage system is more suitable for the LCA use case,
the hard criteria for LCA must be considered first. In the LCA use case, those are the
types of structure. In general, both systems are suitable for storing data for LCA. Because
the data sources of LCA are rather diverse and other use cases like LCA hotspot analysis
and visualization might require the files in their raw format, a data lake would be a good
choice. As shown in Table 1, a data warehouse can only store structured data, a data lake
is made for storing all three types of data. All different data types can be extracted via
an integration process and only structured and transformed data will be stored. Overall,
as described above, the relevant data comes from a variety of sources, in all kinds of
structure types and the amount can even extend to become a big data project. In all these
cases, a data lake would be more suitable to store the data since it offers more flexibility
than a data warehouse.

Table 1. Evaluation of data storage systems

Perspectives Criteria LCA
(requirements)

Data Warehouse
(possibilities)

Data Lake
(possibilities)

Types 
of Structure

Structured yes yes yes
Semi-structured (yes) no yes
Unstructured yes no yes

Ingest
Application data yes yes yes
Streaming data no no yes
Batch data yes yes yes

Storage 
access

individual access yes simple complex
aggregation
access yes simple complex

access controls possible yes yes
storage duration middle long long

Perfor-
mance

near-real time 
analytics no no yes

Big Data

Volume possible no yes
Velocity possible no yes
Variation yes no yes
Variability no yes yes

Cloud 
Computing

on-demand 
self-service no yes yes

broad network 
access no yes yes

resource pooling no yes yes
rapid elasticity no yes yes
measured service no yes yes
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6 Conclusions

Concluding, it has been found that there are many aspects to consider when choosing an
appropriate data storage system for LCA. Even if both evaluated data storage systems
are suitable, a data lake, thanks to its flexibility, is the better choice for the LCA use
case. As a next step, a prototype of a data lake for LCA use will be implemented for
further analysis. The goal is to design a data lake in a way to be appropriate for LCA. It
is expected that the challenges will be the interface of the PLM and ERP systems as well
as the evaluation of CAD files. Beside the data integration, there is the question how
different data types will be treated and how to deal with missing information. The overall
goal is to have a platform to test (semi-)automatic LCA. Other ideas like enhanced LCA
with value estimation via machine learning for more exact LCA could be possible topics
for further publications. In our vision, a data lake could be the base not only for the
evaluation of products but could also support topics like LCA driven product design. A
possible use case could be to compare different product designs. The system would get
CAD geometry data and combine them with the material information of an ERP-system
and the knowledge of a LCA databases to generate a CO2-report.
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Abstract. Economic and environmental issues that translate into energy costs and
contaminations in production are growingly attracting attention from several parts
and actors. Therefore, Energy Consumption Management (ECM) is gaining ever
higher importance within production environments. Industry 4.0 provides several
opportunities to address these challenges. One of the technologies presenting the
best potentialities is the Digital Twin (DT), which has been found able to promote
ECM improvements related to production assets and processes in different ways.
Nonetheless, in the academic literature has not been found an extensive review
of DT application to ECM in manufacturing. Therefore, this paper proposes a
systematic literature review to investigate the current state of the art of the appli-
cations, features and characteristics, and implementation strategies of DT applied
to ECM in production contexts. Attention has been also paid to the human role
inside the application of the DT technology to ECM and the interaction modalities
between humans and the DT itself.

Keywords: Digital twin · Energy consumption management · Production ·
Industry 4.0 · Supervision and reconfiguration of complex industrial systems

1 Introduction

Industry 4.0 (I4.0) is revolutionising the manufacturing sector [1]. The result is an
unprecedent interconnection between physical and digital environments [2] and great
potentials in many different contexts. In manufacturing, environmental sustainability is
one of the paradigm I4.0 can improve [3]. Energy Consumption (EC) and the related
atmospheric emissions reduction is among the main I4.0 areas of application [4–6].

Within I4.0, Digital Twin (DT) is described as a key paradigm [7, 8]. DT provides an
extremely high-fidelity virtual modelling, enabling process control and precise decision
making [9]. Some authors investigate from a high level perspective the potentials of DT
shop-floor in the context of Energy Consumption Management (ECM), discussing the
related applications [10]. Others perform extensive reviews on DT application in manu-
facturing, mentioning ECM as one of the main areas of intervention, but a detailed inves-
tigation is missing [11, 12]. Even though the applicability of DT in ECM is considered a
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relevant topic, an extensive review of current applications, features and implementation
modalities is missing. Thus, the main aim of this paper is to explore the state of the art
of DT applied to ECM in production contexts.

The rest of the paper is structured as follows. In Sect. 2 the adopted Literature Review
(LR) methodology is explained. In Sect. 3 the results of the LR are shown and discussed.
In Sect. 4 the conclusions and possible future works are presented.

2 Methodology

In order to properly conduct a systematic LR and to identify the correct research topics,
the CIMO (Context, Intervention, Mechanism, Outcome) framework was implemented
[13]. For Context, the manufacturing sector was considered as reference, focusing exclu-
sively on the production phase. For Intervention, DT application has been considered in
this work. Since Mechanisms explains the relationship between interventions and out-
comes and their circumstances of activity, the ECM has been considered. Finally, as an
Outcome, in this case the effects of intervention are related to EC reduction. Aiming at
covering all the relevant aspects inside the research framework, threemain topics still not
clear in literature were identified: (i) the identification of DT applications that support
ECM in production; (ii) the identification of specific features typical ofDTs implemented
in ECM context in production; (iii) the identification of methodologies supporting DT
implementation in the ECM in production. The recognition of these aspects allowed to
define three Research Questions (RQs):

RQ1. What are the possible applications of DT to ECM in production?
RQ2. Are there specific features and architectures to adapt DT to the ECM context?
RQ3. Are there methodologies to support the DT implementation in ECM context?

The literature search was conducted on Scopus and Web of Science, as reported in
Fig. 1. In the screening phase filters such as duplicates, language and unkown authors
were applied, resulting in 244 papers. In the eligibility phase the 78 documents focused
on ECM and production were identified. Lastly, the entire papers were analysed to
identify the 37 of them relevant to answer the RQs.

Fig. 1. Literature review methodology

The final papers were classified according to relevant criteria derived from the RQs:

• For RQ1, the interested area of ECM have been detected, i.e., the tasks that were
described as performing by the DT to improve ECM.
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• For RQ2, the description of the ECM DT features and the proposal of ECM DT
architecture have been analysed.

• For RQ3, the description of implementation process, or structured implementation
methodology have been considered.

All the analysed papers are presented and classified in Table 1 below. For each paper,
in each column, has been inserted only the most underlined aspect in the document.
Nonetheless, this does not mean, for each column, that the presented aspect was the only
one discussed by the paper referring to that specific column.

Table 1. Synthesis of the analyzed papers

Paper ECM applications DT relevant features Architecture proposal Implementation

[14] EM DA&AI N N

[6] EM DA&AI Y N

[15] EM DA&AI Y PHI

[16] EM DA&AI N N

[17] UO VM&S N DI

[18] EM VM&S N DI

[19] UO _ Y N

[20] UO HI N N

[21] PEC VM&S N PHI

[22] AEW DA&AI N SM

[23] P&MO DA&AI Y N

[24] PEC VM&S Y N

[25] EPO VM&S N N

[26] EPO VM&S Y N

[27] Unspecified _ N PHI

[28] P&MO VM&S Y SM

[8] P&MO DAcq N DI

[29] UO _ Y DI

[30] AEW DA&AI Y N

[31] EPO DA&AI N PHI

[32] UO _ N PHI

[33] UO Dacq Y DI

[34] EM HI N DI

(continued)
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Table 1. (continued)

Paper ECM applications DT relevant features Architecture proposal Implementation

[35] P&MO DA&AI Y DI

[36] P&MO _ Y N

[37] Unspecified _ N N

[38] P&MO VM&S Y DI

[39] EPO DA&AI Y DI

[40] EM Dacq N PHI

[41] EM DA&AI Y PHI

[42] P&MO DA&AI Y PHI

[43] EM HI N DI

[10] EPO DAcq Y PHI

[44] EM VM&S Y SM

[45] EPO DA&AI N DI

[46] AEW VM&S N N

[47] EPO VM&S Y SM

Energy Monitoring = EM; Unspecified Optimization = UO; Prediction of future Energy Con-
sumption= PEC; Energy Parameters Optimization= EPO; Avoid EnergyWaste=AEW; Process
and Maintenance Optimization = P&MO
Data Analytics and Artificial Intelligence = DA&AI; Virtual Model and Simulation = VM&S;
Human Interface = HI; Data Acquisition = DAcq
Yes = Y, No = N
Provides Hints for Implementation = PHI; Describes the Implementation = DI; Provides a
Structured Methodology = SM

3 Results and Discussion

In this section the main results of the LR are described and discussed.

3.1 Applications of DT to ECM in Production

The main identified ECM applications are (i) Energy Monitoring (EM); (ii) Prediction
of future Energy Consumption (PEC); (iii) Avoid Energy Waste (AEW); (iv) Process
and Maintenance Optimization (P&MO) (v); Energy Parameters Optimization (EPO);
(vi) Unspecified Optimization (UO).

PEC is related to the prediction of EC of assets, processes, or work cycles in future
stages of the lifecycle or to compare alternative configurations. The main tool for PEC
is simulation (e.g., [8, 21, 24, 28, 38, 42]). Simulation is also a key tool in the EC opti-
mization through the production scheduling [28, 38, 42], which fell inside the P&MO
cluster. Another interesting P&MO application is the optimization of machine states
timing [8] to reduce EC. Maintenance process can also be a target of ECM optimiza-
tion [23]. The analysis of the production process through a DT can lead also to AEW,
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by avoiding to use energy on not quality-compliant work in progress [22, 36], or by
identifying energy consuming non value-added activities [28, 30]. A different approach
concerns the possibility to perform the EPO, by directly controlling, through the DT,
certain EC-related parameters [10, 25, 26, 35, 38, 39, 45, 47]. Finally, several cases did
not specify how they wanted to optimize EC and fell under UO [17, 19, 20, 29, 32, 33].
As a final consideration, it is interesting to notice that all the analyzed applications do not
substitute human-performed tasks: ECMDT enables the performing of new tasks, rather
than allowing to perform better operations already human-performed. This is crucial, as
it means that ECM DT would have a role of support and assistance to humans rather
than substitution.

3.2 Features of DT for ECM

The main DT features identidied in the literature review are (i) Data Analytics and
Artificial Intelligence (DA&AI); (ii)VirtualModel andSimulation (VM&S); (iii)Human
Interface (HI); (iv) Data Acquisition (DAcq).

ECM-DT Features. (i) DA&AI. Heterogenous approaches can be observed according
to situation, targets, and applications. Among the most notable cases, there are statistical
approaches based on gaussian distribution [22, 39], mixed integer linear programming
[24], and a hybrid model based on a self-adaptive population genetic algorithm and
autoregressive moving average [31]. Such an heterogeneity is tackled by [16], underlin-
ing the absence of an overall accepted data exchange format. (ii) VM&S. It appears that
many EC-related models are written in Matlab, for a Discrete Event Simulation (DES)
approach [25, 40, 45–47]. There are exceptions, like [24] using Modelica for an Object
Oriented Simulation, and [38] describing an integrated approach with elements of dis-
crete event, dynamic system and agent based approaches. An important feature related
to VM&S appears the integration between digital and physical entities. In [21] is used
the sequential analysis technique “Page-Hinkley test” to let the virtual model cope with
changes in the physical system. [25] describes an interactive mechanism where physical
and digital spaces behave respectively as the client and the server. One last important
feature about VM&S, can be the usage of an ontology to provide knowledge to the sim-
ulation [44]. (iii) HI. It is an aspect whose importance is enhanced by the crucial role it
has in determining the humans-DT cooperation. Human intervention is crucial for many
DT supported decision-making activities [48]. In [39] is used a Javascript Application
Programming Interface (API) for rendering 2D and 3D interactive graphics. In [8] a
Graphic User Interface (GUI) is built using Matlab. In [43] a GUI is programmed with
Kivy, an open-source Python framework. In [34] is developed a mobile app for real-
time visualization, which could have interesting consequences in the way humans relate
to DT. No explicit mentioning was found about the usage of Augmented Reality with
ECMDT, even though it can be a key element in the human-DT interaction. (iv) DAcq. A
common feature is the usage of I4.0 technologies for the data sensing and transmission
infrastructure [23, 29, 32, 34, 41, 42]. Another crucial point is the integration between
DT and the field IT systems: [8] proposes a method for MES-integration and [33] for
SCADA-integration.



Digital Twin Application to Energy Consumption Management 101

ECM-DT Architectures. For what concerns architectures proposal, in the analyzed
cases appears as quite recurrent the division in layers, usually three (in few cases four):
one layer for DAcq, one for VM&S, and the last one for DA&AI (or applications) and
HI. Sometimes, a further layer for data transmission is added between DAcq and VM&S
[19, 23, 29, 30, 35, 42]. In [29] is also proposed to develop many separate DTs for the
single physical elements, and then to link them all. Considering alternative typologies
of DT architecture, in [10] the bottom layer presents synchronized physical and digital
equipment, and above are placed ECM services. [39] presents an architecture focused
on the transfer of data from PLCs to the web API. In [26] the data analytics module
warns the operator, involved as a crucial component of the DT architecture, who triggers
the simulation module. The architecture by [33] includes six modules (i.e., behaviour
models repository, multi-physical models repository, parameters monitoring, process
virtualization, forecast for process evolution prediction, planning management). [44]
proposes a framework for a DT applied to an industrial robot split into physical and
cyber space.

3.3 Strategies of Implementation of DT in ECM

Four of the analyzed works define a structured DT implementation and 11 describe the
implementation. The descriptions usually focus on a specific implementation phase [29,
34, 43, 45]. [45] describes a process of design focused on the theoretical model and
the results. In [29] the focus is set on the description of DT hardware implementation.
[34, 43] center on the description of the DT software requirements and the hardware
architecture of the solution. [44, 47] offer a complete description of the implementation
strategy giving an idea of the path that companies could take to implement ECM DT.
However, the DTs in both works are implemented on a cutting-edge industrial Robot
which simplifies the process. To identify the high level implementation methodology
of ECM DT, each document was analyzed and a common path of implementation was
identified. Three main phases are counted (Fig. 2).

Physical asset iden�fica�on 
(theore�cal model)

Need 
Iden�fica�on

Defini�on of 
objec�ves

Selec�on of KPIs and 
relevant variables

Idea�on

Digital model 
construc�on

Solu�on 
proposal 

(Framework)

Connec�on 
and tes�ng

Design Implementa�on

Fig. 2. Identified DT implementation methodology in ECM

The DT implementation requires a systematic approach to track the implementation
process and the tasks to be executed in it [22]. In [28] is highlighted that one of the
most relevant steps in the ECM DT implementation is the initial definition of KPIs and
objectives to be achieved through the DT. Nevetheless, in most of the analysed imple-
mentation strategies, such definition varies depending on the interaction among such
factors [8, 22, 28, 33, 35]. Specifically, in [8] the energy-Overall Equipment Effective-
ness is defined to be the most relevant KPI to monitor. In [35] a dynamic sleep DT



102 D. Perossa et al.

for ECM is proposed and modelled, and the KPIs and strategy to address are different
from [8]. In some documents the way in which the definition of the objectives and KPIs
for the DT were reached are not discussed [22, 29]. In summary, the way in which the
implementation strategy varies in the different contexts of ECM is still fuzzy and can
create confusion for companies interested in the DT implementation.

4 Conclusions and Future Work

This work proposed to investigate the state of the art of the of DT applied to ECM
through a LR articulated into three RQs. The answer to RQ1 uncovered how the field of
applications appears large, variegated, and full of potentiality. Furthermore, ECM DT
clearly appears to be supporting humans rather than substituting them. RQ2 uncovered
a great heterogeneity in the ways ECM DTs work and in the features that characterize
their structuring. The only recurrent characteristic seems to be the modelling through
Matlab and usage of DES, but without evidence of a correlation between this and the
ECM objective of the DTs. Indeed, DT features seem to change according to specific
targets, industries, and situations. Thus, a topic to be developed in future might be an
analysis of the eventual correlation between DT features and ECM applications. There
seems to be though a pattern towards the definition of a recurrent type of DT architec-
ture, structured in layers, representing the sensing infrastructure, DA&AI and VM&S,
and applications and HI. Finally, for RQ3, even though there are few implementation
examples available and a common high-level implementation methodology has been
identified, there is a lack of structured methodologies to support companies in the ECM
DT implementation. This seems an issue related not just to ECM DT, but to generic DT
implementation, and analysis and works about it should be performed. Finally, there are
very few considerations about human role in ECM DT paradigm.

References

1. Da Xu, L., Xu, E.L., Li, L.: Industry 4.0: state of the art and future trends. Int. J. Prod. Res.
56(8), 2941–2962 (2018). https://doi.org/10.1080/00207543.2018.1444806

2. Vaidya, S., Ambad, P., Bhosle, S.: Industry 4.0 - a Glimpse. Procedia Manuf. 20, 233–238
(2018). https://doi.org/10.1016/j.promfg.2018.02.034

3. Stock, T., Seliger, G.: Opportunities of sustainable manufacturing in industry 4.0. Procedia
CIRP 40(lcc), 536–541 (2016). https://doi.org/10.1016/j.procir.2016.01.129

4. Liang, Y.C., Lu, X., Li, W.D., Wang, S.: Cyber physical system and big data enabled energy
efficient machining optimisation. J. Clean. Prod. 187, 46–62 (2018). https://doi.org/10.1016/
j.jclepro.2018.03.149

5. Shrouf, F., Miragliotta, G.: Energy management based on internet of things: practices and
framework for adoption in production management. J. Clean. Prod. 100, 235–246 (2015).
https://doi.org/10.1016/j.jclepro.2015.03.055

6. Ma, S., Zhang, Y., Liu, Y., Yang, H., Lv, J., Ren, S.: Data-driven sustainable intelligent
manufacturing based on demand response for energy-intensive industries. J. Clean. Prod.
274, 123155 (2020). https://doi.org/10.1016/j.jclepro.2020.123155

7. Biesinger, F., Meike, D., Kraß, B., Weyrich, M.: A digital twin for production planning based
on cyber-physical systems: a case study for a cyber-physical system-based creation of a digital
twin. Procedia CIRP 79, 355–360 (2019). https://doi.org/10.1016/j.procir.2019.02.087

https://doi.org/10.1080/00207543.2018.1444806
https://doi.org/10.1016/j.promfg.2018.02.034
https://doi.org/10.1016/j.procir.2016.01.129
https://doi.org/10.1016/j.jclepro.2018.03.149
https://doi.org/10.1016/j.jclepro.2015.03.055
https://doi.org/10.1016/j.jclepro.2020.123155
https://doi.org/10.1016/j.procir.2019.02.087


Digital Twin Application to Energy Consumption Management 103

8. Rocca, R., Rosa, P., Sassanelli, C., Fumagalli, L., Terzi, S.: Integrating virtual reality and
digital twin in circular economy practices: a laboratory application case. Sustain. 12(6), 2286
(2020). https://doi.org/10.3390/su12062286

9. Kritzinger, W., Karner, M., Traar, G., Henjes, J., Sihn, W.: Digital twin in manufacturing:
a categorical literature review and classification. IFAC-PapersOnLine 51(11), 1016–1022
(2018). https://doi.org/10.1016/j.ifacol.2018.08.474

10. Zhang, M., Zuo, Y., Tao, F.: Equipment energy consumption management in applications.
In: 2018 IEEE 15th International Conference on Networking, Sensing and Control, pp. 1–5
(2018)

11. Cimino, C., Negri, E., Fumagalli, L.: Review of digital twin applications in manufacturing.
Comput. Ind. 113, 103130 (2019). https://doi.org/10.1016/j.compind.2019.103130

12. Tao, F., Cheng, J., Qi, Q., Zhang, M., Zhang, H., Sui, F.: Digital twin-driven product design,
manufacturing and service with big data. Int. J. Adv. Manuf. Technol. 94(9–12), 3563–3576
(2017). https://doi.org/10.1007/s00170-017-0233-1

13. Denyer, D., Tranfield, D.: Producing a systematic review. In: The Sage Handbook of
Organizational Research Methods, pp. 671–689. Sage Publications Ltd. (2009)

14. Peter, O.A., Anastasia, S.D., Muzalevskii, A.R.: The implementation of smart factory for
product inspection and validation a step by step guide to the implementation of the virtual plant
of a smart factory using digital twin. In: 2021 10th Mediterranean Conference on Embedded
Computing, MECO 2021, pp. 7–10 (2021). https://doi.org/10.1109/MECO52532.2021.946
0140

15. Tong, X., Liu, Q., Pi, S., Xiao, Y.: Real-time machining data application and service based
on IMT digital twin. J. Intell. Manuf. 31(5), 1113–1132 (2019). https://doi.org/10.1007/s10
845-019-01500-0

16. Schmetz, A., et al.: Evaluation of industry 4.0 data formats for digital twin of optical com-
ponents. Int. J. Precis. Eng. Manuf.-Green Technol. 7(3), 573–584 (2020). https://doi.org/10.
1007/s40684-020-00196-5

17. Arkouli, Z., Aivaliotis, P., Makris, S.: Towards accurate robot modelling of flexible robotic
manipulators. Procedia CIRP 97, 497–501 (2020). https://doi.org/10.1016/j.procir.2020.
07.009

18. Soares, R.M., Câmara, M.M., Feital, T., Pinto, J.C.: Digital twin for monitoring of industrial
multi-effect evaporation. Processes 7(8), 1–14 (2019). https://doi.org/10.3390/PR7080537

19. Barni, A., Fontana, A., Menato, S., Sorlini, M., Canetta, L.: Exploiting the digital twin in the
assessment and optimization of sustainability performances. In: 9th International Conference
on Intelligent Systems 2018: Theory, Research and Innovation in Applications, IS 2018 -
Proceedings, pp. 706–713 (2018). https://doi.org/10.1109/IS.2018.8710554

20. Pacaux-Lemoine, M.-P., Berdal, Q., Guérin, C., Rauffet, P., Chauvin, C., Trentesaux, D.:
Designing human–system cooperation in industry 4.0 with cognitive work analysis: a first
evaluation. Cogn. Technol. Work 24(1), 93–111 (2021). https://doi.org/10.1007/s10111-021-
00667-y

21. Bermeo-Ayerbe, M.A., Ocampo-Martinez, C., Diaz-Rozo, J.: Data-driven energy prediction
modeling for both energy efficiency andmaintenance in smartmanufacturing systems. Energy
238, 121691 (2022). https://doi.org/10.1016/j.energy.2021.121691

22. Trauer, J., Pfingstl, S., Finsterer, M., Zimmermann, M.: Improving production efficiency with
a digital twin based on anomaly detection. Sustainability 13(18), 10155 (2021). https://doi.
org/10.3390/su131810155

23. Bányai, Á.: Energy consumption-based maintenance policy optimization. Energies 14(18),
5674 (2021). https://doi.org/10.3390/en14185674

24. Kohne, T., Theisinger, L., Scherff, J.,Weigold,M.: Correction to: data and optimizationmodel
of an industrial heat transfer station to increase energy flexibility. Energy Inform. 4(3), 1–17
(2021). https://doi.org/10.1186/s42162-021-00179-z

https://doi.org/10.3390/su12062286
https://doi.org/10.1016/j.ifacol.2018.08.474
https://doi.org/10.1016/j.compind.2019.103130
https://doi.org/10.1007/s00170-017-0233-1
https://doi.org/10.1109/MECO52532.2021.9460140
https://doi.org/10.1007/s10845-019-01500-0
https://doi.org/10.1007/s40684-020-00196-5
https://doi.org/10.1016/j.procir.2020.07.009
https://doi.org/10.3390/PR7080537
https://doi.org/10.1109/IS.2018.8710554
https://doi.org/10.1007/s10111-021-00667-y
https://doi.org/10.1016/j.energy.2021.121691
https://doi.org/10.3390/su131810155
https://doi.org/10.3390/en14185674
https://doi.org/10.1186/s42162-021-00179-z


104 D. Perossa et al.

25. Wang, J.F., Huang, Y.Q., Tang, D.L.: A digital twin simulator for real time energy saving
control of serial manufacturing system. In: 2021 IEEE International Conference on Real-
time Computing and Robotics, RCAR 2021, pp. 720–725 (2021). https://doi.org/10.1109/
RCAR52367.2021.9517579

26. Pires, F., Ahmad,B.,Moreira,A.P., Leitao, P.: Digital twin basedwhat-if simulation for energy
management. In: Proceedings of the 2021 4th IEEE International Conference on Industrial
Cyber-Physical Systems, ICPS 2021, pp. 309–314 (2021). https://doi.org/10.1109/ICPS49
255.2021.9468224

27. Teng, S.Y., Touš,M., Leong,W.D.,How,B.S., Lam,H.L.,Máša,V.:Recent advances on indus-
trial data-driven energy savings: digital twins and infrastructures. Renew. Sustain. EnergyRev.
135(February), 2021 (2020). https://doi.org/10.1016/j.rser.2020.110208

28. Park, K.T., Lee, D., Noh, S.D.: Operation procedures of a work-center-level digital twin
for sustainable and smart manufacturing. Int. J. Precis. Eng. Manuf.-Green Technol. 7(3),
791–814 (2020). https://doi.org/10.1007/s40684-020-00227-1

29. Wang, Y., Wang, S., Yang, B., Zhu, L., Liu, F.: Big data driven hierarchical digital twin pre-
dictive remanufacturing paradigm: architecture, control mechanism, application scenario and
benefits. J. Clean. Prod. 248, 119299 (2020). https://doi.org/10.1016/j.jclepro.2019.119299

30. Wang, W., Zhang, Y., Zhong, R.Y.: A proactive material handling method for CPS enabled
shop-floor. Robot. Comput. Integr. Manuf. 61(July 2019), 101849 (2020). https://doi.org/10.
1016/j.rcim.2019.101849

31. Zhou, H., Yang, C., Sun, Y.: A collaborative optimization strategy for energy reduction in
ironmaking digital twin. IEEE Access 8, 177570–177579 (2020). https://doi.org/10.1109/
ACCESS.2020.3027544

32. Senna, P.P., Almeida, A.H., Barros, A.C., Bessa, R.J., Azevedo, A.L.: Architecture model for
a holistic and interoperable digital energy management platform. Procedia Manuf. 51(2019),
1117–1124 (2020). https://doi.org/10.1016/j.promfg.2020.10.157

33. Cardin, O., et al.: Energy-aware resources in digital twin: the case of injection moulding
machines. In: Borangiu, T., Trentesaux, D., Leitão, P., Giret Boggino, A., Botti, V. (eds.)
SOHOMA 2019. SCI, vol. 853, pp. 183–194. Springer, Cham (2020). https://doi.org/10.
1007/978-3-030-27477-1_14

34. Lima, F.,Massote, A.A.,Maia, R.F.: IoT energy retrofit and the connection of legacymachines
inside the industry 4.0 concept. In: IECON Proceedings of the Industrial Electronics Con-
ference, vol. 2019-Octob, pp. 5499–5504 (2019). https://doi.org/10.1109/IECON.2019.892
7799

35. Wang, J., Huang, Y., Chang, Q., Li, S.: Event-driven online machine state decision for energy-
efficient manufacturing system based on digital twin using max-plus algebra. Sustain. 11(18),
5036 (2019). https://doi.org/10.3390/su11185036

36. Gupta, A., Basu, B.: Sustainable primary aluminium production: technology status and future
opportunities. Trans. Indian Inst. Met. 72(8), 2135–2150 (2019). https://doi.org/10.1007/s12
666-019-01699-9

37. Wanner, J., Bahr, J., Full, J., Weeber, M., Birke, K.P., Sauer, A.: Technology assessment for
digitalization in battery cell manufacturing. Procedia CIRP 99, 520–525 (2021). https://doi.
org/10.1016/j.procir.2021.03.110

38. Leiden, A., Herrmann, C., Thiede, S.: Cyber-physical production system approach for energy
and resource efficient planning and operation of plating process chains. J. Clean. Prod. 280,
125160 (2021). https://doi.org/10.1016/j.jclepro.2020.125160

39. Assad, F., Konstantinov, S., Ahmad, M.H., Rushforth, E.J., Harrison, R.: Utilising web-based
digital twin to promote assembly line sustainability. In: Proceedings of the 2021 4th IEEE
International Conference on Industrial Cyber-Physical Systems, ICPS 2021, pp. 381–386
(2021). https://doi.org/10.1109/ICPS49255.2021.9468209

https://doi.org/10.1109/RCAR52367.2021.9517579
https://doi.org/10.1109/ICPS49255.2021.9468224
https://doi.org/10.1016/j.rser.2020.110208
https://doi.org/10.1007/s40684-020-00227-1
https://doi.org/10.1016/j.jclepro.2019.119299
https://doi.org/10.1016/j.rcim.2019.101849
https://doi.org/10.1109/ACCESS.2020.3027544
https://doi.org/10.1016/j.promfg.2020.10.157
https://doi.org/10.1007/978-3-030-27477-1_14
https://doi.org/10.1109/IECON.2019.8927799
https://doi.org/10.3390/su11185036
https://doi.org/10.1007/s12666-019-01699-9
https://doi.org/10.1016/j.procir.2021.03.110
https://doi.org/10.1016/j.jclepro.2020.125160
https://doi.org/10.1109/ICPS49255.2021.9468209


Digital Twin Application to Energy Consumption Management 105

40. Negri, E., Assiro, G., Caioli, L., Fumagalli, L.: A machine state-based digital twin
development methodology. Proc. Summer Sch. Fr. Turco 1, 34–40 (2019)

41. Kannan, K., Arunachalam, N.: A digital twin for grinding wheel: an information sharing
platform for sustainable grinding process. J. Manuf. Sci. Eng. Trans. ASME 141(2) (2019).
doi: https://doi.org/10.1115/1.4042076

42. Park, K.T., Im, S.J., Kang, Y.S., DoNoh, S., Kang, Y.T., Yang, S.G.: Service-oriented platform
for smart operation of dyeing and finishing industry. Int. J. Comput. Integr. Manuf. 32(3),
307–326 (2019). https://doi.org/10.1080/0951192X.2019.1572225

43. Karanjkar, N., Joglekar, A., Mohanty, S., Prabhu, V., Raghunath, D., Sundaresan, R.: Digital
twin for energy optimization in an SMT-PCB assembly line. In: Proceedings of the 2018 IEEE
International Conference on Internet Things Intelligent Systems, IOTAIS 2018, pp. 85–89
(2019). https://doi.org/10.1109/IOTAIS.2018.8600830

44. Yan, K., Xu, W., Yao, B., Zhou, Z., Pham, D.T.: Digital twin-based energy modeling of
industrial robots. In: Li, L., Hasegawa, K., Tanaka, S. (eds.) AsiaSim 2018. CCIS, vol. 946,
pp. 333–348. Springer, Singapore (2018). https://doi.org/10.1007/978-981-13-2853-4_26
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Abstract. Deep tech start-ups are enterprises established on cutting-edge and rad-
ical technologies basedon scientific discoveries (deep technologies), like advanced
manufacturing and robotics, blockchain, agrotech and artificial intelligence. They
start in university laboratories without a specific application and evolve from fun-
damental research to commercial application slower than start-ups based on off-
line to on-line business model. With the increasing information exchange, com-
plexity, and uncertainty among actors of innovation ecosystems and the world
scientific community, it is required an approach that aims beyond the product
development, covering the product lifecycle and understand the information flow
among innovation ecosystem actors, i.e., how open innovation works across the
boundaries of deep tech start-ups. This work performs a systematic literature
review and proposes a conceptual model to understand how Product Lifecycle
Management and Open Innovation support deep-tech start-ups in their develop-
ment, seeking to encourage innovation ecosystems and members of the academic
community towards the application of their research into disruptive solutions to
complex issues.

Keywords: University spin-offs · Disruptive innovation · Science-based
enterprises · Knowledge-based enterprises · Product innovation

1 Introduction

Product Lifecycle Management (PLM) represent a product centric lifecycle-oriented
business model, supported by ICT, in which product data are shared among actors,
processes and organisations in the distinct phases of the product lifecycle for achieving
desired performances and sustainability for the product and related services [1]. As a
technological solution, PLM establishes a set of tools and technologies that provide a
shared platform for collaboration between product stakeholders and streamlines the flow
of information throughout all stages of the product’s life cycle [2].

As global competition intensifies and innovation becomesmore risky, expensive, and
necessary for survival, the concept of Open Innovation (OI) emerges as a novel strategy.
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According to Chesbrough&Bogers [3], OI is an innovation process distributed based on
knowledge flows purposely managed across organisational boundaries, using monetary
and non-monetary mechanisms in line with the business model of each organisation.
These knowledge flows can involve knowledge flows to the focal organization (wing-
leveraging external knowledge sources through internal processes), knowledge outputs
from a focal organisation (leveraging internal knowledge through external marketing
processes) or both (engaging external sources of knowledge and marketing activities).

As the innovation activity intensifies, Small and Medium-Sized Enterprises (SMEs)
that generate innovation are being created worldwide exponentially, and the number
is growing every day. In this universe, Start-ups play an essential role in the economy,
differentiating themselves from other SMEs. Start-ups are companies created to evaluate
business models developed around innovative ideas, typically proposed by several co-
founders or members of the team [4]. Nevertheless, while the entire start-up market is
growing, some parts are growing faster than others [5], the so-called Deep-tech start-ups
(DTS), which are enterprises based on Deep-Technologies (Deep-techs).

Deep technologywas sparked bySwati Chaturvedi, CEOof Propel(x) [6]. Deep techs
are cutting-edge and disruptive technologies based on scientific discoveries and offer
the potential to reinvent businesses for the better, maximizing impact, scale, profit, and
social welfare [7]. Deep-techs usually originate in university laboratories, e.g., university
spin-offs, which means that the technology itself is new and very sophisticated, it was
necessarily undesigned with a concrete application or a specific market need [8], i.e., the
business strategy of DTS is built round unique, differentiated, protected or difficult to
reproduce, technological or scientific advances. Unlike software-based projects, where
standard methods can be employed at any stage to rapidly develop a product, Deep-
tech projects require frequently more time and specific knowledge. In addition, the core
technology on which the start-up is based is extremely sophisticated and developed after
years of fundamental research [8].

Start-ups concentrate efforts on product development [9]. A DTS, however, is slower
and more ex-pensive than a digital start-up, for several reasons: 1) Strong research base:
product development depends on fundamental research and/or advanced R&D, which
requires support from a robust set of sophisticated skills, knowledge and infrastructure,
in addition to prolonging the time tomarket products; 2) Heavy industrialization process:
in addition to be supported by ICTs, most products in this field are hardware—typically
based on advancedmaterials and resources—requiring highly developed industrial skills
to acquire, manufacture and scale. These products are much more difficult to scale than
products associated with the Internet and mobile technologies are used to; 4) Great
investment needs: the infrastructure, skills and resources needed for a DTS require
substantial financing capacity over an extended period; 5) Commercial application yet
to be defined: the specifications of the final product can be undefined in the process.
Blockchain developed as a specific technological solution for Bitcoin, for example,
opened the door to an emerging financial market that its developers did not foresee.
According to the Global Start-up Ecosystem report [5], the top four fastest growing
sub-sectors of start-ups are: advanced manufacturing and robotics, blockchain, agrotech
and new foods, and artificial intelligence, big data and analytics, that is, they depend
completely on technological advances and tangible IP.
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Most of this knowledge is generated by the R&D units (universities, Institutes, etc.),
attempt to reduce the distance from academic environment to commercial application
[10], and open innovation strategies, which perform a substantial role in the development
of these new businesses, supporting the development of new products and services with
a significant content of innovation that retain disruptive characteristics. Another relevant
aspect represents the rise of the emerging need for organisations to become agile, not
only their product development, which theme was highly associated with, but to respond
quickly to the needs and desires of the market, that is, all the components of the socio-
technical that the organisation and/or system is insertedmust be agile. This characteristic
contrasts with the development of deep-techs, which, as previously described, are based
on scientific discoveries and have an indefinite time-to-market.

Founded on the concepts described above and performing systematic literature re-
view, this work proposes to answer the following research question: “Product Lifecycle
Management and Open Innovation approaches can support Deep-tech Start-ups?”.

The subsequent sections of the paper are organised as follows. Section 2 presents the
method. Section 3 presents the results and Sect. 4 discusses the elements and concludes
the work.

2 Method

With the aim to answer the research question described in Sect. 1, we conducted a Sys-
tematic Literature Review (SLR) and content analysis of the literature on PLM and OI
applied to the universe of DTS. To answer this question, we searched on two electronic
data base platforms, i.e., Scopus and Web of Science. The time span selected was from
2011 until 2021. We exclusively selected articles published in journals and which lan-
guage is English. The queries searched for DTS, PLM, OI and related terms on titles,
abstracts, and keywords of the articles. The query that retrieved documents from DTSs
and OI is (“deep tech*” OR “scientific discover*” OR “engineering innovation*” OR
“technological innovation*” OR “science based start-up*” OR “university spinoff” OR
“applied research”) AND (“open innovation”). The query that retrieved articles from
DTSs and PLM is (“deep tech*” OR “scientific discover*” OR “engineering innova-
tion*” OR “technological innovation*” OR “science based start-up*” OR “university
spinoff” OR “applied research”) AND (“product life cycle” OR “PLM” OR “product
information” OR “product data” OR “beginning of life” OR “BOL” OR “middle of
life” OR “MOL” OR “end of life” OR “EOL”).

The two queries (DTS AND OI, and DTS and PLM) returned 478 articles that
meet the search strategy. We removed 115 duplicates and retrieved the remaining 363
documents. The screening of titles, abstracts and keywords indicated ten articles and one
article were included. We additionally searched for the articles published by the authors
of the ten articles and included another seven articles which fulfil the criteria, totalizing
seventeen articles to final selection.
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3 Results

In this section, we present the findings from the systematic literature review about DTSs,
PLM and OI, which can be combined into the schema in Fig. 1. The schema was con-
ceived using inductive reasoning (drawing conclusions by going from the specific to the
general).

Fig. 1. General schema

The results indicate two clusters of studies: R&D-funnel and Product lifecycle. The
cluster R&D-funnel is composed by studies that mostly use metric information studies
(MIS) to harvest potential technologies and analyses whether technologies analysed
mostly in scientific papers and patents are in the maturity level suitable to be translated
into viable commercial products. Meanwhile, the other cluster, Product lifecycle deals
with the challenges of translating research into a commercially viable product.

The section is presented in two subsections according to the findings. Subsection 3.1
describes the direct influence ofOI onPLMapplied toDTSs,while Subsect. 3.2 describes
the indirect influence of OI on PLM regarding the DTs universe.

3.1 R&D Funnel

Most articles that contribute to the R&D funnel section massively use MIS to harvest
and assess whether a technology has achieved its maturity to be developed and launched
to the market, or to be commercially viable. The eight articles of this section and their
contributions and applications are described below.
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Lezama-Nicolás et al. [11] developed an approach to obtain the technologyReadiness
Level (TRL) from scientific articles, intellectual property documents, and news records,
diminishing the level of bias in the analysis (compared to TRL) and avoiding the costs
and drawbacks associatedwith assessing technologicalmaturity through expert opinions.
The proposed method could be employed to assess the maturity level of a technology
or part of a technology which the DTS is willing to acquire rather than develop. Whilst
Yeo et al. [12] proposes a bibliometric analysis of research papers that can be used as a
proxy to measure the degree of uncertainty in a product’s technological innovation. The
method is applicable for “cherry-picking” promising products among vast numbers of
candidate products.

Yeo et al. [13] developed a recommendation algorithm to suggest promising tech-
nologies to SMEs. The experimental method contains a distinct goal of finding forward
technologies on the technology-value-chains and to recommend promising technologies
to SMEs that need “knowledge arbitrage” and to help SMEs produce ideas on newR&D.
Meanwhile, Su et al. [14] explore the likelihood of product commercialization and the
speed of product commercialization with thirteen patent indicators classified into three
perspectives of R&D strategies: collaboration, knowledge, and legal protection. R&D
organizations can consume the patent indicators to understand how to attain product
approval and accelerate product commercialization speed.

Su [15] discuss the possible correlation of patent characteristics that reveal significant
variances at transitions with the change of patent characteristics over time and its strate-
gic implications. The No. of Patent References, No. of Non-Patent References, No. of
Foreign References, No. of IPCs, No. of UPCs, and litigated patent promises technology
lifecycle indicators for detecting and forecasting technology lifecycles. The application
of this work remains the possibility of studying technology lifecycle and uncovering
technological development strategies with carefully selected patent characteristics.

Rodríguez-Salvador [16] propose a hybrid data model that combines the assessment
of scientific publications and patent analysis production and is further supported by
experts’ feedback. The model uncovered the core areas of research of the analysed topic
in his work. The proposed model helps (i) to study emerging technological innovations,
(ii) to assess ongoing research trends and expose the knowledge landscape, and (iii) to
better understand any emerging technologies that are currently coming onto the market.

Jun et al. [17] use patent documents as objective data to develop a model for vacant
technology forecasting. The authors propose a matrix map that provides broad vacant
technology areas. Themodel identifies the vacant technology areas of a given technology
field by operating the results from both matrix map and K-medoids clustering based on
support vector clustering. The proposed technology forecasting model can be applied
to diverse technology fields, including R&D management, technology marketing and
intellectual property management.

Wang et al. [18] shows that two contingency variables (absorptive capacity and tech-
nological uncertainty) produce a moderating impact on the relation between the exter-
nal technology scouting of open search and a firm’s open innovation generation. The
industry dynamism provided a significant impact on the relation between external tech-
nology scouting and innovation generation in the intensely competitive high-technology
environment.
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3.2 Product Lifecycle

The second cluster deals mostly with product development in the product lifecycle and
the impacts of open innovation. The nine articles selected to this section are described
below.

Bahemia et al. [19] examine the effect of including eleven distinct types of external
parties within an NPD project. The authors develop and evaluate a novel measurement
scale that examines three dimensions of “openness”: breadth, depth, and partner newness.
The aggregation of the three dimensions might influence on the desired outcomes of the
innovation project and the strength of patents. The study equally extends the extant
supplier involvement in new product development literature to examine the effect of up
to eleven types of external actor in NPD projects.

Bazan [20] designs a framework as a structured methodology based on the Stage-
Gate®model, best practices in translational research, project management, new product
development, business development, science of team science, and IP management. The
proposed translational R&D model and methodology helps link university science and
engineering research to commercial outcomes, i.e., to promote a seamless transition from
research to business. The translational R&D model and methodology can be used to
understand, describe, and implement their research as translational activities conducive
to delivering their ideas to market. The framework is equally relevant to university
researchers who might not intend to turn their early-stage innovations into businesses
but advance the development of the innovations to the point where they become attractive
for others, to embrace the challenge of developing the innovations farther for the market.

Also based on the Stage-Gate®, Bers et al. [21] builds new stages and new dimen-
sions, partitioning the product–market focus of Stage-Gate® into four concurrent, inter-
woven tracks: market/societal, scientific/technological, business/organizational, and
innovation ecosystem. The first represents a stage of strategy development, not around
the company but around the innovation itself. The second new stage is designing organi-
zations around the innovation. The other stages include a pre-discovery period and three
post-launch periods, which provide for the extended experimentation and incremental
improvement required of radical innovation. The model facilitates entry and exit of the
multiple parties involved in radical innovations and proposes a technique (discrete real
options analysis) that enables each party to assess the financial value of the innovation
as it unfolds. The model can assist scholars and university managers in the develop-
ing of organizations (potentially spin-offs) around the innovation itself, in an inside-out
approach, rather than an outside-in.

Moaniba et al. [22] contributes to the understanding of drug commercialization by
constructing knowledge-based indicators that should allow researchers to quantitatively
track andmeasure the effectiveness of the diversity of knowledge acquired in the contexts
of countries involved in the co-invention (of the new drug), and the industrial and tech-
nological varieties. The study introduces a new indicator of the intensity of knowledge
search by taking into consideration the geographic distance considered in the search for
external knowledge, the significant effects of both the intensity of the knowledge sourced
and the geographic distance considered in the search extend the existing understanding
of the broader concept of innovation strategy.
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Germann et al. [23] describes the different modalities of cross-fertilisation between
basic university or publicly funded research institutions and the applied research and
development activities within the pharmaceutical industry. The study states that inno-
vation opportunities found in more narrow windows are easier to find, select, develop,
and translate into the own organisation of the pharmaceutical company because of the
closeness of the idea towards the receiving organisation and the scientific expertise.
The study proposes the primary elements of innovative translational research from aca-
demic perspective and how to integrate it to a product development process of a big
pharmaceutical company perspective.

Slavova [24] concludes university-industry interactions demonstrate a direct asso-
ciation with a firm’s engagement in open systems of scientific knowledge exchange.
University-industry alliances are conduits for transfer of industrial practices like
entrepreneurial activities and patenting to academia. Firms with direct ties to univer-
sities are better-off at generating inventions of greater quality, greater impact, and more
quickly.

Zhu et al. [25] demonstrate that OI breadth and OI depth positively affect NPD
speed. Varying types of business models must be aligned with OI breadth and depth
to better facilitate NPD speed. Additionally, OI breadth increases NPD speed through
accessing diverse information sources, recombining complementary information, and
capturing innovation opportunities, however, OI depth advances NPD speed through
information utilization, such as information sharing and transfer. External information
sources widely and deeply employed can provide innovative ideas and resources for
gaining more innovation opportunities and thus speed up NPD processes. To regulate
the NPD desired speed, managers can select the appropriate depth and breadth of OI in
their operations.

Zou et al. [26] show that during the stages of growth and maturity, firms experience
a more active trend of valuing, acquiring, assimilating, transforming, and exploiting
external knowledge than in the introduction and decline stages of the product life-
cycle. A firm’s potential and realized absorptive capacities achieve their peak during
the product lifecycle growth stage. The changing tendency of a firm’s technology-
innovation achievements is consistent with the product lifecycle curve, which means
that technology-innovation achievements are driven typically by market demand of
product lifecycle. The study suggests on how firms can adjust management policies
to improve their absorptive capacity and technological innovation performance during
different product lifecycle stages.

4 Discussion and Conclusion

We have selected to link PLM to OI in DTSs, because PLM provides an adequate
understanding of the product lifecycle, from inception to disposal, and especially because
PLM encompass and at the same time look beyond product development and product
lifecycle from marketing’s point of view. Since many organisations acquire competitive
advantages using PLM to manage their product lifecycles, this affirmation could not be
different from a start-up perspective. To narrow the gap of information to support PLM,
we complete this study with OI, representing all the information flow to the development
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of a DTS. Therefore, we conducted a systematic literature review of PLM andOI applied
to DTSs and the results provided scientific evidence to develop a preliminary conceptual
model. From the selected articles, we divided them in two clusters. The first primarily
addresses aspects related toMIS to harvest and assess science knowledge and intellectual
properties that could be use in DTS. The latter provided a comprehensive vision of the
surroundings of OI on PLM application in DTSs and the translation of fundamental
research to a commercial product.

Start-ups in general lack of formal managerial structures due to its size and activities
risks. To minimise adversary situations to their existence, start-ups rely on the ecosys-
tems to evolve and then at some point of their lifecycle exit via IPO,M&A, etc. Therefore,
start-ups are learning organisations that need information to expand and achieve their
milestones. Depending on closed innovation does not represent an option when develop-
ing innovative technologies. From founder’s perspective, learning remains an ongoing
activity. The ecosystem equally represents valuable opportunities to develop collabora-
tive networks, which helps to share the risks founders typically take when they decide
to initiate a start-up. DTSs sustain an inside-out business and technology push strat-
egy, their value proposition is built round the unique and hard to reproduce developed
technology. Therefore, it is challenging for an organisation to generate all the critical
knowledge required for the innovation process internally. Especially for start-ups that
have minimal structures and sometimes inexistent structures, relying in support struc-
tures within innovation ecosystems. Summarising the reasons of DTSs success, it would
be noteworthy to identify which factors could be more relevant to the DTS universe.

As exposed in previous sections of this work, information performs a significant role
in DTSs. DTSs rely in maturity levels which can move forward with the adoption of
external sources of information, amongst then collaboration, i.e., OI. Additionally, to
perform the proper management of the product information of technological innovation
being developed by DTSs, PLM provides solutions that DTSs faces when dealing with
their product lifecycle. Absorbing external knowledge from scientific sources, using
proper tools to manage the project, DTSs can excel the initial phases of their existence
and increase the product maturity, therefore surpassing the valley of death.

We have not found studies covering end-of-life (EOL) stages of product lifecycle,
and this is a yet to be discussed topic even among practitioners. It is comprehensive
that most of the effort necessary to establish a radical technological solution must be in
the initial stages of the product lifecycle. Also, some models found in SLR performed
by this study suggests that customer and users play a substantial role in the technology
development and the preliminary stages of product lifecycle. This affirmation is not
entirely applicable to DTSs. Because the strategies to develop their products, DTSs exist
to solve big Environmental and Social issues and their attractiveness to investments
increases due to a change of society’s value and eager for radical innovations, which is
incorporating sustainable elements to its set of relevant values.

DTSs have naturally an advantage over other start-ups, the abundance of information
surrounding their business that could help to reduce uncertainty related to their business
application. Although few studies are being conducted about DTSs, they represent until
now an increasing field of study. Nevertheless, the increasing number of investments
in these companies, innovation governments policies, technological advances and the
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future depletion of “offline to online business model innovation start-ups”, must push
an increasing number of DTSs entrepreneurs to develop radical solutions to solve even
more complex problems of the present and futures.

This work contributes to promote the foundations of “research to market” and aca-
demic entrepreneurship performed by Universities and Research Centres. It provides
guidelines to players of innovation ecosystems develop their own frameworks to support
radical innovations in DTSs using PLM and OI.
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Abstract. Digital thread, that is interoperability between the different layers of
companies’ organization and throughout their processes, is a key target for Indus-
trie 4.0 or SmartManufacturing. The historical drivers of integration, PLM and the
Automation Pyramid (ISA-95), were decisive to structure processes and organiza-
tions when no technical solution to reach global interoperability existed. However,
now, thanks to the maturity of new technologies at every level (growing comput-
ing power in machines, efficient communication protocols, reliable heterarchical
architecture), new solutions and architecture models are emerging. After a broad
state of the art, this paper intents to discuss the opportunities brought by new
architecture model such as RAMI 4.0, Service Oriented Architecture and Multi
Agent Systems applied to industrial use cases, and the necessary questioning of
the hierarchical integration approaches that are still prevalent.

Keywords: Integration · PLM · Operation management

1 Introduction

The digital transformation, that is now widespread in industrial companies, is a mean to
increase quality of products and services through a full deployment of ICT (Information
Technology Tools). One of digital transformation core concept is digital continuity or
digital thread. This rests upon the idea of a channel to capture and share data across the
company. There have been many works, theoretical and practical, in the last 30 years,
supporting companies to deploy a digital thread through their organization. There are
several axes framing digital thread. The focus can be on a PLM (Product Lifecycle Man-
agement) aspect, or on a more OM (Operations Management) aspect, depending on the
source of the data. Yet the digital thread along these axeswas limited by the interoperabil-
ity between systems. Lately, new proposals addressing interoperability (communication
standards, Service Oriented Architecture, Multi Agent Systems) provide solutions to
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foster digital thread in these existing frames. But they also enable new, more distributed,
architecture, that are becoming interesting alternatives.

The present paper intents to question the current divergences between these axes
and explore the possibilities for a convergence. Section 2 will describe the digital thread
along three identified axis. Section 3 will explore recent proposals that may challenge
this axes division. Section 4 will discuss the risen challenges and opportunities.

2 Integration Axis

Digital thread, and its integration, relies on the concept of interoperability. The term
“integration” can have several meanings while addressing interoperability questions.
This section will clarify this ambiguity but as well define interoperability.

Integration can refer to the concept of interoperability: “interoperability lies in the
middle of an ‘integration continuum’ between compatibility and full integration” [1].
Furthermore, [2] proposes three integration axes: vertical, horizontal, and end to end.
Vertical integration describes the intelligent cross-linking and digitalization across the
different aggregation and hierarchical levels of a value creationmodule frommanufactur-
ing stations via manufacturing cells, lines and factories. Horizontal integration describes
the cross-company and company-internal intelligent cross-linking throughout the value
chain of a product life cycle and between value chains of adjoining product life cycles.
PLM integration describes the intelligent cross-linking and digitalization throughout all
phases of a product life cycle: from the raw material acquisition to manufacturing sys-
tem, product use, and the product end of life. These three integration axes are the subject
of the present section.

2.1 Integration Through PLM

“PLM can be broadly defined as a product centric – lifecycle-oriented business model,
supported by ICT, in which product data are shared among actors, processes and organi-
zations in the different phases of the product lifecycle for achieving desired performances
and sustainability for the product and related services” [3]. It is critical to ensure a data
continuity linking the different tools used for product design and manufacturing. For the
product development cycle (including design, simulation, manufacturing and assembly),
[4, 5] conclude that the two main ways to reach interoperability between the different
systems are the use of standard formats, and of ontology models.

Ontologies are explicit specifications of a conceptualization [6]. A conceptualization
is an abstract, simplified view of the world that we wish to represent for some purpose.
Every knowledge base, knowledge-based system, or knowledge-level agent is committed
to some conceptualization, explicitly or implicitly. In a literature review [7] presents
several ontology based product models such as PRONTO, PSL, OntoPDM, PROMISE,
OntoSTEP. These ontologies can be built from scratch or based on existing standards.
[8], makes a proposal for using ontology to enable semantic interoperability between
different PLM systems, that does not lead to any technology constraint or tool.

Then, the link between data from the design phase to the actual production is handled
by the Product Data Management. “PDM is the system developed to efficiently manage
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the product-related data and entire data flow for the work process emerging from new
product development or existing product modification based on the work of the R&D
division. Therefore, in the manufacturing industry, the connection from PDM of product
data, that is, of Bill of Material (BOM) data, to ERP is an essential requirement and also
the most important problem that needs to be solved” [9]. The link between engineering
data andmanufacturing data is done through the transformation of the Engineering BOM
(EBOM) in the Manufacturing BOM (MBOM) at the ERP level [10].

Predictably the Beginning Of Life (BOL) is the phase with the largest quantity of
data, and for which more efforts have been made to reach interoperability. Regarding
the latter stage of PLM, Middle and End of Life (MOL, EOL), there are less use cases
because of the lack of data. It would be interesting to assess accurately what frameworks
now exist for these stages of PLM, and how it can interact with OM.

2.2 Integration for Operation Management

While PLM is product centric, horizontal and vertical integration refer to the architecture
of the company. This architecture, although handling product data, is the support of
Operations Management: “OM is management of a systemic transformation process
to convert a set of inputs into outputs”. It rests on the ERP, as a central pillar, but also
embraces other management systems (Supply chain management, customer relationship
management., supplier relationship management., knowledge management.) [11].

Fig. 1. Automation pyramid [12]

A breakdown in several business layers of the IT system has been proposed in the
ISA-95 [12] (Fig. 1) framework: Level 0 and 1 are contained in the machines that
compose the industrial system. There the integration issues are the prerogative of the
Original Equipment Manufacturer (OEM).

Focusing on the 3 higher levels, (2:SCADA, 3:MES, 4:ERP) [13] proposes a new
pyramid more consistent with the current integration questions (Fig. 2). The different
machines are part of the field level and may be connected, although using distinct tech-
nologies (from legacy PLC to recent NC). The scope of the cell level is the orchestration
of the different systems on the field level, in order to achieve the goals set at company
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level. MES and the humanmanagement of operations would occur at cell level; and ERP
at company level.

Fig. 2. Revised automation pyramid [13]

2.2.1 Integration Across Manufacturing Process (Horizontal)

Discussing the horizontal integration at field level is assessing the interoperability
between the different machines. In the framework of [14], it can be achieved by “integra-
tion”, “unification”, or “federation”. The integration approach means a standard is used
by all the components. The current standard that is broadly spread is OPC UA, although
MQTT is an emerging alternative [15]. Yet some systems that share more specific func-
tions can have amore specific standard (AML, PackML). However it is common to see in
a shopfloor successive generations of machine [16] that communicate and compute dif-
ferently. In this case a semantic data model can oversee the communications, providing
a translation between any component, suiting [14] definition of unification. Otherwise,
interfaces can be set between components to manage semantic translations issues, real-
izing interoperability through federation. Asset Administrations Shell is an application
of this strategy [17]. Notwithstanding these conceptually different approaches, it is usual
to mix them to extend the scope of interoperability, to provide bridges between different
standards or data models.

For cell level integration, MES solutions are usually unique for a given production
system and do not need horizontal interoperability. Regarding company level, ERP inter-
operability in the context of extended enterprise is a challenge but it does not enter the
scope of this paper.

2.2.2 Integration Across Business Layers (Vertical)

Data from machines is used strictly for follow up of production progress but an auto-
mated access at a sufficient rate enable more uses, such as monitoring for preventive
maintenance [18] or near real time modelling for digital twin [19]. The main prerequi-
site of these use cases is the deployment horizontal integration with recent standards at
field level (OPC UA or else). Regarding interoperability between ERP and MES layers,
it is less of a challenge because both MES and ERP (Fig. 2) networks are IP based; there
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is no issue regarding technical interoperability. Still the question of semantic understand-
ing stands. As a solution for this, MESA formalized a standard, B2MML (Business to
Manufacturing Markup Language) that consists of a set of XML schemas written using
the World Wide Web Consortium’s XML Schema language (XSD) that implement the
data models in the ISA-95 standard.

Vertical and horizontal integration, as well as PLM integration, were built on a
partition of high-level processes and organization in distinct layers, to frame tools and
methods to be use successively. It was necessary when there was no set of interoperable
ICT solutions to manage the workflows throughout a company. Now, the progress of ICT
tools and their deployments in industrial companies challenge the idea of integration
following numbered steps.

3 Architectures and Distributed Approaches

3.1 Multidimensional Architecture Model

In a recent review of enterprise architecture model, [20] lists IIRA (2015), RAMI 4.0
(2015), IIVRA (2016) SITAM (2016), IBM industrie 4.0 (2017) and LAFSA (2019), that
were created in the frame of Industrie 4.0. Amongst these 6 architectures, it is RAMI 4.0
and IIRA, that are the most popular and frequently mentioned. They both are supported
by industrial consortia: German Electrical and Electronic Manufacturers’ Association
(ZVEI) for RAMI 4.0 and the Industrial Internet Consortium (IIC) for IIRA.

For instance, RAMI (Fig. 3) has three dimensions: business layers, life cycle value
stream and hierarchy levels that create a multi-dimensional model allowing detailed
partition of the enterprise layers.

Fig. 3. RAMI 4.0 [21]

These reference architectures are remarkably different from the ISA95 proposal, and
challenge the approach by integration (horizontal, vertical, PLM) because they intent to
address all the different dimensions at once, and thus cannot be linearly described.

3.2 Service Oriented Architecture

Similarly, the service-oriented architecture is an architectural approach for software
development that allows the recursive aggregation of services into new business pro-
cesses and application. [22]. SOA takes business applications and breaks them down
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into individual functions and processes as services. Each existing services can be
recomposited, reconstructed, and reused to new applications [23].

SOA addresses the requirements of loosely coupled, standards-based, and protocol
independent distributed computing. Business operations running in an SOA comprise a
number of invocations of these different components, often in an event-driven or asyn-
chronous fashion that reflects the underlying business process needs. This functionality
is provided by the Enterprise Service Bus (ESB) that is an integration platform that uti-
lizes Web services standards to support a wide variety of communications patterns over
multiple transport protocols and deliver value-added capabilities for SOA applications
[24]. More practically, ESB is a three-party system with service providers on one side,
service customers on the other side, and a service broker that orchestrate the exchanges.

Unfortunately, ESB is a solution only for software integration, and does not embrace
industrial components. Yet, [25] and [26] offer an experimental extension of the ESB to
the manufacturing operations, with a Manufacturing Service Bus (MSB). They explain
that the traditional layers hierarchically ordered can be directly linked together with the
MSB. Thus, there is more flexibility for the business processes to make interact directly
any of its module notwithstanding any hierarchical difference. Other similar proposals
based on ESB exist: Line Information System Architecture (LISA) [27] or a service bus
gathering PLM, ERP and MES [28].

3.3 Multi Agent Systems in Manufacturing

[29] presents current and future industrials systems as Cyber Physical Production Sys-
tems (CPPS). CPPS are composed of industrial Cyber Physical Systems (CPS): collab-
orating computational entities which are in intensive connection with the surrounding
physical world and its on-going processes, providing and using, at the same time, data-
accessing and data-processing services available on the Internet. This new distribution of
data-accessing and processing among the components of industrial systems challenges
again the automation pyramid (Fig. 4): it is now possible to take decisions at a lower
level for real time critical events.

To summarize, the latest enterprise architecture reference model are matrices with
numerous interdependent partitions to be addressed and integrated. From the ICT per-
spective, SOA is now a mainstream solution to ensure interoperability in the IT layer of
the companies in a heterarchical way (Fig. 4). Then, from the machines point of view,
the concept of CPPS considers distributed computation power and new communication
protocol ensuring direct interoperability at the lower level. All these approaches are
consistent together but divergent compared to the linear and step by step integrations
presented earlier.
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Fig. 4. Transition from traditional industrial automation pyramid to cross-layer entity-to-entity
communication [20]

4 Discussion and Conclusion

Digital thread is a key challenge today because numerous software and data sources
coexist and there is a high business value to have a consistent set of interoperable solu-
tion to capture and use data. Section 2 presented the major guidelines for product data
and enterprise systems, namely PLM, and vertical and horizontal integration based on
ISA-95 automation pyramid. Lastly Sect. 3 focused on newer approaches that lean on
technologies recently available for industrial systems.

Although PLM and automation pyramid have structured industrials companies while
ICT tools were not available and integrated, new technologies and concepts are now
emerging that does not need so many layers and that provide more distributed abilities.

Firstly, the developments in this paper show a simplification of the issues about
vertical integration. Originally, the automation pyramid [12] had five levels. Regarding
industrial organizations, the integration effort from OEM has compressed in one “field
level” the first 3 (0: sensors and actuators, 1: automation, 2: SCADA) [13]. In the mean-
time, the broad deployment of SOA in IT-based networks, through ESB, has flattened
all hierarchy between software [24]. It then remains only two levels: the Information
Technology (IT) layer (IP-based network) and the Operational Technology (OT) layer
(Field area networks). Nowadays, the research efforts for vertical integration are thus
mainly focusing on the IT/OT interface.

ESB extending to the manufacturing process seems a very promising SOA solution,
using multi agent systems. Some experiments have been successful, but their scope
is quite small. An interesting research axis would be to assess the scalability and the
robustness of this concept at a company size. SOA could support the rising alternative
to traditional hierarchical architectures: decentralized networks (Fig. 4) of CPS. These
systems have by definition the ability to take decisions autonomously, thus providing
indisputably quicker reaction time. The need for near real-time decisions, and for reactive
and flexible systems [30] could become the issue that will trigger a reassessment of
traditional architectures: “As a result rigid and centralized organizations may become
obsolete” [29].

With the emergence of decentralized systems, also comes the possibility to set up
local optimizers to deal with disturbances or unforeseen events. Yet the need for a global
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optimization remains to reach delivery dates and performance goals. To handle both,
Dynamic Architectures have been proposed. [31] present a state of the art and the cur-
rent challenges of hybrid control architectures, that include switching systems between a
predictive mode (globally optimized) and a reactive mode (locally and temporarily opti-
mized). These theoretical architectures are very complex; but if they reached a sufficient
level of maturity, they could become mainstream thank to their unmatched industrial
efficiency.

Lastly, the opposition between PLM integration and OM integration was seeming
until the creation of new architecture reference models that support both axes. The
link between data from the product (drawings, BOM,…) and from the industrial system
(OEE, machines static parameters,…) are theoretically possible but a unified data model
would have a very large scope. For instance [32] proposes compatible data models for
product and process to link PLM and Equipment (machines) Lifecycle Management in
aircraft manufacturing, resulting in an already very complex model.

To conclude, the historical PLM and OM architectures have been both designed and
deployed to manage system and tools that were in no way interoperable. The recent tech-
nological advances, on software, hardware, and communication protocols, have unlocked
newpossibilities of integration, that bypass these architectures. The research axis empha-
sized in this paper are about the scalability of decentralized systems applied to manu-
facturing systems, SOA and dynamic architectures; and also, about the development of
solutions handling both product data and operation management data overpassing the
historical lack of awareness between PLM and Operation Management systems.
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Abstract. Nowadays, issues such as shorter time-to-market, cost saving, andqual-
ity and compliance management are among the main concerns for the formulated
industry. Thus, Product Lifecycle Management (PLM), already well-established
in industries such as discrete manufacturing, is becoming increasingly popular,
as a solution able to support industries operating in the formulated sector. On the
market side, PLM vendors are offering increasingly verticalized solution to meet
market demand. However, on the scientific side, limited research has been carried
out about the use of PLM in pharmaceutical industry and very poor regarding the
cosmetic and fragrance industries. With scientific research not keeping abreast of
commercial development, the PLM concept is often misunderstood or not fully
potential exploited by PLM developers. This research aims to assess actual and
potential functionalities of cosmetic and fragrance industries PLM application.
Findings are based on a scientific literature review about the use of PLM in phar-
maceutical, cosmetic and fragrance industries, an assessment of cosmetic and
fragrance regulation environment (limited to the EU market) and a study on PLM
solution commercially available for the cosmetic and fragrance industries. Some
well-established functionalities were found and some other potentially valuable
PLM functionalities, which are currently missing or poor developed are identified
and proposed. The need and the possibility for further development of such PLM
application is determined.

Keywords: Product lifecycle management · Formulated product · Cosmetic
industry · Fragrance industry · Enterprise information system

1 Introduction

The Product Lifecycle Management (PLM) is a business strategy for creating and sus-
taining a product-centric knowledge environment. As a technology solution, PLM is an
integrator of tools and technologies that streamlines the flow of information through the
various stages of the product lifecycle [1].
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Scientific research is addressing the PLM subject since more than two decades,
discussing about its actual and potential value for the industry. On the commercial
side, PLM applications, initially limited to some manufacturing industries, in the last
years are spreading across several type of business, with ever-increasing verticalized
solution addressing specific industry needs. However, especially in those sectors which
are starting now to implement PLM, the development of commercial solution does
not necessarily go hand in hand with scientific research and the PLM concept is often
misunderstood or not fully potential exploited.

This study addresses the actual and potential use of PLM in cosmetic and fragrance
industries, through a comparison with the pharmaceutical industry. The paper is orga-
nized as follows: Sect. 2 presents the research methodology; Sect. 3 defines pharmaceu-
tical and then cosmetic and fragrance product lifecycle stages and in Sect. 4 a discussion
of needed PLM functionalities is carried out. Section 5 concludes the paper.

2 Methodology

2.1 Scientific Literature Review

In order to identify how PLM can be used in the fragrance and cosmetics industries, a
literature review was carried out, which consisted of two different phases.

Phase 1. For thefirst preliminary assess about the need for PLMin suchkind of business,
it was decided to broaden the research scope and include the pharmaceutical industry,
leveraging on similarities between these sectors. Being the pharmaceuticals a more
long-standing, developed, and regulated industry, such inclusion allowed to widen the
literature results.

The mainly used searching engine was Scopus, with the integration of some results
fromGoogle Scholar and other indirect sources. The query that was at first used to search
through papers’ title, abstract and keywords is:

1. (“PLM” OR “Product Lifecycle Management” OR “Product Life Cycle Manage-
ment”) AND (“Pharmaceutical Industry” OR “Cosmetic Industry” OR “Fragrance
Industry”).

Given the poor output result (see Table 1), especially regarding the cosmetics and
fragrance industries, it was decided to further enlarge the research scope, including
other keywords that could have been used to refer to the PLM concept or that can be
anyhow related to it, with the aim to gain a general understanding of how, in such
industries, data and all information related to the product are managed all along its
lifecycle. Research queries are outlined below and obtained results are summarized
in Table 1:

2. (“Product Data Management”) AND (“Pharmaceutical Industry” OR “Cosmetic
Industry” OR “Fragrance Industry”)

3. (“Product Information Management”) AND (“Pharmaceutical Industry” OR “Cos-
metic Industry” OR “Fragrance Industry”)

4. (“Laboratory Information Management System” OR “LIMS”) AND (“Pharmaceu-
tical Industry” OR “Cosmetic Industry” OR “Fragrance Industry”)
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Table 1. Research output (phase 1)

Query N° Number of Scopus
output documents

Number of
documents form
Google Scholar

Documents considered to be related to
the research (relying on the abstract)

Number of
documents dealing
with
pharmaceutical
industry

Number of
documents dealing
with the cosmetics
or with the
fragrance industry

1 15 2 6 0

2 0 3 2 0

3 0 4 2 2

4 20 2 4 0

Such results allowed to gain a general understanding of the pharmaceutical industry and
all challenges and issues related to the management of product data across its lifecy-
cle, but still poor documentation was found dealing with the cosmetics and fragrance
industries.

Phase 2. To try to better focus on the main research domain, the scope was narrowed
back only to the fragrance and cosmetic industries and extended to every kind of IT
systems and/or data management tool or method. Results from Google Scholar were
not included, being considered not related to the research. The search query and related
results are outlined below:

5 (“Electric Data Interchange” OR “Enterprise Resource Planning” OR “Material
Requirement Planning” OR “Customer Relationship Management” OR “Sup-
ply Chain Management systems”) AND (“Cosmetic Industry” OR “Fragrance
Industry”)

6 “Electronic Data Capture” AND (“Cosmetic Industry” OR “Fragrance Industry”)
7 “Enterprise Content Management” AND (“Cosmetic Industry” OR “Fragrance

Industry”)
8 (“data warehouse” OR “data lake”) AND (“Cosmetic Industry” OR “Fragrance

Industry”)
9 (“business intelligence software” OR “business intelligence systems” OR “business

intelligence”) AND (“Cosmetic Industry” OR “Fragrance Industry”)
10 (“supporting information technology infrastructures” OR “supporting IT infras-

tructures” OR “supporting technology” OR “information infrastructure”) AND
(“Cosmetic Industry” OR “Fragrance Industry”)

11 “Digital technologies” AND (“Cosmetic Industry” OR “Fragrance Industry”)
12 “Information management system” AND (“Cosmetic Industry” OR “Fragrance

Industry”)
13 “Product Information File” AND (“Cosmetic Industry” OR “Fragrance Industry”)
14 “Cosmetovigilance” AND (“Cosmetic Industry” OR “Fragrance Industry”)
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Table 2. Research output (phase 2)

Query N° Number of Scopus output documents Number of documents considered to be
related to the research (relying on the
abstract)

5 3 0

6 0 0

7 0 0

8 0 0

9 0 0

10 1 0

11 1 0

12 0 0

13 3 2

14 6 2

As shown, still poor results were obtained from the literature review. This led to the
conclusion that, no significant scientific literature regarding themanagement of fragrance
and cosmetic products information all along their lifecycle exists so far (Table 2).

2.2 Indirect Sources

To improve and try to enrich the results gained from scientific papers, some indirect
sources were considerate. Standards and regulations for the cosmetics and fragrance
sector have been reviewed, such as the European Regulation (EC) N° 1223/2009 [2] and
the previous Directive 76/768/EC, as well as the trade association Cosmetics Europe
guidelines [3].

Other source of information that were used are white papers from consulting com-
panies regarding the use of PLM and the management of product information in such
industry, other non-scientific articles, together with information from some PLM ven-
dors reports and/or websites, such as Dassault’s Centric Software1, PLM Lascom2 and
Selerant PLM3.

2.3 Summary of the Profile of Articles and References

Regarding the phase 1 of the scientific literature review, results allowed to gain a general
understanding of the pharmaceutical industry. Covered topics are the pharmaceutical
product life cycle, especially the new product development phase, the product data and

1 https://www.centricsoftware.com.
2 https://www.lascom.com.
3 https://www.selerant.com.

https://www.centricsoftware.com
https://www.lascom.com
https://www.selerant.com
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information management, the challenges that pharmaceutical companies need to face
and how PLM application or other IT systems can or could support them. Contributions
are mainly case studies and review article, with also some original articles. In addition,
two papers dealing with the cosmetic industry were found. Such papers, based on case
studies, focus on the use of IT solution along the cosmetic value chain.

In the phase 2 of the scientific literature review, in which the scope is narrowed to
the cosmetic and fragrance industry, results deal with the regulatory aspect and needed
implications on cosmetic companies’ organizational structure, especially regarding the
management of product data before and after sale. Regarding the types of the references,
these are communication from Cosmetics Europe4, conference papers and reviews. In
none of the above-mentioned references for the cosmetic and fragrance industry the
PLM was mentioned.

Concerning the indirect sources, the study of standard and regulation that cosmetic
companies must comply with allowed to deepen the results obtained in phase 2 of the
scientific literature review, thus further understanding the cosmetic sector constraints
and related needs. Regarding white papers from consulting companies, their main con-
tribution is given by the fact that they represent the only reference dealing with the
use of PLM in cosmetic and fragrance industry. Particularly, they give an overview of
the commercially available PLM solution, their features, functionalities, and level of
development of these. Such topics are further investigated analyzing some PLM ven-
dors website. Finally, some insights from non-scientific sources are used to address the
topic of the cosmetic and fragrance product life cycle, especially for the end of life.

3 The Product Lifecycle in Cosmetic and Fragrance Industries

To be able to understand actual and potential PLM application to the cosmetic and fra-
grance industries, it is key to understand which are the lifecycle stages of such products.
As previous mentioned, poor scientific documentation was found regarding cosmetic
and fragrance products lifecyclemanagement. Therefore, such informationwas obtained
through indirect sources and analogies with the pharmaceutical industry, leveraging on
similarities between these industries in selling formulated products and dealingwith gov-
ernments safety regulation. Hence, prior to the presentation of cosmetic and fragrance
products lifecycle, a description of pharmaceutical products lifecycle is provided. It
is necessary to premise that, relying on the biographical documentation, the proposed
lifecycle phases follow the marketing and commercialization point of view and issues
related to manufacturing and product end of life are not fully considered.

In pharmaceutical industry the product lifecycle is divided into five phases [4] that
has been reused to structure the proposal for cosmetic and fragrance industries (see
below). Product development is a very long and complicated phase, with an average
time required of 7, 2 years [4], only 2–3% of projects ending up as commercial products
[5], and a very high pressure to launch new products into the market to face the branded
competition [6]. In prevision of the approval of pharmaceutical products, it also needs a
rigorous preclinical and clinical trials before the production scale-up from the laboratory

4 https://cosmeticseurope.eu/.

https://cosmeticseurope.eu/
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to the pilot plant is made and the technology transfer process starts [7, 8, 9]. Both the
technology transfer and the patent submission process need an extensive and complicated
documentation. Commercialization phase consists in product grow and maturity and it
is the phase in which there are the highest returns. During the growing phase, companies
need to focus on increasing the market share, through promotion and marketing prices,
but also through product availability and service development and improvement, to
gain customer loyalty. To face the competition from generic products, it is also crucial
to continuously assess new possibilities for patent protection, like for example, patent
extension or litigations [4, 6, 10]. During thewhole commercialization phase, companies
need also to focus on pharmacovigilance5, which tracks drug side effects. Last, during
the decline phase, companies start withdrawing from themarket variations of the product
that are weak in their market position, abandoning the alternative channels, while the
basic channel should be kept efficient [6]. Many different strategies can be applied to
keep the product in the market [4, 10].

Through differences and similarities with drugs and pharmaceutical products, the
lifecycle phases of cosmetic and fragrance product, can be outlined as below:

• Product development phase: The product development process requires different
types of sequential and concurrent activities, inwhich several departments and external
partners are involved. The product development phase is a very customer-centric activ-
ity, starting with a marketing brief, which outlines the new product requirements such
as the product category, desired function, color, odor, packaging requirements, etc.
Based on the inputs from marketing, available ingredients, and knowledge acquired
from various publications and research papers, the formula research and development
can start, together with the design of product packaging. While working on product
formulation, each claim must be analyzed and concentration, allergens and chemical
reaction must be evaluated to match the requirements and ensure product safety. Once
the formula has been defined, raw material and packaging suppliers are selected, and
the prototype or a trial production model is created [4, 5]. Unlike for pharmaceutical
products, here the patentability aspect is not a primary issue, but still there is the need
of a complete and extensive documentation for the registration phase.

• Product registration: unlike for pharmaceuticals, to enable product commercializa-
tion, companies do not have to deal with a long and complex product approval phase,
but still, they must register the product on a centralized portal. There is the need to
ensure product and raw material safety and compliance with the country of commer-
cialization: several tests must be performed, such as microbiological, toxicology and
stability tests. Other tests are also needed to prove any product claimed function. All
such tests can be managed internally or with external laboratories. Then, for the prod-
uct registration, all documents and information about the product that are required by
countries legislation must be gathered [4]. In the European Community, according to
the Cosmetics Regulation (EC) No. 1223/2009, these data must be collected in the
Product Information File (PIF), containing information such as the cosmetic product

5 The science and activities relating to the detection, assessment, understanding and prevention
of adverse effects or any other medicine-related problem [11].
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safety report6, a description of the method of manufacturing, that need to comply
to the Good Manufacturing Practice7, and a proof of claimed effect. The PIF must
be made accessible to the competent authority of the Member State where the file is
located, shall be kept for a period of ten years, and updated as necessary [2].

• Product introduction and launch: After the last check of the final product, to ensure
its conformity with the initial marketing brief, the product introduction phase can
begin, the production can start, and the product can be commercialized [4]. To hit the
product launch, so that it has the maximum impact, a detailed launch plan is needed,
in which pricing, marketing and distribution plans need to be aligned [5], together
with production and distribution plans.

• Commercialization phase: during this phase, the product is on themarket and compa-
nies must keep the distribution pipelines loaded with products, while tracking every
ingredient information, manufacturing details and batch number [6], for the previ-
ous mentioned safety reasons. Thus, they need to manage the whole supply chain,
with chemical but also mineral and natural row material suppliers, often external-
ized manufacturing facilities and several distribution channels, including departmen-
tal stores, specialty stores, mass merchandisers and e-commerce. Adapting marketing
and distribution strategies, through targeted and always up-to-date advertisements
and promotions is vital. Moreover, during this phase, a high customer interaction
is necessary for new product development, but also product updates and refreshes.
Thus, companies usually manage after-sale services, including merchandise return
and exchange policies, customer feedbacks, products warranties and satisfaction sur-
veys [5, 7]. Just like for the pharmaceuticals, while the product is on the market,
companies should also deal with regulation authorities check and with market and
post-marketing surveillance issues. According to the above-mentioned European reg-
ulation, they must ensure post-marketing surveillance (cosmetovigilance8) through a
good functioning post-market complaint system, enabling the reception, recording,
and traceability of Undesirable Effects (UE) and Serious Undesirable Effects (SUE)
reports. If needed, corrective action must be taken, and the cosmetic product safety
report must be updated. [2, 3, 6].

• Decline phase: cosmetic and fragrance products reach the decline phase when they
are displaced by new, more innovative products or when the demand for it falls, due
to a change in consumer taste [8].

There are significant similarities between pharmaceutical industry and the fragrance
and cosmetic industries, even if it is reasonable to assume that the management of
a pharmaceutical product is a more critical business activity, given the more compli-
cated and regulated environment and the higher product development cost and risk, due

6 An expert report consisting of product and raw material safety information and showing that a
safety assessment has been conducted. [3].

7 Provided by the ISO 22716.
8 The collection, evaluation andmonitoring of spontaneous reports of undesirable events (serious
and non-serious) observed during or after normal or reasonably foreseeable use of a cosmetic
product [3].
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to the higher degree innovation. Nevertheless, as pointed out, the cosmetics and fra-
grance industries still have significant needs related to product data and product related
information flow management.

4 Preliminary Results and Discussion

As, previous mentioned, poor scientific documentation was found regarding the use of
PLM in the cosmetic and fragrance industries and only few papers addressed the use of IT
in such domains. Some example of already commonly used IT systems are supply chain
management (SCM) systems, electric data interchange (EDI) and enterprise resource
planning (ERP), together with customer relationship management (CRM) [7, 9].

Regarding PLM, the scientific literature review allowed to identify actual and poten-
tial PLM functionalities for pharmaceutical companies. These functionalities were clas-
sified according to different business area and then the same categorization was used
to classify actual PLM functionalities for cosmetic and fragrance industries, that were
deducted from PLM vendor websites and other indirect sources. Such business area that
can benefit from PLM application are collaboration in the research and development
activities, geographic regulations and strategies management, supply chain information
flow, product portfolio management and quality management. Among them, well estab-
lished PLM functionalities that were found are the ones for collaboration in product
development, label and packaging management, portfolio management and supporting
for regulatory and compliance issues [10]. Also, the formulamanagement PLMfunction-
alities are quite developed: being a formula development a very different activity from
CAD modelling, dedicated tool are needed for example to compare formulation factors
and possible formulation version against several targets, access to past formulation data
and ingredient libraries, automatic label updating [10], as it is the case for Selerant and
Centric PLM solutions. However, the research showed that, because of the lack of stan-
dardization in the pharmaceutical industry regarding product data modeling software
and collaborative electronic data managed (like CAD software for the manufacturing
industry), PLM products are still needed to evolve for managing formulated product
design data [11]. It can be stated that this also applies to the cosmetic and fragrance
industry.

Moreover, to sustain companies in facing the presented challenges, some PLM func-
tionalities which are still missing, or poor developed in the commercially available offers
were identified:

• Distributionand sales functionalities. There are loads of product-related information
for sale and promotion, such as product versions, current price, and availability to be
managed while dealing with the highly heterogeneity of cosmetic and fragrances
distribution channels, requiring and producing even more various quantity and type
of data, as explained by the PLM vendor Lascom. Also, knowledge coming from
product sale is a valuable source of information for the next product development
phase. Most of the times, these types of data are stored and managed using different
IT systems, such as ERP, SCM or CRM, while an integrated functionality in PLM
applications is still missing.



134 F. La Bella et al.

• Government interaction functionalities. Commercially available PLM capabilities
for supporting cosmetic and fragrance products compliance mainly concern data
retrieval and collection and automatic safety and regulatory document creation. How-
ever, given the complexity and the heterogeneity of the regulatory environment, some
valuable PLM functionalities could be the ones enabling the automation of the inter-
action between companies and regulation authorities, for example with automatic
document submission through a communication with a centralized government por-
tal. It would be also even more valuable for the pharmaceutical industry. However,
these kind of PLM functionalities would require a higher level of automation and
standardization on the government side and issues about data exchange security may
arise.

• End of life functionalities. At present, no commercially available PLM solution was
found offering functionalities regarding product end of life. However, given product
chemical composition and mixed material packaging, managing the cosmetic and
fragrance product and packaging end of life is far from being a trivial issue [12].
Moreover, a product waste is not only an unused product in consumers hand, but also
a formula tester, an unsold or returned product, expired or discontinued product in
warehouses or on store shelves [13]. Many cosmetic and fragrance brands are starting
to take responsibilities for the recycle/reuse of product they sell, for example switching
to refillable product, either relying on consumer engagement or directly collecting
empty containers [12, 14]. It is thus expected that this or similar action aiming to
enhance companies’ sustainability will be increasingly common in the foreseeable
future and subsequently new product data management need will arise. This will pave
the way to significant opportunities for further PLM development.

5 Conclusion

In the last years, the use of PLM, initially limited to some manufacturing industries, has
been spreading across several type of business, with ever-increasing verticalized PLM
solution and a lot of scientific research dealing with the PLM issue and discussing about
its actual and potential applications. This study focuses on the use of PLM in the for-
mulated industry, especially on the cosmetic and fragrance industries. Surprisingly poor
scientific documentation was found dealing with such specific subject. Thus, obtained
results are based on:

• Scientific literature review about the use of PLM in the pharmaceutical industry, that
gave the theoretical foundation for the research topic.

• Market study about the commercially available PLM solution and features for the cos-
metic and fragrance industries, relying on PLM vendor websites, consulting company
reports and other indirect sources.

• Regulatory assessment of the cosmetic and fragrance industry market, that pro-
vided insight about cosmetic and fragrance companies’ duties and constraints. For
simplicity’s sake, only the European regulations were considered.

This research has provided an overview about cosmetic and fragrance products and
business peculiarities, inwhich regulation requirements, the importance of the packaging
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and multi-channel distribution are among the main distinctive features. The main avail-
able PLM functionalities supporting companies operating in such sector are identified.
Some of theme, like collaboration in R&D activities, product data storage and retrieval,
and portfolio management, are quite common also to the well-established PLM appli-
cation, such the ones for the discrete manufacturing. On the other side, functionalities
supporting the management of the highly diversified regulatory environment and tools
for the formula, label and packaging management are more typical of the cosmetic and
fragrance sectors.

Results show that, even if quite developed and with well-established functionalities,
PLM application for cosmetic and fragrance industries still have room for growth to
better meet specific needs. The need for a further step towards standardization to manage
formulated product design data is identified and, undoubtedly, further research is needed
to lead PLM application developers in exploiting all possible PLM functionalities that
such industries can benefit.
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Abstract. One crucial moment in product development is when all specifications
of a product are ready, and the start of production is imminent. Companies very
often have a milestone gate at this point where the development project is signed
off and approved making sure that everything is ready and handing it over to
the production department. This is a crucial moment involving checking a lot of
information that has originated from different departments in the company. It can
result in errors since the checking often is done manually and based on that staff
check and report the results to a central function managing the transition. The
situation is worsened by interoperability problems between different IT systems
and databases used for different purposes in the company. In this paper it is exam-
ined how an automotive company currently is conducting the handover, gathering
and checking all specifications before start of production. Risks of mistakes and
unnecessary time loss are identified. In the paper it is discussed how the integration
can be improved and the amount of manual work reduced. Results indicate that
there is a potential for both saving time and reducing risk of error by automating
parts of the handing over and integrating the IT systems and databases.

Keywords: Interoperability · Production · Stage-gate

1 Introduction

There are many different functions in a company that needs to work in close cooperation
in product development projects. This is traditionally described as “concurrent engi-
neering”, See for example [1], meaning that the product and the production process are
defined in parallel rather than in sequence to reduce the risk of having to re-work the
design after completion to solve all producibility problems. With increasing complexity
of products, this is becoming more important than ever. Defining a new product does
not only involve the engineering and manufacturing departments but indeed most of
the functions in the company. Not least the increased demands on the sustainability of
products require that the supply chains are well understood already in the development
phases. One example of a company function is the market and financial functions of
the company that needs to be involved early in the development project to ensure the
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profitability of the intended product. After completing the product development project,
the new product is going to be produced. During the development phase, the various
functions likely worked in several and in many cases incompatible systems. To enable
the production of the product, much product data and information needs to be defined.
This is commonly done in the Enterprise Resource Planning system (ERP) or similar.
The product structure of articles is often referred to as themanufacturing bill of materials
(MBOM). Prior to the start of production, it needs to be defined to know which and how
many of each article the product consists of. The expected sales volumes need to be
entered so that the correct amount of material can be bought at the right point in time.
Production also requires material handling in the company as well as external logistics
services.

The purpose of this paper is to answer the question of how to the transition be-tween
the development and the production phases can be done with as little time loss and risk
of errors as possible. Currently, it is commonly done at a specific point in time when
all the information produced in the development project is gathered. There is a great
deal of manual information transfer introducing risks of errors. It is also stressful for
staff to gather all information putting a lot of demands on the project managers. With an
increased degree of integration between the IT systems used in the development phase
with the ones used in production, the situation can perhaps be alleviated. In this paper,
this has been investigated by examining how it is carried out in an industrial company
in the automotive sub-supplier industry. It was found that the process is carried out
according to a checklist requiring manual inputs from many different functions in the
company. In the paper alternative ways of making the transition through the integration
of IT systems are discussed.

2 Method

The current paper was written as a part of a larger research project. The paper is based
on two sets of interviews. First, eleven 20 min long interviews that concerned the state of
practice in digitalization in the studied company were conducted. These were recorded
and transcribed. Theywere analyzed bywriting a summery, yielding an understanding of
the company state of practice and the level of digitalization. The first round of interviews
was followed up with additional informal interviews with two company representatives
with insight in the IT environment of the company. The result of the two interview rounds
is accounted for in Sect. 4 of this paper.

It was understood that the transition between the development and the production
phase is an area of concern for the company. The company also provided corporate
documents describing the product development process and supportive documents per-
taining to the transitioning between the product development and the production phases.
The study resulted in an understanding of the company operations so that it could be
investigated what future alternatives for information transfer could be possible for the
company and assess their applicability in the organization.

https://doi.org/10.1007/978-3-031-25182-5_4
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3 Literature

Product Lifecycle Management (PLM) is the business activity of managing, in the most
effective way, a company’s products all across the lifecycle [2]. PLM is both the set of
software to create and keep track of all the product data and a philosophy to include
the complete life cycle when creating new products in a single environment. This envi-
ronment can be described as containing software and databases needed to design and
manufacture products. The IT environment can be referred to as the PLM system. It
involves the traditional PDM (Product Data Management) for keeping track of the prod-
uct documentation and defining the processes as well as the software needed to define
the product throughout the life cycle. One of the key PLM ideas is to integrate the func-
tionality as much as possible, perhaps into a single system. Understandably, including
everything will result in a very large system, and to date, no such systems are com-
mercially available. Perhaps future PLM systems will cater for all needs of a smaller
company, to begin with. However, systems containing part of the functionality are still
referred to as PLM systems.

The integration of different IT systems in the product realization process can be
achieved by building single integrated environments for all the required functionalities.
Examples of integrating the core systems of development and production are emerging.
For instance, a novel system architecture is proposed by Madenas [3] for integrating
PLM systems with cross supply chain maintenance information to ensure that previous
failures will not reoccur with new product parts.

According to Avvaru et al. [4] the core systems are PLM, Manufacturing Execution
Systems (MES), and ERP. The authors describe the integration of the functionality in a
framework for interoperability and apply it to a one-of-a-kind product. This is a starting
point for optimization of the processes, highlighting the most pressing interoperability
needs. In another application by Prashanth and Venkataram [5], an ontology is proposed
for cross communication betweenPLMandERP.The paper identifies the interoperability
needs and proposes an integration module based on their ontology. It uses a middleware
Enterprise System integration (ESI). The connection between the ESI and the ERP is
managed by a manual or custom process. Their application is limited to BOMs andMeta
Data with a degree of manual or custom service ESI for transferring from ESI to ERP.
The PLM system used is Windchill ®.

One problemwith the integration is the different needs in the design andmanufactur-
ing phases. In the design phase, the systemmust be flexible and handle frequent changes.
Further, the product structure that is defined is the engineering (EBOM). It is not the
same as in manufacturing (MBOM). The latter has been put together from a functional
perspective whereas the former keeps track of the manufacturing process, such as which
of the parts are bought and which are manufactured in-house and at which facilities. It
also keeps track of the assembly sequence. After the engineering phase is completed,
the MBOM and a much other information need to be defined. It is a transition between
the phases. Arthur [6] describe the phase transition between design and production in
the case of naval architecture and shipbuilding. The paper describes a transition between
design and manufacturing and explains that the PLM system widely has facilitated the
process.
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A PLM system can be used separately but with integrated data. Such integration can
be achieved by making several systems using the samemodel or using a reference model
which was the case in [7] for innovation management. The authors created an enhanced
data model in conjunction with a reference process model to make strategic information
flow more efficient between marketing and customer service teams.

Cloud PLM systems are other examples of integration that use integrated data in
separate systems. Broadening the scope of the PLM systems require connected servers.
This is challenging for companies why cloud solution has been identified as a way
forward. In the possibilities of cloud solutions in aerospace are discussed. The paper
concludes that the major challenges are performance, trust, and data security. The study
was concentrated to an application in India. Model-Based Definition (MBD) means
producing and documenting the product data in models. The same models are (as much
as possible) used throughout the lifecycle.Thismakes it possible to define the information
needed for the production in the same models. This is demonstrated by Rinos et al. [8] in
a case where they show that at least the manufacturing information can be incorporated
into a model. Thus, they eliminate the need for 2D drawing, widely simplifying the
transition to production.

The integration of different IT systems in the product realization process can be
achieved by a central knowledge base system (KBS) as a database connecting separate
IT systems. To realize an integrated PLM system, the domain-specific products (ERP,
CAx, etc.) need to be developed on a functional level, assuming they provide defined
services that can be used by other services. However, most PLM implementations are
carried out like a traditional IT project in product architecture form. To overcome this
PLM systems integration hindrance, researchers propose a taxonomy of terminologies to
help the semantics from different domains match and in this way remove the integration
barriers [9]. Similar approach attempts to use existing PLM systems as a knowledge
management tool to solve the semantic interoperability problem of heterogeneous data
are described by Raza et al. [10]. The authors discuss that ontology developments will
represent and capture the data and help the production process in manufacturing.

The integration of different IT systems in the product realization process can be
achieved by extending the PLM footprint to all phases of the lifecycle. By relying
on a system engineering process framework for contextualization of PLM standards,
Moones et al. propose an extended interoperability approach for dynamic manufacturing
networks [11]. This approach defines system boundaries that can be preserved between
the business, applicative, and ICT layers in their manufacturing models. Moreover, the
PLM concept has been extended to ePLM [12] by an electronic product code for tracing
and tracking of the physical product after it is delivered to the user.

The literature survey has showed three different ways of integrating the IT
environment.

1. The systems are integrated into a single environment
2. The systems are still separate, but the data is integrated via for example KBS and

ontology.
3. The models are extended to incorporate all necessary information for the start of

manufacturing.
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What will lead to the best environment likely depend on the type of organization and
the product. In this paper, it is reasoned on how this would apply at an automotive car
accessory supplier.

4 Case

The case company manufacture and sell mainly automotive accessories for primarily
private use. It includes transport solutions for private cars allowing transportation of
equipment that is too large for transport inside the car such as skies, bicycles, and
kayaks. The company sells its products world-wide, directly to consumers or as original
equipment (OM) to car manufacturers. The products are considered high end and the
company put much effort into design and testing for the best consumer experience. The
company has been on the market for many years and has an annual turnover of about
0,8 billion Euros and a number of employees worldwide of roughly 3000 in 2020. The
company has an in-house production and is especially prominent in sheet metal forming
and thermoplastic injection molding. All product development is carried out in-house.

4.1 Organization

The development of a new product is initiated from the top management level. A product
manager is appointed to oversee that the envisioned product is created. The product man-
ager is responsible for specifying the product and ordering the organization to develop
it. The project starts with appointing a project manager. It is the role of the project man-
ager to plan and execute the project and to see that the different roles work together and
that the project is conducted according to a time plan agreed with the product manager.
The project manager plans the project in agreement with the different functions in the
company. Making the time plan require frequent contacts with the various functions to
establish the plan and oversee it being kept. Resources in the company are allocated
for the project. This includes several people with different roles. Examples of roles
are: production planning, purchasing, quality, mechanical design, finance, storage, cus-
tomer service, and sales forecast responsible. These corresponds to the various functions
that are needed to conduct the project. The project is conducted in five different stages
according to an elaborate instruction: A- Market research, B- Concept, C - Design, D-
production engineering and finally E - production. Each of the phases are followed by
a project review. These are called gates A-E. It has been set-up much according to the
well-known stage-gate model proposed by Cooper [13]. The project instruction specify
what information must be available and what documents to prepare at each gate review
so a decision can be taken to continue or terminate the project. If any information is lack-
ing, then the project is not transferred to the next phase. After the production has ramped
up (gate E) the project is closed, and the production is handed over to the production
department.

4.2 IT Environment

During the first stages of the project A-C, a standardized catalogue structure is created on
a server. The project is not yet defined in the ERP system of the company. CADmodels,
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drawings and the engineering BOM structure are handled in a PLM system including
work processes and versioning for the engineering part of the work. Other functions are
working in their own systems. When transiting between phases C and D, preparations
for pre-series production is made. This requires that the project results are transferred
to ERP so that pre-series production can be carried out. Now, it must for example be
possible to order components from suppliers and keep track of how many units have
been produced and how many bought units to order. This require that the information
that previously was in the engineering PLM system and on the catalogue structure on the
server needs to be defined in ERP. One examples of information that needs to be entered
in ERP is the final MBOM structure. All functions engaged in the product are expected
to transfer project documentation into the ERP system. This includes for example that
the product as well as the process has been approved. The process approval to ensure part
quality is in automotive industry commonly known as PPAP (Production Part Approval
Process). The process FMEA needs to be approved as well as the all testing needs to
have been completed with approved results. There are several other documents such as
the final financial calculations and the sales volume predictions that needs to be defined
in the ERP systems. There is a requirement to check that the information entered in
ERP is correct. Several people from different functions are responsible for making these
checks. There are some tools that have been developed specifically for this purpose such
as a viewer to check the structure created in ERP so that it can be compared to the
product structures in PLM. However, much of the information is taken manually from
the “development” server and is manually inserted in the ERP system as needed. This
includes for example the predicted volumes, the list of suppliers and the agreements

Table 1. Items to be checked and entered in ERP.
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with the different suppliers. In the Table 1, the major items that are checked and placed
in ERP are shown. Table 1 also shows which function in the company that is responsible
for its completion.

The people responsible for entering the information report that they have completed
it in an excel document on the server. However, this way of working is perceived as
time consuming and ridged and is gradually falling into disuse. Instead, the company is
working to replace it with another procedure. They are currently in the planning stages
of this new procedure.

5 Discussion and Conclusion

The problem has been understood via corporate documents and interviews with the
company. The transition between the different phases is a commonly occurring prob-
lem at many companies. All companies where product development and manufacturing
undergo the phase transition need to handle this problem. It is currently accepted by
companies that there are points in time, the so-called gates when the specified docu-
ments are put on the table and evaluated. However, there is a clear development towards
making this transient more smooth and less prone to errors. Instead of relying on the
project manager to drive all functions towards the gate, the functions could work toward
a common database making it possible to follow the progress in real time towards com-
pleting the phase. One example of this is that, instead of at a point in time transferring
the product structures into from PLM to ERP they could gradually be build up in the
ERP system.

Three major ways have been suggested. One is that the PLM system is extended
to include all life-cycle phases which indeed it one in the key ideas with PLM. All the
applications would work towards a common database from which various views can be
derived. The second line of development is that the various functions continue using
“their” software that is specialized for each task. Then, an integration using for example
ontologies needs to be made. The third way is defining the production phase in the same
models used in the development phase. By doing so, the information would be gathered
in a limited space, readily transferable to production.

For the organization studied the path forward is a gradual integration of the systems
and to some extent a more homogeneous information model for integrating between the
BOM:s in PLM and ERP. The option of a large PLM system encompassing both product
development and production is not feasible due to the size of the company. Rather than
storing the information on servers in many different and incompatible formats there
should be a common database also allowing different views to be derived. For this the
API:s of the different systems need to be used to allow each of the applications to operate
on this common database.

6 Future Work

Finding and elaborating critical parts of the integration for the studied organization to
gradually prepare the start of production is identified as the next step in this research. A
test implementation on a limited product development to production case is planned at
the case company.
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Abstract. The digitalization age is upon us; no one, not even the largest indus-
tries, is oblivious to the great advances in technology that are being achieved.
Digital continuity, Industry 4.0, and Product Lifecycle Management (PLM) are
currently major challenges for companies that cover the entire life cycle of a prod-
uct, such as the aerospace or shipbuilding industry. The research aims to introduce
functional and industrial product structures and process structure concepts into the
shipbuilding industry. The aim of this paper is a proposal of a process-oriented
approach to the organization of naval manufacturing engineering based on the
generation of both a product structure for design and manufacturing, engineering
Bill OfMaterial (eBOM) andmanufacturing Bill OfMaterial (mBOM), and a pro-
cess structure Bill Of Process (BOP) to ensure digital continuity using advanced
PLM tools.

Keywords: PLM · Shipbuilding industry · Digital continuity · mBOM · eBOM ·
BOP · Industry 4.0

1 Introduction

Digital continuity, Industry 4.0, and Product LifecycleManagement (PLM) are currently
major challenges for companies that cover the entire life cycle of a product, such as the
aerospace, shipbuilding, and automotive industry.

Industry 4.0 is a production system that applies digital technologies tomanufacturing
and assembly and affects all activities related to manufacturing, from the industrial
design of the product and the manufacturing and assembly processes to the planning of
the product and the organization of work [1]. These digital technologies brought together
under the umbrella of Industry 4.0 [2] contribute to digital continuity throughout the life
cycle.

In particular, the design and manufacturing of vessels, changes in methods, pro-
cesses, and enterprise information systems require new challenges for the management
of product information. Industry 4.0 and PLMsystems are a key digital continuity change
within shipbuilding companies [3].
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The progressive implementation of Industry 4.0 and the digitalization tools in the
shipbuilding industry justify the analysis of the functional and industrial design of the
vessel. Also, some characteristics of the shipbuilding industry make it different from
other industries applying Industry 4.0 and PLM. Shipbuilding is ordered-driven; a new
design is made for each new vessel. In addition, the entire process, from contracting
and design to construction, occurs simultaneously. Shipbuilding is a labor-intensive
assembly industry; to produce a vessel, extensive labor, production costs, production
time, products, and resources are required.

The aim of this work is to propose a process-oriented approach to the organization of
the information handled by design engineering andmanufacturing engineering, based on
the generation of both a product structure for design andmanufacturing, engineering Bill
Of Material (eBOM) and manufacturing Bill Of Material (mBOM), and a process struc-
ture, Bill Of Processes (BOP), to ensure digital continuity using advanced PLM tools.
The proposed product and process structures will facilitate collaborative engineering
and concurrent definition of the functional and industrial design of the vessel.

2 Literature Review

Recently, there has been much research in the scientific literature on the conversion of
the labor-intensive and experience-centered shipbuilding industry into a knowledge and
technology-based industry making use of Industry 4.0 principles.

The term Industry 4.0 was introduced during the Hannover Fair in 2011 and was
officially announced in 2013 by the German government as a strategic initiative to play
a pioneering role in manufacturing industries [4]. It is a concept that describes the
complex process of technological and organizational transformation of companies, the
introduction of new business models, and the digitization of products and services [5].

The leaders in the shipbuilding industry, the United States Defense Advanced
Research Projects Agency (DARPA) runs initiatives to develop a design sys-
tem/environment that can reduce the cost of system design and development, Europe
has led the design of shipbuilding system and naval/marine through projects funded by
the European Community, and the Computerized Ship Design and Production System
(CSDP) project led by the Korea Research Institute of Ships and Ocean Engineering
(KRISO) aims to implement ship Computer Integrated Manufacturing (CIM) based
technology for ship manufacturing systems [6].

Most of the research in [7–11] have focused its efforts on different approaches to
generate a BOM in an automatic and efficient way, oriented to a block division to
determine the best assembly sequence planning. This procedure can not represent a
full BOP due to the tree nature of the BOM. An interesting approach in [12] attempts
to understand the use, form and evolution of product structures and BOM concepts
in shipbuilding with the aim of identifying equivalent notions in construction during
the Beginning Of Life (BOL); however, the relationship between them throughout the
lifecycle is unclear.

Digital continuity throughout the lifecycle, application of the digital mock-up of the
vessel throughout the lifecycle, from contract to manufacturing using PLM tools, has
been a research topic in recent years [13–15], fully supported by the major software
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vendors, such as Dassault Systèms [16] and Siemens [17], and the most relevant inde-
pendent consultants, such as CIMdata [18] and ProSTEP [19]. Most of them rely on
the use of the mBOM as BOP transferring this information to the Enterprise Resource
Planning (ERP) to create the processes and relationships.

Several authors [6, 20, 21] have provided a most in-depth analysis of the entire
product lifecycle from conceptual design to delivery, proposing the following production
steps: part fabrication, part assembly, block assembly, block outfitting, painting, block
erection, erection, launching, onboard outfitting, test & trials, and delivery.

3 Proposed Model

3.1 Complexity in Shipbuilding and Aerospace Industries

Vessels are complex products made of millions of single parts and components that
must be designed, managed in bills of materials for manufacturing or purchasing, and
assembledmanaging production planning and logistics. The shipbuilding industry differs
from other typical manufacturing industries in the following characteristics.

• The vessels are truly diverse, difficult to standardize due to the user’s requirements.
• Manufacturing begins while the functional design is not complete, so many engineer-
ing changes are expected during manufacturing and assembly.

• Shipbuilding is a labor-intensive industry, difficult to mechanize and automate.
• The accuracy required is high and the structure is complex, so it is difficult to
standardize the manufacturing process.

• Vessels with different configurations are built at the same time.

The aerospace industry has similar complexity and shares some of the previous
characteristics with the shipbuilding industry [22]. To highlight the similarities, Fig. 1,
adapted from [6], shows how to fit the shipbuilding steps with the aerospace major
component assembly lines and the aerospace Final Assembly Line (FAL).

The digital continuity and PLM methods and tools used by the aerospace industry
[23] could be reused in the shipbuilding industry. An approach to managing “As design”
and “As planned” product structures for the aerospace industry presented in [24, 25] can
apply to vessel eBOM and mBOM product structures with some adaptations.

The shipbuilding industry does not use, in general, the joint concept. The represen-
tation of the joint definition is done directly into the product definition. The Bill Of
Process (BOP) is used to represent the assembly processes.
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Fig. 1. Vessel design, manufacturing, and assembly steps. Adapted from [7]

3.2 Definitions of Product and Process Structures

Shipbuilding eBOM (engineering Bill OfMaterial) is a product structure oriented to rep-
resent the functional definition of the product: hull structure and mechanical, hydraulic,
fuel, electrical and other systems, and equipment. It is a hierarchical system, the top is
the ship, composed of various levels of intermediate products. Engineers design the ship
and structure the eBOM based on requirements and customer needs. eBOM is usually
represented by an abstract data type that reproduces a hierarchical tree structure with a
root value and subtrees of children with a parent node. The last level of the subtrees, the
leaves, contains 3D information.

Shipbuilding mBOM (manufacturing Bill Of Material) is a product structure ori-
ented to represent the industrial definition of the product: physical products identi-
fied as an input or output of a manufacturing or assembly process, needed to program
NC (Numerical Controlled) or automated machines and robots, moved and/or stored,
involved in a process that needs to be simulated or to generate technical documentation
for manufacturing, assembly, and verification or to have control of its configuration.

Shipbuilding BOP (Bill Of Processes) is a network of processes oriented to manu-
facture and assemble the products and their related components based on themBOMand
in accordance with the technological characteristics of the shipyard, the preparation of
product parts, components, sections, and the requirements and conditions of the supply
chain.

3.3 Proposed Use Case

The proposed use case is based on a typical Bulk-Carrier and a simple block decom-
position of seven blocks represented in Fig. 2. Any other vessel can accommodate to
the eBOM, mBOM and BOP structures definition despite the differences between the
uppers level of the product structure: passengers, cargo, containers, Ro-Ro, tankers, tugs,
yachts, or military vessels.
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The Block 200, selected for the Use Case, is decomposed in Shells, Bulkheads,
and Decks representing the Hull. Each block starting with B100 and ending with B400
should be decomposed in the same way. A part of the Bilge Discharge System running
across the B200 stands for a System, where any other System could be represented in
the same way.

Fig. 2. A typical Bulk-carrier and Block 200 details used in the use case.

In summary, Block B200 is made up of panels: one bottom shell (bottom shell), two
shell sides (Shell Side 1 and Shell Side 2), two bulkheads (Bulkhead 1 and Bulkhead 2)
and one deck (Deck), represented with different colors and transparencies to improve
visibility in Fig. 2. The bilge discharge system is represented with hull attachments in
distinct colors to highlight the relationship with the panels.
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3.4 Product and Process Structures

The eBOM product structure should represent the functional definition of the product,
in terms of Hull and Systems, satisfying the customer requirements, standards, company
and quality rules, etc. A proposed eBOM for B200 is shown in Fig. 3. To simplify the
Use Case there is only one System represented in the B100, the bilge discharge system,
represented as part of the water drained system as one of the multiple Systems onboard.

Fig. 3. Proposed eBOM for Bulk-Carrier Block 200.

The eBOM structure can be managed by a Product DataManagement (PDM), which
also stores multiples CAX files and other document files, allowing naval engineers to
manage the vessel parts and systems from a functional view.

Fig. 4. Proposed mBOM for Bulk-Carrier Block 200.

The mBOM product structure should represent the industrial definition of the prod-
uct, in terms building strategy, logistics system, resources availability, etc. A proposed
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mBOMforB200 is shown in Fig. 4. To simplify theUseCase, there is only one block rep-
resented and there is no mBOM structure for erection and further activities like onboard
outfitting.

Both eBOM and mBOM structures are synchronized through the lower-level layer,
the leaves of the structure, where the CAX files and documents reside. This is a shared
layer between both structures.

The mBOM product structure is synchronized with the Bill Of Process. The BOP
represents the manufacturing and assembly processes to build the vessel. In the Use Case
the BOP represents the Block B200 processes in an industrial environment shown in the
Fig. 5. Every process is characterized by de input (product represented in the mBOM),
the output (product represented in the mBOM), the resources (machinery, jigs & tools,
industrial means, workers, documentation, etc.) and the time needed to perform the
operations. The BOP is a network, and therefore each process has predecessors and
successors.

Fig. 5. Representative BOP at block level coordinated with the mBOM.

The combination of eBOM, mBOM and BOP let the naval engineers to perform a
collaborative design process, maintaining an influence between the functional design
and the industrial design and enabling other capabilities like virtual manufacturing, flow
simulation trade-offs with scenarios, industrial digital twins, and other digital methods
and tools.

4 Results and Conclusions

This paper presents a proposal to build vessel product and process structures in an
analogousway to aerospace artifacts considering the similarities between both industries.
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The approach is based on the definition of a unique product structure with two views
and coordinated with the process network.

The first conclusion, derived from the literature review, is that the application to the
shipbuilding industry of Industry 4.0 and PLM methods and tools is a relevant research
topic.

The proposedUse Case has devised amethod tomaintain eBOMandmBOMcoordi-
nated through a common shared layer. Both product structures use the same components
and data, and the upper structures of the eBOM and the mBOM represent the functional
and the industrial representation of the product.

Consequently, eBOM,mBOM and BOP can be developed, maintained, and stored in
a PDM. Commercial PLM software can be used to manage the technical information for
the different vessel design skills: hull CFD (Computational Fluid Dynamics) analysis,
stress and mechanical calculations, electrical and electronic system design and test,
process and flow simulation, etc. BOP is fully coordinated with mBOM and represents
the network of processes for the manufacturing and assembly of a block and further the
full vessel.

Based on the mBOM and BOP, the digital continuity through the lifecycle is guar-
anteed with an interface connecting with the ERP systems, simulation capabilities, line
balancing trade-offs and other tools.

Future studies should aim to extend the BOM and BOP to the erection, launching,
onboard outfitting, test & trials, and delivery to cover the full shipyard process. In
addition, we extend the research to the development and management of the “as built”
configuration through the manufacturing and assembly processes.

Acknowledgements. The authors would like to recognize Maria Jose Garcia Rodriguez, M&M
Group colleagues and Seville University colleagues for support during the development of this
work and thank them for their contribution.
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Abstract. Product development is characterised by numerous synthesis and anal-
ysis loops. Analysis provides information on the fulfillment of the required proper-
ties of the system under development. Analysis results therefore are an important
basis for further synthesis steps. In the context of Model-Based Systems Engi-
neering (MBSE), different types of simulation models play an important role. The
overall system (product) can be broken down to system elements. For each system
element a set of models has to be established, that provides the required degrees
of fidelity, representations of system properties, flows, etc. reflecting the vari-
ety of modelling purposes. These models have to be integrated horizontally (same
system level along the relevant flows ofmaterial, energy, and information) and ver-
tically (aggregation from subsystem level to the overall system level, refinement in
the opposite direction) to create a holistic model-based system representation. An
important and challenging task is to identify and shape relevant subsystemmodels.
In order to define an appropriate structure of these models, model developers may
utilize criteria like selected properties of system elements and interrelations, their
degree of detail or modelling assumptions. The relevant criteria have to be made
transparent. For this purpose, the paper discusses the concept of model signatures
that contain relevant meta information about each single model of all system ele-
ments, subsystems up to models of the overall system. This standardized meta
information enables an identification and selection of those models and the deci-
sion on the necessary model integration. The concept is discussed on the basis of
a roller bearing as an example out of an electro-mechanical drivetrain. A potential
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concept.
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1 Introduction

Product development is characterised by numerous synthesis and analysis loops to reduce
the delta between the required and as-is properties of a product [1, 2]. Analysis provides
information on the fulfillment of the required properties of the product. Therefore, anal-
ysis results are an important basis for further synthesis steps. The analysis can be carried
out bymeans of physical tests, calculations or simulations. In the context of model-based
development, different types of simulation models are required.

For the development of mechatronic products, their description using Systems The-
ory is recommended [3]. Based on this, products are described via models of so-called
mechatronic systems (systems are themselves models of the product). An essential tech-
nique to master the complexity of systems is their decomposition into system elements.
Decomposition is, in principle, arbitrary, and different forms of decomposition can be
chosen for a product depending on the objectives [4]. Decomposition is often driven
by organizational structures or even better by focusing on specific (groups of) proper-
ties, thus leading to e.g. functional structures [5, 6]. In any case, the decomposition of
a system into system elements results in hierarchically structured levels and leads to
a desired modularity of a system, such that reuse of already existing system element
libraries becomes feasible. Common system elements can then be reused in their given
qualities for building up products as overall systems.

Decomposing a system constitutes a hierarchically structured system architecture
which has to be defined at the beginning of the design phase [7]. Given the system
architecture, the implemented system elements have to be composed accordingly, which
works best, when a relevant set of properties is visible on the system element interface
and inside the system element.

As representations of complex systems, models themselves exhibit complex struc-
tures, accordingly. Modelling works best, when the models are decomposed in accor-
dance with a relevant (e.g. physical) structure of the system. Thus, system architecture
typically coincides with the model architecture.

During the composition of a system model, for each system element an appropriate
set of models has to be established, that provides the required degrees of fidelity, repre-
sentations of system properties, flows, etc. reflecting the variety of modelling purposes.
These models have to be integrated horizontally (same system level along the relevant
flows of material, energy, and information) and vertically (aggregation from subsystem
level to the overall system level, refinement in the opposite direction) to create a holistic
model-based system representation. An important and challenging task is to identify
and shape the relevant set of models. In order to define an appropriate structure of these
models, model developers may utilize criteria like selected (groups of) properties of
system elements and interrelations, their degree of detail or modelling assumptions. The
relevant criteria have to be made transparent, especially in heterogeneous simulation
environments. Naturally, models describing individual system elements may encapsu-
late internal parts as well. They should exhibit an explicit interface description, precisely
specifying the ports and interactions of models during subsystem operation (also called
runtime), the parameters of the model that allow to configure a model network for the
system element before the simulation, and further semantic information about the model
(describing objective of the model or model assumptions).
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For this purpose, the concept of model signatures for the development, specification
and compositional integration of models is introduced in this paper. The objective of the
paper is to discuss the requirements for model signatures and first realisation concepts.
First, the requirements and the state of the art are elaborated (cf. Sects. 2 and 3). Based on
this, the concept of model signatures is explained (cf. Sect. 4), which is then illustrated
by means of an example (cf. Sect. 5). The paper concludes with an analysis of potentials
and further research questions (cf. Sect. 6).

2 Requirements for Model Signatures

The requirements for model signatures can be divided into requirements for supporting
specific use cases, requirements for usability, and requirements for implementation. The
relevant stakeholders for the model signatures are engineers who want to select the
appropriate models for model networks (use case 1) and plan their interconnections
and thus composition (use case 2). Necessary requirements for model signatures can be
derived from these use cases:

For use case 1, engineers need relevant information on the model purpose as well
as information on the specific model. This information includes the interfaces provided
by the model to the outside and the flows available at the interfaces during operation
(e.g., force, velocity, current, information etc.). Furthermore, it must be known which
state parameters (e.g. temperature) the model exhibits during operation. For the flow
variables and state parameters, it must be possible to distinguish whether they are static
or dynamic during operation and, if dynamic, whether they are influenced from outside
or controlled by the system element. In mathematical terms, a static parameter is just
a constant value, while a dynamic parameter is a discrete or continuous function in a
possible value range. Important for selecting a specific model is its level of idealization
determined by model assumptions (e.g., linear stress-strain behaviour). Assumptions
determine the scope of the model and necessarily lead to limitations in its validity.

For use case 2, the interconnectivity of models must be verified, quite like type
checking in programming languages. As described in Sect. 1, it must be possible to
network and linkmodels horizontally and vertically. For the evaluation of the networking
capability, it must be possible to provide relevant information via the model signature.
For horizontal networking, the information about the interfaces and flows as well as
the associated compatibility are required above all. Compatibility depends, among other
things, on whether the flows fit together in terms of type, granularity, physical unit,
direction, temporal behaviour, etc., as well as the modelling properties (e.g., data types
and potentially given additional value ranges).

Regarding usability, it must be ensured that the relevant information is explicitly and
unambiguously represented in the model signature.

Model signatures have to reflect (1) the interfaces of the system, sub-system, system
element that they describe, and (2) the configuration and dimensioning parameters that
engineers can decide upon during development. Furthermore, because of the need for
reduction of complexity through abstraction, e.g., by omission of relevant flows (or
their dynamics), and due to the need for discretization of continuous processes and
distributed parameters, models exhibit restrictions in their connectivity. Such restrictions
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are typically not driven by the original system itself, but may be rooted in the design of
the model, the underlying timing model, the form of simulation execution, etc. These
forms of restrictions also have to be taken into consideration in model signatures.

The implementation of model signatures is subject to requirements regarding the
definition of templates of model signatures, their instantiation and coupling with the exe-
cutable simulation models. The implementation of these requirements is not described
in concrete terms in this paper.

3 State of the Art

3.1 System Development

An established method for virtual development of mechatronic systems including their
interacting subsystems isModel-Based Systems Engineering (MBSE) [6, 8, 9]. Thereby,
the system to be developed is represented by a system model that is continuously both
further specified (synthesis) and used for virtual behaviour verification (analysis) by all
domains involved in the product development process. In order to control the complexity
in the systemmodel, the entire system is decomposed several times into system elements,
so that a system architecture may span across several hierarchy levels (see e.g. Fig. 1) [6,
10]. Due to the encapsulation, these system elements have a handy complexity, interact
with each other via interfaces and jointly represent the behaviour of the superordinate
system.

Fig. 1. Functional system architecture of system elements (according to [6, 11])

Using analysis based on defined characteristics of a product, its properties can be
determined or – if the product does not yet exist – predicted [1]. In principle, analyses
can be carried out using physical tests or simulation that can be based on proprietary and
problem-specific simulation models. The reuse of models (product description [12] and
simulation) is becoming increasingly important in order to reduce the effort required
for model creation and to transfer existing knowledge between simulations. Standards
such as FMI [13] have become established for the reuse of existing simulations, even in
heterogeneous simulation environments.
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3.2 Model Management

There is a variety of MBSE modelling tools to support engineers creating system mod-
els on different abstraction and fidelity levels for different purposes and views. The
compatibility of those tools is limited; data exchange between different tools requires
well-suited interfaces, model transformations and mappings. The limits in collaboration
lead to a very restricted ability of composing and using model networks.

Most MBSE tools already enable some amount of analysis whereas deeper analysis
or simulation requires software for simulation or custom analysis [14]. There are some
approaches for integrating SysML and PLM systems for data and model management
purposes. Heber and Groll [15] introduce a meta model to connect MBSE with PLM.
Kirsch et al. [16] present an approach for SysMLmodel management within PLM. PLM
tools focus on data management in hierarchical (product) structures (BOM) but MBSE
leads to data networks instead of hierarchies.

Wang [17] introduces an MBSE-Compliant Product Lifecycle Model Management
(PLMM) as a methodology tailored to industrial application of MBSE, which imple-
ments a system of systems methodology in managing multitudinous models throughout
a product lifecycle. One key aspect is the use of the SysML language as the unified top-
level modelling method for building product meta models representing a set of specific
product domainmodels (sub-models). The aim is to realize trans-phase and trans-domain
model integration and synchronization, which tackle various challenges encountered in
complex product developments.

Parrott and Spayd [18] focus in their research on the configuration management
aspects of MBSE model management, in particular the change management of con-
figuration controlled items. It was investigated, how changes to the models could be
implemented with regard to how base content is affected and how the model versioning
could be controlled. Hu et al. [19] propose a simulation models’ meta model and ontol-
ogy for their universal description. The meta model reflects the most essential features
of simulation models without the consideration of a specific implementation method.
Allen et al. [20] developed the Model-Driven Development Process (MDDP) methodol-
ogy, which extends modelling to combine MBSE with Lean Information Management
(LIM). The result is a fully consistent model for all relevant engineering items (EI) using
only real-world semantics. Particular focus was put on model consistency and alignment
to ISO 15288 to ensure that all information created during the process is automatically
added to the model in its most appropriate form. In the context of mechatronic prod-
uct development, Friedl et al. [21] propose the method of a Model Dependency Map
(MDM) to disclose and describe the complex interrelations (e.g., inputs, outputs and
their stakeholders) between different models of existing model networks. This approach
may serve as a first step towards model signatures.

The management of a model network reflecting different abstraction and fidelity
levels as well as the management of model transformations and mappings within the
product development process is a challenge in PLM system environments. The model
signature approach is a basis for tackling this issue on meta-model level.
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4 Model Signature Approach

The requirements described in Sect. 2 illustrate that a formalised description is needed
for the model signatures, which comprises the relevant information of a simulation
model and can be read by the model user and, if necessary, be coupled without the
specific executable simulation model (see Fig. 2). A model signature is necessary for
each executable simulation model.

Fig. 2. Definition and usage of model signatures (with interfaces for variable exchange during
runtime)

The analysis of different examples of simulation models (such as the lubricated line
contact, see Sect. 5) shows that different types of simulation models can be found in
the application. The possible types of simulation models are not considered in detail in
this paper and are subject of further research activities. For the model signatures, this
differentiation of the simulation models means that there can also be different classes
of model signatures. A useful classification of model signatures supports the search for
appropriate simulation models for specific applications.

If appropriate model signatures have been selected for specific use cases, their inter-
connectivity has to be ensured. Therefore, the model signatures must be represented in
such a way that they can be used as a basis for checking whether the interfaces and flows
or state variables are compatible in terms of content. Furthermore, due to the potential
heterogeneous executable simulation models, it must be possible to ensure model com-
patibility on the basis of model signatures. Therefore, a model signature has to describe
at least (1) the flows of themodel of the system element for physical compatibility check-
ing, and (2) the forms of encoding in the model, that unfortunately often also comprise
tool specific properties such as data types, meshing parameters, time increments etc.,
for simulation compatibility.

In software development, object-orientation (OO) is a powerful concept to describe
interfaces through their signatures and to encapsulate internal details. Domain Specific
Languages (DSL) [22] tend to be defined from scratch and for a specific small purpose
only. Composition, however, enforces them to provide explicit model signatures [23].
The concrete form of a model signature is rather dependent on the kind of model, but
a common pattern of model signatures is an explicit naming of symbols that can be
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accessed or even influenced from outside [24]. Therefore, in this paper, the authors
propose an approach based on semi-formal modelling languages such as SysML (see
Fig. 3). They allow the representation of the relevant information in the model signatures
as well as the interfaces including the flows or state variables when using the language
in a clearly defined methodological form as discussed before. With such a sound use
of SysML, semi-formal description languages for the model signatures can be used
to determine their interconnectivity and various other models of consistency issues. In
particular, it would allow to carry over the idea of a strong type system fromprogramming
to systems engineering models.

Fig. 3. Representation of model signatures using SysML

5 Example

The system element “lubricated line contact” as it appears in bearings and gear contacts,
aswell as themodels belonging to it arewell-known by literature. Therefore, it is selected
as example for the intended model signature.

Figure 1 shows the system element “lubricated line contact” existing out of principle
solution [11], a set of models and workflows [6]. The principle solution as a well-known
element of design theory contains physical effects and acting surfaces [25]. Themodel set
of the system element describes behaviours of the system element in different domains.
Within this publication, we focus on the engineering domain, which includes models
of analytical and numerical nature. With the intended model signature, the selection
of appropriate models for specific purposes and fidelities is supported. Result is a case
specific selection of models out of the system element’s full model set. Those selected
models are connected by workflows which allow the execution of the model chain.

The engineering models that are linked to the system element “lubricated line con-
tact” are depicted in Fig. 4. They can be differentiated by purpose and fidelity [6]. For
example, three models of different fidelity can be distinguished for the purpose “tem-
perature calculation”. In dependency of the required purpose of the system element (e.g.
TEHD-calculation), a meaningful combination of multiple models as indicated by the
black line has to be found. The decision on possible combinations of models needs deep
insight into each model, which the authors aim to formalize by an appropriate model
signature in order to support the compositional integration of models.

Figure 5 shows on the left hand side the parameters that are exchanged between
the models when a TEHD calculation is executed. Obviously, state parameters, design
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Fig. 4. Selection of engineering models for the scope “lubricated line contact”

Fig. 5. Model chain of the lubrication model “Eyring, Barus, Vogel” and “2d stationary Energy
Conservation” with their parameters (left side) as well as the proposed model signature of the
lubrication model “Eyring, Barus, Vogel” (right side)

parameters and functional flows can occur as input, output or internal parameters. Each
parameter can be of static or dynamic nature. A dynamic parameter can be driven exter-
nally or by the system element itself. The decision which parameter is input, output or
internal depends on the purpose the model is used for. Especially, the lack of access to
the instance of an internal parameter often leads to contradictions between the instances
of the same parameter in other models. Models with inconsistent parameter instances are
still a common problem in system modelling. Therefore, the model signature comprises
input, output and internal parameters (Fig. 5, right hand side).
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6 Relevant Research Questions for Further Steps

The discussions in this paper point out key messages and research questions derived
therefrom:

• Model selection for analysis, and assurance of interconnectivity require explicit
descriptions of model contents, model assumptions as well as modelling specifica-
tions in the form of model signatures in addition to executable models → derived
research question: How must the model signatures (contents and formalization) be
described (part of the paper)? Can the usual typing techniques known from software
programming be adapted to these model signatures?

• Themodels of the systemelementsmust be interconnected for composition.→derived
research question: How is the interconnection of the models performed based on the
model signatures? (research question is only partly addressed in this paper)

• In the context of today’smodelling, differentmodel types exist. For the differentmodel
types different model signatures are necessary → derived research question: Which
model types exist and which model signatures are therefore necessary?Which techni-
cal requirements are necessary to implement the signatures (SysML or an extension)?
(research question is only partly addressed in this paper)

• For compositional integration of models at different hierarchical levels, the signatures
must reflect different hierarchical levels as well → derived research question: Which
properties of the models have to be included in model signatures to ensure vertical
compatibility and to enable hierarchical integration of models across different levels?
(research question will be concretized in further publications)

The research questions will be investigated interdisciplinary in further activities.
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Abstract. The development of Cyber-Physical-Human Systemswhich are perva-
sive today as proposed by the Industry 4.0 vision, requires an efficient integration
of the systems definition which is modelled within theModel Based System Engi-
neering (MBSE) applications with the models representing the detailed design
and analysis of these products, which are generally embedded in Product Life
Cycle Management (PLM) systems. In this paper, we are presenting an overview
of some of the important initiatives on this topic across the IFIP 5.1 community,
and also projecting a future outlook based on promising new approaches to this
emerging problem of MBSE and PLM integration.

Keywords: Systems Engineering ·Model based systems engineering · Product
life cycle management · Digital engineering · Cyber-physical-human systems

1 Introduction

Systems Engineering (SE) serves the purpose of managing systems complexity and
reducing the uncertainty associated with the design process. SE appeared in the mid-
twentieth century, when the system’s complexity reached extreme levels in the aerospace
industry. Since then, SE found its presence and utility not only in very large corporations
and defence acquisition programs, but also in automotive, healthcare, energy, and other
sectors of the economy. SE itself, as a discipline, has been extended towards different
fields of knowledge. However, the increasing complexity of systems has created chal-
lenges in the life cycle management of projects, integration of diagrams, retention of
knowledge and test planning.
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Outlined by IFIP5.1, there is a need for new approaches that “support systems
that allow the information and data associated with products to be developed and sus-
tained through the product life-cycle” [1]. This shift in development processes focus
utilizes a more complex series of interfaces and necessitates a shift from previous dom-
inant document-based approaches for the facilitation of communication, management
of development risks, quality, process, and business productivity, as well as knowledge
transfer. In response to this transition this paper presents a series of tools, methods
and approaches that are enabled through an integrated model-based approach for the
development and management of artifacts and reference models.

Potential advantages offered by MBSE and PLM integration, can include enhanced
communications, reduced development risks, improved quality, increased productivity,
and enhanced knowledge transfer, can be further scaled up, by increasing the level of
automation throughout the system life cycle [2, 3]. In this way, the ability to leverage
artifacts for decision making can be extended to larger parts of the development effort.
However, both disciplines –MBSE andPLM–have grown to some extent independently,
whereas we hypothesize that through better integration more value to our understanding
and practice of product/system development is possible.

The paper is structured as follows. Section 2 reviews the trends related to digital
engineering. To this purpose, fundamental concepts such as digital twin (DT), the V-
Model [8] life cycle diagram and data continuity are reviewed. Section 3 then details the
overview of existing initiatives and approaches in support of a MBSE-PLM integration.
Section 4 presents a discussion, conclusions, and outlook.

2 Background

MBSE and PLM integration is a topic that keeps on gaining momentum. In the past
years, there has been work on how to integrate MBSE and PLM throughout parametric
models as in [4], also how to automate trade studies using MBSE and PLM [5], how
MBSE and PLM industrial integration is a need for mission-critical systems [6], and
incorporation of DT technology into MBSE [7].

2.1 Model Based Systems Engineering

The International Council on Systems Engineering (INCOSE) defines Model Based
Systems Engineering (MBSE) as “the formalized application of modelling to support
system requirements, design, analysis, verification, and validation activities beginning
in the conceptual design phase and continuing throughout development and later life
cycle” [9]. The focus on developing, managing, and controlling system models offers
the potential to enhance product quality, enhance reuse of the system artifacts, and
improve communications throughout all parts of the business and development team.
Through the use of descriptive and analytical models that can be applied throughout the
life cycle of a system, MBSE can reduce the time and cost to design, integrate and test
a system, while simultaneously reducing risk and improving quality.

Through the SystemsModelling Language (SysML) it is possible tomodel numerous
critical aspects required in the SE domain (structure, requirements, behaviour, paramet-
ric). SysML, which was developed as an extension to the Unified Modelling Language
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(UML), is considered a standard modelling notation adopted in the context of MBSE
and utilized in this paper [10, 11]. Additional MBSE solutions and languages such as
Capella and the Object Process Methodology (OPM) can be applied/supplemented for
SysML, and in the case of OPM even integrated with SysML.

2.2 Digital Engineering

INCOSE coined the term Digital Engineering [12] to characterize MBSE when comple-
mented with simulation technologies. Digital Engineering supports an integrated model-
based approach through the utilization of digital methodologies, tools, processes, and
digital artifacts. Grieves and Vickers [13] define Digital Engineering as methods and
tools to support the design of well-structured DTs, which are embodiments of both the
systemic perspective and the product view. The main popularity of the DT paradigm
came with the breakthrough of the development of big data analytics, simulation tech-
nologies, and Internet of Things. The DT is a set of virtual information constructs that
fully describes all of the information required to define, describe, and produce a poten-
tial or actual physical manufactured product, including requirements, a fully annotated
3D model with geometric dimensioning and tolerancing (GD&T), material specifica-
tions, ProductManufacturing Information (PMI), etc. Rooted in SE, Digital Engineering
[14] uses MBSE [15], to model the essential system characteristics including system
requirements, structure, functions, and behaviour.

2.3 Product Life Cycle Management

Product Life Cycle Management (PLM) can be considered as a business strategy that
focuses on the management of data, information, knowledge, and experience essential to
creating and sustaining a product-centric knowledge environment throughout all passes
of a system/product (beginning, middle and end of life) [16]. As such an integrated PLM
environment enables collaboration between informed decision makers by combining
and integrating various stakeholder perspectives of a product throughout its lifecycle.
This collaborative information environment can be strengthened through the inclusion
product data management (PDM) which ensures that the right information is received
at the right time, in the right place through temporal product data evolution control
(versioning, revision, bill of materials, etc.).

PLM vendors have gradually added MBSE functionalities into their solutions over
the last decade, beginning with the linking of the system design and detailed design
phases, however the integration requires substantial improvements to make it efficient.
This is in part due to the still early development maturity of MBSE functionalities com-
bined with the specificity of mechanical design functions. One should remember that
PLM systems were developed to replace 2D drafting, which has been well standardized
more than a century ago and is still used to legally define products in most indus-
tries. As an example, explicit time and state representations which effectively link space
and time properties are absent in PLM systems but are fundamental for system, soft-
ware and electronic design and thus are critical MBSE functionalities. Many approaches
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bring togethermulti-domain product development, including product requirements engi-
neering, product architecture and system modelling, system simulation management,
program planning, systems engineering, risk management and change management.

In addition to industrial PLM solutions, open-source frameworks such as TASTE,
DocDokuPLM and Open Services for Lifecycle Collaboration (OSLC) (Sect. 3.2) are
capable of integrating many aspects of MBSE and PLM. As an open-source tool-chain
for embedded software development TASTE1 was developed by the European Space
Agency “to bring true, formal models-based Engineering into the way we develop space
SW” [17], which supports modelling, model analysis, code generation & deployment,
debugging & testing, and execution platforms [18]; DocDokuPLM2, includes document
management, product structure management, product configuration to manage alterna-
tives, bill ofmaterials (BOMs), processmanagement changemanagement, and aplatform
for data visualization and documents (Word, PDF, CAD…).

2.4 MBSE/PLM Integration

According to the basis and objectives of PLM, it can be seen that spanning from the first
ideas, feasibility studies, through the actual development, the operation use and in the
ultimately to the retirement of the product, different engineering skills come into play.
Depending on the system/product type there can be mechanical engineering, electrical
engineering, software engineering, etc. involved. Each of these engineering disciplines
are “addressed using specific authoring tools, for example electrical/electronic CAD
tools [19]. Building upon the expected advantages of MBSE development for the devel-
opment of mechatronic products, the earlier phases should be able to rely on goodMBSE
tools, and then a seamless connection to the specific engineering authoring tools.

Ideally, a complete tool chain should cover all necessary engineering disciplines (e.g.,
mechanical, software, electronics and electrical), with seamless data continuity between
tools, to guarantee upstream as well as downstream functionality. Which means that
eventual decisions made in a specific authoring tool are not only cascaded down to the
next tool, but also back up to the MBSE tool chain to enable to study specific impacts
on other parts of the design.

Despite the initiatives mentioned throughout this paper, a number of obstacles ham-
per MBSE/PLM integration. Firstly, with the exception of tools commercialized by a
single vendor, real data continuity is not guaranteed. This poses problems, as in indus-
try, typically, different authoring tools, as well as data management tools are selected
separately, and are partly based on historical observations. Moving from one authoring
tool to another one, while maintaining a history on what is already in production, is very
costly and time-consuming. Secondly, developing proficiency with a new tool represents
is an important investment. It should be mentioned that to connect tools between them
may require major adaptations to the tools. Additionally, extended enterprise leads to
the need to connect tools between different companies. Such issues, if not addressed,
can lead to the necessity to re-enter information that was already entered in other tools,

1 https://gitrepos.estec.esa.int/taste/taste-setup.
2 https://github.com/docdoku/docdoku-plm.

https://gitrepos.estec.esa.int/taste/taste-setup
https://github.com/docdoku/docdoku-plm
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with the associated risks such as loss of coherency, introducing errors, etc. that could
potentially lead to incoherent design decisions.

As a result of the above-mentioned issues, the complete value and potential ofMBSE
is partially diminished. In the light of absence of data continuity and harmonization, the
use of MBSE often remains limited diagram drawing, leaving designers to transfer the
necessary information to other tools.

3 Initiatives and Approaches for Life Cycle Collaboration

There are initiatives in a number of countries covering various approaches to support
life cycle model collaboration and MBSE/PLM integration. We present an overview
of important projects and initiatives which aim to foster collaboration in the field and
increase model-based management, control, and analysis.

INCOSE has a number of initiatives advancing SE theory and practice, one of them is
the working group “Digital Engineering Information Exchange” (DEIX WG). Its focus
is on the digital artifacts (DA). DA is a digital form of information content that a digital
engineering ecosystemproduces and consumes by generally following the SE life cycle’s
process areas as defined in ISO 15288 [20]. DA provide “data for alternative views to
visualize, communicate, and deliver data, information, and knowledge to stakeholders”,
in order to make informed and evidence-based decisions.

3.1 Business Process Modelling Notation

Through the efforts of the Object Management Group (OMG) the Business Process
Modelling and Notation (BPMN) has been introduced to support the formalization of
the Business Process Model (BPM) layer that offers a common unified visual language
capable of defining the interactions amongst and between processes and organizations
that make systems at the context and/or operational scenario analysis level [21]. Collabo-
ration between BPMNduring the concept of operations (CONOPS) phase provides busi-
nesses with the comprehensive capability of understanding development and business
procedures through a graphical notation and give organizations the ability to communi-
cate these procedures in a standard manner. Furthermore, life cycle model collaboration
can enhance the performance, collaboration and business transactions between people
and business entities necessary for a product-centric knowledge environment.

Integration of MBSE and BPMN is capable of increasing life cycle capabilities
through increased abstraction and automation, ensuring that relevant artifacts, func-
tions, and elements align with stakeholder needs [10, 11]. The technical system model
(MBSE) and organizational model (BPM), enable improved complexity management,
communication, and process controllability throughout the entire [22]. The automa-
tion layer through this abstraction is able to reflect on different BPMN models (Pro-
cesses/Orchestration, Choreographies, and Collaborations) that connect distinct pro-
cesses within the organization, facilitating the conversion and coordination of work-
flows. Through this graphical notation BPMN is capable of providing a comprehensive
view to the system or business models in relation to one another.
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3.2 Open Services for Lifecycle Collaboration

Through open formal modelling languages and standards, such as Modelica [23], Func-
tional Mock-Up Interface (FMI) [24], Structure and System Parametrization (SSP) [25],
etc., a growing interest in open-source tools that allow collaboration and shared access to
information appeared. Modelica, as well as Acumen [26] or Bloqqi [27] are widely used,
open-source and mature industrial language. The Modelica Association complements
its solutions with machine learning frameworks [28] and continuously improve support
for the FMI, enabling models exchange between tools.

Another initiative in line with the purpose of INCOSE towards tools integration is
OSLC [29]. OSLC consists of specifications designed for different integration scenarios
to make vendor-independent heterogeneous tool integration easier. The standard is built
on web standards for communication and ontology definitions. The OSLC specifications
consist of an OSLC Core specification, and a set of Domain specifications. The OSLC
Core specification defines basic concepts and rules for integration methodologies and
ensures consistency among different domain specifications. In turn, OSLC domain spec-
ification focuses on specific life cycle topics such as requirements management, change
management, configuration management, architecture management, etc. [30]. It has also
been recently proposed to improve OSLC through the CONEXUS tool, using category
theory as a basis for database integration [31].

3.3 System Architecture Definition

Every system or product has an architecture which defines fundamental relationships
between and within its elements during the high-level design phase. The system archi-
tecture is defined iteratively, in a series of decision-making activities [32] in which
stakeholders, system architects, project managers and designers play a crucial and inte-
grative role. Focusing on the upper-left side of the V-Model, the architecture includes
feasibility study/concept exploration, concept of operations, system requirements, and
high-level design. Nowadays, the system architecture definition tends to be realized
through model-based approaches.

System architecture is “the embodiment of concept, the allocation of physi-
cal/informatic function to the elements of form, and the definition of relationships among
the elements and with the surrounding context” [33]. Concept is a critical entity, as it
rationalizes the architecture and maps function to form. Additionally, the presence of
relationships amongst elements, and interfaces between elements, can be established
according to subsystems, or departments and units within the organization.

3.4 Detailed Domain Specific Digital Engineering

Detailed engineering within different domains (bottom of V-model) requires the consis-
tent use of standards throughout different digitalization fields and levels, to ensure the
exchange of information in cross-company based cooperation. Customers and suppliers
require digital representations (models) of components and systems, for geometry and
product structure. JT (ISO/DIS 14306:2017) and STEP AP242 (ISO 10303–242:2020)
are the most advanced standards in this context. As companies move from traditional
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paper-based workflows to MBSE, STEP AP 242, is the most commonly used file format
for CAD interoperability with downstream departments, suppliers, subcontractors, and
customers. STEP AP 242 includes PMI such as GD&T, BOM and other meta informa-
tion, as well as references for part or assembly design and measurement. It comprises
all the features of AP203 (ISO 10303–203:2005) and AP214 (ISO 10303–214:2010),
and additionally contains features such as semantic 3D PMI, 3D shape quality and 3D
design with parametric/geometric constraints. Therefore, it is particularly suited for the
exchange of product and assembly structure data with external references to geome-
try files (regardless of file format). Based on merging of standards from PLM (different
STEPApplication protocols) and SE (ISO/IEC15288, ISO/IEC/IEEE12207, ISO10303
- STEPAP233 (ISO10303–233:2012) and newAP243 (ISO10303–243:2021), an added
value proposal for DT standardization is under development, also associated with the
Product Lifecycle Management ATLAS Program3.

3.5 Verification and Validation

The development of increasingly complex products and their functions requires the
use of MBSE methods and advanced simulation and testing capabilities for a variety
of applications. Simulation-based decision making and release of complex systems in
collaborative development scenarios between partners is gaining significant importance
in industry. The current trend shows that the utilization of simulations exceeds physical
tests for verification and validation purposes due to the cost and general flexibility of
the solution. The quality of the simulation results and their traceability throughout the
entire development process is essential.

While multiple options exist, OpenModelica4 was identified as one solution capable
of integrated large-scale modelling, simulation, optimization, model-based analysis [34,
35]. In order to achieve interoperability among different behaviour modeling tools, the
FMI standard defines the Functional Mock-Up Units (FMU) as a container and an inter-
face to exchange dynamic models or to perform co-simulation or scheduled execution of
simulation models. When exchanged, FMU metadata and FMU structural information
are exchanged as well. The ProSTEP iViP Simulation data management (Sim PDM)
recommendation [36] provides integration guidelines of simulation data in PLM envi-
ronments and defines communication processes between simulation data management
systems (SDM system) and CAE systems. Additionally, ProSTEP iViP “Smart Systems
Engineering Behaviour Model Exchange” [37] describes a comprehensive and repre-
sentative spectrum of the exchange of behaviour models particularly for the use case
of joint SE development network between the contracting entity and the supplier. As a
complementary development, the Simulation Model Meta Data (SMMD) specification,
under development, defines a data file format as a consignment note to FMUs to inte-
grate FMU exchange processes into PLM [38]. The Automated Functional Data FDX
recommendation describes a data model and format for the standardized and traceable
exchange of functional data and relevant, associated metadata.

3 ATLAS is related also to the new ISO 23247-2021 or IEC 62832:2020 for the specific smart
manufacturing field https://plmatlas.com/.

4 https://github.com/OpenModelica.

https://plmatlas.com/
https://github.com/OpenModelica
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4 Discussion, Conclusion and Outlook

The importance of the traceability and reproducibility of models and simulations, as a
major task in the development process of increasingly complex products, requires the
integration ofMBSE and PLMas seamless as possible; since the importance of decisions
derived from modelling and simulation is also growing.

The basis for a system architecture definition is set by requirements. Requirements
information can be exchanged through the transmission of Requirements Exchange For-
mat (ReqIF)-compliant XML documents at a systems level for general architecture def-
inition and requirements management [39]. Collaboration between partners is enhanced
by the benefits of applying such methods across organizational boundaries.

As discussed in Sect. 3.4, core PLM issues with respect to geometry, shape and part
definition and digital thread are supported by AP242. It covers the entire development
process from the detailed design stage until the end of production development. This well
aligned standard integrates with existing solutions for life cycle support, with minimal
migration disruption. It can additionally replace paper-based processes with 3D master
models since it contains information normally found in technical drawings, according to
a semantic PMI. Product data and non-geometric metadata are represented by AP242, as
well as simulation. It enables the description of kinematic structures (e.g., connections,
articulations, pairings, movements). Links from the kinematic structure to CAD parts
can be established by external references.

While the benefits of BPMN and MBSE integration have strong practical value
for PLM, it should be acknowledged that there remains at present a comparatively
large modelling effort required for MBSE and BPMN. The integrated knowledge and
process information facilitated through this integration will allow for a broader andmore
comprehensive view of all operations/activities, facilitating enhanced decision making.
The expected improved integration of diagrams through intelligent operations will be
fundamental to changing how businesses go about their entire engineering processes
[40].

INCOSE defines some avenues for the future of SE: it is a model-based environment,
with an increasing emphasis on AI powered by “large data sets and expert’s domain
knowledge” [39]. In this way, there will be a further development of systems engineering
methods and tools based on established science and mathematics.

In MBSE, data are quantitative and qualitative variables that characterize an artifact
(e.g., product or service) to be designed in terms of its specific requirement, constraint,
functionality, behaviour, structure, etc. Data acquisition and processing is applicable to
many activities in product development, such as interpretation of customer opinions,
market information, customer needs and competitive benchmarking, identification of
dependencies. Data in the context of data driven engineering is characterized by high
volume and variety, which leads to the requirement for special tools and procedures.
Data science provides approaches, algorithms, and technologies to gain knowledge,
understanding and intelligence based on data. The product life cycle can be looped
back, products already produced and sold provide data that can be used to design the
next generation of products. The concept of DT, encompasses information, models, and
data fromall phases of the life cycle, is an important enabler forData-DrivenEngineering.
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The next steps for integrating MBSE and PLM in a common digital backbone will
certainly be involving DT and its various applications. According to [3] and [4] key
enabling technologies are needed to be associated andmerged to provide a real and effec-
tive solution to support DT. In the classical architecture of DT based on Virtual models,
Physical entities, and Services, MBSE and PLM clearly allow the consistent storage,
management, and integrity of DT data. Then, one of the biggest issues under process
by academics and industrialists is the connection and integration with physical assets
and service operations. Some developments with Internet of Things, Cyber-Physical
Systems [11], and Servitization are promising but still require scaling before it will be
possible to transform research concepts into viable enterprise and business solutions.
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Abstract. The design of engineered systems is a process punctuated by design
reviews pursuing various goals such as sharing a common understanding of inter-
mediate representations, making sure that the design meets the requirements, and
making informed decisions about the future of the project. In amodel-based design
approach, an issue of the design reviews is the difficulty to establish a common
ground since participants have to understand various models that serve as interme-
diate representations to communicate duringmeetings. This observationmotivates
new technology-mediated design situations with no clear evidence of progress.
Indeed, a wide variety of design review environments exist; however, there have
been a very limited number of comparisons of these environments to date. This
is mainly due to the lack of benchmark problems to evaluate candidate design
review environments claiming to facilitate the understanding of model-centric
designs. This paper proposes an open-science benchmark exercise that includes
the definition of the pursued goals, the measures of performance, the sources of
a telescope model-centric design from three viewpoints in line with the univer-
sal Function-Behaviour-Structure (FBS) ontology, and a systematic experimental
protocol. This benchmark problem should enable anyone to provide objective
evidence of progress regarding new environments for reviewing model-centric
designs.

Keywords: Model-based design · Design review · Grounding · Benchmark
problem

1 Introduction

The increasing complexity of designed systems pushed engineers to give up the
document-based design and replace it with a model-based design approach (a.k.a.
model-based systems engineering,model-centric design,model-based engineering, inte-
grated model-centric engineering, model-centric engineering, etc.). If the use of models
improves design meetings [1], the stakeholders involved in a new product development
project still must meet in design reviews.

The establishment of common ground is crucial communication activity to ensure
good design [2–4]. Grounding in communication is to “coordinate on content without
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assuming a vast amount of shared information or common ground that is, mutual knowl-
edge, mutual beliefs, and mutual assumptions” [5]. In engineering design, as stated
by Burkhardt [6], “The establishment of common ground is a collaborative process in
which the co-designers mutually establish what they know so that design activities can
proceed. Grounding is linked to sharing of information through the representation of
the environment and the artefact, the dialogue, and the supposed “pre-existing” shared
knowledge. This activity ensures inter-comprehension and construction of shared (or
compatible) representations of the current state of the problem, solutions, plans, design
rules and more general design knowledge.”. Successive design reviews serve to update
the common ground moment by moment and this is why we will focus on the common
undersdanting of the design of engineered systems.

Today, the most common practice to coordinate content consists in sharing screen-
shots of models in a slide deck [7], which makes the understanding of models and the
identification of relationships between the models difficult [7, 8]. Research studies try to
improve design reviews by proposing new mediation technologies, but they show a lack
of rigour in the validation phasewhich is also complained about in engineering design [9,
10]. Indeed, the validation of these claims remains weak since most of them demonstrate
that the solution is functional without objective evidence of progress [11–16]. In some
cases, experimentations are performed to demonstrate the efficiency of the solution for
a specific activity [17–19]. Despite empirical validation, results remain incomparable
because of a missing common benchmark problem.

After a literature review of the virtual environments supporting design reviews,
Sect. 3 introduces a benchmark problem for evaluating a candidate for model-centric
design review environments.

2 Literature Review

As stated in the previous section, with PowerPoint-like presentations, stakeholders of
design projects face difficulties during design reviews to share and understand themodels
and their relationships [7, 8].

One way among others to pass by this issue is to visualise these models in specific
environments. Several studies propose tools for the design review process in various
domains such as building architecture [11], civil engineering [12], industrial engineer-
ing design [13, 14], but the most popular applications concern mechanical geometric
definition and space allocation reviews [15–19]. These environments are desktop-based
human-machine interfaces through which the users can interact with the models [11] or
augmented reality devices [13] for a natural capture of the interactions with the environ-
ment. However, the majority of the papers concentrate on virtual reality devices [12],
[14–19] for conducting an immersive design review in a collaborative mode [16] with
3D model interactions to move, scale, and rotate the object [14, 16, 17].

If these studies claim to improve design reviews, the validation of contributions
remains weak. Most of them present a demonstrator [11, 13, 14, 16], sometimes com-
pleted by observation of a few subjects [12, 15], but only a small number of studies
scientifically validate their finding by quantitative and objective experimentations [17–
19]. If presenting a demonstrator is the first step to finding new interactions and visual-
isation techniques, all the more when targeted end-users experience the demonstrator,
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the coexistence of too many alternatives hampers the selection of the suitable design
review solutions in academia and industry. In engineering design research, a company
should rapidly find the leading edge of a desired field of knowledge, that is, what works,
for whom, and under which circumstances. However, by proposing experimentations to
validate the usefulness of a proposed environment, we are only halfway up because an
objective comparison requires evaluating candidate solutions on the same benchmark
problems.

3 A Benchmark Proposal

To improve the quality of validation, the authors propose the first version of an open
benchmark problem to evaluate environments supporting model-centric design reviews.

3.1 Introduction

This benchmark problem in engineering design aims at evaluating model-centric design
reviewenvironments, especially for the activity of grounding that consists in coordinating
content by sharing intermediate representations to ensure inter-comprehension of the
current design situation.

3.2 Goals and Constraints

All candidate solutions evaluated with this benchmark shall intend to improve the user’s
understanding of a model-based design including three main goals:

– To maximize the understanding of a model-based design, especially the top-down
systemic decomposition (vertical traceability) and the relationships linking design
objects across different views (horizontal traceability),

– To maximize the usability, and
– To minimize the cognitive load.

Anyone can reuse the go-to telescope dataset that will be introduced later or create
a new one under the following constraints:

– The pursued goal is to facilitate the understanding of a model-based design during
design reviews with an emphasis on vertical and horizontal traceability,

– The design concerns a multi-engineering system (not only mechanical),
– The design must be model-based (not document-based),
– The data must contain at least three different views (functional, logical, behavioural,
structural, safety, quality, manufacturing, etc.).

– The data to be reviewed include engineering data (requirements, functional architec-
tures, geometric definitions, mechanical kinematics, failure modes, system dynamic
simulations, reliability block diagrams, etc.) and potentially project data (market
studies, financial expectations, Gantt planning, etc.).
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3.3 Dataset

To measure the efficiency of new candidate solutions, the authors propose a systematic
experiment with a telescope as a use case. The model-based design of a simplified
fully automated go-to telescope serves as an initial dataset to perform the systematic
experiment, but it can be completed with new datasets that will help us to conduct a
meta-analysis for drawing more generic conclusions.

The design review takes place during the conceptual design phase of the new product
development process, and three models already exist: a system architecture model, a
preliminary geometric definition CAD model, and a behaviour model.

Fig. 1. Extracts of the SysML-based architecture model of the telescope. All these models can be
find in the git page (https://github.com/GIS-S-mart/Benchmark-6_model-based-design-reviews)

We assume that the design process starts with the development of the architecture
model in SysML with Papyrus as the editing environment. We begin by defining the
environment of the telescope including human and non-human stakeholders that interact
(directly) with or influence (indirectly) the system-of-interest (BlockDefinitionDiagram
Fig. 1a). Then we define the services (external functions) that the telescope must provide
to the stakeholders and the constraints imposed by the environment (Use Case Diagram
Fig. 1b). By adding performance intervals to the services, we get the telescope sys-
tem requirements (Requirement Diagram Fig. 1c). Once the requirements are validated,
we make the first design choice at the system level by decomposing the system into
sub-systems (Internal Bloc Diagram Fig. 1d). Thus, the telescope is decomposed into a
mechanical assembly sub-system, a controller sub-system, and a DC motor sub-system.
Then, for each sub-system, we recursively follow the same process by defining its stake-
holders, functions, and requirements. Finally, we decompose again these sub-systems
into sub-sub-systems until we consider that the system is an elementary component that
is acquired according to a buy, make or reuse strategy.

https://github.com/GIS-S-mart/Benchmark-6_model-based-design-reviews
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Fig. 2. Preliminary structural (left) and behavioural (right) design of the go-to telescope

Two other views of the go-to telescope correspond to the preliminary geometric
definition created with PTC Creo (Fig. 2, left) and a first physics-based behavioural
model implemented in Modelica with 3D Experience Dynamic Behaviour Modelling
(Fig. 2 right). To facilitate data exchange and integration we provide the sources in
standardized STEP or OBJ and Modelica formats, respectively.

Figure 3 illustrates the graph-oriented datamodel with objects, object properties, and
relationships giving an overview of the interdependencies between the three views in line
with the universal Function-Behaviour-Structure (FBS) ontology: function (architecture
model), behaviour (behaviour model), and structure (CAD model). This data model
should be reused as it is for comparing competing design review environments, even
with new datasets that differ from the telescope, so as to avoid any biases due to changes
in the data model that could facilitate the achievement of the tasks and lead to the
comparison of incomparable results. The parsing of data is achieved with ad-hoc parsers
before being stored in a graph-oriented Neo4j database.

Fig. 3. Structure of the graph database used for our dataset
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3.4 Measures of Performance

Remember that the candidate solutions that will be evaluated on this benchmark problem
pursue three goals: 1) tomaximize the understanding of amodel-based design, especially
the top-down systemic decomposition and the digital threads across different views; 2)
to maximize the usability, and 3) to minimize the cognitive load. Four measures of
performance serve to show how well a solution accomplishes these goals.

• To maximize the understanding of a model-based design

Since the major difficulty during design reviews concerns grounding with a shared
understanding of models [7], the questions concentrate on (in)direct relationships
between design objects captured in different models and at various systemic levels.

There are two sets of questions, built then to force the user to find a link between
elements of different models. For the first set, participants can answer using the design
review environment to find the answer to questions 1 to 3. For the second set, participants
have 5 min to explore the data and, after closing the environment, they must answer
questions 4 to 6 based on what they remember or what they have understood about the
system under design.

Questions with access to the design review environment:

1. What is the ID of the requirements satisfied by the assembly (from the CAD model)
“TelescopeAssembly”?

2. What is the name of the functions needed by the stakeholder “PowerGrid”?
3. What is the name of the stakeholder which needs the requirement “Req Manually

pilot inclination position” to be met?

To avoid answering all the questions in a row, they are displayed one by one.
Questions without access to the design review environment:

1. What are the stakeholders of the telescope?
2. What are the sub-logical blocks (of the behaviour model) of the telescope?
3. What are the stakeholders of the sub-system “MechanicalSubSystem” (in the

architecture model)?

These two sets of questions depend on the telescope dataset. If someone decides
to share a new dataset to generalize conclusions based on a meta-analysis, then it
would be necessary to adapt the questions by replacing the instances of assemblies (e.g.
TelescopeAssembly), stakeholders (e.g. PowerGrid), requirements (e.g. Req Manually
pilot inclination position), etc. with instances of the new dataset without fundamentally
changing the questions.

Three measures of performance serve to evaluate the level of understanding of the
reviewed model-based design:

1. The time spent by each participant to answer the first set of questions 1 to 3. This
criterion helps to compare the efficiency (the shorter the better) of exploring data
with other design review environments.
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2. For each set of questions, the total number of wrong answers.
3. The perceived level of confidence of the user in answering questions 1 to 6. A

“confidence index” between 1 (not confident) and 7 (absolutely confident) indicates
respectively if participants are sure that an answer is right or wrong. The measure of
confidence helps to spot random answers.

• To maximize the usability

Although advanced solutions (e.g. eyes tracking) could have been used to evaluate
the usability of the candidate model-centric design review environment, the well-known
System Usability Scale (SUS) questionnaire [20] is prefered for widespread adoption.
The standardized SUS questionnaire gives a usability score between 0 (awful) and 100
(excellent). The SUS questionnaire is independent of the task and can consequently be
used to compare candidate environments without any change.

• To minimize the cognitive load

The evaluation of the cognitive load relies on the Task Load Index (TLX) measured
with the NASA/TLX questionnaire [21]. The workload score varies between 0 (low
cognitive load) and 100 (high cognitive load). This test is dependent on the task to achieve
and therefore supports the comparison of results obtained with the same questions and
dataset.

3.5 Participants

The evaluation of the usability with the SUS questionnaire requires 14 participants to
have significant results [22], whereas experiments show that 12 subjects may already be
significant [23]. Therefore, to be confident in the validity of the results, we select at least
15 subjects and, if possible, with varying profiles (position, age, sex, etc.), especially
regarding their level of expertise in Model-Based Design ranging from novice to experts
with various domain of expertise (mechanics, systems engineering, etc.).

3.6 Systematic Experimental Protocol

The systematic process to experiment is composed of three activities:

1. Answering a demographic questionnaire

To analyse the impact of participants’ profiles on the results, e.g., a virtual reality
expert may overestimate usability compared to an expert in systems engineering. Thus,
participants must answer a demographic questionnaire when starting the experiment.

2. Training

Candidate model-based design review environments will often be new to users. Our
goal is not to evaluate the intuitiveness of the solution but its efficiency. Therefore, a
training phase is mandatory to reduce experimental bias. During this phase, participants
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have unlimited time to learn how to use the environment and get familiar with the visual
and interactive metaphors for exploring data. The training relies on the review of an
inverted pendulum system which also includes subsystems (a controller sub-assembly,
a mechanical sub-assembly and a DCmotor sub-assembly) with three viewpoints (func-
tion, behaviour and structure), that is, compliant with the data model (Fig. 3). Thus, it
is relatively similar to the go-to telescope used for the experiment. During this phase,
participants can ask any question about the tool and the engineering data. To validate the
training, the participant must rightly answer three questions that are relatively similar to
the ones asked during the experiment:

1. What is the name of the requirements associated with the stakeholder “Gravity”?
2. What is the name of the logical block (from the behaviour model) that satisfies the

requirement “ReqPilotMotor”?
3. What are the functions fulfilled by the assembly (of the CAD model) “INVERTED-

PENDULUM”?

3. Experiment

Once the participants pass the training questions, the experiment can start with the
model-centric design review of the go-to telescope. The time is limited to 20 min.
Indeed, by experience, depending on the complexity of the environment, 30 to 45 min
are necessary to accomplish the training phase. The total time for the experiment is about
1 h, which is acceptable for convincing the targeted participants.

The first phase of the experiment is the evaluation of how well participants retrieved
linked data with the model-based design review environment. In practice, participants
read the first set of questions 1 to 3 and try to find the answers. During this phase, the
participant can navigate back and forth between the environment and the questions for
20 min, and he does not receive any external feedback such as answers to questions
arising during the task. This part of the experiment evaluates both the understanding of
the model-based design without requiring memory capabilities and the usefulness of the
tool for data exploration. To conclude this first phase, participants estimate a confidence
index for each question.

Once the participant considers having answered the questions 1 to 3 or when the
20 min time limit is over, participants have 5 min more in the environment to better
understand the model-based design. At the end of the 5 min, participants close the envi-
ronment before answering the second set of questions 4 to 6 based on their understanding
of the system. They evaluate the confidence index too. For this second phase, the time
is neither limited nor tracked as we want to evaluate their understanding of the design
without considering memorization abilities. To conclude the experiment, participants
answer the SUS and NASA/TLX questionnaires.

4 Conclusion

Several research studies propose environments which claim to facilitate model-based
design reviews, but the lack of focus on validation and common benchmark problems
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hampers clear evidence of progress. This paper proposes an open-science benchmark
exercise that includes the definition of the pursued goals, measures of performance,
sources of a telescope model-centric design from three viewpoints in line with the uni-
versal Function-Behaviour-Structure (FBS) ontology, and a systematic experimental
protocol to compare such environments. In open access as a GitHub repository1 of
the open-science S.mart platform [24], this first version of the benchmark problem is
open to community-based improvements (addition, removal or change of goals, criteria,
datasets, etc.) for enhancing the quality of our research. Future works could focus on the
development of new academic and industrial datasets and a meta-analysis to draw more
general conclusions on the added value of such mediated design situations.
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Abstract. Model-based systems engineering (MBSE) combines the
rigor of systems engineering with formal models to support communica-
tion in multidisciplinary engineering. With industrial adoption of MBSE,
the maturity of modeling environments supporting MBSE increased.
Still, efficient means to integrate computational design methods in MBSE
are missing. Here, we present a method that enables systems engineers to
directly integrate computational methods for solving design tasks. The
method relies on established semantics of the systems modeling language
(SysML) and therefore can be directly integrated with existing system
models so to avoid redundant knowledge formalizations for computa-
tional methods. Next, model transformations are applied to generate the
mathematical model based on the relevant parts of the system model.
These temporary models are used to solve the design task and generate
output that is fed back to the system model. Therefore, the proposed
method contributes by relying on a single and comprehensible knowledge
formalization understandable to engineers. Further, it enables systems
engineers to formalize design tasks for automated reasoning themselves
by bundling the complexity of the mathematical modeling within the
model transformations. An industrial case for designing sealing elements
for piping is used to illustrate the potential of the proposed approach.
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priate mathematical methods as well as computational support for the
identification of opportunities for integration of computational design
methods readily while developing a system model.
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1 Introduction

Systems engineering and in particular model-based systems engineering (MBSE)
are design methodologies integrating different engineering disciplines in product
development, promising increased design performance for the development of
complex systems [4]. Establishing a central formalization of system characteris-
tics and explicit modeling of dependencies within the system are core to MBSE
[3]. In this respect, dedicated languages for MBSE exist, with the Systems Mod-
eling Language (SysML) being an established standard for graphical modeling
of systems [7]. From the inception of SysML, validation of systems using the
formalized dependencies in the systems, particularly parametric constraints, are
a core point of interest [9] and tools enabling evaluation of parametric relations
using SysML models are currently commercially available. In this context, cur-
rent state of MBSE practice focuses on the evaluation of a limited number of
design alternatives [1]. Methodologies to integrate MBSE and set-based design
for systematic design space exploration have recently been conceptually intro-
duced [15]. Yet, the integration of computational design support and systems
modeling that goes beyond parametric evaluation is cumbersome and causes
redundant knowledge formalizations: Either, the semantics of the computational
methods need to be integrated to the system model extending the modeling syn-
tax and requiring fundamental insight to the computational method [14], or, the
computational model is developed from scratch directly within the environment
of the computational method guided by the information captured in the system
model [16].

Here, we present a method for seamless integration of computational design
support while developing a system, solely relying on established syntax of the
standardized modeling language SysML and model transformations [2] from
SysML to the computational formalization. The utilization of the computational
design support does not require expert knowledge regarding the mathematical
modeling or implementation specifics of the underlying computational method.
For the type of computational design support, we focus on methods from the
domain of design automation [12]. Thereby, this work contributes by proposing
a means for direct integration of computational design methods with engineering
design. A novel approach regarding the formalization of design tasks strength-
ening the role of the SysML as unified meta-model in systems engineering is
presented. In this work, the definition of critical system parameters of pressure
pipe sealing mechanisms is used as an example to illustrate the proposed concept
for conceptual design of a mechanical subsystem.

In the following, first, the relevant background regarding systems model-
ing, computational design methods from the field design automation, and model
transformations are introduced. Next, the principles for integration of compu-
tational methods in a systems engineering process are described and illustrated
by a case study. In the discussion section, the observations from the case study
are critically discussed as well as the scaleability of the approach for design
automation tasks along the product lifecycle. The paper closes with concluding
remarks.
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2 Background

In the following, first, processes and methods for model-based systems engi-
neering are reflected. In this context, the application of SysML in the context
of computational design methods is assessed. Next, principles of computational
design methods from the research field design automation are reviewed so to
derive requirements regarding the semantics for design automation task formal-
ization. Finally, the concept of model transformations is introduced.

2.1 Model-Based Systems Engineering

MBSE centers around a formal system model that captures system character-
istics in a neutral domain-independent manner. In practice, several processes
supporting MBSE can be identified [3] and industrial standards have been estab-
lished such as VDI 2206 that follows the v-model [17]. Similarly, standardized
modeling languages such as SysML exist [8]. SysML provides the semantic foun-
dation for documentation of system requirements, behavior, structure, and para-
metric relations.

2.2 Computational Design Methods for Systems Engineering

Design automation aims to increase efficiency and effectiveness in design by the
application of computational methods for reasoning with formalized knowledge.
Regarding the actual formalization of a design automation task, conventional
approaches rely on dedicated knowledge formalization for design automation
[16]. Efforts towards using standardized languages such as SysML exist. How-
ever, they rely on extensions of SysML tailored for the targeted computational
method, for example [14]. With the aim to derive a basis for a more unified repre-
sentation independent of a specific computational method, [12] analyzed existing
design automation methods with respect to the required types of knowledge to
describe a design automation task fully. They derived multiple classes of design
automation tasks that can be distinguished based on a unique combination of
the required knowledge regarding input and goals of a design automation task
as well as the generated output knowledge. Building upon this work, [10] intro-
duced a method for modeling a product configuration problem solely relying on
SysML syntax. Yet, a detailed elaboration on the actual processing of the SysML
model to yield a computational formalization is missing.

2.3 Model Transformations

Models can be defined as machine-readable artifacts, enabling the representation
of a relevant aspect of interest [2]. Model transformations allow deriving a specific
viewpoint on an artifact to make use of these machine-readable artifacts and
can be classified as model-to-model and model-to-code/text transformations [2].
Model transformations are typically applied to meta-models. In model-to-model,
the mapping between the input and output meta-model is given by different
conditions and operations [13]. The purpose of model-to-model transformation
are bringing two systems together, derive a specific viewpoint or align models etc.
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In model-to-text transformations, the input meta-model is depicted and mapped
to an output, given as blocks of text, filled with input properties and combined in
a logical order. Similarly, text-to-model transformations can be defined. Model
transformations are supported by different transformation engines, like ATL [5]
or Epsilon [6].

Based on the gaps identified in the preceding sections, the research gaps
addressed in this work concerns the seamless integration of computational design
methods within systems engineering.

3 Method for Integration of Computational Support
in Model-Based Systems Engineering

In this section, we introduce the proposed method to show how computational
design methods and model-based systems engineering can be seamlessly inte-
grated. First, the overall principle is highlighted showing the interplay of a
generic model-based systems engineering process, the system model and model
transformations. Next, SysML modeling semantics are introduced so to define the
context for integration of computational support. Finally, the details of applied
model transformations are presented.

3.1 Linking the System Model and Computational Design Methods

Figure 1 shows the overall concept for the usage of computational design meth-
ods in model-based systems engineering: the system model is gradually refined
and elaborated on during the design process. A design task can be described by
the input, output and goals [12]. These design tasks can be mapped to design
automation tasks supported by available computational design methods [11].
Once a design automation task is identified, relevant parts of the system model
can be extracted and used to formalize the design automation task. The specific,
modeling semantics are detailed in Subsect. 3.2. The yielded subset of the sys-
tem model can then be used to generate the mathematical model using model
transformations as described in Subsect. 3.3 and, finally, the obtained results
are fed back to the system model integrating the output generated by applying
the computational design method on the task formalization. It has to be noted,
that the generated mathematical model solely serves the purpose of generating
a new design and can be withdrawn after usage.

3.2 SysML Modeling Guidelines for Computational Support

To comprehensively introduce the required modeling semantics, first, the formal-
ization of input knowledge is presented. Next, the semantics for the formalization
of the goals of a task are specified.
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Fig. 1. Process overview

Formalizing Input of a Design Task. First, the product architecture of the
model needs to be formalized. Depending on the maturity of the systems model,
this can refer to a functional, logical or physical architecture. SysML Block
Definition Diagrams are used to depict hierarchical structures of blocks using
part-of associations. Associations’ multiplicities can be used to depict degrees of
freedom in the model, e.g. a multiplicity 1..4 defines that one to four instances
of a specific component can be defined. Additionally, value properties are used
to describe specific properties of a block, e.g. the diameter of a wheel. If a
numeric value property is instantiated, but not assigned any value this property
is considered a variable when generating the mathematical model. When it comes
to the selection of types of sub-components/-systems, abstract blocks can be
defined in SysML indicating that a specific instance of this block needs to be first
selected. Using specialization relations, the value properties of the abstract block
can be propagated to all possible variants. Using parametric diagrams relations
among blocks can be defined so to evaluate a system’s performance. In particular,
value and part properties can be linked. In case parametric relations between
the properties exist, constraint blocks and the related constraints and constraint
properties can be used to formalize more complex dependencies. The constraint
itself can be a regular mathematical expression following JAVA syntax but could
also be an external simulation model [9]. Finally, to conclude the specification
of input of a task definition, specific values need to be assigned to selected value
and part properties in order to narrow down the solution space. In this respect,
a block named “input” needs to be defined as well as corresponding properties.
These properties can then be linked to the system’s properties using parametric
diagrams.

Formalizing Goals of a Design Task. Similar to the formalization of con-
straints for evaluation of the system, performance constraints can be formalized
using parametric diagrams and constraint blocks, e.g. the weight of a system
must not exceed a threshold value. When it comes to finding optimal solutions,
the objective function can be defined simply by using the SysML stereotype
“objectivefunction” upon a specific constraint block.
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3.3 Model Transformations Relying on SysML

As depicted in Fig. 1, multiple transformations are required to transform the
task formalization to a mathematical model and then migrate the yielded results
back to the system model. First, a model-to-model transformation is performed
generating an intermediate representation that is designed to efficiently provide
all information required for deriving the mathematical model using a model-to-
code transformation. In contrary to the SysML model, the intermediate model
captures only the artifacts that are relevant for the mathematical model. Thus,
the size of the model can be reduced to increase efficiency of transformations.
For example, the artifacts of the intermediate model are enriched so to con-
tain explicit references to children, parents etc. Thereby, unidirectional access
to all relevant information is warranted required for the subsequent model-to-
text transformation. As a representation of the mathematical model, various
mathematical modeling languages targeted at optimization can be used such as
AMPL or MiniZinc. These languages follow similar structures. In a first step,
all parameters and variables of the mathematical model are created in plain
text. Thereby, iterative looping through the intermediate model searching for
variable and parameter declaration is performed. Following this, constraints are
generated and constraint parameters are replaced by variable and parameter
definitions defined in the previous step. Finally, the objective function is defined
and a an appropriate solver is identified based on problem characteristics, such
as types of constraints, variables etc. Figure 8 illustrates the concept of applied
model transformations.

4 Case Study

In this section a case study is presented for a use case from oil&gas industries.
Specifically, the design task to pre-dimension the sealing of a pressurized pipe
is addressed that can be considered a crucial step in the early stages of the
system development. In the following, the SysML model as well as the resulting
MiniZinc model are introduced.

4.1 SysML Model

Figure 2 shows a schematic of an o-ring sealing system considered here as use
case. Figure 3 shows the product architecture of the use case. The calculation
model, which is the core of the concept, is shown on top. It consists of two sub-
components, the Pipe and the O-Ring. Each component contains value properties
describing the components. The italic font applied for naming the O-Ring indi-
cates that the block is abstract. Figure 4 shows an excerpt of possible O-Rings
assigning specific values to the properties inherited from the abstract block.

Figure 5 shows how input values of a block can be semantically linked to
system properties using a parametric diagram . To evaluate specific designs,
a constraint to calculate the smallest possible Groove Diameter given the
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Fig. 2. Schematic of use
case

Fig. 3. Product architec-
ture Fig. 4. O-Rings

Bore Inner Diameter, tensile and burst rating as well as corresponding safety
factors. Figure 6 depicts the constraint block linked to the system model using a
parametric diagram. The objective function of the design task is shown in Fig. 7.
It states that an O-Ring needs to be selected that is as close as possible to the
smallest possible Groove Diameter. An additional functional constraint is added
to the model stating that the pipe’s groove diameter needs to be smaller than
the O-Ring’s diameter in order to enable physically meaningful solutions, only.

Fig. 5. Connecting input
values to the model

Fig. 6. Constraint block
integrated using a para-
metric diagram

Fig. 7. Objective function

4.2 Model Transformations

The Java-based model transformation family of Eclipse Epsilon is used to trans-
form the SysML 1.6 model from Eclipse Papyrus 6.0 into the intermediate model
and further to a MiniZinc model. In this respect, the model-to-model transfor-
mation apply the Epsilon Transformation Language (ETL). For each instance
of an entity in SysML such as a block, constraint block or connections, one or
multiple transformation rules are applied. In ETL, guards can be defined so that
a specific transformation is only applied for the right model artifacts.

Based on the intermediate model, the model-to-text transformation is applied
using the Epsilon Generation Language (EGL) yielding a MiniZinc model.
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Fig. 8. Transformation Round-Trip

Within the EGL, text and loops are implemented. To enable execution of gen-
erated model, a specific solver needs to be selected, e.g. COIN-BC1 solver.

5 Discussion

In the following, the proposed method is critically discussed from two perspec-
tives: First, the formalization of the mathematical model using SysML without
the creation of new stereotypes, and, second, the model transformations applied
to integrate computational design methods and SysML models.

5.1 Mathematical Modeling Using SysML

By applying model transformations, the proposed method integrates design task
formalizations directly within the system model. Therefore, the role of the sys-
tem model as a single source for system modeling is strengthened by avoiding
redundant formalizations as required by existing approaches from the domain
of design automation. A major benefit of our proposed method is that already
existing product knowledge captured by the system model can be directly reused
preventing errors in formalizations and saving time. By strictly separating sys-
tems modeling and mathematical modeling using the transformations, systems
engineers are enabled to integrated computational design methods in their work.
Nevertheless, the systems engineer needs to be knowledgeable about the oppor-
tunities for the application of computational design methods. Methods exist [11],
yet, more rigorous support is desirable, for example using pattern recognition
upon the system model to identify design tasks that can be potentially supported
using computational design methods. Future work needs to focus upon facilitat-
ing design task modeling for systems engineering by providing means to assess
design task formalizations. For instance, network analysis of constraints and
models could support early debugging of faulty relations in the design task for-
malization. Additionally, future work needs to investigate how machine learning
1 https://github.com/coin-or/Cbc.

https://github.com/coin-or/Cbc
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models can be formalized using SysML so to enable an even broader application
of computational design methods.

5.2 Model Transformation and Information Backflow

The presented method relies on an intermediate model that acts as a compre-
hensive source of information for derivation of a mathematical model. For the
depicted use case, a MiniZinc model was generated. However, any other target
domain can be addressed. Yet, it needs to be taken into account that generating
the mathematical model requires transforming an object-oriented model to a
declarative representation. Hence, developing these transformations can be con-
sidered a challenge. For example, combining multiplicities and abstract blocks
means that a number of decision variables corresponding to the degrees of free-
dom of the multiplicities times the available instance of the abstract block need to
be defined. Therefore, complex mathematical models can be yielded for allegedly
simple design task formalizations in SysML. In this respect, future work needs
to elaborate on automatically selecting appropriate solvers for a given design
task formalization. A challenge to be considered is that the solver’s performance
depend on the mathematical modeling. In this regard, automatic selection of
appropriate algorithms and improvements based on the selection could enhance
the results. Additionally, some solvers can describe a solution space or generate
multiple solutions. Backpropagation of results should then enable to represent
all generated variants in SysML.

6 Conclusion

This paper presents a method enabling seamless integration of computational
design methods and model-based systems engineering. Based on a case study
addressing the pre-dimensioning of a mechanical subsystem, it is shown how
semantics of the systems modeling language SysML can be used to formalize
a design automation task directly within the system model avoiding redundant
formalization of knowledge. Further, the applicability of model transformations
to transform a SysML model to a mathematical model is shown. Hence, seamless
integration of computational design support is enabled. Future work will elabo-
rate on the actual identification of design tasks as well as further elaborating on
the optimization of generated mathematical models.
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Abstract. The high dependency of a wiring harness on its surrounding compo-
nents requires changes to be made almost daily during development. To ensure
operability, these adjustments have to be carried out in some cases even after the
data freeze of a development phase. Since these changes may also be relevant for
subsequent development phases, redundant design efforts are the consequence.
One way to increase the efficiency of these processes is to reuse knowledge. This
paper reviews the state of the art of knowledge reuse in engineering design and
in software development. Furthermore, an overview of the structure of a wiring
harness, as well as the knowledge contained in the corresponding CAD data is
presented. Thereupon, all scenarios are specified in which knowledge reuse in
the wiring harness development could be possible. Subsequently, a methodology
for complete, partial and assisted reuse is specified enabling the transfer of gained
knowledge into otherCADdata sets ofwiringharnesses. In addition, the conditions
that have to be met for the application of each reuse method are presented. Finally,
the requirements needed for the implementation of the shown methodology into
a CAD system are specified.

Keywords: Knowledge reuse · Knowledge transfer · Knowledge management ·
Knowledge-based engineering · Computer aided design (CAD)

1 Introduction

The high complexity of wiring harnesses and the currently low level of automation
cause a high production effort [1]. Consequently, early design freezes are required to
ensure on-time assembly. In addition subsequent changes to ensure operability, as well as
parallel development of various product variants on one platform, result in overlapping
timelines. Since each development phase of any product variant sets new requirements
[2], changes may only be valid from specific phases and dates. This causes the creation
of variants for individual subareas of thewiring harness. Due to themodular and tree-like
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structure of the wiring harness other areas, can still remain the same (see Fig. 1). Since
newly gained knowledge and the corresponding adjustments to one CADmodel can also
be relevant for other models that are being developed in parallel, redundant maintenance
efforts are the result [3]. This ensures that variants can be kept as similar as possible, but
also avoids the repetition of errors and therefore reducing costs [3, 4].

Fig. 1. Variants of wiring harnesses during parallel development

Since changes have to be done almost daily and the complexity of the wiring harness
itself, the execution of changes require a particular high effort [5, 6]. Engineers in wiring
harness development spend almost 80% of their time for change management, which is
almost three times what engineers in other fields spend on average with approximately
25% of their time [7, 8]. Therefore, reducing the time for redundant design changes by
reusing gained knowledge to automate individual design tasks offers a high potential for
increasing the efficiency of those changes [3, 9]. To address this, Eder et al. [3] present
an approach for a knowledge management system. In Order to advance the knowledge
reuse stage of that approach, the following questions have to be answered:

• What are scenarios for knowledge reuse of CAD data in wiring harness development?
• How can knowledge be integrated in CAD data sets of wiring harnesses?
• What conditions must apply for the reuse of knowledge?

This paper is structured as follows: Sect. 2 reviews the state of the art of knowledge
reuse in engineering design and in software development. Furthermore, it presents an
overview of knowledge of wiring harnesses in CAD. Section 3 shows different reuse
scenarios ofCADdata inwiring harness development and a corresponding reusemethod-
ology. Section 4 validates the presented methodology. Section 5 concludes and gives an
outlook on future research.

2 State of the Art

Although knowledge reuse is a desire of any company, its implementation is difficult
and the actual benefits are hard to determine [4, 10]. Knowledge can either be explicit
in form of data or it can be tacit, which is based on personal experience and therefore
difficult to express [11]. To reuse explicit knowledge, it has to be made available by the
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interpretation of relevant information tailored to its use case [12]. Since native CAD
files are encrypted, all relevant information have to be exported via API (application
programming interface) into a universal machine readable format like the XML-scheme
[13]. In addition, it must be defined under which constraints a reuse of knowledge is
possible and how it can be integrated [14].

2.1 Knowledge Reuse in Engineering Design

Knowledge reuse is based on a detailed understanding of the structure and internal logic
of a product [10]. Onemassive challenge of knowledge reuse is, themore constraints and
information are associated to the knowledge, the more unique the use case is, decreasing
the reusability [4]. For example, the different boundary conditions make the transfer
of knowledge between product families more difficult than within product families.
In addition, reusability decreases the higher the product complexity [10]. To counter
these challenges, the reuse of knowledge can vary over degree of completeness [15] and
level of abstraction [4]. Instead of always reusing the whole knowledge, only individual
aspects of the existing knowledge are reused, which reduces the applicable constraints.
By increasing the level of abstraction, the focus on individual information rises. In
general, the higher the degree of abstraction, the more flexible and reusable the existing
knowledge becomes. But therefore, it is crucial to preserve the design intent, which
requires a fundamental design knowledge and awareness of existing design to ensure a
correct integration [15]. According to Lundin et al. [10], reusing knowledge with a high
level of abstraction is more likely to result in a conceptual solution proposal, whereas
a low level of abstraction is more likely to result in a direct implementation. Chen
et al. [14] suggest, using individual reuse mechanisms for functions, geometry, features
and interfaces. This should enable designers to decide for themselves what information
interests them. Then a tool should assist the designer with the integration of the selected
knowledge and thus avoiding that designers have to recreate the knowledge from scratch
[14].

2.2 Knowledge Reuse in Software Development

For a long time, it is state of the art in software development to work on a program
in parallel using a version control system (VCS) [16]. Programmer can create a local
temporary variant, a so called branch, of the master data set at any time. This allows all
desired changes to be made without external influences. Subsequently, all changes can
be transferred to the master data set. The changes made are automatically detected by
the VCS based on the specified merge algorithm and can be transferred where possible.
If the program code has been changed since the local branch has been created, a conflict
may occur. Depending on the merge algorithm, e.g. semantically or structural, these can
be solved automatically in some cases [17]. Since each algorithm can only cover certain
scenarios, conflicts often have to be solved by the respective developer manually [18].
A fully automated conflict resolving is generally considered to be not safe in practice,
since errors can be caused during this process. Rather, it is considered useful to assist
the developer in resolving the conflict [19].
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2.3 Structure and Knowledge of a Wiring Harness in CAD

Awiring harness is composed of individual segments. Each segment consists of a bundle
of individual wires, which can be built up modularly by a connector, a wire protection,
fixings and accessories, such as labels [20]. In general a segment is represented with
a maximum bundle diameter in order to reserve installation space in the vehicle. Fol-
lowing the top-down principle a wiring harness CAD assembly is designed around one
central part containing all segments, wire protections and accessories. In addition parts
like connectors and fixings are added from a PDM system and positioned as desired
[21]. Furthermore, each connector is allocated to its specific electro logical function via
unique reference. Due to the modular structure and the clearly defined linkage of each
element a wiring harness assembly can be fully described by the knowledge about the
part data, the associated information like the connector references, their positioning, as
well as the routing path of each segment [20]. Eder et al. [20] show how the explicit
knowledge about changes made in on CAD model can be formalized. Therefore, all
types of changes that can be made to a CAD model of a wiring harness are charac-
terized. In addition, a methodology is presented on how to automatically detect these
changes. To increase reusability, all changes in a CADmodel are analyzed and clustered
according to their intentions automatically. Furthermore, these clusters are stored in a
Diff-XMLfile, containing all information about the state before and after the change was
made. In addition this information is enhanced by automatic generated change descrip-
tions. According to Altner et al. [22] the usage of standardized description improves the
engineering change management.

3 Methodology for Knowledge Reuse in Wiring Harness
Development

In order to reuse knowledge in different CAD data, all scenarios are identified in which
elements and attributes can be similar and thus potentially be transferred. These scenarios
are used to develop the following methods. In addition, all requirements for application
and implementation of these methods are specified.

3.1 Scenarios for Knowledge Reuse

In the development of wiring harnesses, there are three scenarios that can be considered
for knowledge reuse.One of these is the development of several phases in parallel.During
this process, variants arise due to different requirements of the individual development
phases and changes after the design freeze. However, the resulting individual variants
can still have some of the same elements and areas. When changes are made to one data
set, these can also be relevant for other data sets [3]. Therefore, the more product variants
share the same wiring harness, the more data variants can be in development at the same
time and consequently be considered for knowledge reuse. Another opportunity for the
reuse of knowledge are alternative installation paths of one particular wiring harness.
Since awiring harness is a flexible component, the same product can be installed inmany
differentways. The need for these can be caused, for example, by different environmental
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conditions or various equipment variants in the vehicle. Consequently, each alternative
installation path requires an individual CAD model. Since alternative installation paths
correspond to the same product, it is necessary that all part data, the associated elements,
as well as the segment structure and length remain the same in all corresponding CAD
models. This requires that all changes to one model of the wiring harness must be
transferred to all the other models.

The third scenario is based upon product variants that are built on partially the same
bodywork areas, such as different vehicle derivatives and steering types. For example,
changes to body holes and repositioning of components can cause adjustments to fixings
and connectors in several CAD models. An overview of which elements and attributes
are relevant for knowledge reuse in each scenario is shown in Fig. 2.

Fig. 2. Reusable elements and attributes of wiring harnesses in possible development scenarios

3.2 Knowledge Reuse Methods

CAD models that are developed in parallel usually differ in degree of similarity. Thus,
the shared knowledge can cover entire areas or only individual elements and attributes.
These variations lead to the fact that changes cannot be transferred completely in each
case. In order to utilize the maximum potential of the acquired knowledge, it becomes
necessary to reuse the knowledge in varying degrees of completeness and abstraction,
as described in the state of the art. Based on the modular and tree-like structure of the
wiring harness, the three categories complete reuse, partial reuse and assisted reuse are
defined. Furthermore, all constraints and matching rules are specified to determine if
knowledge reuse is possible and which method has to be used.

Complete Reuse: All elements and attributes of the changes made in one CAD model
are transferred into another model (see Fig. 3). The basic requirement for this type of
transfer is that all elements and attributes of the affected area are identical in both data
sets. This transfer can be done automatically without any additional user input. As such,
it offers the greatest time saving of the three reuse methods. In addition, multiple data
sets can be kept as similar as possible, giving a higher potential for knowledge reuse and
especially complete reuse in the future.
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Fig. 3. Principle of complete reuse

Partial Reuse: Only selected elements and attributes of the changes made in one CAD
model are transferred into another model (see Fig. 4). Therefore, specific matching
and transfer rules have to be met. For example, if the part data and the information of a
connector are identical, but the position differs, the connector can be replaced by reusing
the gained knowledge automatically without any additional user input.

Fig. 4. Principle of partial reuse

Assisted Reuse: Only selected elements and attributes of the changesmade in one CAD
model are transferred into another model. Thereby, a conflict arises between the source
data and the destination data. This occurs, for example, when the position of one element
has to be transferred to another data set whose segment path differs from the source data
set (see Fig. 5). Consequently, there is no defined routing with the geometric boundary
conditions of the designated data set and the position data to be reused. In order to
solve the conflict and to be able to carry out the reuse process, the missing information
must be supplemented by the user with support from the system. In analogy to software
development, a fully automated conflict solution is considered to be too complex and
prone to error. One reason for this is the lack of information about the environment in
the available data, so collisions with the surroundings cannot be ruled out.
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Fig. 5. Principle of assisted reuse

3.3 Requirements for Implementation

The approach to integrate knowledge into other CAD models is to modify them in the
CAD system using the information of a Diff-XML file. Therefore, the XML file should
either be provided manually or should be made available to the CAD system by an
appropriate knowledge management system via API. The system has to search for the
elements and attributes thatmatch the initial state of theDiff-XMLfile. Depending on the
matched data, the specific reuse rules must be applied in order to determine all possible
reuse options and thus the reuse method to be carried out in each case. Subsequently,
all changes that can be integrated have to be offered to the user in a selection window
using corresponding change descriptions. Based on the user input, the system will then
execute the selected changes automatically. The Functions that need to be performed by
the CAD system in order to reproduce all the change scenarios are listed in Fig. 6.

Fig. 6. Requirements for the implementation of the knowledge reuse methods

Changes for which assisted reuse is required must be offered to the user in a feature
box that allows the user to enter themissing information. For example, if a new connector
has to be added, the user is asked to define the branch-off point from an existing segment.
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4 Validation

In Order to validate our methodology, several CAD models were modified in Siemens
NX by using the possible operations add, delete, replace and change. Before and after the
changeswere carried out,XMLfileswere generated containing all necessary information
about the wiring harness CADmodel. Based on these, the corresponding Diff-XML files
were created. A prototype add-on for Siemens NX was used to integrate the contained
knowledge of a Diff-XML file into a wiring harness CAD model. All implementable
changes were displayed in a user interface and could be selected by the designer. To
validate the complete reuse method, all changes were recreated with the previous ver-
sions of the manually modified CADmodels. Then, each manually adjusted data set was
compared to the ones created by knowledge reuse to ensure that there were no devia-
tions. Furthermore, individual elements and attributes could be transferred and thus the
technological feasibility of the partial reuse and assisted reuse could be shown. Figure 7
presents an example of how the knowledge reuse process implemented into a CAD
system could look like.

Fig. 7. Example of the knowledge reuse methodology implemented into a CAD system

Nevertheless, the tests also revealed optimization potentials. If, for example, a new
connector was added to a CAD model, this connector could be theoretically integrated
into almost all the other data models with assisted reuse. Thus, to prevent designers
from being offered too many irrelevant change options, an additional relevance check
might be useful. In addition, minor deviations of individual elements and attributes led
to the fact that knowledge could only be implemented with assistance. A tolerance in
the matching of the attributes might improve the efficiency.
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5 Conclusion and Outlook

The increasing demand for high quality data during parallel development of multiple
wiring harness variants requires individual changes to be carried out redundantly in mul-
tiple CAD models. In this paper, it was presented how these efforts can be reduced by
reusing knowledge. First, the different use cases that occur in wiring harness develop-
ment were specified. Based on these, a methodology for complete reuse and partial reuse
were introduced, enabling the transfer of changes made to one CAD model into another
one in varying degree of completeness automatically. In order to be able to integrate
knowledge in situations where information are missing or conflicts occur, a method for
assisted reuse was presented. Furthermore, it was specified that complete reuse can be
applied, if whole areas are identical between two data sets. Partial reuse and assisted
reuse, on the other hand, can be used when certain elements and attributes match. In
addition, the requirements that have to be met in order to implement the reuse method
into a CAD system were presented. For future work, these methods should be com-
bined with a corresponding knowledge management system which is also responsible
for the generation and transfer of the knowledge via Diff-XML files. In addition, the
optimization potential identified should be investigated in order to increase the usability
and efficiency of the reuse process.
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Abstract. There are new CAD software tools emerging that will likely pave the
way to next generation engineering design. They are labelled Generative Engi-
neering, Generative Design, Algorithm Based Design, Simulation Based Design
or similar. Those new tools have in common that they make intensive use of Arti-
ficial Intelligence methods and extensive computing power. The focus of these
algorithm-driven approaches to developing products and finding solutions is not
the explicit creation of geometry but rather the definition of constraints, boundary
conditions, rules and procedures that allow the computation of feasible solutions
including the implicit generation of geometricmodels.Onemajor idea is to initially
open up wide solution spaces that are goal-oriented based on given requirements
and provide engineers with all relevant information to perform trade-off studies
and create new and innovative solutions instead of perpetuating existing solutions.
The new tools are often associatedwith topology optimization and generativeman-
ufacturing, but the concepts go far beyond and lead to a complete workflow in the
creation of products.

The paper systematically analyses different software tools and shows that
Generative Design and Engineering is interpreted and implemented differently by
various software vendors, all pursuing different goals. In addition to the potentials,
the paper mainly shows the current limitations of the implemented approaches in
the different CAD tools. The focus is not only on the design phase, but also on
how the tools take into account different aspects such as the automation of the
entire development process, cost evaluation and manufacturing processes.

Keywords: Generative design · Generative engineering · Topology
optimization · Artificial intelligence

1 Introduction

Generative Design (GD), Generative Engineering, or Algorithm Based Design are terms
for the next generation of engineering design which combines human capabilities with
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artificial intelligence, algorithms, and computing power1. Especially the technological
progress in cloud computing opens completely newways of creating and evaluate designs
through the extends computing power. Furthermore, the manufacturing technique gener-
ativemanufacturing also removesmany constraints from the design ofmanufacturing and
extends the design of freedom to the engineer markedly [1]. The resulting possibilities
of manufacturing nature-based and lattice structures requires new ways of construction.
Lattice structures are for example body centered cubic or honeycombs structures. Simul-
taneously, shorter development times and higher requirements lead to first best solutions,
often based on existing solutions, instead of exploring the complete solution space to
find the best possible solutions. To integrate all these new possibilities and to tackle the
challenges a new approach for the development process is given by the approach of GD.

The definition and understanding of GD vary and is interpreted and implemented
slightly differently by different CAD tool vendors. One possible cause is that GD is
used in a variety of different disciplines such as architecture, art, and engineering [2].
All approaches in the field of engineering have in common that algorithms generate
and evaluate various designs or alternative solutions based on user defined boundary
conditions [3]. The aim of GD is not to replace engineers but to shift the ability from
modeling the solution to the definition of the boundary conditions and the evaluation of
the solution. Hereby, the aim is to deliberately open up the possibility that established
patterns of thought are broken down and solutions do not only emerge as a gradual fur-
ther development of already existing solutions. This allows a wider range of options to
consider and make the solution more suitable and effective. This paper presents the state
of the art in GD in distinction to topology optimization, nature-based and lattice struc-
ture. Different GD interpretations and embodiments of the approach in CAD software
tools for structural components are presented as well as a comparison of implementation
inside three different software tools while identifying strengths and limitations. There-
fore, a schematic workflow along the product development process is presented and
investigated. Although there are already GD approaches for fluid paths and temperature
applications for example, this paper only refers to structural components.

2 State of the Art in Generative Design

GD is an approach to autonomously generate and evaluate designs based on algorithms,
that consider user specified boundary conditions likematerials,manufacturing processes,
loads and supports. Instead of the traditional approach where one concept is selected
and evaluate through manual iterations, GD allows to generate and evaluate multiple
design at the same time automatically and compare them [4]. As a result, in addition to
the traditional approach, a significantly larger solution space is explored and compared.
Particularly, the explicit generation of geometry and shape of parts is not any longer the
foreground of engineering work, but the definition and characterization of the design
problem itself. Geometry is then created automatically and in an implicit way. The
approach also takes further stages like cost evaluation into account and allows engineers
to evaluate a whole concept at an early stage of development [4]. This methodology

1 For the sake of simplicity, we will only use the abbreviation GD in the rest of the text.
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is not new, there are already first attempts during the late 1970s, but for a large-scale
application, further developed algorithms and primarily high computing power were
necessary [5]. The technological progress in cloud-based computing performance and
machine learning opens new opportunities and increases the possibilities which lead to a
new generation of CADSoftware tools from different vendors. But as alreadymentioned
the definition and implementation is not set and other terms like topology optimization,
nature-based design and lattices structures generation for additive manufacturing are
often associated or equated with GD [6].

Topology optimization is limited to the topology aspect and extracts a shape depend-
ing on the boundary conditions from a start shape based on a particular optimization
algorithm. The goal of this approach is to reach a volume or mass reduction by complete
focusing on the shape. As a conclusion of the necessary starting shape, material can only
be subtracted from this shape. In contrast, GD is generating a form, can add material to
the design space, evaluate different materials at the same time and create new shapes
independent from an existing shape. Therefore, the options with GD are much larger
than with topology optimization. Nonetheless, topology optimization algorithms can be
part of a GD functionality to create a shape. The goals of GD are not limited to volume
and mass-reduction and can also consider costs, materials, displacement, manufacturing
processes and similar. Besides topology optimization, GD is also particularly excellent
suited for biomimetic designs as well as the automated and algorithm-based generation
of lattice structures for parts that are manufactured using additive manufacturing tech-
nologies. These structures are complex and time consuming to create with traditional
modelling. In summary, topology optimization, bionics and lattice structures are like
tools in a toolbox of GD methodology [1].

3 General Analysis of GD Approaches

3.1 Implicit Geometry Creation Workflow

The schematic workflow for a GD process for structural component contains is shown
in Fig. 1.

Fig. 1. Schematic workflow for GD process

Definition of the Construction Space. At the beginning of each geometry creation
workflow, the definition of the construction space is necessary. This construction space
contains not only a spatial area in which geometry can be created or changed (design
space DS) but also the definition of spatial areas which have to be kept unchanged (non-
design space NDS, retained geometries) or which are given obstacles. Initial geometry
models can be imported from different CAD systems or created inside the software. For
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the definition of the construction space, there are two extreme options with intermediate
levels possible. In the “shell-based” option the design space represents the complete
construction space (like a shell). In this case the definition of obstacles is not neces-
sary and areas outside this space would not be considered. In this, the non-design space
is for geometries which are functional necessary like for instance holes with supports
for screws. For the definition of the non-design space a selection through surfaces of
the design space or required 3D-models are possible. The other extreme option “re-
straint geometries” is just the creation of retained geometries (like non-design space)
and obstacles. A starting shape could also be created and is recommended if several
retained geometries should be interconnected across obstacles, but it does not restrict
the construction space.

Meshing and Setting the Boundary Conditions. The next step is to prepare themodel
for FEM analysis with meshing and defining the boundary conditions like forces, sup-
ports andmaterial. Also, the constraints and objectives for the optimization are set. Since
the objectives and constraints can be used as both, they are considered together.

For meshing, the range is between “low influence” and “customizable with parame-
ters”. In the “low influence” approach the options are limited to the resolution or similar.
The “customizable with parameters” option offers many different mesh options as well
as for the subsequent preparation, enhancements, and connection of multiple meshes.
Mesh type (e.g., triangle or quad), mesh size and other settings can be individualized.
Moreover, the option to import or integrate the mesh generation from a different tool is
possible.

Potential loads are gravity, forces, moments, and pressure. Therefore, integrable load
steps are linear static, buckling and modal. For the constraints or objectives are volume
fraction, structural compliance, stress, and displacement as well as the consideration
of one direction for extrusion and symmetry with different restrictions possible. More-
over, passive (retain) regions, buckling and modal frequency constraints or overhang
constraints for additive manufacturing, can be included. To set the values for the various
constraints a manual input or the automation with an import from Excel for example is
possible. Another different is the support of manufacturing processes. Due to the con-
sider of one direction for extrusion the tools are designed for additive manufacturing.
Possible supported manufacturing processes are beside additive manufacturing, die cast-
ing, 2-axis cutting und milling while considering different manufacturing settings like
tool properties.

Topology Optimization. Topology optimization for exploration of alternative results
includes more methods than the classical topology optimization and describes the
improvement of the topology with further methods. One “basic” alternative is to imple-
ment the traditional approach of topology optimization with local computing power and
provide a block which used the model, variables, objectives, constraints, and a limita-
tion of iterations can as inputs. Also, the integration of further settings like “boundary
penalty” to prefer material on the boundaries or material inside, or an option to see all
iterations with a different threshold is possible. The threshold defines how much mate-
rial should be removed and has a major influence on the result. Even if the constraints
are fulfilled, the final result does not necessarily meet the requirements depending on
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the threshold. Another”advanced” alternative is to use experimental solvers or different
approaches like the level-set-approach in cloud computing to explore alternative designs
and solutions. With respect to the different options, the number of solutions can vary
between one solution from the traditional topology optimization and multiple solution
depending on the number of materials or manufacturing processes.

Besides topology optimization, another aspect in GD software tools is the generation
of a field-driven design, which means for example the adaption of a shell thickness due
to the stress in a special area. If the stress in a certain area higher, the shell is denser than
in an area with less stress.

Postprocessing. After the topology optimization, the result needs to be prepared for
manufacturing and evaluated in relation to the goal achievement. Depending on the
results of the topology optimization, the results could be rough and need to be postpro-
cessed. This can be done either automatically using individual algorithms with voxel
and smoothing or manually. The next postprocessing step is the fulfilment check of load
requirements. For this, different simulations like static FE, nonlinear-static FE, modal
frequency, and buckling-analysis could be implemented or exported to a specialized
tool. The analysis of key performance indicators (KPI) can be automatically evaluated
and compared to the target values or with a manual process for given KPI. For KPI
analyses, a black box or an individual approach can be implemented. In the black box
approach, the data is supplied by an external tool and there is no option to customize
the data. The individual approach allows input data inside a tool for customizable to
company-specific data or offers mathematical operations to create own workflows for
the calculation. To prepare results for manufacturing, the tools can be integrated or
depend on special postprocessing software. The number of supported manufacturing
processes varies in different tools.

3.2 Solution Space Exploration and Trade-off Studies

With respect to solution space exploration and the capability to perform automized and
assisted trade-off studies GD approach can be divided into two main categories.

The first category “Assisted CAD modelling” is an adaption to the traditional CAD
approach with the GD module integrated as a workspace in the same way as e.g., sim-
ulation module. The GD module user interface is designed like a traditional CAD tool
with a ribbon menu for modelling, design constraints and similar as well as a viewer for
representing the geometry. The approach is geometry driven and provides a user friendly
and familiar environment for the engineer. The configuration options are limited, and
the approach is like a black box in terms of algorithms which reduces error-proneness
on the one hand side but also limits the comprehensibility on how a solution space for
a given problem is created. An impact and inspection of the several steps inside the
software is strongly restricted and an automation of the whole process is not possible.
The exploration of the solution space and the possibility to perform trade-off studies are
implicitly integrated, and the adjustment of the process is not possible.

The second category is “Functional CAD programming environment”. Here, the
user interface is different from traditional CAD and consists of a low code programming
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environment. Instead of predefined workflows and CAD functions, the exploration of the
solution space and the functionalities are individual arrangeable and can be automized.
In this approach, the integration of further tools inside the software or through an im-
and export is strongly supported. The engineer is in complete control of all steps, i.e., it
is a white box approach. A user needs knowledge about the generation and application
of workflows which could lead to mistakes. Nonetheless, an advantage of this approach
is the customizable parametric driven generation, which allows to change settings fast
and especially explore many different designs through a design of experiments study.
This can be used for design automation by only changing a few boundary conditions
and is powerful with respect to solution space explorations and trade-off studies.

4 GD Interpretation of Selected Software Tools

The vendors of the different CAD software tools describe GD in various ways. To
understand the implementations inside the tools, in this chapter the GD approaches of
three software tools are presented.

4.1 Autodesk Fusion 360

Autodesk describes GD as an approach for simultaneously generation of multiple solu-
tions based on real-world goals using cloud computing. The generation is not limited to
specialmanufacturing processes like additivemanufacturing and can also take traditional
processes like milling into account. For this GD approach, a human operator, artificial
intelligence algorithms, cloud computing power and a strong link to manufacturing and
process awareness are required. Moreover, Autodesk describes the characteristics of GD
as the capacity to solve more complex problems with designs which are physics based
and mimics nature as well as with generative design factors in constraints such as load,
weight, and cost. The fact that Autodesk implemented GD as amodule inside Fusion 360
allows the operator to easily transfer results from GD to tools such as CAD, CAM and
FEM. In addition to GD for structural component, Fusion 360 also integrates a preview
of GD for fluid paths [4, 7, 8].

4.2 nTopology

nTopology (nTop) is a stand-alone solution for GD and uses an approach of implicit
modelling in contrast to traditional explicit modelling (e. g. B-Rep, CSG, Direct) that
allows tomodel geometries with implicit equation in a fast and robust way, especially for
lattice structures and organic shapes. For nTop, GD “is a goal-oriented and simulation-
driven design methodology that uses software and computational algorithms to generate
high-performance geometry based on user-defined engineering requirements”. There-
fore, nTop defines three key components of GD, which a GD software combines: geom-
etry generation, design analysis & evaluation and automated iteration loops. GD enables
engineers to use the full of range of possibilities from additive manufacturing. In com-
parison to topology optimization, this GD approach allows to consider technical and
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non-technical requirements like costs. The advantages of nTop approach are the devel-
opment of new designs (with no inspiration from previous), high performance products
and acceleration of product development. Disadvantages arise from the limitation of the
constraints GD can handle and the fact that the quality of the result is limited to the
quality of the workflow/simulation. nTop is also not limited to structural components
and integrates also GD for thermal applications [9].

4.3 ELISE

ELISE describes the product development process as an incremental process with many
manual iterations due to different departments, software tools and data types. To improve
this process, engineers should be able to use computers to develop optimal products auto-
matically. ELISE can be interpreted as a low-code enabled CAD integration platform
that combines several commercial engineering tools in a stable, all-encompassing soft-
ware. In ELISE the algorithm-based design is defined as a technical DNA (workflow)
which automatically generates shape and geometry, based on the boundary conditions.
These boundary conditions contain clear design rules, limits, and target values. The
workflow integrates and evaluates all different processes and tools like CAD design,
FE-Simulation, and calculations inside and is completely customizable. The advantages
of this approach are that changing boundary conditions automatically lead to new parts.
There is no longer an individually creation of each component necessary and the DNA
can be reused partially or completely. By this approach, the newdegree of design freedom
provided through additive manufacturing is captured and enabled well [10].

4.4 Assessment of the Modules

Table 1 shows an assessment and a comparison of the two categories.
The assisted CAD-modelling approach shows how to integrate GD as a module

inside the existing solution while providing the traditional CAD-user interface. The gen-
eration of the structure is like topology optimization with focusing on a design for manu-
facturing and include a selection of further features like cost analysis and comparison of
options. The simultaneous generated results are due to the cloud computing support and
different solver involvement manifold and more nature based. But the options to config-
ure individual solutions are restricted, the workflow cannot be completely automated,
and the approach is limited customizable due to only changing boundary conditions and
the resolution of the mesh.

In contrast, the new vendors follow with Functional CAD programming envi-
ronment a similar concept for GD, although the used term is different. Both software
solutions rely on the individual generation of reusable workflows for the automation of
the entire process and allow to change many parameters. But the visualization options
for comparison the results of different parameters as a trade-off study are limited. The
approaches of both are not limited to generate a shape like with topology optimization,
they are more holistic and individual depending on the circumstances. The engineer
has all options to variate the whole process by creating an own workflow and can track
all steps to create the design from the construction space over topology optimization
to evaluation. The focus of both platforms is on additive manufacturing although not
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Table 1. Assessment of different approaches to features

Assisted CAD-modelling
(e. g., Fusion 360)

Functional CAD
programming environment
(e. g., nTop/ELISE)

Geometry Definition

Definition of construction
space

Restraint geometries Shell-based

Mesh generation for topology
optimization

Low influence Customizable with
parameters

Considerable loads Gravity, forces, moments, pressure

Considerable load steps Linear, in preview: modal,
buckling

Linear

Constraints/objective for
optimization

Volume fraction, structural compliance, stress, passive
regions, extrusion direction

In preview: displacement,
modal, symmetry

Displacement, symmetry

Manufacturing processes Additive, die casting, 2-axis
cutting, milling

Focused on design for
additive manufacturing

Topology Optimization Advanced (cloud computing) Basic, field-driven (local)

Postprocessing Manual Automatic

Topology reconstruction Not necessary Voxel, smooth

Evaluation for fulfilment of
the requirements

Static FE, modal frequency, buckling-analysis

Nonlinear-static FE Im- and export for external
tools

KPIs evaluation Black box, automatically for
technical, manual for
non-technical

Individual, automatically
through mathematical
operators

Preparing for the
manufacturing processes

Not inside GD For additive

Further Aspects

Design automation No Individual

Lattice structures No Yes

Design of experiments No Yes

limited to it. Differences are in the provided load steps and constraints. ELISE allows
modal and buckling load steps and therefore constraints, while nTop allows moreover an
overhang constraint with focus on additive manufacturing. For the evaluation of the KPI,
ELISE has besides the mathematical operator’s unique blocks for some KPI to evaluate
them automatically.
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An advantage of the implicit modeling platform nTop against the open platform
ELISE is that nearly all features are integrated inside the platform and no other license
or software is necessary. The only exception is the design of experiments in nTop.
Against this, ELISE provides many features, but it also relies on partners for integration
of different tools like lattice structures. Moreover, notable is the necessary license for
the basic function of topology optimization. But besides the typical workflow, the new
vendors provide further features like field-driven design, lattice structures.

Figure 2 shows the differences in the definition of the construction space for the
three presented software tools and the generated results after the development process.
All results show a reduction of the used material while take over the preserved areas and
meet the stress requirements. Especially the experimental result from Fusion 360 shows
a design that is clearly different from the traditional approach compared to the other.

Further advantages of GD are shown in the example of a seat bracket from General
Motors and Autodesk where the GD solution is 40% lighter but also 20% stronger and
eight parts are consolidate into one [11].

Fig. 2. Example of construction space and results in Fusion 360 (A), nTop (B) and ELISE (C)

5 Conclusion and Outlook

This paper shows a systematic overview and a comparison of different approaches to
implement GD inside CAD software tools. For all mentioned features along the product
development process, the possibilities for integration are manifold and differs in most
cases between an individual and a black box approach as well as a manual against an
automatic process. The implementation of the features inside three selected software
tools were analyzed. The results show that the implementation can be divided into an
“Assisted CAD-modelling” and “Functional CADprogramming environment” approach
while the embodiment was always slightly different and not completely equal. Each
software tools have its strength and limitations in different aspects. In this paper, the
focus was on the features for the generation of a single part, but no consideration was
given to the generation of assemblies. Also, the reproduction and variation of results by
similar boundary conditions as trade-off study was not analyzed. Moreover, the results
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need to be validated regarding building options and fulfillment of the requirements. Also,
it needs to be considered that all software tools are still under development. Therefore,
it is necessary to evaluation the functions of these tools in future and compare them if
new functions are available.
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Abstract. Glancing Angle Deposition (GLAD) is a technique used in Physical
Vapor Deposition (PVD) to prepare thin films with specific properties. During the
deposition process, a tilt is introduced between the sputtered atoms flux and the
normal of the substrate surface. By shadowing effect, this induces tilted nano-
columns that affect the properties of the coating. To predict these properties,
several existing tools simulate the different steps of the PVD deposition. First,
a simulation of the sputtering of atoms from a metallic target is made, followed
by the computation of the atoms transportation from the target to the substrate.
Finally, the growth of the film is computed. All these simulations use point based
representation to represent the deposited atoms. However, such representation is
not suited for classical finite elements analysis (FEA).

In this paper, a methodology for generating FEA meshes from the points
produced by film growth simulation is presented. Two major scientific challenges
are overcome. Firstly, how to segment the “film” point cloud into a collection of
individual “columns” and secondly, how to generate the meshes of the columns
that are approximately represented by points. The point cloud segmentation is
computed through neighbourhood notion. The mesh is obtained as an implicit
surface by the marching cubes algorithm and smoothed by a Humphrey’s class
Laplacian algorithm. Numerical simulations based on the generated FEA meshes
will be conducted using Abaqus FEA software.

Keywords: PVD · GLAD · Columns · FEM · Simulation · Point cloud · Meshes

1 Introduction

Physical Vapor Deposition (PVD) is a process used to coat parts with thin layers ranging
from a few hundreds of nanometers to a few micrometers in thickness. It has a large
scale of application due to a high degree of freedom in the composition of the layer as
well as an easy application in the industry [1]. It is used in several domains, ranging
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from mechanical application (such as coated milling drills) [2], optics [3], electronics
[4] and in several other fields.

The deposition is carried out at an atomic scale in a vacuum chamber, hence in situ
data is sparse [5]. Most of the information comes from post-deposition characterization
of the coating [1]. In this case, simulation is a key to evaluate the macroscopic properties
from several micro-scale interaction through laws of physics.

Many simulation software are based on theMonte-Carlo algorithm, and, in particular
Kinetic Monte-Carlo (KMC). Different successive codes are mandatory to conduct such
study. For example, SRIM [6] or TRYDYN [7] can be used to characterize the sputter-
ing from a target, SIMTRA [8] computes the transportation of matter in the chamber,
NASCAM [9, 10] or SIMUL3D [11] simulate the growth of the columnar film. This list
is not exhaustive, however it presents the three type of software used in PVD simulation
(sputtering, transport, growth). However, no software currently support the mechanical
simulation of thin films based on a simulated structure. The aim of this study is to address
this lack and produce such simulation.

This paper presents a pilot study of FE meshes generation from point based film
growth simulation result which will be used in Finite ElementMethod (FEM) simulation
of the mechanical properties.

2 Technological background

2.1 Presentation of the GLAD Process

As its name implies, PVD process uses the physical phenomenon in order to turn the
solid material into a vapor, which is then deposited onto the part. The phenomenon used
in this study is called “Magnetron Sputtering”.

Figure 1 presents the PVD process: in a deposition chamber, a plasma is condensed
on the surface of a metal object, called target, which leads to the erosion of the surface
and the sputtering of the eroded matter. Then, the sputtered matter is transported through
the chamber toward a substrate, resulting in the growth of the film.

This study focuses particularly on the GLancing Angle Deposition process (GLAD)
in which an angle is formed between the flux of sputtered matter and the substrate in
order to constrain the growth. The major effect is the apparition of an inclined porous
columnar structure due to the shadowing effect as presented by Hawkeye et al. [12]. It is
then possible to nanostructure the film by controlling the deposition angle and thus vary
its properties. This effect has already been documented for a variety of applications, such
as anti-reflect optical films [13], magnetic films [14] or mechanical applications [15].

2.2 Simulation Steps

The current steps of the simulation is the successive simulation of the sputtering, the
transport and the growth of the film [16]. In this study, the sputtering step is conducted
with SRIM [5] and SIMTRA [8]. The former estimates the atom flux resulting from the
ion and the target in both angle and energy in a localized manner (a few nm2 surface of
the target). Whereas the latter uses those angular and energetic distribution as well as a
racetrack in order to create the emission overall the target.
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Fig. 1. Outline of the PVD process [2]

SIMTRA then proceeds to the computation of the transportation in the chamber,
considering the collisions with the atoms present, in this case argon at a pressure of 2.2
× 10–3 mbar, and returns a file containing the final position, angle and energy of any
atom landing on the target.

Finally, NASCAM [8, 9] simulates the growth from the transportation result given by
SIMTRA.Several transportations can be used together to emulatemulti-target deposition
as well as a reactive atmosphere. It results into a point clouds on a cubic or hexagonal
grid with information about the composition and the morphology. The three software
are based on the KMC algorithm.

This paper presents a post-processing workflowmade to prepare the results from the
previously stated simulation for mechanical calculation by finite element model.

3 Post-processing

The construction of a mesh from the simulated PVD growth consists of several steps.
The overall workflow of the process is presented in Fig. 2. The state of the input and
output data is also provided between each two successive steps. The following parts
elaborates on the column separation algorithm as well as the steps followed in order to
produce a smooth mesh from the point cloud computed for each column morphology in
the initial simulation step. The mesh assembly consists of simply adding all sub-meshes
for each column to a global coating mesh.

3.1 Columnar Separation

Aspreviously stated, theGLAD technique induces a columnarmorphology,which in turn
causes variations of the film properties. Hence, in order to compute the film properties, it
is necessary to study the columns. This is the aim of the first part of the post-processing
algorithm. NASCAM exports a point cloud where each point represents an atom and
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Fig. 2. Workflow of the simulation from the PVD process to the construction of the mesh

possesses the name of the chemical specie in addition to the xyz coordinates. Unfortu-
nately, no information about the point clustering according to the columns is provided.
Therefore, a method has to be designed to segment this global point cloud into a set of
columns.

The designed method is based on the growth of a column and the chronological
flux of atoms. Figure 3 illustrates three principal cases when an atom arrives on the
substrate. If the atom arrives on the substrate without any neighbor, a new column is
created (Fig. 3a). Else, the atom is added to one of the column from its neighbors. If
there is only one neighbor atom, the newly arriving atomwill belong to the same column
of this unique neighbor (Fig. 3b). If the newly arriving atoms is in contact to several
neighbors belonging to different columns, the one of highest weight is assigned to the
newly arriving atom (Fig. 3c).

Figure 4 is a logic graph presenting the major steps of the column separation
algorithm.

All neighbors are considered by relative attraction, which means with a decay along
the distance to the point. For calculation purpose and according to the work on a cubic
grid, only the points contained in the cube of three units edges centered on the newly
added point are considered as neighbors as presented in Fig. 5.

In this figure the neighboring positions to any point on the grid, here the orange point
with a halo are filled with virtual points. A color is given to each in accordance with
the distance from this point to the central point. Positions on the faces (pink) are at the
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Fig. 3. Schematic representation of the attribution of an atom depending on the neighboring
structure. (a) No neighbors, (b) A single neighbor, (c) several neighbors

Fig. 4. Logic graph of the algorithm

Fig. 5. Layout of the neighborhood of an atom in the algorithm

distance of 1 unit, on the edges (green) at
√
2 units and on the vertices (brown) at

√
3

units. In a first approximation, the parameters used by Besnard [17] on Simul3D will
be kept for further simulation. It estimates the weight of any point to be linear with its
inverted distance to the middle of the cube.

In order to develop the algorithm, it is necessary to know the structure around every
point at the time of deposition. A new option implemented in NASCAM provides the
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deposition order and the successive position of each point. By browsing through this
file, it is possible to have the structure at any time of the deposition.

NASCAM works in a prismatic world. To reduce computational costs, this world is
periodic: its boundary planes along both the x and the y axis are considered adjacent.
This has to be taken into account in the separation of columns as one can overlap over
different boundaries of the world, mostly in highly tilted deposition (Fig. 6).

Fig. 6. Top view of a small column on a periodic world along with the steps needed for the
deperiodicization (a) and of the same column in a non periodic world. Cross section of a large
column in a periodic (c) and non-periodic (d) world

Figure 6apresents the effect of the periodicity on the topviewof a single small column
and Fig. 6b show the shape of the same column in a non-periodic world. Figure 6c and
d present the same situation for a large column in cross section view.

The results of the column separation algorithm are presented on Fig. 7.
Figure 7a presents the raw structure exported by NASCAM, while Fig. 7b presents

the segmented structure where columns are identified and displayed in different colors.
It can be observed that, in accordance with the literature [13], the lower part of the



222 N. Watiez et al.

Fig. 7. Comparison of raw data from Nascam (a) and columnar separation algorithm (b)

structure mostly consists of densely packed small columns and the higher part are made
of sparsely located large columns due to the shadowing effect [12].

3.2 Mesh Construction

The point cloud could not be used as it is for classic FEM mechanical calculation.
Although point based mechanical simulations exist in the literature [18], it has been
preferred for this study to work with FEM simulation software, which requires the
construction of a mesh.

Concerning this point, several choices were made:

– Ignoring the internal porosities of the columns, which would be considered as
computation artefacts from the probabilistic approach.

– Creating a mesh on an implicit surface set so that the surfaces created around adjacent
points from different columns are in contact.

– Smoothing the mesh to improve the computability and to reduce the serrated patterns
induced by the voxelization used in NASCAM.

The suppression of the internal porosities ismade through theBall Pivoting algorithm
[19] in which a ball of given radius rolls on the edges, creating a triangle surface when it
is in contact with three points. The created surface is then voxelized [20]. From these two
steps, a new point cloud is obtained which presents no porosity nor holes smaller than
the ball radius. Figure 8b presents a slice of the point cloud corresponding to the dark
blue column on the data exported from NASCAM (Fig. 8a) with two added cavities, one
on the surface and one in the bulk. Figure 8c corresponds to the slice of the point cloud
obtained after applying a voxelization algorithm to the surface created by Ball Pivoting
and filling the voxelized data. These two steps reduce the impact of surface cavities
depending on the size of the ball chosen for the algorithm and guaranty the density of
the columns.
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Fig. 8. Raw (a) and densified (b) point clouds representing a column

The implicit surfacemesh is then constructed through theMarching Cubes algorithm
[21, 22] applied to the voxelized point cloud. A cube is moved through the point cloud
adding edges and surfaces by comparing the position of the points in the cube to a library
of all possibilities. Thanks to this structure, this algorithm is fast and reliable on dense
point clouds but very prone to errors in sparse ones. It is an efficient solution given the
previous assumption to consider columns as dense entities.

Due to the fact thatMarching Cube algorithm uses predetermined structure on a grid,
the range of possible angles between surfaces are limited, sometime resulting in sharp
angles, ill-suited for mechanical calculation. The Fig. 9a presents a slice of the surface
constructed by Marching Cubes from the column highlighted in Fig. 8a. As expected,
the grid parameters are obvious and the structure is very serrated along oblique angles.

Fig. 9. Slice of the mesh created by the Marching Cubes algorithm from the dense point cloud
presented in 7c corresponding to the column highlighted in 7a, before smoothing (a) and after
smoothing (b)

Consequently, a smoothing is applied to reduce the impact of the grid. The
Humphrey’s Class Laplacian Smoothing [23] is used in order to produce a smooth
mesh while at the same time limiting the volume shrinkage of the bulk. Nevertheless, a
reduction of the global volume is still to be expected in the sharp boundaries. Volume
measurement points to a loss of approximately 3% in volume. The smoothing has very
little impact on the bulk.

As can be seen on Fig. 9b, the structure is mostly conserved with only a few rounder
angles or straighter oblique edges replacing the serrated ones.
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The 3D rendering of the column’s mesh on the software Blender is presented in
Fig. 10.

Fig. 10. 3D mesh of a simulated PVD column

At this point, it is possible to import the resulting mesh into a FEM calculator to
compute the mechanical properties but the real interest comes from the possibility to
create an assembly from all the columns of a given deposition simulation and run the
calculation for the whole coating.

Figure 11 presents a side by side an SEM (Scanning Electron Microscopy) image of
a coating and the assembly of the columns from the simulated world shown on Fig. 7
created by the application of the proposed 3D reconstruction method. The reconstructed
structure is similar to the SEM images of a similar coating, both on the measured column
tilt and on the shape of the columns, which involve multiple thin columns at the base
and a few large columns at the top.

Fig. 11. (a) SEM image of a GLAD coating (b) 3D mesh of a simulated PVD world

4 Conclusion and Perspectives

This study presents a method devised from the numerical simulation of thin film growth
to the construction of the FE mesh. This method has been successfully conducted in
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a two step-approach. The first step is a segmentation of the film in a set of columns
while the second step consist in the creation of surface meshes for each column. The 3D
representation of the current meshes shows consistency with experimental data obtained
by SEM microscopy on both the tilt and the shape of the columns.

The process will be perfected in a batch of experimental and numerical investigations
of the morphological (SEM) and mechanical (nano-indentation tests) properties of thin
films.

The parameters expected to be reviewed this way are:

– The weight of the face, edge and vertex atoms in the definition of the attribution of
a new deposited atom to the existing columns. The parameter presently used is a
reduction proportional to the inverted distance as suggested by Besnard’s previous
work [17].

– The size of the mesh unit, which is currently based on the grid from NASCAM.
– The number of successive smoothing which may be increased or decreased depending
on the computational capabilities of the machine.

Another potential upgrade factor for this study is the risk of collision between
columns during the assembly part due to the shape modification from the smoothing.

Although the smoothing mostly induces a reduction of the shape in the boundaries,
it may result in local expansions. In the case of this happening in the boundary between
adjacent columns, it could lead to collisions and failure of the simulations, an additional
part could be included at the assembly step to resolve the issue in those situations.
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Abstract. The topic of the digital twin has been widely investigated recently.
However, few works superficially address its geometrical aspect. This paper
attempts to clarify what it means to maintain the geometric coherence of a digital
twin based on a taxonomy of geometric modifications. Each type of geomet-
ric change and existing capture solutions are reviewed. To conclude, the review
encourages us to adopt an agile human-centric approach supported by extended
reality technologies as a complement to automated supervision processes.

Keywords: Digital twin · Geometry · Coherence · Geometric change · Tracking

1 Introduction

The digital twin concept was introduced as the ideal Product Lifecycle Management
(PLM) [1]. A digital twin is strongly intertwined with a real twin in a cyber-physical
system. If the digital twin is misaligned with the physical twin, then the cyber-physical
system is incapable of providing the services expected by the stakeholders. Although
there is a bewildering array of studies related to the alignment of the behavioral proper-
ties between the digital and physical twins, proposals for maintaining the coherence of
structural properties are virtually absent. For instance, the interface between the phys-
ical and digital twins in [2] uses the Industrial Internet of Things (IIoT) to update the
behavioral properties without considering geometric changes.

This paper identifies the concept of geometric coherency of a cyber-physical system
whose properties emerge from the intertwinement of a physical twin and digital twin.
The first section concentrates on the definition of the concepts of the digital twin, digital
twin coherence, and geometric coherence based on a literature review. The third section
introduces a taxonomy of geometric modifications (GM) to be captured to maintain
geometric coherency. The taxonomy supports the definition of each GM, the review of
existing solutions to capture GM, and their limits according to some PLM phases.

2 Literature Review

The concept of the digital twin is much more influenced by ever-evolving technologies
and business incentives than rational scientific knowledge. From an academic perspec-
tive, some definitions focus on the multi-physics and multi-scale characteristics [3],
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whereas others concentrate on the level of data integration and the real-time constraint
[4]. The analysis of 23 papers on digital twins identified through a systematic literature
review since 2010 onGoogle Scholar led us to a list of 10 key features. Figure 1 illustrates
the number of papers containing each feature. A majority of papers consider a digital
as an as-built representation of a real system and both are bi-directionally synchronized
in near real-time. However, results show that only 13% of studied papers claimed the
importance of geometry coherence as a key feature that will be discussed in this paper.

Fig. 1. Key features of 23 digital twin definitions since 2010

2.1 Digital Twin Coherence

Although the synchronization between the digital and physical twins is crucial, main-
taining their coherence is more about finding the right level of fidelity for the pursued
goals. However, studies ignore the geometric coherence and focus only on the behavior
by developing data-based digital twins for predictivemaintenance [5] andmanufacturing
[6]. The problem with data-based digital twins is that the geometry is either overlooked
or considered perfect whereas dynamic behavioral properties’ fidelity depends on it.
Without capturing geometric changes, one cannot pretend to have a high-fidelity dig-
ital twin. For instance, by evaluating three scenarios, [5] shows that missing teeth in
mechanical gears impact the wheel speed.

2.2 Digital Twin Geometric Coherence

Keeping the geometry coherent requires capturing geometricmodifications before updat-
ing the geometry of the digital twin. To capture a geometric change, various tracking
technologies exist (Image recognition, 3D scan, Infrared, Magnetic sensors, etc.). As
far as the author is concerned, very few papers propose solutions to track geometric
modifications of a digital twin [8, 9]. Scanning and reverse engineering solutions [7]
provide a new geometric model, but they require a time-consuming process that does
not need rapid synchronization.

In the next section, we propose to clarify the concept of geometric coherence by
developing a taxonomy of geometric modifications and a review of tracking solutions.
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3 Approach and Methodology

Despite the increasing research studies on digital twins, we still miss a formal definition
of coherence, especially geometric coherence.

3.1 Digital Twin Coherence

Although the coherence of a digital twin is anecdotally discussed, Fig. 2 clarifies it by
refining the service “Maintain the coherence” into solution-neutral technical functions:

• Acquire data: monitoring of the structural and behavioral properties of the digital and
physical twins.

• Detect deviation: processing of measured data to identify a gap between the properties
of the digital and physical twins.

• Make a corrective decision: once the deviation is detected and the geometric
modification type is known, a corrective decision has to be made accordingly.

• Make a corrective action: once the corrective decision ismade, corrective action should
be executed by the digital twin, the physical twin, or both.

Fig. 2. Process for maintaining the coherence of a digital twin

The solutions to implement each function depend on the type of geometric modifica-
tion and the context (business strategy, constraints, resources…). The next section will
introduce a taxonomy of geometric modifications and the existing tracking solutions.

3.2 Digital Twin Geometric Coherence

Geometric coherence can be defined as the level of similarity between the geometry
of the physical twin and the geometry of the digital twin. Having a high score of sim-
ilarity requires capturing changes on the real twin and to update the digital twin or
vice-versa. The proposed taxonomy (Fig. 3), which is inspired by the manipulation of
a bill-of-materials, classifies the geometric modifications (GM) into three categories: 1)
modification of the position and orientation of a part or an assembly (GM1), 2) addition,
deletion, or replacement of a part or an assembly (GM2), 3) modification, addition or
removal of material on a part (GM3).



230 A. Lammini et al.

Fig. 3. Taxonomy of geometric modifications

a) Modification of the position and orientation of a part or an assembly

i) Definition
The position and orientation are two parameters to locate a rigid body in space, or

relative to its parent. They canbepresented either by a transformationmatrix, or a position
and quaternion vectors. Maintaining the geometric coherence (Fig. 2) when a position
or orientation is modified consists of acquiring the new positions and orientations of the
components that make up the digital and physical twins before calculating the deviation
value and making a corrective decision to execute a corrective action on the real twin or
the digital twin or both.
ii) Review of existing capture solutions

Getting an indoor position and orientation tracking system remains a bottleneck.
Existing technologies to capture changes in position and orientation can be classified
into three categories: 1) IIoT, 2) image processing, and 3) 3D scanning.

Concerning IIoT, [8] created a digital twin of a factory. A function of the digital
twin is to detect the position of a forklift and assets using Bluetooth sensors. Despite
the accuracy of the sensors (1 m), the time spent looking for the assets is reduced by
99.79% (from 960 min to 2 min).

Regarding image processing techniques, [9] developed a deep learning algorithm to
estimate the orientation of a physical twin based on camera input. The estimated orienta-
tion value can serve to update the orientation of the digital twin with an error below 20%.
Planned future work will add a depth camera to estimate the position too. Likewise, [10]
developed two image-based measurement systems (an image-based distance measure-
ment system and a parallel lines distance measurement system) to locate a mobile robot
in an indoor environment by calculating its coordinates. The measurement errors range
from 2.24 cm to 12.37 cm which could be improved by using a high-resolution camera.

Finally, [11] developed a non-contact measurement method using HoloLens. The
HoloLens depth camera scans the area in 3D, and then the user’s gaze and gestures
select the measurement points that serve to calculate the distance, the area, and the
volume between the points with a level of precision of 1 cm.
iii) Limits of existing capture solutions

[8] equipped multiple assets with sensors. The size of the assets is an important
parameter, as tracking a small object (e.g. screw) can’t be achieved here, since the
attachment of the sensor to the object cannot be achieved.

In [9] results were accurate, but the authors face three main issues. First, full or
partial symmetrical objects impact the pose estimation process. Second, the shape of
some objects appears similar even if they are seen from different angles which causes
the same impact on the process. Third, the objects with a dark light-absorbing surface
engender a high error while estimating the rotation angles.
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In [10] results depend on the camera quality as well as the lighting. In addition, the
use of sensors to track the position is relative to the required precision level. For example,
Bluetooth sensors can track assets in a factory with an approximate accuracy of 1 m [8]
and GPS has a tracking accuracy between 20 and 30 cm [22].

Finally, the first version of the HoloLens offers a position calculation method with
an error of about 1 cm [11], which is more precise than Bluetooth or GPS but it is still not
enough in some situations such as the capture of tool wearing during CNC machining.
Generally, the accuracy of 3D scans depends on the scanner’s nature, however, the highest
the precision level is, the longer the processing time.

b) Addition, removal, or replacement of a part or an assembly

i) Definition
There are multiple reasons for adding (e.g. adding new functionality to the system),

changing (e.g. replacing a degraded component), or removing (e.g. removal of a func-
tionality of the system) a component or an assembly of a physical twin. Consequently,
the digital twin has to be updated. In some cases, the change occurs on the digital twin
first leading to the update of the physical twin. In both cases, the process for maintaining
the geometric coherence (Fig. 1) consists in capturing the bill of materials of the physi-
cal twin to compare it with the digital twin before making a corrective decision to take
corrective action or not for adding, removing, or replacing a part or an assembly in the
digital twin.
ii) Review of existing capture solutions

Recognizing and capturing the physical twin components is one way to control the
presence or absence of objects, and it is mainly done by 3D scanning or image processing
from video captures. For example, the Yolov5 object detection algorithm recognizes
objects based on camera input [8] and mobile laser-scanned point clouds detect, capture
and extract road objects [12]. Model-based comparison is one approach to detect 3D
changes based on the conversion of the point cloud into digital surface models (DSMs)
that are compared to detect deviations. Change detection relies on the classification of
objects. For example, [13] detects the change areas by comparing two DSMs coming
frommulti-temporal LiDARdata using classification to estimate the percentage of pixels
that have been converted from ground to building and vegetation.

As part of the deviation detection process, [14] has compared laser scan point-cloud
data to CAD data as an inspection of industrial plant systems. Combing the inspection
process tool with the recognition and extraction capabilities previously mentioned can
provide a system to capture a real object to be compared with the digital twin CAD
model to indicate the differences between the digital and physical twins. There also
exists a set of common solutions to capture the presence of an object such as LED-based
photoelectric sensors that emit light.

As far as the author is concerned, no studies have considered object replacement
detection.
iii) Limits of existing capture solutions

The accuracy and the time process of the model-based comparison approach depend
on the scan precision as well as the classification process. Thus, employing scanning
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technology to capture objects, then comparing them to a CAD model is a heavy and
time-consuming process. Moreover, when small objects are drowned in a large scene,
the detection and extraction process is challenging [12]. The utilization of LED-based
photoelectric sensors is limited in the detection context, but it can be used to indicate in
near real-time the removal of a fixed component.

c) Modification, addition, or removal of material on a part

i) Definition
A component undergoes several material changes. Some are made on purpose (e.g.

additive manufacturing) to adapt the functionality of the component to a specific situa-
tion, others are usually undesired and are due to external factors (e.g. corrosion, cracking,
creeping, etc.). Shape modifications are of three types [14]:

• Formative: “The desired shape is acquired by application of pressure to a body
of raw material, examples: forging, bending, casting, injection molding, the com-
paction of green bodies in conventional powder metallurgy or ceramic processing,
etc.”

• Subtractive: “The desired shape is acquired by selective removal of material,
examples: milling, turning, drilling, EDM, etc.”

• Additive: “The desired shape is acquired by successive addition of material”
By analogy, the undesiredmaterial changes can be brought into three categories:

• Undesiredmaterialmodification: the undesired shape is formed by an external effort
applied to the component body, resulting in a material modification (e.g. crack and
delamination. The shape modification is either plastic or elastic).

• Undesired material removal: The undesired shape is acquired by external efforts,
resulting in material removal (e.g. corrosion, erosion).

• Undesired material addition: The undesired shape is acquired by external factors,
resulting in the addition of material (e.g. dental calculus).

ii) Review of existing capture solutions
Whatever the type of geometric deformation (formative, subtractive, or additive),

3D change detection based on a second multi-temporal point cloud approach is the
point-based comparison based [15]. It uses LiDAR data and an adaptative threshold to
highlight a red zone in the point cloud indicating the modified zone. The accuracy of this
zone depends on three factors: registration errors, thresholds, and a neighboring number
of 3D change detection. Experiments for evaluating the influence of each factor show
that the adaptive threshold approach results have higher accuracy (95%) as the number
of neighboring points increases and when the registration error is better than 0.041 m.
The overall performance of change detection is measured by four variables: correctness,
completeness, quality, and F1 measure.

To detect geometric modifications due to formative shaping, one can use a sensor
to capture in 3D the shape of cables after bending in near real-time [23]. Moreover,
a review of 61 deep learning-based crack detection approaches points out that seman-
tic segmentation-based provides high accuracy (from 79.99% to 96.79%) in terms of
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crack detection and localization [16]. Finally, the demonstration of the linear relation-
ship between crack propagation and the electromagnetic signal coming out of a sensor
provides a low-cost solution for crack detection in structures [17]. The sensor was able
to track small changes in the structure i.e. cracks widths below 1 mm efficiently.

To detect geometric modifications due to the removal of material, one can exploit
the visual attribute of corrosion: colors with a tracking algorithm based on images,
or textures with deep learning algorithms [18]. Rayleigh ultrasonic wavefield by laser
probing was used to detect a non-visible drilled hole on a subsurface of aluminum plate
[19]. The measurement accuracy is not examined under different circumstances, but the
inspected hole of 0.5 mm in diameter and 5 mm in depth was successfully identified.

Finally, to capture geometric changes due to the addition of material, deep learning
solutions recognize the overlap welding, that is, the bulge of weld metal beyond the root
that looks like a circle that extends out of the component body [19]. Vibration tests can
evaluate the limescale buildup on the walls of the pipes, the status of the pipe section,
and the rate of deposition [20].

This review shows the extensive use of 3D scans, deep and machine learning
algorithms as well as non-destructive techniques for material change detection.
iii) Limits of existing capture solutions

Detecting changes in a point cloud density with amodel-based comparison threshold
approach has high data accuracy [15] but it is a complex and time-consuming process.
Regarding the trackingof geometric changes of cables andbeams, themaximumlengthof
the sensor is 115 cm. Themachine learning recognition and detection algorithms showed
an important accuracy result, but it is limited to the outside visible side of the component,
unlike the method such as non-destructive tests which can capture changes inside a body.
Moreover, the trained algorithmsworkmostly for the formative, subtractive, and additive
shaping aswell as the common undesiredmaterial changeswhere a supervision system is
installed, but they are not able to detect an undesired change. In other words, maintaining
the geometric coherence of a digital twin requires training the learning algorithms with
massive datasets representing all kinds of changes to avoid overfitting.

4 Discussion

The literature review points out the lack of interest in maintaining the geometric coher-
ence of a digital twin. We assume that this is due to the difficulties of automatically cap-
turing geometric changes compared to the capture and update of behavioral properties
with IIoT technologies.

Tracking the geometric modifications of a system may be fundamental in different
PLM phases. For instance, considering the geometric deviations during the maintenance
phase would improve the quality of the digital twin’s maintenance predictions, as “In
addition to monitoring the deviations between collected data and expected values, a
digital twin can interpret collected data from other perspectives. Comparison between
digital twin simulated data and collected data can help determine the failure mode.
Digital twin provides a high-fidelity accurate model and keeps updating through the
product lifecycle.” [21]. Having an up-to-date geometric definition of a digital twin
also helps to improve the design of multibody system dynamics, especially control
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algorithms. It is also tremendously important regarding the dismantling phase in critical
fields like the nuclear energy industry or aerospace to have a clear understanding of the
latest product configuration that will facilitate the recycling process.

A complex system can contain so many components (e.g. sensors, actuators, gears,
etc.) that tracking all geometric changes is important but idealistic. IIoT can track the
positions and orientations of instrumented objects at different scales (factory, machine,
etc.) as well as some specific deformations such as crack and wear detection. However,
having an up-to-date digital twin means setting up sensors on all parts or at least know-
ing in advance all the critical parts to monitor. Sometimes components are not easily
accessible, reaching them requires deep investigation inside the system, which makes
image capturing and scanning difficult. Image processing techniques also rely upon a
supervision system to integrate within an operational environment which can be inappro-
priate. Furthermore, the trained algorithm may potentially fail to recognize uncommon
geometric changes (e.g. buckling) because of the insufficient volume of training and
testing data to cover all potential scenarios. Regarding the 3D scan solutions, the cap-
ture of geometric deformations is highly accurate but the reverse engineering process is
cumbersome.

Fig. 4. Human-in-the-loop maintenance of geometric coherence of a digital twin

The automatic supervision and update of geometric changes are still, and will always
remain, partial. This observation encourages us to promote an agile human-centric app-
roach supported by extended reality technologies as a complement to automated supervi-
sion processes. The human ability to detect and communicate common and uncommon
deviations remains crucial to maintain an up-to-date digital twin. As a complement
to automated supervision processes, the review encourages us to investigate an agile
human-in-the-loop approach supported by extended reality technologies that enable us
to capture geometric changes and synchronize them with the bill-of-materials stored in
a PLM software (Fig. 4).
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5 Conclusion

The main chara of a digital twin is its synarecteristicronization with a physical twin.
Studies aiming at maintaining the coherence between both twins concentrate on the
behavioral properties using IIoT without considering components’ geometry modifica-
tions, and components add/removal in the whole product structure. This paper attempts
to clarify the concept of geometric coherence with a taxonomy of modifications. A
review of geometric deviations capturing technologies shows that existing solutions
require heavy automatic supervision systems (full instrumentation with sensors or cam-
era tracking with image processing) which concentrate on intended geometric changes.
Finally, we discuss the human role in the process by arguing that augmented reality,
especially spatial mapping, synchronized with PLM software could bring a benefit to
automatic supervision systems.
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Abstract. Currently, companies in the manufacturing field are experiencing the
need to go digital, compelled by rising competitivity and efficiency requirements.
Digitalization implies the development and implementation of complex systems
in manufacturing plants as well as in the delivery of product-service systems and
solutions, asking both for the adoption of Model Based Design (MBD) tools and
methods. In this context, the assessment of suitability of MBD tools is vital for
the companies that try to digitalise their operations. Due to the high relevance that
this characteristic has for users and providers, a vital part of the implementation
process is assesing the level of development or maturity of the tools. This paper
presents and proposes a Technology Readiness Level (TRL) template developed
in the HUBCAP project. This template aims to support MBD tools providers
(guiding them in the description of the tool added on the platform), the platform
management (easing governance tasks) and its users (clarifying the tool description
for them) along the upload, update and control processes of the MBD tools in the
collaborative platform.

Keywords: Technology readiness level ·Model-based design · Cyber-physical
system · Collaboration platform · Digital innovation hub

1 Introduction

Manufacturing companies produce goods in large scale to meet customer requirements
and to manage to stay competitive in the market. In this context, they must constantly
adopt newcomputation technologies and develop innovative solutions in their production
lines [1]. This constant evolving context increases both plants and product/service’s com-
plexity offered by the companies [2]. Commonly, asset lifecycle is composed by different
phases, starting from conception and planning, going through design and engineering,
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and then construction, validation, verification, and commissioning [3]. Through each one
of these phases, it is highly relevant for the vendor and the asset user to clearly identify
the development stage of the same. This is evenmore importantwhile introducing in their
solutions technologies belonging to the Industry 4.0 domain (as Cyber-Physical Systems
(CPS)), vital for the constant development of the manufacturers production systems [4].
The development phase can be empowered by the adoption of Model-Based Design
(MBD) approaches to which each company can have access to, depending on their level
of expertise, flanked by related tailored tools [5]. Small andMediumEnterprises (SMEs)
face several barriers when adopting digitalization [6]. Some of the areas where these bar-
riers are most challenging are in the adoption of model-based driven models and tools
(MBD assets) [7]. SMEs usually lack of expertise in the implementation of MBD assets
due to the high investment costs that they imply (e.g., licensing, development, training,
etc.). To encourage the technological transformation, ease the utilization of MBD and
address cross-cutting challenges along European SMEs, the HUBCAP (Digital Innova-
tion HUBs and CollAborative Platform for cyber-physical systems) project was funded
by the European Commission (EC) under the Smart Anything Everywhere initiative.
The objective of HUBCAP is to provide a one-stop-shop for European SMEs that intend
to adopt CPS through MBD assets (through different techniques assimulation, model
checking, contract-based analysis, model-based safety assessment). The project wants
to create a growing and sustainable network where SMEs can undertake experiments,
seek investment, access expertise and training, and network with other companies and
institutions with support of specialized DIHs. In this perspective, the awareness on the
level of development of the tools deployed in the platform becomes highly important for
both users and asset providers. For the users, it represents more complete and accurate
information to better understand the suitability of the tool to their specific purposes and
applications. On the other hand, the asset providers have to be aware on the next steps of
development they should follow to offer a complete product in the platform. To this aim,
the well-known and consolidated Technology Readiness Level (TRL) models coming
from NASA [8], and its modified EC [9] version, were considered. Due to the need to
adapt these standards to the main assets of the HUBCAP platform, i.e. MBD tools, the
aim of this paper is to present and propose the TRL template developed in the HUB-
CAP project to support the uploading, updating, and control of the methods and tools
added to the collaborative platform by the solution providers. The template can play
a key role in supporting the lifecycle management of manufacturers’ assets, fostering
the exploitation of the related data and knowledge since the development phase of the
CPS technologies employed. The paper is structured as follows. Section 2 presents the
TRL standards. Section 3 shows the research methodology needed to develop such an
adaptation of TRL standards to the MBD domain (shown in Sect. 4). Section 5 provides
concluding remarks.
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2 The Research Context: Technology Readiness Level

The metric of TRL was defined as a relevant parameter to be included in HUBCAP with
the intention to give its users and stakeholders a better understanding of the level of
development of theMBD assets offered on the platform. More specifically, it is intended
to be implemented in the tools offered as are the digital assets for which its level of
development can be valutated.In the context of NASA [8], the model was conceived
in 1974 with 7 levels intended to assess the level of maturity of technologies to be
utilized in a specific field, space missions. In 1990, the model gained recognition and
was extended to 9 levels, beings broadly utilized in NASA [10], including relevant
parameters for NASA technologies such as (i) test and demonstration, and (ii) proven
operation. In 1995, [8] offered a more detailed definition to each level and from this
year until 2006, the model gained recognition internationally. Based on the white paper
published by NASA to define the TRL metric, the model can be adapted to different
environments as long as five main steps of the development process of the application
are always considered [8]: 1. “Basic” Research in the technology or concept, 2. Focused
technology development addressing specific technologies or concepts for an application,
3. Technological development of the application, 4. System development, 5. System
“launch”. With time, TRL gained recognition in other fields of different countries and
industries being utilized in some cases as-is, while in others it has been adapted to meet
specific requirements [11]. The European Space Agency (ESA) was one of the firsts in
implementing the TRL model as-is but adding some additional levels with additional
standards [12]. Also the Department of Energy (DoE) implemented the nine level model
with small variations in the initial and in the last levels [13]. The last level of the DoE’s
TRL specifies that the technologymust be proven in a “full range” of spected conditions.
In other cases, the TRL was modified to assess readiness of not only technology, but the
process of incremental innovation. In [14], the Innovation Readiness Level is defined.
In the manufacturing industry, this metric gained high levels of attention, until being
specifically addressed by the EC who proposed a new version in the context of EU
Horizon programs with some slight differences from the original one from NASA [9].
Table 1 shows the two models and their main differences in each of the 9 steps.

Table 1. TRL models proposed by NASA and European Commission

TRL NASA EU

1 Basic principles observed and reported Basic principles observed

2 Technology concept and/or application
formulated

Technology concept formulated

3 Analytical and experimental critical
function and/or characteristic
proof-of-concept

Experimental proof of concept

(continued)
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Table 1. (continued)

TRL NASA EU

4 Component and breadboard validation in
laboratory environment

Technology validated in laboratory

5 Component and/or breadboard validation
in relevant environment

Technology validated in relevant
environment (industrially relevant
environment in the case of key enabling
technologies)

6 System/subsystem model or prototype
demonstration in a relevant environment
(ground or space)

Technology demonstrated in relevant
environment (industrially relevant
environment in the case of key enabling
technologies)

7 System prototype demonstration in a
space environment

System prototype demonstration in
operational environment

8 Actual system completed and “flight
qualified” through test and demonstration
(ground or space)

System complete and qualified

9 Actual system “flight proven” through
successful mission operations

Actual system proven in operational
environment (competitive manufacturing in
the case of key enabling technologies or in
space)

In the EUHorizon programs context [9], the TRLs were defined with the intention to
narrow down the topics of the H2020. Additionally, the definition of this metric, gives an
idea on the next steps that the project must follow and an initial iteration on the distance
of the technology from the market. In the context of HUBCAP, the definition of the
TRLs became vital since it can support stakeholders to define the current development
step of the tool in discussion, identify its possible benefits and limitations, and give a
broad idea on the further steps that it will have.

3 Research Method

In this section, the process of development of a TRL template adapted for HUBCAP’s
MBD assets is described, based on the initial NASA [8] and EC [9] models. The research
process is composed by 5 main steps (Fig. 1):
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1. Conceptualization 
of the MBD TRL 
temnplate from 
NASA and EU 
Commission

2. WOrkshop to 
present the 
concept to 

HUBCAP MBD 
experts

3. Design of the 
MBD TRL 

template based on 
the 

recommendations 
from HUBCAP 
MBD experts

4. Worrkshop to 
present the MBD 

TRL template 
design to the 

SMEs providing 
MBD assets in 
the HUBCAP 

platform

5. Adaptation 
and 

implementation 
of final design of 
the MBD TRL 

template

Fig. 1. TRL adaptation process for HUBCAP context

1. the conceptualization of the HUBCAP TRL template was done starting from the
NASA and EC versions, adding three parameters to each level of the template (a.
considerations in the stage and some examples, b. what question should the tool
provider answer, c. expected output documentation that justifies the selected TRL).

2. To perform additional activities to verify the suitability of the TRL with the MBD
assets provided in HUBCAP, a workshop to receive feedback about the template
concept was conducted involving MBD experts belonging to the HUBCAP project.

3. The feedback gathered from the workshop with the experts involved can be wrapped
up in Table 2 reporting the relevant points of improvement:

Table 2. Feedback gathered from meetings and countermeasures for HUBCAP TRL

N Feedback gathered during meetings Countermeasure

1 Inclusion of output for each level of the
TRL was requested by the partners. It is
highly relevance as the platform counts with

The output for each TRL level was defined
as an additional parameter to the TRL
model. Nevertheless, as it can have high
variations from one provider to another, it
was defined as a general output

2 Corrections and clarifications of the
definitions of each level. More specifically

The column “Development actions taken”
were expanded to clarify them and make it
clearer each TRL level to the tool providers

3 The level 9 could lead to misunderstandings
as it was not clear what is the last level of
development that a technology can have

The level 9 was better defined and the
context of the HUBCAP tools better
explained. It was specified that the last level
of the HUBCAP TRL model is reached
when a tool is for first time successfully
deployed in a real application for a customer

4. A further workshop was done to explain the MBD TRL template to the SMEs
providing MBD assets on the HUBCAP platform (the users of the TRL template).
Some additional corrections (description and levels of specifications) were gathered.

5. The new feedback were implemented first in the template itself and then in the
platform on which it had to be embedded.
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4 Results: TRL Template for MBD Methods and Tools

The MBD TRL proposed is structured in 9 levels, classified in three main phases, as the
traditional one. Phase 1 (MBD asset concept definition (levels from 1 to 4) focuses on the
definition of the tool concept and its validation.Phase 2 (MBD asset concept validation
and test (levels from 5 to 8)) focuses on piloting activities and demonstration. Phase 3
(MBD asset deployment (level 9)) is reached after the last “bug fixing” aspects. Table 3
specifies the name of the level, the development action taken (i.e. the steps that theMBD
tool provider have taken in order to reach the TRL), what to consider in this stage and
examples (in this column is mentioned the main thing to consider when evaluating the
tool under the TRL including also an example to guide the provider), question for tool
provider (i.e. a question for the provider to assess TRL), output (possible outputs that
the provider should have when the TRL is reached).

5 Discussion

The adoption of theMBDTRL template defined forHUBCAPbrought successful results
as each provider was able to better define their current level of development, provide
a short description of the asset state of development, and additionally, generate further
documentation that can be accessed and exploited by their stakeholders. However, since
the TRL template is a new platform feature, not all the MBD asset providers have been
able to offer a complete documentation of their current TRLyet. From the experience that
each asset provider had in the definition of the asset TRL, the time required to perform the
assessment depends on the availability of information that they actually had internally.
In most of the cases the tool providers were able to identify their TRL but were not able
to offer the right documentation that justifies their selection. For this reason, additional
time were required by them to develop the new documentation required. For the asset
providers that had available the documentation, the time required for the assessment
varied depending on the completeness of the information that each MBD asset provider
has available.

The providers that had complete information that justifies the TRL of their tool
required approximately 1 h to identify and justify it in the platform. The providers that
did not have available documentation in regard to their TRL required additional time,
this due to the fact that they needed to prepare from scratch the documentation to justify
it.
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Table 3. MBD TRL template

Phase TRL Development
stages

Development
action taken

What to consider
in this stage and
examples

What question
should the tool
provider answer?

Output

Phase 1: Tool
concept
research and
validation

1 Basic principles
observed and
reported

Scientific
research
translated into
applied research
and
development.
Most relevant
topics related
with the tool end
goal were
investigated and
applied to the
tool
methodology.
This includes
physical
principles or
basic topics over
which the
intended tool
will be built on

The basic
principles of the
tool are
researched. Ex:
The analysis of
the different
types of the
battery control
methodologies

[Is the tool basic
principle already
researched?]

• Documents
about basic
physical
principles or
basic topics
over which the
intended tool
will be built on

• Further
information
about how
scientific
research (with
related
references) has
been translated
into applied
research and
development

2 Tool concept
and/or tool
formulation

The tool is
discussed and
defined around
the basic
principles
defined in the
previous level.
The previous
topics converge
in the definition
of the tool
objective, being
merely
speculative:
without
experimental
proof or detailed
analysis that
supports the
conjecture

Practical
applications of
the basic
principles are
invented or
identified. Ex:
the potential
application of a
certain control
methodology is
explored, like its
utilization for
electric trucks

[The
applicability of
the basic
principles has
been proposed?]

• Document
reporting the
tool objective
connected with
the physical
principles and
basic topics
found in the
previous stage

(continued)
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Table 3. (continued)

Phase TRL Development
stages

Development
action taken

What to consider
in this stage and
examples

What question
should the tool
provider answer?

Output

3 Analytical and
experimental
critical function
and/or
characteristic
proof of concept

Active R&D
starts. Starting
from the basic
principles
investigated and
the definition of
the tool, an
appropriate
context of the
tools is defined,
and studies are
performed to
validate that the
analytical
predictions are
correct. This is
translated into a
“Proof of
concept” of the
tool concept

A proof of the
concept over
which the tool is
build had been
developed. Ex: If
the tool is based
on the
implementation
of a battery
management
system (BMS)
for electric
trucks, then this
stage is achieved
when it has been
theoretically
proven or
modelled that the
theoretical model
behind the tool is
feasible for the
application. Ex.:
the theory behind
the battery
control has been
proved

[Is the theory
behind the tool
and the
application
already
theoretically
proven for this
type of
applications?]

• Proof of
concept of the
tool

• Document
reporting the
validation of
the concept of
the tool
(feasibility
analysis of
tool/model)

• Document
reporting
requirements of
potential real
applications of
the tool

4 Tool concept
validation in
laboratory digital
environment

A validation in a
digital
environment
must support the
concept
formulated in the
previous step
being consistent
with the
requirements of
potential real
applications

This validation
can be done in a
digital
environment
without
considering all
variables as in
real application
cases. Ex.:
Testing the tool
with a virtual
battery for a
vehicle or truck

[Is the Tool
already tested in
a digital
environment
proving that it is
feasible to be
applied?]

• Report of the
validation
conducted in a
digital
environment

(continued)
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Table 3. (continued)

Phase TRL Development
stages

Development
action taken

What to consider
in this stage and
examples

What question
should the tool
provider answer?

Output

Phase 2: Tool
pilot line and
demonstration
projects

5 Tool concept
validation in
relevant
environment

The basic tool
elements must be
integrated with
reasonably
realistic
environments.
The
demonstration
might represent
an actual system
application, or it
might be similar
to the planned
application, but
using the same
technologies

The validation in
this stage must be
done by
implementing the
tool in a similar
environment than
the application
case. Ex.: Testing
the model for a
truck battery
control with a
real truck or a
similar vehicle

[Is the tool
already tested
and its results
were taken to a
similar
environment to
the real
environment?]

• Tool prototype
(Tool concept
validated)

• Report of the
validation of
the tool
concept in a
relevant
environment,
showing
conformity
with the
requirements
previously
defined

6 Tool prototype
demonstration in
a relevant
environment

A model or
prototype system
would be tested
in a relevant
environment. At
this level,
considering the
NASA
definition, if the
only “relevant
environment” is
the space, then
the
model/prototype
must be
demonstrated in
space. The
demonstration
might represent
an actual system
application, or it
might only be
similar to the
planned
application but
using the same
technologies. At
this level,
several-to-many
new technologies
might be
integrated into
the
demonstration

In this stage all
the variables of
the application
are considered.
Ex: In this stage,
not only the
model behind the
tool must be
tested, but also
including
additional
variables such as
movement, time,
etc. which could
affect the model
of the tool

[The previous
test had been
performed
including
external
environment
variables?]

• Report of the
demonstration
of the tool
prototype in a
relevant
environment
considering
additional
variables of the
application

• Validation of
integrability
with new
technologies

(continued)
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Table 3. (continued)

Phase TRL Development
stages

Development
action taken

What to consider
in this stage and
examples

What question
should the tool
provider answer?

Output

7 Tool system
prototype
demonstration in
an operation
environment

T his TRL is not
always
implemented. In
this case, the
prototype should
be near or at the
scale of the
planned
operational
system and the
demonstration
must take place
in the specific
conditions of the
real operational
environment of
the tool. The
driving purposes
for achieving this
level of maturity
are to assure
system
engineering and
development
management
confidence (more
than for purposes
of technology
R&D).
Therefore, the
demonstration
must be of a
prototype of that
application. Not
all technologies
in all systems
will go to this
level. TRL 7
would normally
only be
performed in
cases where the
tool and/or
subsystem
application is
mission critical
and relatively
high risk

This stage is
important in case
that the tool is
related with
safety or critical
risks for the
customer
company. Ex.: If
the battery
control system
includes the
modelling of the
support of
security systems
in the truck, the
experiment must
be performed
including all the
variables that can
influence this

[In case the tool
has critical risk
or security
concerns, it has
been tested in a
real environment
with the
variables that
affect these
risks?]

• Tool system
prototype
(Proven in risk
environments)

• Document
reporting the
demonstration
of the
tool/system
prototype in an
operational
environment
granting that
critical risks
and security
concerns had
been
considered

(continued)



Developing a Technology Readiness Level Template 247

Table 3. (continued)

Phase TRL Development
stages

Development
action taken

What to consider
in this stage and
examples

What question
should the tool
provider answer?

Output

8 Actual tool
system
completed with a
test made in an
environment
similar to
potential
customer
applications

In this stage, the
tool had been
already tested in
applications
alike to the
customer
applications. In
other words, the
tool has been
tested in a
situation or
application
similar to the one
that the potential
customers would
have

The tool has to
be tested in a real
environment.
Ex.: Tested in a
set of truck
batteries

[Is the tool
already tested in
a real
environment as
the ones that
customers would
use it on?]

• Functional tool
• Document
reporting the
test made in a
similar
environment to
the one that the
potential
customers
would have

Phase 3: Tool
(initial)
deployment

9 Actual tool
system proven to
have successful
application for
customer needs

All the tools that
are being
implemented by
companies are in
TRL 9. This
stage is reached
after the end of
the last “bug
fixing” aspects
of the tool
development

The tool had
been successfully
implemented in
real
environments.
Ex: The tool for
battery control
simulation had
been tested in the
application of an
electric truck of a
company with
successful results
in meeting
customer needs

[Is the tool
already proven
with customers
and showed that
it successfully
meets their
requirements?]

• Report of tool
deployment in
a customer
application
environment

Fig. 2. TRL section for HUBCAP tool
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To better support the adoption and implementation of the TRL template in the HUB-
CAP platform, additional input boxes for each one of the assets available were added. In
this way, the TRL defined by the asset provider can be found by the platform users while
they access the asset webpage in the catalog on the platform (Fig. 2). As the process is
still in an early stage of adoption in the platform, most of it must be done manually by
the MBD asset provider, implying possible human errors and further revisions on the
quality of the TRL assessments.

6 Conclusions

This paper presented anewTRL template for updating and controllingMBDmethods and
tools of a collaborative platform. This new template can be considered an improvement
and adaptation to the MBD domain of the EC and NASA TRL standards. After the
implementation of the tool, new feedback from the tool providers were gathered.

1. inclusion of additional details for the documents to be uploaded into the platform:
at the moment, the format is not specified as it can highly vary from company to
company (it is needed a list of types of verification documents that can be utilized
in the various stages of the TRL or a standardized document template that asset
providers will feed with the information related to their tools and methods).

2. inclusion of the verification of TRL definition in the Quality Assurance process,
currently being designed for the HUBCAP platform (due to the fact that even when
specifications regarding the TRL proving documents were given in the template,
some users did not comply with them, triggering a manual verification).

3. exploration of the feasibility of the template extension to additional TRLs to consider
additional phases of the MBD assets’ life cycle.

In addition to the previous improvements to be done in the current implementation of
the TRL template, someweaknesses are identified in the paper. Currently, the verification
of the correct implementation has been done in some of the assets currently offered in the
platform (13of 49). Themodelmust still be applied to all the tools added on theHUBCAP
platform to further verify its applicability. Furthermore, improvements are intended to
be implemented to the platform with the intention to make easier the assessment and
verification of the assets’ TRL, intended to be executed by the HUBCAP platform
providers. Nevertheless, additional effort will be done to address the sustainability of
the TRL definition process and the verification procedure.
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Abstract. The complexity present in products does not only affect development
time, it also has impacts on production, for example: production costs, manufac-
turing lead times, quality and customer satisfaction. The complexity of the product
will have a profound impact on the manufacturing organization and the product
management style. A complex product generally consists of a large number of
components, elements or agents, which interact with one another and with the
environment. A system or product would be more complex, if there are more parts
or components, and more connections between them. The main objective of this
article is to propose a methodology to measure the complexity in a mechatronic
product. In the course of proposing this methodology, several methodologies used
by different authors to measure this variable are studied. The proposed method-
ology is applied to measure the complexity of four products manufactured and
marketed by a Brazilian company. The proposed methodology uses tools such as
the DSM (Design Structure Matrix) to support the calculation of the complexity
between the interconnections of the subsystems of the products.

Keywords: Product complexity ·Mechatronic product · Production systems

1 Introduction

The current economic environment is characterized by increasing customer requirements
on product performance, quality, and price, leading to a highly dynamic product design
environment with shortened development and product life-cycles [1]. Currently NPD
(New Product Development) teams are in a constant struggle to reduce development
times, because the product life cycles are becoming shorter. Shorter life cycles lead to
greater complexity in the areas of product and process design, factory implementations
and production operations [2].

Complexity is an inseparable aspect of complex products [3], particularly in mecha-
tronic systems with a large number of components and interconnections, interactions,
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and interfaces [4, 5]. Modelling the complexity is increasingly challenging in these sys-
tems [6], being related to the number of product components/parts and their interaction
[7–11], the number of different disciplines necessary for designing the product [12],
the degree of innovation and the technology novelty [7, 13, 14], and the complexities
involved on customer interfaces [4, 15]. A high product complexity can impact manufac-
turing, inventory and distribution areas and consequently production costs [16]. Given
this scenario, this article provides a method to measure the complexity in a mechatronic
product, as a first step to propose a methodology to manage the complexity in a mecha-
tronic product and thus mitigate the impacts of these variables in the manufacturing or
product development process.

The complexity of a product is usually determined by the number of components,
elements or agents that interact with each other and with the environment [17]. This
paper addresses elements to deepen the understating of the product static complexity.
Next section presents a review of literature listing works that strive to find solutions
for managing product complexity. In Sect. 3, the method for complexity determination
is exposed. Section 4 presents the features of products studied here. Section 5 shows
the application of method in four products, which are produced by the same company.
Finally, Sect. 6 presents the conclusions and future works to give continuity to this
research topic.

2 Theoretical Revision

To identify indicators for measuring complexity, the IEEE, SCOPUS and SCIENCE-
DIRECTdatabases researched. The keywords of this researchwereMechatronic Product
and Complexity. These works are presented below.

According to Barbalho, Chapman, Novak and Danilovic in [8, 14, 18, 19, 20, 21], a
mechatronic product complexity can be calculated on the basis of the number of product
components, the extent of interaction, the degree of innovation embedded in the product,
and the number of different kinds of technology employed.

In [22], Pugh uses math to calculate product complexity with the variables: number
of parts, number of types of parts, number of interconnections and interfaces, and number
of functions that the product must perform. With these variables, the authors calculate
the product complexity for forecasting the production costs. Hobday in [23], presents
an example of assessing the complexity of an air traffic control system, and a flight
simulator, as a way to wonder about product costs. Hobday uses 16 indicators to evaluate
the product complexity associated with the development cost.

McCarthy et al. [24] defined a range from one to five for a set of product complexity
elements with the intention of numerically measuring the total complexity of a company.
Likewise, Meysam et al. [25] presents a table to measure the complexity of a mecha-
tronic product, explaining the concepts that are used to evaluate it. Moulianitis et al. [12]
present the characteristics of a mechatronic product in terms of an indicator vector that
contains variables of intelligence, flexibility and complexity. To assess complexity,Mou-
lianitis uses the number of components, number of internal interconnections, number
of design alternatives, number of feedback loops, number of knowledge base, degree
of customization, and degree of intelligence. In [14], Danilovic represents a product
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by implementing the DSM (Design Structure Matrix) to manage the dependencies and
relationships of the product components and the DMM (Domain Mapping Matrix) to
compare two different products or projects. It is possible to observe that DSM and DMM
matrices allow viewing the whole product with all components and interconnections,
offering great support for estimating and visualizing the complexity of a mechatronic
product.

For Zhang [26], the complexity of the product is determined by the analysis of
its technology and size to optimize product design and evaluate design alternatives
for different production systems. Hehenberger in [27], defines an equation that allows
to calculate the probability of technical success by quantifying the complexity of the
project. Ahmadinejad [28] used the DMM and DSM matrices to obtain the structural
model of an intelligent gasmeter. Tastekin [29] uses theGraymeasurementmethodology
to measure the complexity of five software products. Medina [30] presents a study to
measure design complexity (DC) in medical devices by using the device functions and
components with their interactions and variations. Park an Kremer in [31] define metrics
to correctly calculate the static complexity for both design and manufacture processes.
These proposed complexity metrics are based on the concept of similarity of products
and processes. Diagne in [32], proposes a methodology based on DSMmatrix principles
to evaluate the performance of a complex product.

According to Elmaraghy et al. [33, 34] the type of complexity may be classified as:
(i) static or (ii) dynamic. Static complexity is time-independent complexity due to the
product and systems structure and dynamic complexity is time-dependent and deals with
the operational behavior of the system [35].

Park and Kremer [31] argue that since static complexity is based on a functional
analysis of product design, it is useful to clearly identify the direct impact of complexity
on manufacturing performance. Static complexity is made up of factors (a) structural,
(b) computational and algorithmic, (c) size, volume, and quantity, and (d) network inter-
action [34]. Park focuses on static complexity, occurring from the structural configura-
tion of a system, from the perspectives of both product design and manufacturing, and
scrutinizes the impact of complexity on manufacturing performance.

Regarding the visualization of the internal interconnections between the subsystems
of a product, a tendency to use the DSM tool and its derivatives can be observed. There-
fore, it is proposed to use this tool to measure the complexity of the internal structure of
the mechatronic product.

For the full product complexity determination, it is possible to observe the tendency
to use tables, where a value is simply given to an indicator. These evaluations of the
indicators are directed to count the number of components, knowledge bases and oth-
ers. So, the challenge of this research becomes to unify a method that can express the
complexity derived from the internal structure of the product (exchange of in-formation
(software)-energy-material-space), the complexity derived from the physi-cal compo-
nents (number of components, degree of customization and others) and the complexity
derived from the interdisciplinary nature of the product (areas of knowledge and others
involved).

In accordance with the main objective of this research, a methodology to measure
product complexity should be used. Starting then from the literature review of the most
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used indicators tomeasure the complexity of a technological product, from the definition
of static complexity and the similar to [31], in this proposition a time independent
analysis is made (calculation of static complexity).The works presented in this section
(fourteen papers) study the complexity from different points of view. Table 1 presents
the mentioned indicators and the frequency with which they are used by the referenced
authors.

Table 1 shows that the most frequent indicators to measure the complexity in a
product, according to the bibliographic review of this section are the indicators 1, 2 and
9 that correspond to: (a) the quantity of the components, (b) the degree of complexity
of the interconnections between components and (c) The degree of customization of the
final system.

Table 1. Indicators of complexity in technological products.

Indicators Referenced works Percentage (%)

1. Quantity of components 13/14 92.86

2. Interconnections Complexity 9/14 64.29

3. Financial scale of the project 1/14 7.14

4. Product volume 2/14 14.29

5. Number of knowledge bases for product design 6/14 42.86

6. Degree of technological maturity of the process 5/14 35.71

7. Software complexity 1/14 7.14

8. Degree of variety of components 3/14 21.43

9. Degree of customization of the final system 7/14 50

10. Feedback cycles of later phases 1/14 7.14

11. Intensity of the client’s participation in the design 1/14 7.14

12. Uncertainty/alteration in user requirements 1/14 7.14

13. Intensity of participation of suppliers 1/14 7.14

14. Regulatory standards 3/14 21.43

15. Quality of the staff 3/14 21.43

16. Number of departments to develop the product 1/14 7.14

17. Competition in the market 1/14 7.14

18. Transformation of information 1/14 7.14

19. Resource allocation 1/14 7.14

20. Number of suppliers and customers 1/14 7.14

21. Number of Product Functions 3/14 21.43

22. Complexity of manufacturing 1/14 7.14
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To obtain better results in the evaluation of the complexity in a mechatronic product,
the indicators found in the review should be taken into account, however this work was
limited to choosing the indicators whose information was provided by the company.
Nevertheless, the insight presented in this chapter provides the reader with indicators,
tools and bibliography for determining the complexity of a product.

3 Proposal to Measure the Static Complexity in Products

Based on Table 1, Table 2 is proposed to measure the static complexity. The indicators
listed on Table 2 were chosen according to the applicability (information provided by the
company). The indicators were identified in the company documentation, and analyzed
by an experienced engineer. In column 5 of Table 2 it is explained how the authors
evaluated each indicator.

The indicators 2 and6 (Table 2) represent the complexity providedby themechatronic
nature. The mechatronic nature refers to the interaction and integration of different
disciplines that involve a mechatronic product. Indicator 2 lists the number of areas
involved in the design of the mechatronic product and indicator 6 evaluates the degree
of interaction of these areas within the mechatronic product. These areas are found in
the structure of the product represented by subsystems, modules or others. The degree
of integration is directly proportional to the degree of interaction of the areas and the
number of areas.

Table 2. Complexity determination table

Indicators (I) Evaluation (E) Maximum limit
(ML)

Complexity (C) How to calculate

I.1. Number of
Fuctions

Counting the
number of
primaries functions
for which the
prototype is
designed

I.2. Number of
knowledge bases

Listing the number
of areas of
knowledge that are
necessary for the
implementation of
the main functions
of the prototype

I.3. Components
number

Counting all the
components of the
prototype

(continued)
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Table 2. (continued)

Indicators (I) Evaluation (E) Maximum limit
(ML)

Complexity (C) How to calculate

I.4. Degree of
variety of
components

Counting the total
number of
components
without repetition
in the prototype

I.5. Degree of
customization of
the final system

Counting the
number of
components, the
company had to
design and
manufacture
(unique
components)

I.6. Degree of
complexity of the
interconnections
between
components

Dividing a
prototype into its
main subsystems
and calculating the
strength of the
interconnection
from 1 to 5 in space
dependencies,
information
exchange, material
ex- change and
energy exchange,
based on [36]. In
order to analyze the
ex- change of
information, it was
necessary to study
the algorithms of
each product, thus
addressing the
complexity of the
software

Total complexity
(TC)

Adding all values
in column 4

For the measurement of complexity, the maximum values (column 3) were calcu-
lated as themaximum (Indicator1.Product1, Indicator1.Product2, Indicator1.Product3,
Indicator1.Product4) and so on for each indicator: (I.1) 1, (I.2) 4, (I.3) 2474, (I.4) 927,
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(I.5) 475 and (I.6) 374. These maximum values correspond to the highest data in the
evaluation of the indicators in the products studied.

In the bibliographic review carried out in this section, it was observed that the works
[14, 32, 36, 37], used the DSM (Design Structure Matrix) to visualize and understand
the operation of a complex product. In the evaluation of the complexity proposed in this
work, DSM is used to evaluate the indicator “Degree of complexity of interconnections
between subsystems”. Figure 1 presents an example of the DSM of a product having
4 subsystems (a, b, c and d). Each evaluation of the complexity of an interconnection
is evaluated considering the interaction guidelines defined in [36] as: Spatial, associa-
tions of physical space and alignment between the components or subsystems, Energy,
the interaction of the Energy type identifies needs of a physical phenomenon between
two elements, Information, the interaction of the type of information identifies the need
to exchange information or signal between two subsystems or components and Mate-
rial, the interaction of the type of material identifies needs of interfaces or components
between two elements.

The interconnections represented by each position of thematrix receive a rating from
1 to 5 depending on their complexity (0 represents a null value of relations between
subsystems and 5 the maximum value of relation between subsystems). At the end, the
values of each position of the matrix are added and the result of this sum is the value
of complexity of the interconnections of the product. To fill the DSM, specifically the
Information Exchange (Information) item, it is necessary to study the algorithms of
each product, which considers the software complexity as an influential indicator in the
complexity determination.

Fig. 1. DSM for the evaluation of the complexity of interconnections between product compo-
nents.

4 Products Features

The company studied is a Brazilian company in the field of optics, which operates
in medical, industrial, optical components, aerospace and defense. The structural and
functional characteristics of the products were extracted through the analysis of the
documentation provided by the company. Table 3 was filled with the characteristics of
the products and shows the values of the indicators of each product, necessary for the
calculation of the static complexity.
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Table 3. Indicators information for the complexity evaluation

Indicators Product 1 Product 2 Product 3 Product 4

I.1. Product functions number 1 1 1 1

I.2. Number of knowledge bases for product
design

4 4 2 4

I.3. Number of components 2474 1515 46 2340

I.4. Degree of variety of components 927 404 30 750

I.5. Degree of customization of final system 475 150 25 400

I.6. Interconnections Complexity 324 374 72 345

5 Methodology Application

This section presents the application of the methodology for the measurement of static
complexity, specifically for product 1 to exemplify the step-by-stepprocess.Byanalyzing
the internal structure and identify the product 1 subsystems, the DSM was designed and
filled to determination of (I.6). This matrix is shown in Fig. 2. According to Fig. 2,
the complexity of the interconnections for product 1 is 324, based in the methodology
proposed to evaluate this indicator. Then, total complexity of product 1 is then calculated
according to the indicators used in this article. Table 4 shows the values obtained to
calculate the product 1 complexity.

Fig. 2. DSM to evaluate the complexity of the internal interconnections for product 1.

For theNumber of Product Functions indicator (I.1), themain function of product 1 is
to allow the physician to quickly and clearly visualize the background of the eye, allowing
accurate examination of the retina. For the indicators Number of Knowledge bases (I.2),
Number of components (I.3), Degree of variety of components (I.4), and Degree of
customization of final system (I.5), it is only necessary to count the components of the
product. As can be seen in Table 4, the static complexity of the product 1 is 587. Tables 5,
6 and 7 show the complexity tables for Product 2, Product 3 and Product 4, respectively.



258 R. D. S. Bolaños et al.

Table 4. Complexity of product 1

I E M C

I.1 1 1 100

I.2 4 4 100

I.3 2474 2474 100

I.4 927 927 100

I.5 475 475 100

I.6 324 374 87

TC
∑

C 587

In this investigation, each Indicator is evaluated from 0 to 100, with respect to the
highest values assigned to the indicator. Therefore, if a more complex product is added
to the study, the limit values of the table will be modified. For further studies, tools will
be implemented to visualize the weight in greater detail of each indicator in the design
of a mechatronic product. In this investigation, the complexity of 4 products produced
in the same company was measured, with the future objective of evaluating the effect of
complexity on factors such as manufacturing time, development time, quality and costs,
to propose predictive models that support the Decision Making.

6 Conclusions

This article proposes a methodology to measure complexity in mechatronic products,
but it can be used in other types of products. The methodology addresses a structural and
functional study of the designs of each product. Indicators found in the bibliographic
review were not taken into account because there was no information the indicators
from the company. Themethodology tomeasure the complexity in amechatronic product
presented in this article contributes to investigating the effects of the products complexity
in their respective manufacturing processes. For future work, it is planned to analyze the
dynamic complexity in a manufacturing process of mechatronic products starting from
the determination of the static complexity presented here. It is also important to consider
adding to the methodology the component of complexity that provides connectivity and
the insertion of enabling technologies of industry 4.0.
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Table 5. Complexity of product 2.

I E ML C

I.1 1 1 100

I.2 4 4 100

I.3 1515 2474 61

I.4 404 927 44

I.5 150 475 32

I.6 374 374 100

TC
∑

C 437

Table 6. Complexity of product 3.

I E ML C

I.1 1 1 100

I.2 2 4 50

I.3 46 2474 2

I.4 30 927 3

I.5 25 475 5

I.6 72 374 20

TC
∑

C 180

Table 7. Complexity of product 4.

I E ML C

I.1 1 1 100

I.2 4 4 100

I.3 2340 2474 95

I.4 750 927 80

I.5 400 475 84

I.6 345 374 93

TC
∑

C 552

References

1. deCarvalho,R.A., daHora,H., Fernandes,R.:Aprocess for designing innovativemechatronic
products. Int. J. Prod. Econ. 231, 107887 (2021). https://doi.org/10.1016/j.ijpe.2020.107887

2. Ferreira, F., Faria, J., Azevedo, A., Luisa, A.: International journal of information manage-
ment product lifecycle management in knowledge intensive collaborative environments : an
application to automotive industry. Int. J. Inf. Manage. 37(1), 1474–1487 (2017). https://doi.
org/10.1016/j.ijinfomgt.2016.05.006

3. Bakhshi, J., Ireland, V., Gorod, A.: Clarifying the project complexity construct: Past, present
and future. Int. J. Proj. Manag. 34, 1199–1213 (2016). https://doi.org/10.1016/j.ijproman.
2016.06.002

4. Bolaños, R.D.S., Barbalho, S.C.M.: Exploring product complexity and prototype lead-times
to predict new product development cycle-times. Int. J. Prod. Econ. 235, 108077 (2021).
https://doi.org/10.1016/j.ijpe.2021.108077

5. Bolaños, R.D.S., Valdiero, A.C., Rasia, L.A., Ferreira, J.C.E.: Identifying the trend of research
onmechatronic projects. In: Canciglieri Junior, O., Noël, F., Rivest, L., Bouras, A. (eds.) Prod-
uct Lifecycle Management. Green and Blue Technologies to Support Smart and Sustainable
Organizations. PLM 2021. IFIP Advances in Information and Communication Technology,
vol 640. Springer, Cham (2022). https://doi.org/10.1007/978-3-030-94399-8_3

https://doi.org/10.1016/j.ijpe.2020.107887
https://doi.org/10.1016/j.ijinfomgt.2016.05.006
https://doi.org/10.1016/j.ijproman.2016.06.002
https://doi.org/10.1016/j.ijpe.2021.108077
https://doi.org/10.1007/978-3-030-94399-8_3


260 R. D. S. Bolaños et al.

6. Kellner, A., Hehenberger, P., Weingartner, L., Friedl, M.: Design and use of system models
in mechatronic system design (2015). https://doi.org/10.1109/SysEng.2015.7302747

7. Shenhar, A.J., Dvir, D.: Reinventing projectmanagement: the diamond approach to successful
growth and innovation by aaron shenhar and dov dvir. J. Prod. Innov .Manag. - J PROD Innov.
Manag. 25, 635–637 (2008). https://doi.org/10.1111/j.1540-5885.2008.00327_2.x

8. Novak, S., Eppinger, S.: Sourcing by design: product complexity and the supply chain.
Manage. Sci. 47, 189–204 (2001). https://doi.org/10.1287/mnsc.47.1.189.10662

9. Kim, J., Wilemon, D.: Sources and assessment of complexity in NPD project. R&D Manag.
33, 15–30 (2003). https://doi.org/10.1111/1467-9310.00278

10. Ahmadinejad,A., Afshar, A.: Complexity management in mechatronic product development
based on structural criteria. In: Mechatronics (ICM) , pp. 7–12. IEEE (2011). http://ieeexp
lore.ieee.org/xpls/abs_all.jsp?arnumber=5971266

11. Pugh, S.: Total Design Integrated Methods for Successful Product Engineering. Addison-
Wesley Publishing Company, Boston (1991)

12. Moulianitis, V.C., Aspragathos, N.A., Dentsoras, A.J.: A model for concept evaluation in
design - An application to mechatronics design of robot grippers. Mechatronics 14(6), 599–
622 (2004). https://doi.org/10.1016/j.mechatronics.2003.09.001

13. Meyer, M., Utterback, J.: Product development cycle time and commercial success. Eng.
Manag. IEEE Trans. 42, 297–304 (1995). https://doi.org/10.1109/17.482080

14. Danilovic,M., Browning, T.R.:Managing complex product development projects with design
structure matrices and domain mapping matrices. Int. J. Proj. Manag. 25(3), 300–314 (2007).
https://doi.org/10.1016/j.ijproman.2006.11.003

15. Clark, K., Fujimoto, T.: Product development performance: strategy. Organ. Manag. World
Auto Ind. 15(2). Boston (1991)

16. Jacobs, M., Swink, M.: Product portfolio architectural complexity and operational perfor-
mance: Incorporating the roles of learning and fixed assets. J. Oper. Manag. - J OPERManag
29, 677–691 (2011). https://doi.org/10.1016/j.jom.2011.03.002

17. Braun, S.C., Lindemann, U.: The influence of structural complexity on product costs. In:
2008 IEEE International Conference on Industrial Engineering and EngineeringManagement
IEEM 2008, pp. 273–277. IEEE (2008). https://doi.org/10.1109/IEEM.2008.4737873

18. Bolaños, R.D.S., Barbalho, S.C.M.: Analisis de la literatura sobre la complejidad de productos
mecatrónicos e impacto en factores críticos de suceso en proyectos de desarrollo de productos.
Congeso. Iberoamecano Ing. Proy. (2016)

19. Barbalho, S.C.M., de Carvalho, M.M., Tavares, P.M., Llanos, C.H., Leite, G.A.: Exploring
the relation among product complexity, team seniority, and project performance as a path for
planning newproduct development projects: a predictivemodel applying the systemdynamics
theory. IEEE Trans. Eng. Manag., 1–14 (2019). doi: https://doi.org/10.1109/TEM.2019.293
6502

20. Barbalho, S.C.M., Rozenfeld, H.: Mechatronic reference model (MRM) for new product
development: Validation and results [Modelo de referência para o processo de desenvolvi-
mento de produtos mecatrônicos (MRM): Validação e resultados de uso]. Gest. e Prod. 20(1),
162–179 (2013). https://doi.org/10.1590/S0104-530X2013000100012

21. Chapman, R., Hyland, P.: Complexity and learning behaviors in product innovation.
Technovation 24(7), 553–561 (2004). https://doi.org/10.1016/S0166-4972(02)00121-9

22. Pugh, S.: Total Design: Integrated Methods for Successful Product Engineering. Addison-
Wesley Publishing Company, Boston (1991)

23. Hobday, M.: Product complexity innovation and industrial organisation. Res. Policy 26(6),
689–710 (1998). https://doi.org/10.1016/S0048-7333(97)00044-9

24. McCarthy, I.P., Tsinopoulos, C., Allen, P., Rose-Anderssen, C.: New product development
as a complex adaptive system of decisions. J. Prod. Innov. Manag. 23(5), 437–456 (2006).
https://doi.org/10.1111/j.1540-5885.2006.00215.x

https://doi.org/10.1109/SysEng.2015.7302747
https://doi.org/10.1111/j.1540-5885.2008.00327_2.x
https://doi.org/10.1287/mnsc.47.1.189.10662
https://doi.org/10.1111/1467-9310.00278
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5971266
https://doi.org/10.1016/j.mechatronics.2003.09.001
https://doi.org/10.1109/17.482080
https://doi.org/10.1016/j.ijproman.2006.11.003
https://doi.org/10.1016/j.jom.2011.03.002
https://doi.org/10.1109/IEEM.2008.4737873
https://doi.org/10.1109/TEM.2019.2936502
https://doi.org/10.1590/S0104-530X2013000100012
https://doi.org/10.1016/S0166-4972(02)00121-9
https://doi.org/10.1016/S0048-7333(97)00044-9
https://doi.org/10.1111/j.1540-5885.2006.00215.x


Measuring Static Complexity in Mechatronic Products 261

25. Mousavi, S.M., Tavakkoli-Moghaddam, R., Vahdani, B., Hashemi, H., Sanjari, M.J.: A new
support vector model-based imperialist competitive algorithm for time estimation in new
product development projects. Robot. Comput. Integr. Manuf. 29(1), 157–168 (2013). https://
doi.org/10.1016/j.rcim.2012.04.006

26. Zhang,Z., Luo, Q.: A grey measurement of product complexity. In: Conference Proceedings
- International Conference on Systems, Man and Cybernetics, pp. 2176–2180 (2007). https://
doi.org/10.1109/ICSMC.2007.4413624

27. Hehenberger, P., Poltschak, F., Zeman, K., Amrhein, W.: Hierarchical design models in the
mechatronic product development process of synchronous machines. Mechatronics 20(8),
864–875 (2010). https://doi.org/10.1016/j.mechatronics.2010.04.003

28. Ahmadinejad, A., Afshar, A.: Complexity management in mechatronic product development
based on structural criteria. In: 2011 IEEE International Conference on Mechatronics, ICM
2011 – Proceedings, April. 2011. https://doi.org/10.1109/ICMECH.2011.5971266

29. Tastekin, S.Y., Erten, Y.M., Bilgen, S.: Software product complexity estimation using grey
measurement. In: Proceedings - 39th Euromicro Conference on Software Engineering and
Advanced Applications SEAA 2013, pp. 308–312 (2013). https://doi.org/10.1109/SEAA.201
3.42

30. Medina, L.A., Collet, M., Cruz, G., Pacheco, T.N., Kremer, G.E.O.: Developing design
complexity metrics for medical device development, pp. 2562–2571 (2013)

31. Park, K., Kremer, G.E.O.: Assessment of static complexity in design and manufacturing of a
product family and its impact onmanufacturing performance. Int. J. Prod. Econ. 169, 215–232
(2015). https://doi.org/10.1016/j.ijpe.2015.07.036

32. Diagne, S., Coulibaly, A., De Beuvron, F.D.B.: Complex product modeling based on
a Multi-solution eXtended Conceptual Design Semantic Matrix for behavioral perfor-
mance assessment. Comput. Ind. 75, 101–115 (2016). https://doi.org/10.1016/j.compind.
2015.06.003

33. Badrous, S., Elmaraghy, H.: A model for measuring complexity of automated and hybrid
assembly systems. Int. J. Adv. Manuf. Technol. 62, 813–833 (2012). https://doi.org/10.1007/
s00170-011-3844-y

34. Elmaraghy, W., Elmaraghy, H., Tomiyama, T., Monostori, L.: Complexity in engineering
design and manufacturing. CIRP Ann. - Manuf. Technol. 61(2), 793–814 (2012). https://doi.
org/10.1016/j.cirp.2012.05.001

35. Frizelle,G.,Woodcock, E.:Measuring complexity as an aid to developing operational strategy.
J. Oper. &amp; Prod. Manag. (1995)

36. Sharman,D.M.,Yassine,A.A.: Characterizing complex product architectures. Syst. Eng. 7(1),
35–60 (2004). https://doi.org/10.1002/sys.10056

37. Schlick, C.M., Beutner, E., Duckwitz, S., Licht, T.: A complexity measure for new product
development projects. In: 2007 IEEE International Engineering Management Conference,
pp. 143–150 (2007). https://doi.org/10.1109/IEMC.2007.5235079

https://doi.org/10.1016/j.rcim.2012.04.006
https://doi.org/10.1109/ICSMC.2007.4413624
https://doi.org/10.1016/j.mechatronics.2010.04.003
https://doi.org/10.1109/ICMECH.2011.5971266
https://doi.org/10.1109/SEAA.2013.42
https://doi.org/10.1016/j.ijpe.2015.07.036
https://doi.org/10.1016/j.compind.2015.06.003
https://doi.org/10.1007/s00170-011-3844-y
https://doi.org/10.1016/j.cirp.2012.05.001
https://doi.org/10.1002/sys.10056
https://doi.org/10.1109/IEMC.2007.5235079


Towards a Requirements Co-engineering
Improvement Framework: Supporting Digital
Delivery Methods in Complex Infrastructure

Projects

Yu Chen(B) and Julie R. Jupp

Faculty of Engineering and IT, University of Technology Sydney, Sydney, Australia
yu.chen-4@student.uts.edu.au

Abstract. To support the delivery of cyber-physical systems of complex infras-
tructure assets, different requirements (e.g., physical system requirements, asset
information requirements) must be developed and managed properly during the
lifecycle of the assets. However, there is a lack of integrated and continuous
approach to support the co-development and co-management of physical sys-
tems requirements and asset information requirements. Adopting a design science
research methodology, this paper develops the structure of Requirements Co-
engineering Improvement Framework for complex infrastructure projects. This
framework defines five maturity levels for requirements relevant process, proto-
col and supporting software tools. Further validation will be conducted using the
Delphi Method in future research.

Keywords: Requirements co-engineering · Capability maturity · Process ·
Protocol · Technology

1 Introduction

As modern transport infrastructure projects have grown in size and complexity, there
has been an increasing need to move away from traditional spreadsheets and find more
efficient and reliable methods of managing large volume of requirements. For example,
as a part of a linear network, rail transport assets can each be defined as a complex
cyber-physical system. Requirements engineering (RE) in the context of the delivery of
these projects is increasingly complex. This is particularly true when it comes to ‘mega
projects’, where requirements can number in the hundreds of thousands. All of which
must be managed and traced across multiple stakeholders, work packages and interfaces
in a complex, high-pressure environment where errors, changes and delays can cost
millions of dollars.

Different types of requirements about the cyber systems and physical systems of
complex infrastructure assets must be developed and managed throughout the planning
and delivery phases. Requirement types include, amongst others; high-level capability
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requirements defining system architecture capabilities; current and future operational
requirements; system-, sub-system-, and unit- level requirements spanning functional,
physical and performance-based needs; and business case requirements. To supportmore
strategic approaches to digital asset management, during the planning and acquisition
of complex infrastructure projects, asset information requirements describing physical
systems, their virtual replicas, and real-time behaviours must also be developed and
managed.

Yet, often due to issues related to the scale, complexity, and emergent properties of the
cyber-physical systems being developed, the different (and evolving) requirement types
of cyber systems and physical systems and corresponding asset information requirements
are increasingly difficult for current engineering practices to handle. The digital delivery
of complex infrastructure projects increases the need to implement more integrated
and continuous approaches to RE that recognised the importance of asset information
requirements review processes and verification traceability methods.

Based on the Software Engineering Institute’s (SEI’s) CapabilityMaturityModel for
Integration (CMMI), this paper develops a Requirements Co-engineering Improvement
Framework for complex infrastructure projects. The proposed framework presents an
approach for the organisation or project team to understand the current maturity level of
requirements management capabilities and a potential pathway for improvement. The
paper proceeds in Sects. 2 with an overview of current requirement engineering matu-
rity models. Section 3 describes the design science research methodology, and Sect. 4
presents the development of the Improvement Framework. Section 5 concludes the paper
with future research plan to further development and verification of the framework and
the limitation of the research.

2 Requirements Engineering Maturity Models

The effectiveness level of an organisation to develop quality products or services is
directly related to the maturity of their processes [1]. In the context of this research,
measuring the maturity level of RE processes offers a solution to organisations who are
seeking for RE process improvement. This section investigates the capability of existing
capability maturity model, especially the relatively new and up to date RE process
maturity models and discusses their applicability in supporting capability measurement
of RE in rail infrastructure.

Several RE capability models have been proposed based on Software Process
Improvement (SPI) standards and framework such as Software Engineering Institute’s
(SEI’s) old Capability Maturity Model (CMM) and relatively new Capability Maturity
Model for integration (CMMI). Existing models supporting RE process maturity assess-
ment include Requirements Capability Maturity Model (RCMM) [2, 3], Market-Driven
Requirements Engineering Process Model [4], Requirements Engineering Good Prac-
tice Guide [5] and Requirements Engineering Process Maturity Model [6]. However,
all these four models arose in software industry and were built based on the retired and
unsupported Software-CMM or CMM [7]. Some of them are not completely developed
and validated while others are difficult to implement [8, 9].

In this research, Requirements Engineering Process Assessment and Improvement
Model (REPAIM) and Capability Maturity Model improved (R-CMMi) are selected for
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further review as they are both cited as two of the most popular maturity models [8,
9]. However, REPAIM uses the continuous representation model to describe capability
levels of processes, while R-CMMi adopts the staged representation model to define
maturity levels, which characterise the organisation’s behaviour. These two types of
representation models are both defined in the CMMI standard (see Table 1) [10].

Table 1. REPAIM and R-CMMi levels in CMMi

REPAIM R-CMMi

Level Capability levels
Continuous/Process

Maturity levels
Staged/Organisation

Level 0 Incomplete –

Level 1 Performed Initial

Level 2 Managed Managed

Level 3 Defined Defined

Level 4 – Qualitatively managed

Level 5 – Optimised

In REPAIM, four levels of maturity are defined as incomplete, performed, managed
and defined. The REPAIM shows its capability to access RE processes and prioritise
their improvement, adapt and complement existing maturity standards and assessment
approaches, and adapt to the demands of different organisations [7]. However, there are
two identified drawbacks of REPAIM. One of the main drawback is that training is still
required by the practitioner in order to understand the model [7]. Another drawback is
that it appears to need further examples, templates, and instructions to inform an effective
implementation by potential users [7].

Five maturity levels are defined as initial, managed, defined, qualitatively managed
and optimised inR-CMMiwhich shows a high consistencywithCMMI standard [9]. The
drawback of R-CMMi is similar with REPAIM in terms of validation, implementation
issue, training, future work of instructions, examples and templates.

Furthermore, there are important interrelationships betweenmaturity levels and capa-
bility levels. These organisational maturity levels are dependent on the capability levels
of their processes. To research a certain maturity level, the organisation have to success-
fully achieve the objective of the targeted process areas to that level [1]. The maturity
levels reflect the current status of RE in an organisation or a project, while capability
levels provide with an improvement pathway to the higher maturity level. Thus, a combi-
nation of these two types of representation model would potentially resolve these issues
and is adopted in this research.
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3 Design Science Research Methodology

A design science research methodology (DSRM) was adopted as this whole research
project seeks to extend the boundaries of human and organisational capabilities by cre-
ating new and innovative artefacts. Figure 1 adapts the design science research frame-
work of Information System proposed by Hevner et al. [11] and overlays three inherent
research cycles – relevance cycle, rigor cycle, and design cycle [12].

Fig. 1. Design science research conceptual framework [Adapted from 11]

Figure 1 reflects three main areas of the whole research project including the general
knowledge base of the research area, the environment of research problem we are focus-
ing on, and the core design science research activity. The content in each area has been
adapted based on the research scope, nature of research problem, industrial context, as
well as the availability of resource. The content of this paper focus on the Build and
Define activity as highlighted in green in Fig. 1.

The central Design Cycle iterates between core activities of developing the Improve-
ment Framework, its evaluation, and subsequent feedback to refine the framework [12].
Findings drawn from the systematic literature review form ‘Knowledge Base’ and semi-
structured interviews form ‘Environment’ foundation of the design. Section 4 of this
paper focuses on presenting the development of the structure of Requirements Co-
engineering Improvement Framework. In the next stage of this research, survey among
a group of experts will be implemented as evaluation methods to test and validate key
elements of the framework and their significance with regards to supporting higher lev-
els of integration and model-based approaches to requirements management in complex
infrastructure.
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4 Requirements Co-engineering Improvement Framework

4.1 System Requirements and Information Requirements

Different types of requirements about the cyber systems and physical systems in the
built environment must be developed and managed throughout the Planning and Acqui-
sition Phases of complex infrastructure projects. Requirement types include, high-level
capability requirements defining system architecture capabilities; current and future
operational requirements; system-, sub-system-, and unit- level requirements spanning
functional, physical and performance-based needs; and business case requirements. To
support more strategic approaches to digital asset management, during the Acquisition
Phase, asset information requirements describing physical systems, their virtual replicas,
and real-time behaviours must also be developed and managed.

Asset information requirements (AIR) is the precise description of the information
required to operate and maintain a specific built asset through its lifecycle. The informa-
tion required in AIR focuses on the as-built state. It defines not only what information
is required (content) but also how it should be delivered (form and accepted formats of
deliverables). The AIR is a subset of the overall project brief. The processes of delivering
the assets and the associated data and information are parallel and connected (see the
Fig. 2 below).

Fig. 2. Parallel delivery of built asset and asset data [28]

In complex infrastructure projects, especially in rail sector, the development and
management of physical system requirements usually follow the process of the tra-
ditional systems engineering approach which also be described in the traditional “V”
model. In order to understand the co-development and co-management of physical sys-
tem requirements and AIR, a “Diamond” model (see Fig. 3) has been developed based
on Boeing [29]and TfNSW [30]. The lower V reflects the classic systems engineering
process of the physical system, while the mirror reflection of the V above represents the
digital twins modelling and simulation [29, 30]. The inverted V represents the design
and realisation of the behavioural simulations [29].

4.2 Contemporary Approaches to Requirements Engineering

Previous work of this research includes a systematic literature review which explored
contemporary and state-of-the-art RE approaches to supporting the creation of com-
plex software dependent systems (e.g., digital twins and cyber-physical systems) and
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semi-structured interviews with industry experts from transport infrastructure. Main
capabilities supporting RE are identified and categorised into three main aspects includ-
ing process and protocol, technology, organisation and people (as shown in Table 2).
Based on this, the structure of Requirements Co-engineering Improvement Framework
is developed and described in the following section.

Fig. 3. “Diamond” model reflecting interaction of physical system requirements and AIR

4.3 Structure of Improvement Framework

Main capabilities identified in Table 2 have been developed into 14 requirements co-
engineering sub-capabilities. Figure 4 presents the matrix displaying the score system
for these sub-capabilities in differentmaturity levels. Once thematurity levels of capabil-
ities are evaluated, a final sore of three categories (i.e., process and protocol, technology,
organisation and people) will reflect the status of requirements co-engineering prac-
tices in a project or an organisation. ‘Requirements’ in Fig. 4 refer to physical systems
requirements and asset information requirements.

Activities contained in each capability will be further developed and verified in
the next stage of research which will then support identifying improvement pathway
of requirement co-engineering capability in an organisation or a project. Moreover,
the derivation of a sorting or rating system for all capabilities supports a modular and
flexible approach assessment. A final weighting system is yet to be identified according
to capabilities domains.
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Table 2. Main capabilities supporting requirements engineering

Category Main capabilities Sources

Process & protocol Requirements elicitation process [13–15]

Requirements analysis and prioritisation process [14, 16, 17]

Requirements allocation and verification process [14, 16]

Negotiation of conflicting requirements amongst
stakeholders

[14, 15]

Requirements change management process [18–20]

Requirements validation process [18, 21]

Use a recognised standard to support the definition and
specification of requirements

[15]

Technology Use a dedicated requirements management software
supporting requirements documentation, verification,
and validation

[16, 22, 23]

Integration of requirements management software with
3D modelling software support the handling of Physical
system requirements and Asset information requirements

[19, 24, 25]

Organisation & people Involvement of stakeholders in eliciting and analysing
requirements

[21, 26, 27]

Formally defined roles and responsibilities for handling
requirements in multiple phases of a project

[19, 21]

Training in requirements software in support of
requirements handling in multiple phases of a project

[18]

4.4 Development of Requirements Co-engineering Maturity Levels

In this research, a combination of REPAIM and R-CMMi maturity levels are adopted
for the definition of processes and protocols maturity levels. While the definition of sup-
porting technology maturity levels is concluded based on findings from semi-structured
interviews with industry experts. Table 3 presents the description of maturity levels of
process and protocol, as well as technology related capabilities supporting requirements
co-engineering. Organisation and people related capabilities are relative intangible com-
pared with process and technology. This requires a different way to describe its matu-
rity. For example, the frequency of formally defined roles and responsivities, and the
frequency of trainings. Because of the page limitation, organisation and people related
maturity levels will not be included in this paper.
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Fig. 4. Matrix displaying the scores for 14 capabilities in different maturity levels

Table 3. Description of requirements co-engineering maturity levels

Main
capabilities

Maturity levels

Level 1:
Incomplete

Level 2:
Performed

Level 3:
Managed

Level 4:
Qualitatively
managed

Level 5:
Optimised

Process & protocol

Process There is no
formal process
defined or
implemented

An ad hoc
process is
implemented
during project
delivery

An
organisational
standard that
describes a
generic process
exists

Level 3 +
Process is
monitored, and
performance is
assessed

Level 4 +
Continuous
process
improvement
enabled by
performance
feedback loop

Protocol There is no
standard used to
define and
specify
requirements

Standards
supporting
definition and
specification of
requirements
based on
individual
delivery-side
stakeholder
approach

An industry
sector-specific
standard is
used to define
and specify
requirements

A standard
specified by the
Government
Agency/Client
is used to
define and
specify
requirements)

International
standards are
utilised (E.g.,
ISO Standard
used to define
and specify
requirements)

(continued)
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Table 3. (continued)

Main
capabilities

Maturity levels

Level 1:
Incomplete

Level 2:
Performed

Level 3:
Managed

Level 4:
Qualitatively
managed

Level 5:
Optimised

Technology

Software tools There is no
dedicated
requirements
software tool
utilised by
project delivery
team
organisations

Separate
requirements
software tools
are utilised
across the
various project
delivery team
organisations

An integrated
requirements
software
tool/platform is
used by a
minority of
relevant project
delivery team
organisations

An integrated
requirements
software tool/
platform is
used by a
majority of
relevant project
delivery team
organisations

Level 4 +
Requirements
managed by a
dedicated
project role,
e.g.,
requirements
engineer,
systems
engineer, digital
engineer, BIM
manager

Integration of
requirements
management
software and
3D modelling
software

Neither
requirements
management nor
3D modelling
software is used

Only
requirements
management
software is used
but 3D
modelling
software is not

Separate and
distinct
requirements
management
and 3D
modelling
software is
used, however
there are no
digital links
between them

There is basic
integration
enabled
between the
requirements
management
and 3D
modelling
software
utilised, e.g.,
providing
spatially
enabled
requirements
mapping,
linking
requirements
with 3D
objects, and
automating a
basic level of
spatial
requirements
verification

There is a high
level of
integration
enabled
between the
requirements
management
and 3D
modelling
software
utilised,
supporting the
use of
configuration
management to
establish and
maintain
consistency of
system
performance,
functional, and
physical
attributes with
its requirements,
design, and
operational
information

5 Discussion and Future Research

Adopting a design science research methodology, a preliminary requirements co-
engineering capability improvement framework is developed. This framework includes
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two parts: i) capabilities supporting requirements co-engineering, and ii) maturity levels
of capabilities. The main capabilities are developed based on findings from a system-
atic literature review and semi-structure interview survey with industry experts. They are
then categorised into process andprotocol, technology, organisation andpeople.Maturity
levels of process and protocols in this research follow the structure of REPAIM and R-
CMMi models while technology related maturity levels conclude from semi-structured
interview survey.

During our semi-structured interview survey, we identified that there exists a great
dependency on a co-engineering approach during the creation of complex and adaptive
systems, where “co” requires the project team to work towards the virtual deliverables
(e.g., digital twin, or cyber-physical systems) as a common goal [31]. Co-engineering
therefore addresses both collaborative and concurrent engineering concepts. The impacts
of the implementation of systems and co-engineering approaches can be identified at
two levels; the organisation and project relative to the “mind-set” and sharing of the
digital twin system objectives and vision. Thus, adopting systems and co-engineering
approaches is identified as a key criterion for complex and adaptive systemswhen the life-
time of the asset extends over several decades [31]. For complex infrastructure projects
the co-engineering of information requirements is key to support the delivery of both
physical and virtual assets with decades long lifespans.

Thus, the development of this improvement framework is aimed at identifying main
capabilities supporting requirements co-engineering and presenting an approach for the
organisation or project team to understand the current maturity level of requirements
management capabilities and a potential pathway for improvement. Further develop-
ment and validation of this improvement framework will be conducted using the Delphi
Method through an expert panel consisting of experienced practitioners and researchers
in the area of complex infrastructure, systems engineering and requirements engineering.
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Abstract. In today’s virtual product development, huge amounts of data are
shared and exchanged between a large number of experts in collaborative and
highly complex design tasks. While in these processes designers are oftentimes
working with data, which were not created by themselves, they aremissing knowl-
edge and transparency about the origin and reliability of the data source.Approach-
ing this problem, we identified the necessity of a responsible and transparent
generation and usage of design data. Therefore, we developed a concept, which
tracks and stores the historical record of a data item and its modifications in order
to identify and evaluate the source of the data item. The concept proposes a novel
provenance model, which consists of a provenance graph, design criteria and
evaluation criteria. To validate the concept, a prototypical implementation was
conducted and evaluated. We came to the conclusion, that the presented concept
can be used effectively to model and evaluate the historical record of a data set in
the virtual product development in order to create a transparent and reliable use
and generation of design data.

Keywords: Data provenance · Data literacy · Virtual product development

1 Introduction

In the modern product lifecycle management (PLM), data is seen as one of the most
valuable assets. Massive amounts of data are collected, stored and distributed since the
majority of the workforce in PLM are interacting with data on a daily level [1, 2].
However, research indicates that a vast number of workers are lacking essential skills
to properly interact with data and use its full potential. This aspect is addressed by
the research area Data Literacy [2]. Moreover, with the exchange of bigger amounts
of data, processes in the design of virtual products are becoming more complex and
untransparent. In global and collaborative projects, designers are often working with
data, which were not created by them. Furthermore, there oftentimes exists missing
knowledge about the origin and reliability of data they are working with [3]. This lack
of transparency leads to a missing trust in the data and hence the potential of data is
not fully used. Consequently, research proposes a transformation of the PLM towards
a responsible generation and usage of design data to create a reliable and transparent
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product lifecycle. In order to do so, all participants of the product lifecycle have the
responsibility to deliver reliable and high quality data [4]. However, suitable solutions
in order to introduce Data Literacy to product development and provide designers with
more competence in terms of gaining knowledge about a data source, are still under
development [2].

To approach this issue and help designers not having to blindly rely on the quality
of data, we developed a concept which provides a designer with reliable data in terms of
identifying and evaluating the source of a data item. This concept consists of the devel-
opment of a completely novel provenance model for virtual product development and
focuses on tracking and storing the historical record of the generation and modification
of data sets.

2 State of the Art

In the following, current research on Data Literacy and Data Provenance is described as
well as the relevant previous work conducted by us.

2.1 Data Literacy

Although the research topic “Data Literacy” is tremendously gaining in significance,
there does not exist a generally accepted definition of the term.However, what definitions
have in common is the fact that the term is used to describe the ability to collect,
critically assess and consciously apply data in a given context [5]. Nevertheless, this
competence is not focused on particular scientific fields only, but being data literate
rather describes an interdisciplinary data expertise [6]. The key competencies, which a
data literate individual is considered to be equipped with are: exploration, prediction and
inference. Using these competencies useful conclusions from large and diverse data sets
can be drawn [6]. Despite the importance of these competencies a lack of these skills
can be identified in the engineering workforce. Recent studies show that companies are
increasingly looking for employees with an expertise in the interaction with data [7].
Furthermore, the skillset of a data literate individual is not limited to academia or the
workforce only, but additionally Data Literacy focuses on skills in order to solve “real-
world” problems as well. This is emphasized by the fact, that the varying definitions of
Data Literacy additionally describe a skillset regarding the interaction of data, which can
be used for everyday thinking and reasoning [5]. Since daily interactions with data are
nowadays inevitable and common place throughout all age groups and all areas of life,
Data Literacy is tremendously gaining in significance. Due to the ongoing digitalization,
researchers highlight the necessity of knowledge about a proper interaction with data
and even compare the importance of being data literate with the ability of how to read
[5].

2.2 Data Provenance

Due to the increasing digitalization, the amount of data which is exchanged and shared
between participants of the supply chain is significantly increasing. Furthermore, the
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growing amount of participants often cause unclear situations about the origin or owner
of a data item and its reliability [8]. The scientific area which is focused on the detailed
description about the origin and authenticity of data is called “Data Provenance” or
“Data Lineage”. The provenance of a data item can be seen as the historical record
of its derivation [9]. This record contains information about the source, processes and
the current representation of the data item. Especially in collaborative, multidisciplinary
projects (like the product lifecycle), in which designers often work with data which were
not created by themselves, knowledge about the origin, transformations, which were
applied to a certain data item and it’s connection to other data sets are of great interest
[8]. With knowledge about changed parameters, conducted simulations and individuals
involved throughout the design process, the quality and reliability of a data item can
be determined [3]. In literature models, which are able to save, depict and manage all
decisions, procedures and results, which lead to the current state of a data set, are called
provenance models [8].

There exist a great variety of different provenance models, which are able to receive
the historical record of a data item. The majority of provenance models are graph-based
since this creates the possibility to link data sets with defined relationships. Commonly
well-known graph-based provenance models are the PROVW3C recommendation [10]
and the Open Provenance Model [11]. The commonality of these models is, that they
describe a meta provenance graph to describe the transformations a data item undergoes.
These graphs generally consist of two categories: relationships (also called edges) and
nodes (also called vertices) [10]. Relationships define the connection between two nodes.
The second category – nodes – are further divided into 3 subcategories – entities, agents
and activities [10]. Entities represent a physical, digital or conceptual unchanging state of
a unit. Examples are documents, graphics or data sets. Activities describe an actionwhich
has been performed on or caused by an entity and are creating new entities while using
already existing ones. An example is an action or a process. An agent can be understood
to be taking on a role in an activity, which means, that an agent is responsible for an
activity. Examples for an activity are a person, organization or software [10].

In comparison to provenance graphs, modern product data management systems
(PDMS) are able to track and display the historical record of a data item in great detail as
well. However, for tracking provenance informationPDMS require that every contributor
works on the same PDMS [12]. Once a data set leaves that PDMS the historical record
of the data item cannot be tracked anymore [13]. Consequently, provenance models
are needed next to PDMS since in the modern supply chain data is exchanged across
company borders involving a great variety of different systems [12].

2.3 Previous Work

In the modern PLM an increasing amount of data is exchanged and shared among an
increasing amount of participants [1]. This is oftentimes causing ambiguity of where a
data item originates from and whether that source is reliable [3]. Even though in virtual
product development the majority of the workforce are interacting with data on a daily
basis, research indicates that, designers are missing skills and essential knowledge about
the proper interaction with data originating from an external source in order to use that
data to its fullest potential [3, 4, 7].
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To approach this issue in a previous research paper [14], the authors developed a
concept for the introduction and application of Data Literacy to virtual product develop-
ment in order to create transparency and awareness for a responsible generation and use
of design data [14]. This concept is called “Design Data Literacy” and the architecture
is depicted in Fig. 1.

Fig. 1. Architecture of design data literacy [14]

In order to develop a comprehensive approach for the introduction of Data Literacy
to virtual product development the concept is based on 3 major components – Data
Provenance, Data Tracking and Tracing, as well as Data Sovereignty. Each component
represents a different aspect of transparency and awareness and combined they convey
the key competencies of Data Literacy adjusted to product development. The component
Data Provenance is focused on identifying the origin and reliability of a data item.After a
virtual product has been designed and further distributed, the component Data Tracking
and Tracing is creating an overview about the receiver of the virtual product and the
modifications which have been conducted. The third component – Data sovereignty –
regulates the ownership and rights when the virtual product is further distributed [14].

In order to display and store relevant provenance information, a tree structure was
identified to be best suited [14]. Since the development of the overall concept of Design
Data Literacy, the component Data Provenance has been worked out in detail in terms
of a development of a comprehensive data provenance model, which is described in the
following.

3 Conceptual Approach

In order for designers in virtual product development to use design data to their fullest
potential, they need to be provided knowledge about the origin and the quality of a data
item. As identified by the authors in a previous research paper, more information about
the historical record of a data set, which is exchanged across companies and several
systems, can be achieved by a provenance model (see Fig. 1). The more knowledge
a designer of a virtual product has about the origin and modifications of a data item,
the more responsible and target-driven data can be used. Information about the origin
and conditions under which a data set was produced generates high-quality and reliable
design data without having to blindly rely on the creator.
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Therefore, the goal of this concept is to create a comprehensive provenance model
which generates a transparent and reliable use of design data within the product lifecycle.
In order to achieve this goal three requirements are defined.

• R1: Provision of reliable and high-quality data
• R2: Identification and evaluation of the source of data
• R3: Transparent and responsible generation and usage of design data

To develop a comprehensive provenance model which addresses all of the requirements,
the concept consists of 3 parts: A provenance graph, design criteria and evaluation
criteria. The 3 parts are described in detail in the following.

3.1 Provenance Graph

To track the historical record of the derivation of a data item graph-based provenance
models are well suited [3]. However, these models can be seen as meta models, which
suggest a structure and are not yet adjusted to a certain scientific area or problem. In order
to develop a provenance graph for virtual product development inwhich large numbers of
experts fromagreat variety of disciplines areworking collaboratively together, ourmodel
is mainly based on the PROV W3C recommendation [10], but has been extended by
several additional structures. First, all relevant criteria to model and track the provenance
of a data item in virtual product development were identified and subsequently integrated
into a graph structure by linking the nodes with relationships (Fig. 2).

Fig. 2. Meta graph of presented provenance model (Color figure online)
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For themodel depicted above, the general layout of the PROVW3C recommendation
has been adopted, consisting of entities, agents, activities and the associated relation-
ships. The graph illustrates all relevant agents (orange), activities (blue) and entities
(yellow), which are necessary in order to track provenance information in virtual prod-
uct development. Additionally, attributes of a node are displayed in the white boxes. An
agent represents a manufacturer or system involved in the design process. Moreover, the
entity nodes are divided into 3 categories (file level, component level and product data
level). The virtual product represents a 3D-datamodel of a product. The component node
represents a part or an assembly of a virtual product. Moreover, product data describe
the characteristics of a data item (e.g. material, density, weight, elastic module, surface,
volume). Furthermore, entities which are necessary for a comprehensive description of
a historical record of a data item are experimental data and documentation (documen-
tation of the conducted simulations and their results) as well as further documents like
measuring reports for example. The relevant actions involved in the design process of
a virtual product are represented by the design and test execution nodes. Additionally,
the relationships describe how 2 nodes in the design process are linked to each other.
At last, for a clear identifiability of a data item and its current state the entities have a
universally unique identifier (UUID) as well as creation and alteration dates, which are
assigned to the nodes in terms of attributes.

The presented graph represents the structure of all relevant design data and their
relationships to each other which are necessary to evaluate the quality and reliability
of design data. To determine the origin and creator of a specific data item as well as
transformations it underwent across its life cycle this graph still needs to be implemented
and filled with specific information.

3.2 Design Criteria

Although with the presented provenance graph it is possible to track the historical record
of a part or assembly, it can only display information which are stored in the file of the
respective component. This means, if a previous designer did not specify from which
standard a screw was taken for example (no entry in the file history), it is not possible
to track this information. Consequently, this leads to the conclusion that a concept for a
comprehensive, transparent and responsible use of design data cannot be guaranteed by
usage of a provenance graph only. This highlights the necessity of further criteria, which
need to be adhered to in order to guarantee a responsible design process. An extract of
additional design criteria is depicted in Table 1.

For a responsible use of design data, every participating designer has the responsi-
bility to create and promote trust. This means that conducted tests or simulations have
to be documented for a subsequent designer, including time stamps, input parameters
and test results. This creates the ability for a subsequent designer to re-run a test and
therefore create trust in the data. Furthermore, inserting a PMI (Product Manufacturing
Information) in a data model (consisting of a time stamp and information about the used
standard) guarantees the ability to double check if a model was designed according to the
correct standard and if that standard was still valid at that time. Moreover, in the product
lifecycle documents like measuring reports are oftentimes exchanged among several
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Table 1. Extract of design criteria

Design criterion 1 Verifiably documented tests and simulations

Design criterion 2 Test documentation must be available for subsequent designer

Design criterion 3 Standard-compliant design must be verifiable

Design criterion 4 External suppliers have to document provenance data

Design criterion 5 Further documents have to be securely encrypted

system participants. Securely encrypting these documents with hash values creates the
advantage, that a recipient can verify, if the document was modified without permission.

The presented design criteria are included in the provenance graph as attributes of
the respective entities (see Fig. 2).

3.3 Evaluation Criteria

In order to develop a data provenance model which automatically determines and eval-
uates the reliability of a source of a data item, evaluation criteria need to be identified.
Therefore, the term reliability was defined first: “Reliability is the traceability of the
history (place, author and time), conditions of origin and context under which a datum
was created or modified in the product development process, so that the creation of the
datum can be traced and reconstructed, and thus the quality of the data can be assessed,
creating trust in the data”. Subsequently, evaluation criteria were defined based on which
algorithms search the provenance graph for a specific component. Following that, the
reliability of the origin can be evaluated based on the selected criterion.

3.4 Architectural Approach

In this paragraph, the overall architecture of the provenance model is presented which
is derived from the previous presented partial concepts (depicted in Fig. 3).

For the development of a comprehensive provenancemodel for virtual product devel-
opment, it is crucial to consider the various phases of data processing: collection, storage,
usage and transfer [4]. For the model presented in this paper, the phase of transfer is out
of scope and the phase of usage is further divided into access and analysis. In order for a
designer to determinewhether the received data is reliable, the source of the data needs to
be identified and evaluated. To achieve this, in the phase of collection a designer receives
a data model, which is usually a virtual 3D-model of a product. With the usage of an
Application Programming Interface (API) all relevant provenance data is exported in a
machine-readable format and stored in a data base (in the presented concept a graph-data
base is used and more specifically the provenance graph (see Sect. 3.1)). Additionally,
further documents (like measuring reports) are encrypted with a hash value and the
respective value is stored in the data base as well (phase storage). For a defined access to
the data base a graphical user interface (GUI) was developed (phase access). In the GUI,
a user can select a predefined evaluation criterionwhich results in an algorithm searching
the graph for a specific part. Once the respective data item is found and the reliability
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Fig. 3. Architecture of the overall provenance model

of its origin is evaluated information whether the source is reliable will be displayed in
the GUI (phase analysis). As a specific application to the PLM domain, this provenance
model can be used when a designer receives design data from a previous participant
of the supply chain to determine where the data originates from, who was involved in
creating the data and to rerun conducted experiments (like finite element, kinematic or
dynamic analysis for example). The design data which the concept evaluates can be a
file, virtual product or component of a product. Being able to determine the creator and
conditions under which a data item was created provides designers with the possibility
to evaluate the reliability and quality of data.

4 Validation

Tovalidate the presented concept of a provenancemodel for virtual product development,
the concept was prototypically implemented and the results are discussed.

4.1 Prototypical Implementation

For the implementation a sample virtual product was modelled in Siemens NX 12,
consisting of parts modelled by several different designers and as a sample experiment
a finite-element analysis was run on the product with predefined input parameters (the
FEA is used as a sample experiment to retrieve its provenance information later on). After
we received the 3D CAD model of the sample part, the provenance information had to
be retrieved and exported from the data model. To achieve this, the API NX Open was
used and the relevant provenance information exported into a CSV file. The application
for the export was written in C#. Subsequently, the CSV file was imported into the graph
data base using Neo4j (filling the provenance graph with specific information). Once
the provenance information was stored in the data base an evaluation criterion could be
selected from a drop-down menu in the developed GUI (which was written in Python
3). By selecting a criterion, an algorithm searched the graph data base for the respective
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data item. For searching the graph, the search algorithms were written in Neo4j’s graph
query language Cypher. As an output the information from the provenance graph were
displayed in the GUI (source (author) of the part, UUID, system and version the part
was modelled in, time stamps of creation and alteration as well as input parameters and
results of the FEA). At last, a message about the reliability of the origin was displayed
based on the defined evaluation criterion.

4.2 Discussion

In the previous section it was demonstrated that the developed data provenance model
can successfully identify and evaluate the origin of a data item (R1).With this knowledge
the quality and reliability of a data item can be evaluated. Moreover, if the provenance
information is passed on to a following designer or manufacturer reliable and high-
quality design data is guaranteed (R2). Furthermore, keeping track of and displaying
the historical record of every component used in a design creates a transparent and
responsible generation and usage of design data (R3).

Even though we successfully developed a provenance model for the transparent
and reliable use of design data within the product lifecycle, there are further aspects
one has to take into account. Securely encrypting a document with a hash value only
guarantees security to a certain degree. Even when assigned a proper digital signature,
there always remains a risk that the hash value is forged and modified by a man in the
middle [15]. Moreover, the goal of a transparent and reliable use of design data along
the product lifecycle can only be guaranteed if all participants contribute to that [4].
When the design criteria proposed in Sect. 3.2 are adhered to this is ensured, however,
the possibility remains that some individuals do not obey to these rules. In that case a
transparent and reliable use of design data cannot be guaranteed anymore.

5 Conclusion

We successfully developed and implemented a novel concept for a transparent and reli-
able use and generation of design data along the product lifecycle by tracking and storing
the historical record of any data item used in the design process of a virtual product.
In the product lifecycle many experts from a great variety of disciplines are working
collaboratively. However, the origin of a data item is often unclear and whether the
data is reliable. The more complex and untransparent a design process gets, the more a
designer of a virtual product has to blindly rely on the reliability of the data. However,
if the quality of data is not known the potential cannot be fully used. To improve this
issue, designers need to be provided with reliable and high-quality data. To approach
this problem and provide this information our concept consists of a provenance graph,
which tracks and stores the historical record of design data. With the provenance graph,
it is possible to identify the origin and to understand which transformations a dataset
underwent and who was responsible for the modifications. Moreover, to evaluate the
quality and reliability of the data, evaluation criteria were developed. Using these cri-
teria, the provenance graph can be searched for a specific data set and the reliability of
the source and quality of the data is automatically evaluated. Additionally, to guarantee
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a responsible generation and usage of design data along the whole product lifecycle,
further design criteria were developed as a guideline of how to generate and exchange
data with one another to achieve trust in data and a responsible and transparent product
lifecycle.

Having considered all these aspects, we developed a comprehensive data provenance
model for a responsible generation and use of design data in order to create transparency
and reliability when exchanging data in virtual product development.
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Abstract. The contemporary era is pushing companies worldwide in undertaking
a digital transformation path to keep high their competitive advantages acquired
throughout the years thanks to their engineering competencies. Companies, espe-
cially Small & Medium ones, are getting forced to set up clear roadmaps towards
an enhanced digital maturity level to address their strategic objectives. Roadmaps
must support them in being both efficient and effective to keep stable their com-
petitive advantage. Therefore, the goal of this contribution is to clarify the key
elements representing the basement towards an improvement digital path and
apply them to a case study. The key elements emerged to be: i) the clarification of
firms’ strategic objectives, ii) the awareness about firms’ current internal digital
maturity level to benchmark themselves in respect to competitors as well as their
expected “desired TO-BE scenario”, and iii) the investigation of the causes and
related effects that may harm the reaching of the strategic objectives. Hence, in
this contribution, these three steps are deeply investigated to design a structured
and tailored roadmap leading a company to reach an increased level of digital
maturity facilitating the achievement of the strategic objectives. The roadmap
supports companies in evaluating the most appropriate technologies to overcome
the internal inefficiencies identified hindering the achievement of the corporate
results. The roadmap development process was studied from the extant literature
and it has been applied in this contribution in a case study, specifically in an Italian
company operating in the Aerospace & Defense (A&D) sector.

Keywords: Digital transformation · Aerospace & Defence case study · Roadmap

1 Introduction

Nowadays, companies are asked to keep high their competitive advantage optimizing
their resource consumption, and digital and Industry 4.0 (I4.0) technologies may help
them to move towards this direction [1]. Indeed, all the sectors are forced to improve
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their personalization performances to cover all their customers’ needs and they are highly
facilitated by the introduction of specific I4.0 technologies [2]. Nevertheless, they all
need to find the proper balance of investments in technologies according to their strate-
gies and the available financial resources. Different tools have been proposed in the
extant literature with the goal to facilitate the Digital Transformation (DT) of manufac-
turing companies. For instance, [3] proposed a qualitative roadmapping tool to support
Small & Medium Enterprises (SMEs) by evaluating the actions over five dimensions:
business and strategy, product, customers and suppliers, production processes, factory
and infrastructure. [4] proposed a Maturity Model (MM) assessing the adoption of I4.0
technologies and, [5] proposed a MM, named DREAMY4.0, aiming at evaluating the
readiness of manufacturers in undertaking a DT. Although these models have been
already applied in different contexts, they still lack a detailed and objective investigation
over the main criticalities charactering the company to support the choice of a deter-
mined DT path. Among all, this need emerged especially in the A&D sector which is
characterized, on one side by strict regulations due to the great complexity, on the other
side the process digitalization lags behind the product digitalization due to the extensive
product development life cycle and the limited production volumes [6]. For this reason,
the research objective of this contribution is to create a robust, complete, and objective
model to analyze and cover the criticalities emerged in manufacturing companies in an
objective way after a maturity assessment, to provide them precise roadmaps for DT to
justify the huge investments. Therefore, starting from DREAMY4.0, which emerged to
be themost consolidated operativemodel (i.e., several citations and industrial adoptions)
in the extant literature about MM towards DT, an extension has been developed in this
contribution to perform an objective investigation of the major criticalities to build a
structured roadmap. Moreover, considering the needs emerged in the A&D sector, the
developed extended model has been applied in a manufacturing company operating in
the A&D sector. The paper is structured as follows: Sect. 2 describes the theoretical
background focusing on the description of the DREAMY4.0 model to highlight the
key characteristics and the rooms for improvement, Sect. 3 provides the methodology
employed, Sect. 4 elucidates the extended version of the model, Sect. 5 analysis the
A&D case study in which the extended model has been applied and Sect. 6 concludes
the papers highlighting the key contributions and the main limitations opening the way
for further improvements.

2 Theoretical Background: DREAMY4.0

As just mentioned, the starting point of this contribution relies in the DREAMY4.0
digital readiness maturity model [5]. This assessment tool was developed by the Manu-
facturing Group of the School of Management of Politecnico di Milano and it has been
already validated in multiple Italian and international-based companies (both SMEs and
Large Enterprises) [5]. DREAMY4.0 aims to investigate the digital readiness of manu-
facturing companies by assessing six processes (i.e. design & engineering, production,
quality, maintenance, logistics and supply chain) evaluating them based on four analy-
sis dimensions namely: (i) Execution (i.e., how the processes are carried out within the
company), (ii)Organization (i.e., information regarding the organizational aspects of the
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processes),Control (i.e. how a processes are monitored and controlled), Technology (i.e.
information regarding the ICT systems, hardware and/or software, used in support of the
process). The maturity is assessed along five levels of maturity [5]: from 1 (minimum
level of digital readiness) to 5 (maximum level of digital readiness) in conformance to
the CMMI framework [7]. DREAMY 4.0 enables to give a big picture about the current
digital readiness of a manufacturing company by delineating a qualitative description of
the potential rooms for improvement towards higher levels of maturity. Nevertheless, it
lacks an objective quantification of the main weaknesses leading to a limited analysis of
potential detailed solutions to be suggested for improvements.

3 Methodology

The present contribution aims at developing an extended version of the DREAMY4.0
especially focused on complex sectors such as the A&D. To achieve this objective, it
has been relied on a workshop-based approach backed by a literature review to create
the PCIM (Priority Criticality Index Mapping). Indeed, according to [8], the definition
of a DT journey requires mainly a workshop-based approach. Such kind of involvement
of company’s employees described in the case study allows to maximize the level of
commitment of all the relevant stakeholders that will implement or benefit from DT
approach. Additionally, it facilitates the interviewers (i.e. the authors in this case) in the
identification of the critical elements of the processes analyzed and their related solutions.
Indeed, relying on an action research approach to conduct the analysis, allows to bemore
concrete and actively involve the case study company through constant feedbacks [9].
Figure 1 shows the 6 main steps followed to conduct the analysis to create an objective
roadmap.

1.
Preparation

2. Company 
assessment

(DREAMY4.0)

3. Critical 
analysis 

(DREAMY4.0)

4. Solution 
development

(PCIM)

5. Solution 
roadmapping

(PCIM)

6. Projects 
selection

Fig. 1. Extended methodology to create an objective roadmap

4 Extended Model Development

In the first step depicted in Fig. 1, named “Preparation”, there is a limited engagement
of the firm, and thus, additionally to the external interviewers (here the authors) only the
project champion/promoter and the CEO need to be involved. In particular, in this phase
it is requested to collect all the relevant information regarding: (i) the industry in which
the firm operates (e.g. trends, competitors, market approach etc.), and (ii) the records
of the information about the company under analysis (e.g. balance sheets, newspapers,
story of the firm, etc.). Within step 1, also the definition of the boundaries of the analysis,
the signature of the NDAs and the definition of the people to be involved was carried
out. Indeed, the assessment deployed is structured to cover the six processes reflecting
those of the DREAMY4.0, thus the managers of the following functions were involved:
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System Quality and Continuous improvement, Program, Operations, Production and
Planning, Supply Chain, Quality, Logistics.

The second step, “Company assessment”, requires a greater involvement of com-
pany’s employees with particular regards of the functions’ representatives. In this phase,
the assessment method employed was the DREAMY4.0 (described in detail in the “the-
oretical background” section). Therefore, the authors carried out a set of interviews, both
qualitative and quantitative, with the aim of collecting valuable information to under-
stand the context in which the firm operates, to clarify its objectives, to assess the current
level of digitalization by identifying its main criticalities and strengths.

The third step of the methodology, “Critical analysis”, consists in the extrapolation
of the key elements describing processes and technology adopted for each process,
collected during the step 2, to identify the elements that might represent real barriers for
the achievement of company’s objectives.

Given the complexity and the needs of the sector, and more in general, the capac-
ity and budget constraints of companies in undertaking a roadmap toward DT [10],
a tool specifically designed to identify the most relevant criticalities for the case has
been developed entering the fourth step “Solution Development” (see Fig. 1). Here,
the extended part of the DREAMY 4.0 has been named PCIM and it aims at prioritiz-
ing criticalities and consequences in a quantitative form. Therefore, taking as input the
weaknesses collected thanks to the DREAMY4.0, the PCIM methodology starts with a
further sorting into: root weakness (the criticality) or weakness generated by the firsts
(the effect). Afterwards, such criticalities and effects are linked through arrows which
specify whether a block (criticality or effect), positioned at the tail of the arrow, has an
impact on another block (effect), positioned at the head of the arrow. According to [11],
graphical representation of problems facilitate the process of depicting alternatives (and
scenarios) more easily and effectively. The map is then converted into a matrix which
represents the occurrence of a criticality, row, in impacting a given effect, column. The
translation of the map into a matrix is useful to numerically detect which criticalities
generates most of the problems within the set of the six processes analyzed and conse-
quently to propose a set of solutions able to address themost critical areas. Based on that,
the fifth step of Fig. 1, “Solution roadmapping”, is reflected into the prioritization of the
solutions to be proposed based on the key criticalities identified and based on a further
quantitative analysis of inefficiencies (e.g., waiting times, time dedicated to not value
adding activities etc. extracted from database exports). More specifically, the authors
identified 3 areas of intervention: 1) Process: including those actions of improvement
which require a redesign of the processes and/or a change in the approach adopted to
carry them out; 2) Technology: including those actions of improvement which involve
the selection, implementation and integration of Information Systems and/or I4.0 tech-
nologies, 3) Training: including all those actions of improvement aimed at enlarging the
competences ofworkers, at every hierarchical level, both in technological and procedural
terms and/or at setting up a digital culture. This categorization was developed not only
to clarify the drivers of the solutions but also to stress the importance of a multi-layered
approach to DT. Indeed, the technological evolution of the system must be anticipated
by reviewing processes to be digitalized to minimize the risk of digitalizing the ineffi-
ciencies [12]. On the other hand, the change in the technological configuration of the
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system as well as the re-engineering of the processes must be supported by a proper edu-
cation of the individuals operating in the system [13]. The last step, “Projects selection”,
required the active involvement of both the authors and the firm’s stakeholders. Indeed,
it consisted in the prioritization of the solutions to be developed, the identification of the
expected efforts and logical constraints and the chronological distribution of the solu-
tions themselves. As suggested by [8], the activity needs to be conducted collectively
to ensure the maximum commitment of all the managers involved and alignment with
corporate objectives. In this phase, the objective was to define the actual action plan and
ensure its robustness and feasibility. In particular, in terms of robustness, the authors
have focused on the logical and technological priorities that might link different projects
[14]. Hence, the requisite of robustness was mainly functional to the definition of the
macro-phases of the roadmap developed and the positioning of solutions within each of
them. In terms of feasibility, greater attention was devoted of the level of expected effort
for each process and consequently on levelling them according to the actual resources
available. It is worth specifying that the evaluation of effort, although shared with the
managers of the case study firm, was defined in a qualitative way, and considered the
following drivers [15, 16]: (i) Expected Full Time Equivalent (FTE) needed; (ii) Capital
invested; (iii) Cross-functional coordination needed; (iv) Numerousness of the functions
involved; (v) Numerousness of the processes modified; (vi) Coordination with external
stakeholders needed.

5 Results from the Extended Model Application

In this section, the results of the application of the extended model is presented. The
company subjected to the analysis is an Italian family-owned SME operating in the A&D
sector. It is specialized in the design, development, production, maintenance and logisti-
cal support of defense equipment, structural components and ground support equipment
of fixed-wing and rotary-wing aircraft and employs around 200 workers. Given the
peculiarity of the industry, where the requisites are often fixed and rarely negotiable,
the company adopts an Engineer to Order (ETO) approach. However, an element of
stability in design and engineering effort is provided by the long lasting of the programs
(i.e. the products) contracted. The CEO wanted to perform this assessment since within
the organization some criticalities (unknown yet) were perceived as affecting processes
efficiency. Hence, first it was posed the attention in formalizing and making evident
those problems. For this reason, the scope of the analysis consisted in the definition
and prioritization of the solutions addressing the criticalities collected to cope with the
long-term corporate objectives: i) Increase in control over the processes; ii) Increase in
process management efficiency; iii) Preserving the high product’s quality standards; v)
Supporting the expected increase in volumes. Due to the peculiarity of the industry, some
information collected and analyzed, even if crucial for the prioritization of the interven-
tion, will be omitted. The case study was conducted in four steps reflecting the structure
of the next sections: Task 1: AS-IS critical analysis of processes; Task 2: Identification
and prioritization of existing critical issues; Task 3: Identification and prioritization of
improvement projects; Task 4: Roadmap development.
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5.1 Digital Readiness and Criticalities Identification

The analysis of theAS-IS situation shows an overall maturity index equal to 3 as depicted
in Fig. 2. First, it emerged that the “engineering” and the “supply chain” processes
were those more ready towards a DT. This was especially driven by the commitment
of the managers of these functions. On average the different processes were instead
characterized by a poor control over the processes and clear difficulties in terms of
coordination and collaboration among departments.

Fig. 2. Process maturity index

No processes were considered advanced from a technological perspective thus prov-
ing a pervasive inadequateness of ICT systems. Such gaps, in parallel to the low reliability
on data quality, resulted in a general adoption of locally-stored files (mostly Excel doc-
uments) developed and used by individuals to manage their processes [17]. In addition,
it emerged that the spread of home-made files turned out to reinforce the misgiving
towards the IT systems. Overall, 38 main criticalities were detected and based on an iter-
ative process these were clustered according to six macro categories: 1) Misalignment
between purchasing and production Lead Times (LTs) and LT deemed acceptable by the
market: 2 criticalities; 2) Process and product data not sufficiently disclosed among the
functions and generated and managed outside the IT systems: 6 criticalities; 3) Process
and product data not sufficiently reliable, manually input in the IT system and not unique:
8 criticalities; 4) Unsuitability of IT systems: 13 criticalities; 5) Lack of physical and
logical Track & Trace of products and components throughout the procurement, produc-
tion and delivery cycle: 3 criticalities; 6) Lack of codified and standardized procedures
and methodologies: 6 criticalities. The identification of criticalities was backed by a
quantitative approach which consisted in the analysis of 25 locally-stored files exploited
by the departments during their activities, the ERP system and more than 40 documents
ranging from procedures to follow up to performance reports. This analysis was benefi-
cial for two main reasons:, it allowed the company to understand the real impact of the
processes inefficiencies and, it supported the authors in estimating the expected benefits
of the solutions proposed. To report an example, the time spent for not value adding
activities (e.g., photocopying, manual delivery of documents etc.) proved to be to most



290 F. Acerbi et al.

critical. Design & Engineering areas, namely Research & Technology and Engineering,
proved to be acutely affected by such waste which accounted, for Engineering, for up to
71% of the time spent by an FTE.

5.2 Prioritization of Criticalities

Once the criticalities were identified, the analysis of the links among criticalities and the
related effects has been performed by using the PCIMmodel. Figure 3 shows the map in
which all the linkages have been identified. All the criticalities are represented through a
colored square based on the 6 macro-categories of criticalities defined while the effects
are represented by pink hexagons. Overall, 32 effects coming from 50 criticalities have
been collected. The links in the maps, once jointly validated with firm’s managers, have
been elaborated, into a matrix, through the PCIM model to quantify the occurrences of
each criticality impacting on each effect.

Fig. 3. PCIM graphical visualization

More specifically, each criticality has been mapped across the effects as well as
each effect has been mapped across all the effects emerged to quantify the secondary
effects weight. This enabled to quantitative evaluate howmany times a criticality creates
an effect looking also to the secondary effects. Last, to tailor the possible solutions to
be proposed in accordance with the main criticalities observed, the matrix developed,
linking the criticalities and the effects, has been divided into four quadrants based on the
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Pareto law.With regards to the most relevant critical issues in terms of relationships with
the effects found, it was noted that 50% of them account for 80% of the concatenations
detected. Shifting the analysis on themost impacted effects, there is a high preponderance
of those concerning the increase in times spent in not value adding activities. More
specifically the main criticalities emerged are the following: Misalignment between
time to market and supplier’s delivery LT (C1), Data manually managed and not visible
to functions (C2), Unreliable and not unique data (C3), ICT systems’ inadequacy (C4),
Poor materials and products track & trace (C5), Lack of standardized procedures and
methodologies (C6).

5.3 Solution Development

Based on the PCIM, 50 different detailed solutions have been proposed. Afterwards,
they were clustered according to 6 main areas of interventions described below:

1. PLM (S1): Introduction of a PLM system capable of supporting the efficiency of
the process of data sharing from the technical department towards the others and
of developing different Bills of Materials (BoM), like E-BoM, M-BoM etc.. This
system needs also to be designed for the documentation management of the product
currently managed by the various functions (e.g. Quality); (covering C2, C4)

2. ERP (S2): Update or replacement of ERP in use to meet the business requirements
found (e.g. robust robustness, reliability of data, ability to manage different BoMs,
purchasing procedures, planning, and warehouse); (covering C2, C4, C5)

3. ERP-MES (S3): Introduction of a system for visualizing and monitoring the pro-
duction processes and assets which guarantees the product tracking. The system,
identified as the MES, needs to be integrated with the ERP to enable consistent
decisions based on the actual assets’ performances; (covering C2, C4)

4. PROCESS REDESIGN (S4): Review of part of the procedures and process logics
in use aiming to optimize and align them with the needs of the market. This project
was designed also considering to the TO-BE information systems; (Covering C1,
C6)

5. I4.0 (S5): Introduction of systems based on business intelligence and Machine
Learning in order to make internal business processes more effective and efficient;
(Covering C3, C5)

6. TRAINING (S6): Definition of training programme for staff at all hierarchical levels
to raise awareness about the functionalities and benefits of digital technologies.
(Covering C1, C2, C3, C4, C5, C6)

These proposed solutions addressing the key criticalities were also mapped along a
timeline to highlight the prioritization in terms of both urgency and links. Hence, such
blocks were organized as depicted in Fig. 4. The roadmap generated was composed
by three transversal projects: cybersecurity, ICT systems integration and training which
supported the projects on the organization, the update of the already existing systems
and the implementation of the new ones. It is worth clarifying that the definition of such
roadmap does not represent a standard of clustering of solution but rather was jointly
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defined with the management to support them to tackle the DT project into manageable
and self-sustained sub-projects, defined based on an analytical and objective model.

Fig. 4. Final roadmap

6 Discussion and Conclusions

This paper aimed to support manufacturers, operating in complex contexts like A&D
sector, in undertaking a properly design DT. Therefore, based on literature review and
workshop-based research, a new method was developed to quantify the criticalities
emerged from the assessment to design a roadmap. This method, the PCIM, objec-
tively clarifies the key criticalities to address through specific solutions. The proposed
extended model, DREAMY4.0-PCIM, relies on six main phases and was applied in
one A&D manufacturing company. The manuscript evidenced a successful integration
of the tools which resulted into a comprehensive, cross-functional, and multi-objective
roadmap for manufacturers operating in complex contexts. It enabled to first evaluate
strengths and weaknesses of the different processes and quantify the criticalities. The
following research presented some limitations related to the adoption of the single-case
study approach and the limited focus on quantitative benefits achievable from the solu-
tions proposed. Hence, the authors suggest to consider the following activities to expand
the research: to implement a complete review of the organizational structure that may
consider also the departments supporting operations with the aim of maximizing the
effectiveness of the solutions, to deepen the micro-processes of the areas investigated
to eliminate the macro-issues not tackled in this study, to support the firm in redesign-
ing processes and selecting and implementing the adequate IT and I4.0-related tools
suggested.
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Abstract. This paper presents an illustrated model to explain digitalisation in
industry in a holistic, non-technological way. It reflects the dimensions of the
product lifecycle and the supply chain. More specifically, it discusses the interac-
tion between customer, product, production, and suppliers along a product’s life
and how digitalisation supports these interactions. Particular attention is given to
the transition from type to its product instances. Especially in the case of complex
products, mastering this transition plays a key role in understanding digitalisation
requirements. Reclining the concept of type and instance, different element of
the digital twin, as digital master and the different shadows, are classified. Devel-
oped initially to structure a course in an engineering master’s program, the model
has evolved to be used in different courses and currently supports consulting and
applied research projects to orchestrate digitalisation initiatives in the industry.

Keywords: Education · Digitalisation · Industry 4.0 · Holistic view ·Metro map

1 Introduction

Digitalisation in industry is moving forward at a fast and continuous pace. Underlying
technologies of connectivity, interoperability, Industrial Internet of Things (IIoT), could
computing, artificial intelligence (AI), machine learning (ML), or mixed and virtual
reality (AR/VR) are advancing rapidly. At the same time, digitalisation has also changed
the way we look at our processes and organisations. To give a few examples, agility and
cross-disciplinary have become important concepts in product development [1], the
collaboration between customer and producer was brought to a new level [2], and the
approach of the smart factory is rapidly changing our perception of processes and data
[3].

The educational sector needs to follow these developments and is challenged with
a high degree of complexity [4]. On top of the traditional fundamentals of engineering,
today’s students need to grasp the essence of digitalisation and learn to create value
proposition in real-world cases. To do so, not every technology must be understood in
detail in the first place. Rather, a concept of the different approaches, interfaces und and
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use cases in the context of the product lifecycle and along the product’s supply chain
is required. Still, it remains a huge challenge to squeeze all these aspects into a single
course. Thus, we need simplification without losing context.

In analogy to a metro map, perfection is not the aim, but orientation, connection,
timing, and transfer. The goal of the presented work is to illustrate the simplified com-
plexity of digitalisation. Yet ensuring that the students understand relations, depen-
dencies, mechanisms, and the different dimensions of business processes and applied
technologies. Whatever type of engineer they become, from mechanical to software
engineers, they will contribute to the digitalisation with their holistic views and consid-
ering the other specialist fields. This is the inevitable base in the present and the future
of interdisciplinary engineering co-operations.

Today, industrial digitalisation plays a major role in most engineering degree pro-
grams. Interesting enough, an overreaching model to explain the different approaches
of digitalisation along the products lifecycle in its context could not be identified by
the authors. Instead, academic work on specific concepts, such as “Smart Factories” or
didactic approaches such as gamification is well described in the context of engineering
education. In addition, previous experience and work from the authors in the context of
PLM education, closed-loop PLM, and smart factory testbeds incorporate the presented
model [3–5].

2 Educational Model “Digitalisation in Industry”

A good didactical design of a module/course addresses the content in different ways to
the participants. In principle, knowledge is divided into factual and structural knowledge
[6]. In general, factual knowledge is on a deep taxonomy level of 1 or 2, while structural
knowledge leads to higher levels. The latter is divided into declarative (what), proce-
dural (how) and conditional (when) knowledge [7]. The metro map supports teaching
accordingly by allowing locating the theory elements in the big picture and thus address-
ing the semantic memory (concepts, network of concepts) of course participants. The
associated exercises, in turn, support knowledge acquisition via the procedural memory
system. To complete the course, guest lectures from the industry are also included in the
lessons, which are explaining real-life use cases and thus address episodic memory. The
metro map always forms the basis and thus becomes a “table of contents” for the whole
module/course and eases the recall of knowledge accordingly.

2.1 Introducing the Model

The model of digitalisation in industry has been illustrated in similarity to the metro
map as e.g. known from the “standard tube map” from the London Underground [8], the
map from the Tunnelbana from Stockholm [9] or the S- and U-Bahn map from Berlin
[10]. Not only the concept indicating different metro lines has been adapted, but also the
interchange stations, the internal interchanges, and the different zones.

Metro Lines. Four different metro lines are incorporated plus an additional direct
connection.
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• The line “Digitalised Product” (DP) represents the classic development methodology
[11].

• The line “Digitalised Manufacturing” (DM) marks the manufacturing of the product.
• The line “Operating Product” (OP) represents the customer journey from initial
requirement to maintenance.

• The line “Manufacturing Equipment” (ME) represents supplier involvement, e.g., of
manufacturing equipment.

• The line “Requirement Engineering” (RE) is illustrated by a feedback loop form
operation data (line OP) to the requirement engineering in the digitalised product
(DP).

Zones. The digital twin model (DT) is composed of the physical product in real space,
the virtual product in virtual space, and the connections of data and information exchange
[12, 13]. In themodel of digitalisation in industry theDT has beenmatched to the product
lifecycle covering the digital master and the digital shadow of the product in production
and operation [14, 15]. In other terms, this represents the product’s stages “as designed”
(instance), “as built”, and “as maintained”. Properly applied, the digital twin’s value
proposition leads in a wide range of areas to related benefits [16].

Supply Chain Management (SCM). The supply chain is indicated on the right side of
the illustratedmodel. It consists of the supplier, the manufacturer, and the customer. As it
has recently been differentiated between supplier relationship management (SRM) and
customer relationshipmanagement (CRM) the present approach is combining both in the
holistic approach of supply chainmanagement (SCM) [17]. Eventually, both alternatives
can be brought into connection with the model.

Internal Interchange Stations. Master data and configurations are two internal inter-
change stations. They are shared by the two lines digitalised product (DP) and digitalised
manufacturing (DM) and do not cross borders of companies (customer, manufacturer,
and supplier). It is undisputed that product design and production must rely and operate
on identical data having one single point of truth.

Interchange Stations. In contrast to the internal interchange station, the interchange
stations are bridging the border between manufacturer, customer, and/or supplier. This
requires related interfaces and in the case of an applied electronic data interchange (EDI),
managed file transfer (MFT), and/or enterprise filesharing services (EFS) management
[17] of access rights and data format. A typical enabler for these kinds of communica-
tion between partners within a supply chain are the enterprise resource planning (ERP)
systems. Following internal interchange stations have been implemented into the model
of digitalisation in industry.

2.2 Illustration of Use Cases

Smart Factory. The Smart Factory is a concept to support the envisioned goal of
digitalisation in manufacturing [18]. But for achieving a fully connected manufacturing
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system, mainly operating without human force by generating, transferring, receiving,
and processing necessary data to conduct all required tasks for producing all kinds of
goods, the related products must be designed accordingly.

Mechatronic products are getting predominant as they offer the opportunity for
related data allocation in production and operation and being part of the (industrial)
internet of things ((I)IoT). In consequence, the manufacturing does not end by delivering
a physical entity but continues in collecting data, creating insights, and offering services.
Therefore, taking the model of digitalisation in industry the students are instructed, to
focus on the metro lined “Digitalised Product” (DP) and “Digitalised Manufacturing”
(DM).

Digital Twin’s Shadow – Data-Driven Services. Services of the future will be based
on data analytics offering e.g. condition-based maintenance. The aim is, to illustrate
that data-driven services are offered throughout the whole product development and
manufacturing process. Depending on the point of view it is vertical or in a kind tilted.
Furthermore, the illustration gives the opportunity to discuss the issue that operation
data of production means are required to enable services of the product in operation. An
example could be traceability preventing consequential damage to the manufacturer’s
customer. If e.g. an insufficient surface quality can be linked to an abnormality of a
milling machine during a certain period, this data needs to be matched accordingly:
Which parts have been produced while the abnormality occurred? In which products are
they? And which applications require the specific surface quality (related applications)?

Product Lifecycle: While many authors agree on three principle phases in the product
lifecycle (beginning of life, mid of life, end of life) [19], we choose to focus on the
two stages of a product’s life accruing to RMAI: the lifecycle of product type and the
lifecycle of the product instances [5, 20]. The underlying concept of type and instance
can well be explained by the discussion of their representation as digital master or digital
shadows receptively. So, it becomes obvious that we need a properly released type as the
baseline to created instances without the high price of manual work. Even more in the
case of product variance, the systematic creation of instances based on the customer’s
configuration becomes essential to build data-driven services that relies on the product
instance. While the result of the configuration remains a filtered view on the digital
master, it serves as a template to create an instance. At this very moment, the lifecycle
of the instance in its physical and digital appearance starts to live. The purple metro line
illustrates how we can learn from product instances to improve our product types. This
concept is also known as closed-loop PLM [21] (Fig. 1).

Requirement Engineering Based on Load Profiles. Using load profiles of applied
products for a next-generation or just an upgrade is essential for defending and probably
extending existing market shares. The present technical specification can be taken and
optimise the product and the manufacturing accordingly. The efficiency gets increased
(“Doing the things right.”) and leads to a better margin or a reduced price aiming
for a higher quantity in sales and therefore scaling effects (economy of scale). The
model of digitalisation in industry and especially this metro line “Requirement Engi-
neering” illustrates to the students the value of fundamental data analysis avoiding over
or under-engineering a product.
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Fig. 1. Illustration of the digitalisation in industry in the style of metro map
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3 Application of the Model in Education

The presented model was co-created while elaborating a didactical concept for a new
module “Digitalisation in Industry” for the master’s program of Swiss Universities of
AppliedSciences (Master of Science inEngineering,MSE). In this section, some insights
are given into applications of the model as a framework for the module.

3.1 “Digitalisation in Industry” (Master of Science in Engineering)

As mentioned, the module (course) is part of a master’s degree program that is open
to different types of engineering. The students might have different backgrounds, from
mechanical to software to food engineering. The education goal of the course can be
summarised as follows:

1. Enabling the students to contribute to digital transformation in the industry. They
learn about digital transformation’s fundamental concepts and technical and organ-
isational requirements. They will be able to ask the right questions in a conceptual
discussion.

2. The students obtain an overview of the processes, data structures and information
flows based on different product strategies inside a company.

3. They are qualified to evaluate different approaches to a company’s product strategy,
architecture, production processes, and the deployed IT solutions. Relying on this,
they can identify and apply optimization strategies.

4. They are familiar with state-of-the-art concepts of digitization to classify efficiency
and transparency in production processes (industry 4.0).

5. They are familiar with the basic concepts of digitized products (Internet of Things)
and how these are linked to the processes and data streams of the original company
to increase the range of product-related services or business models.

6. They can rationally decide between “digital” and “non-digital” solution concepts.

Given this aim and target audience, it becomes obvious that not the technical details
but a holistic understanding of all elements are required: technical, organisational, and
business-related. We expect students to meet the taxonomy level 3 to 4 according to the
classification of Bloom [22]. The following learning units were chosen to complete the
required holistic view:

• End-to-end process from market requirements to recycling
• Digital twin concepts: Digital master (type) and digital shadows (instance)
• Dealing with product complexity and variants
• Challenges related to developing mechatronic products and IoT connectivity
• Sales to delivery and smart sales approaches
• Efficiency in production applying “Industry 4.0”
• Data-driven services for predictive and condition-based maintenance
• Adaption to business models (e.g., pay per use and subscriptions)
• IT tools along the process chain (CAD, PLM, ERP, MES, IoT Backbones)d
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Figure 2 illustrates how these topics are reflected on the metro map. Each learning
unit is structured into theoretical and practical parts (exercises). While the topics change
pretty rapidly over the course, the exercises always rely on the same two elaboration
examples:

An industrial pressure sensor is used as a first example showing the complexity of
integrated and cross-disciplinary IoT products. It can be used in two representations. The
first one links the complexity of the real product’s issues in detail. The other is a highly
abstracted conceptual model of the sensor based on 5 Lego bricks to discuss the link
between mechatronic disciplines and customer-driven variants. The second example is
an invented scenario of a company producing sorting machines and its customer that
runs a local package delivery service. This example gives the full context of a supply
chain between component suppliers, OEM, and industrial customers. A Lego-based
machine represents the simplified product yet gives an accurate level of product structure
complexity.

Fig. 2. Learning units in the context of the model (metro map)

Having enough understanding of these topics, elaborated by the examples, the stu-
dents will be able to ask the right questions in a conceptual discussion. This last step
in the didactical concept is consolidated by a final exercise where the students must
elaborate and implement a concept for an IoT driven service. The given problem is a
real-world problem of a local airport. The implementation, however, will be realised by
the usage of prepared low-code tools. It will convey a feeling of implementation com-
plexity without losing too much time. Of course, the groups must defend their concepts
to improve their reasoning.

3.2 An Overview of Further Application

Besides the example of the application discussed above, the metro map was used in
various courses to support orientation (Table 1).
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Table 1. Further application of the metro map

Degree Title: Educational target Main topics Tax. level

BSc Smart Factory: The students are
getting an overview of product
development, manufacturing
technologies, and Industry 4.0. It
shall lead to the understanding that
development and production need
to co-operate accordingly, utilising
the full potential of the smart
factory

- Development process
- Manufacturing technologies from
turning and milling to additive
manufacturing
- Modern development tools and
how creating the master data
- Concept of the digital twin
- Cost management

2–3

BSc Smart Products and Production
1&2: The students get a sound
understanding of complex
developments, product
configuration, and state of the art
tools as such CAx. Furthermore,
they can select and apply suitable
manufacturing technology and use
data from development,
manufacturing, and product
operation to create data-driven
product functions and services

- Variant and cost management
- Non-linear kinematic systems
- Manufacturing technologies
- Quality management and usage of
related data
- Basics about sensor technologies
and applications
- Digital twin and introduction into
“Industry 4.0”

2–4

BSc Product Data Engineering: This
course aims at the hands-on
experience of mechatronic product
development, including IoT
aspects. The students must develop
a remote-controlled IoT toy that
shows interaction with its remote
friends. On the way of
development, the students work in
groups

- Mechatronic development tool
chain
- Systems Engineering/SysML
- IoT Stack/Communication
- Understanding of the views on a
product from different disciplines
- Instantiation of products

4–5

BSc Applied Digitalisation in Industry:
Embedded into a smart factory
setup for unihockey ball
production (injection modelling,
configuration, assembly) the
students learn about the value and
implementation of different use
cases in industry 4.0

- Use Cases of Industry 4.0
- Discrete event simulation for
production planning
- Introduction into IoT
communication in an industrial
environment
- Introduction to AI/ML for
prediction of factory events

3

(continued)
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Table 1. (continued)

Degree Title: Educational target Main topics Tax. level

CAS Production Management: This
certificate of advanced studies
addresses the management level of
the industry, particularly in the
manufacturing sector. They will
learn about the latest movements,
concepts, and technologies in
production management

- Digitalisation in industry
- Lean manufacturing principles
- Integrated data management in an
industrial context
- Complexity management
- Use cases of industry 4.0

4

4 Conclusion

As stated in the introduction, the presented work is not the result of actual research, but
rather the outcome of a creative process. However, it proved to be helpful in organising
and planning courses in the field of digitalisation in industry. Particularly, it helped to
create a common understanding among the different involved lecturers and experts from
the industry. Feedback from the annual student’s survey21/22of themodulementioned in
3.1 particularly shows high appreciation for the structure of the course and the alignment
among the lecturers.

Based on project reports and exams by the students, we can state that our illustration
provides good support in the argumentation of technical concepts. However, our stu-
dents struggle to create clear value propositions for their suggested approaches and use
cases regarding digitalisation in industry. It might be a general lack in the education of
engineering programs. Yet, the holistic context helps to discover and discuss such gaps.
In addition, we are investigating enriching the our model with an extra layer to explain
the value proposition of different use cases.

Due to positive feedback, we also started to use this model for strategic planning of
digitalisation initiatives in consulting and applied research projects. Hence, it helps to
argue links between different digitalisation initiatives and supports a proper road map
setup. Eventually, the positive feedback from the management level moved us to publish
our approach.
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Abstract. The digital transformation is leading any field of social and working
life. New technologies are more and more designed considering the relevant role
of the users for providing efficient experience in the application of software solu-
tions. A current research stream is analyzing the potentialities to integrate user
experience techniques and business process modelling for reaching better results
in software design. In this paper, an application of the integration between user
experience and business process management is described for providing more
insights in the state of art and suggest future directions also in the design of
Product Lifecycle Management systems.

Keywords: User experience · Business process management · Human
interaction · Software design

1 Introduction

Product Lifecycle Management needs new insights and feedback for leading future
research and providing software solutions closer to the user needs. In the field of software
design, several techniques and methods are used to support the IT architect, software
designer and user experience expert to define better and better software solution. Among
these, a current research trend integrates the user experience design with the business
process management approach. The aim is to provide in the user experience new ways
for understanding the users’ needs and workflow of activities and providing a graphical
and immediate overview of roles, responsibilities and tasks to be performed that can
lead the software design.

The research question of this paper is: in the current scenario characterized by an
intense need of digital technologies in any field, how can the software design be improved
for leading a better human interaction?

The context of study for addressing this research question is the project SAFE (Safe
Approach For Event management) that aimed to provide innovative solution for sup-
porting Performing Arts organizations. In the Performing Arts (PA) sector the pandemic
deprives spectators of the cultural experience and puts artists and cultural operators in
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difficulty, interrupting the demand growth. Forecasts range from the ending of previ-
ous social habits to a slow and gradual return to normality. It is therefore necessary to
seize the opportunities for innovation offered by technology and research to accelerate
the recovery. By exploiting the potential of VR, the paper is based on the design of a
PaaS (Product-as-a-Service) for users to increase accessibility to the cultural event and
support the economic activities of cultural operators. The solution involves the creation
of an application from which the user has the possibility to select an event and purchase
a virtual ticket for the show.

This paper focused on the definition of actors of a VR platform to be developed and
their behaviors and goals in using it. BPM modelling and User Experience tools went
hand in hand with software design, improving the consistency of the overall results. The
outcome of this study consists in a set of BPMN processes for each target actor of the
platform, describing the provisional overall user experience.

The paper is structured as follows. The next section introduces the current state
of art of study merging user experience and Business Process Management (BPM) for
improving the technological human interaction and software design. Section 3 introduces
the main steps of the study and Sect. 4 describes the main results. A final section ends
the paper.

2 Theoretical Background

In order to understand the level of innovativeness of the approach in the solution develop-
ment, the scientific literature have been analyzed on the combined use ofUser Experience
and BPM to support the design of an IT solution.

2.1 Designing New Technologies: User Experience and BPM

New technologies require more complex systems that are difficult to use. A good inter-
action between the user and the system, which is provided by the User Interface (UI),
is needed to manage this complexity. The development of a UI is not easy because it is
difficult and important to understand both the characteristics of the users and the tasks
they perform with the system [1]. This requires User Experience (UX) which is defined
as “a person’s perception and response resulting from the anticipated use and/or use of a
product, system or service” [2]. It is determined whether it is easy or difficult to interact
with the elements of the user interface. UX designers are responsible for determining
how the user interface works, which means that they have to determine the structure, the
functionalities, the usability (i.e., quality attribute that evaluates how easy user interfaces
are to use), the organisation and how all parties interact with each other (see Fig. 1). If
the user interaction is complicated or non-intuitive, the user experience may be very bad
[1].

On the other hand, BPM is defined as a set of concepts, methods, tools and tech-
nologies used to design, implement, analyse and control operational business processes,
includingpeople, systems, functions, businesses, customers, suppliers andpartners [3, 4].
Thus, BPM is a process-centric approach to improve performance that combines infor-
mation technologies with governance processes and methodologies. It involves collab-
oration between people and information technologies to promote effective, agile and
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transparent business processes [3] and the creation of a platform where processes are
managed and monitored [4].

Fig. 1. User experience interrelations [3].

In this context, Díaz et al. [5, 6] proposed the generation of user interfaces using
BPMN (Business Processes Modelling Notation) models in order to cover the gap
between what is described in the BPMN models and what it is really implemented
in the interface. The first paper [5] proposed a method to generate user interfaces using
the BPMN model for extracting information about the navigation between interfaces
and their behaviour, and the class diagram for identifying what information is required
in each interface. In detail, the proposed method is based on the identification of sev-
eral rules and uses stereotypes to extend the BPMN. Indeed, these stereotypes are used
to generate interfaces based on business process models. However, the approach has
some limitations: there is a strong dependency between BPMN and class diagrams and
not all BPMN models have a class diagram thus reducing the applicability of the app-
roach. Other limitation is that the approach has not been validated in a real generation
of interfaces.

The second paper [6], discussed the problem of the design of graphical user inter-
faces (GUIs) to support the business process. The analyst usually defines the interfaces
according to the BPMNmodels. Since he/she does not design the BPMNmodels, he/she
has to make an effort to define the interfaces according to these models. For this reason,
Díaz et al. [6] performed a group of experiments to establish a method that can auto-
matically generate Graphical User Interfaces (GUIs) from extended BPMNmodels with
stereotypes. Furthermore, they compared this method to the one in which GUIs were
generated manually by considering the experiment’s response variables of effort, accu-
racy and satisfaction (in terms of perceived ease of use (PEOU), perceived usefulness
(PU) and intention to use (ITU)). This study has resulted in GUI widgets from more
accurate BPMN models but with higher effort in the creation of interfaces, automation
of the GUI generation process and less time in understanding the BPMN models.

Traetteberg H. [7] dealt with an approach for modelling business applications using
BPMN and Diamodl (i.e., dialog modelling language for user interfaces), where BPMN
is used for both process and task modelling and Diamodl for the structure and behaviour
of user interfaces (UI). In particular, he focused on how the BPMN can be extended
to include tasks and expanded with extra information regarding the object life cycle in
order to improve the connection between the approach dealt with, the process and the
dialogue modelling.
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From this work it emerged that for the design of model-based user interfaces an
adaptation of the existing process-oriented notation, that is BPMN, to task modelling
makes more sense than introducing other notations that would add further costs.

Pavlickova et al. [8] carried out a usability study combining BPMN notation and the
process modelling tool DEMO. They used a collaborative approach based on experience
of a series of studies and the interaction of the participants in order to test how easy
the BPMN business process modelling tools are to use. To verify this, five usability
indicators were used: (1) Learnability - How friendly it is for users to perform tasks they
encounter on the design for the first time; (2) Efficiency -Velocity of executing tasks after
learning the design; (3) Memorability - How easy it is to re-establish competency after
a period of non-use; (4) Errors - Number and severity of errors occurred and how easy it
is to resolve errors; (5) Satisfaction - how comfortable it is to use the design. From this
study it was identified that the usability testing method can be used to measure, evaluate
and design metrics for process model quality and that therefore user experience (UX)
approaches are valid for evaluating process model quality (mainly usability) [8].

As Pavlickova et al. [8] also Quiñones et al. [9] used BPMN notation to evaluate
aspects different from usability that are related to user experience (UX). In several case
studies, they applied a formal methodology through BPMN notation to develop usabil-
ity/user experience heuristics. The new methodology presents tables summarising the
inputs, outputs and activities to be performed on BPMN diagrams, modeling each step.
They concluded that if a methodology is not used to develop heuristics, the heuristics
created may be (1) difficult to understand, (2) difficult to use, and/or (3) not successful
in usability/UX evaluation of a specific application. It emerged that this methodology is
applicable to develop heuristics for UX-related aspects such as playability, communica-
bility and learnability. It also has great potential in developing tools for further quality
attributes such as security and adaptability.

Greunen et al. [3] stated that when user interface design integrates theway users think
and learn, accepts their needs, andmeets their expectations for comfort and convenience,
the human-machine interaction becomes more productive. That is why they focused on
factors that influence the UX and the user interface (UI) when using BPM tools to
complete tasks in support of business processes. In order to detect these factors and to
have a better understanding of the interactions and dependencies between people and
technology, a focus group was conducted. It emerged that it is fundamental to have
an interface that supports the information needs of organisations in order to meet their
critical success factors and achieve organisational goals. Moreover, the identified user
experience (UX) factors that have an impact on BPM are divided into 3 categories: (1)
People factors: visual design, user needs and interface design; (2) Business factors: tasks
supported and business processes; (3) Technology factors: interaction and information
design. Finally, the study showed a lack of frameworks and tools to assess and determine
UXand a lack of skills in the use ofBPM tools [3]. In the followingTable 1 the advantages
and disadvantages of each technique found in the literature are summarised.
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Table 1. Summary of the domain of study in the literature.

Techniques Results Disadvantage Reference

Graphical User interface
and BPMN model with
Class Diagram

- Information on the
interface behaviour
- Identity information for
each interface
- Interface generation on
BPMN models

- Strong dependency of the
BPMN and class diagrams
- Not validated in a real
interface generation

[5]

Graphical User
Interfaces and BPMN
model

- Generating more
accurate GUIs
- Automating the GUI
generation process
- Less time to understand
BPMN models

- The study is based on
few experiments
- Higher effort for GUI
implementation

[6]

User Interface design and
BPMN with Diamodl

- Design UI makes sense
with BPMN
- Low costs for modelling

- Strong dependency of
the BPMN and Diamodl

[7]

Usability study and
BPMN modelling tools

- Identify usability of
BPMN tools
- UX methods valid to
assess BPMN quality

- Determines only
usability in the process
model

[8]

Usability/UX and BPMN - Identification of
UX-related aspects of
usability

- Determines only some
usability aspects

[9]

User Experience and
BPM tools

- Identify UX factors that
impact on BPM
- Better understanding of
human-technology
interactions

- Lack of frameworks and
tools to assess and
determine UX
- Lack of skills in BPM
tools

[3]

3 Research Method

Based on the analyzed literature, in this paper, user experiences techniques have been
combined with Business Process Management to enrich the obtained result. Mock-up is
a very wide term that can be used to indicate an explanatory representation of a system.
A Mock-Up for a VR reality solution to allow the participation in streaming to a live
events has several issues to explore related to the activities to be performed by the events’
organizers and by the spectators, the technological choices to do (e.g. the type of visors)
and the final layout that a such solution should have. To obtain this results, the research
team has faced several issues and the main research phases are:

1. Defining Processes for the User Experience. BPM modelling and User Experience
tools went hand in hand with software design, improving the consistency of the
overall results. The outcome of this phase consists in a set of BPMN processes for
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each target actor of the platform, describing the provisional overall user experience.
In particular, in BPM method, it’s usually to attribute al level 0 a high level detail
(Mega), at level 1 a more detailed process and so on.

2. Interviews and Think Aloud with SAFE consultants. The third phase of the method-
ology started with the design of a Think Aloud section with each SAFE’s con-
sultants. During the section the Blended Experience Timeline was presented and
feedback was collected to validate the overall user experience emerging by the pre-
vious phase. In this phase, it has been possible to identify a needs assessment on
desired functionalities on platform and to the final user needs and type.

3. User Interfaces Definition. It aims to design the SAFEVR platform’s user interfaces,
based on the refined user experience model from the previous phase. User Interface
(UI) design is commonly known as the design of the user interface of any IT system
that interact with a user through a screen. The BPM notation was adapted to define
the views, data and functional elements of the software to be developed, essential
elements useful to mockup the related user interfaces.

4 Results

The SAFE platform is defined as an IT architecture providing a Virtual Reality live
streaming video service as a PaaS (Product-as-a-Service) product that allows cultural
operators in the PA sector to provide live cultural events, which can be attended remotely.
The Blended Experience Timeline (i.e. Blended Experiences are the embodiment of
the interactions between tools, space and practices. Blended Experiences, as illustrated
encompass the dynamic and diverse ways in which the people interact with digital tools
and spaces to evoke a perception of social facilitation) (see Fig. 2) The purpose of this
conceptualization is to describe the Blended Experience provided by SAFE platform for
all its kind of users, described as follow under “roles” tag.

Furthermore, the user experience and the user interface of the SAFE VR platform
was carried on and formalized with BPMN. Three roles were defined:

• Administrator: He/she is the SAFE Platform orchestrator. Through the use of SAFE
Platform he/she can:

– Manage the events’ organizers: he/she can visualize and manage the Events’
organizers users on platform;

– Manage programming schedules: he/she can visualize and manage the program-
ming schedules created on the platform;

– Manage events: he/she can visualize and manage the events created on the platform
by event’s organizers;

– Manage booking: he/she can visualize and manage the booking made from
Spectator on the platform;

– Manage VR Headset: he/she can manages the reservations for events and can
manage the VR headset reservation made by Spectators.
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• Event’s organizers: he/she focuses on the administrative relationships with stakehold-
ers inside and outside the organization, such as public administration and suppliers.
Event’s organizer, a user can access to the following functionalities:

– Manage the Organizer profile: Event’s manager canmanage his profile and can give
more information about the organization;

– Mange the Programming schedules: Event’smanager canmanage the programming
schedules about events provided;

– Manage events: Event’s manager can create, edit and delete events on his profile;
– Manage a booking: Event’s manager can manage all bookings and purchases for
virtual participation in an event that are been made on his profile by a spectator.

– Mange a campaign: Event’s manage can create, edit and obtain reports about
advertising and discount campaigns.

• User “Spectator”: he/she is the final user and represent the spectator of live event. The
target user can access to the following functionalities:

– Search for an event: Spectators can search on the platform all the events available
on SAFE. He/she canmake personalized research based on Event’sManager, based
on Location and so on.

– Make a reservation: Spectators can make a reservation to watch an event through
the SAFE VR Platform (Some screenshots are available here: shared folder). He
also can choose if buy or rent a VR Headset to have a more immersive experience;

– Browse an event: Spectator can enjoy the event trough a different mode, such as
VR Live Streaming (by using VR device) or Live Streaming (by using a device
such as smartphone or smart tv), he can interact with Participants trough game or
can interactive functionalities;

– Manage a reservation: A spectator can visualize and manage all his reservation
about events.

– Visualize the menu: A spectator can go to the home and visualize all functionalities.

For each role, processes have beenmodelled and validated. Three groups of processes
arise for each role: Administrator’s flow, Event’s organizer flow and User’s flow. Every
workflow has been analysed in depth into 3 level.

– Level 0 shows a bird’s-eye view of each actor interacting with the IT platform and
has been modeled for Administrator’s flow, Event’s organizer flow and User’s flow.

– Level 1 For each subprocess defined in the level 0, a second detailed level (Level 1)
has been modeled. In this scenario, the aim is to define in a better way the interaction
between user and the platform’s functionalities trough the task definition.

– Level 2At this detail level aremodeled the interaction between users and the platform.
Thanks to the process model its’ possible to have a support for the wireframe design.

As follow an example are provided.
This level 0 (see Fig. 3) is composed by seven subprocesses, and every one of them

describe the interaction between user “Administrator” with a platform’s functionality.
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Fig. 2. Blended experience timeline.

Event’s organizer’s flow. This level 0 is composed by seven subprocesses, and every
one of them describe the interaction as the user “Event’s organizer” with a platform’s
functionality. At level 1, the subprocess “Manage the events’ organizers” (see Fig. 4),
describe the interaction between user and SAFE Platform. At Level 2, is better detailed
the activitymade byAdministratorwhen “Browse the event’s organizers list” (see Fig. 5).
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Fig. 3. Administrator’s flow

Fig. 4. Manage event’s organizers

Fig. 5. Browse the event’s organizers list

5 Conclusion

The results of the research phases are the method used to design of the SAFE platform’s
user interfaces based on the refined user experience model from the previous phase.
The BPM notation was used to identify the views, data and functional elements of the
software to be developed, essential elements useful to mockup the related user inter-
faces. Thus, each BPMN diagram includes a subset of elements, which coincides with
the wireframe of the SAFE platform views. The method used to design the platform is
innovative. Indeed, an experiment was conducted to design the functionalities: starting
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from a process analysis, a possible interaction process between user and platform has
been drowned using BPMN notation, and thanks to the BPMN is possible to under-
stand how to have interaction between VR technology and the platform conceptualized.
Processes process of the user interface have been designed for the main actors of the
platform (administrator, event’s organizers and user). Thus, processes have been used
as wireframes of the platform mockup. Due to the ease of BPMN and its versatility, it is
easy understandable to everyone, and at the same time it is very rigour. However, other
notations for process modelling (e.g., EPC) can be considered and applied with limits
and strengths of each specific notation. The proposed method has a positive impact on
PLM because it contributes to the reduction of product design time, in this case the soft-
ware. In particular, the codesign activities conducted with the possible end user thanks
to BPMN for requirements design not only shorten design time, but also optimise the
subsequent development and testing phases, since it is the user preferences modeled in
BPMN that guide the development activities. The described result extends the current
state of art about the combined use of User Experience and BPM and provide further
evidence for future research in this field.
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Abstract. Great demands are placed on the role of digital technology and arti-
ficial intelligence for sustainable development. External shocks, like the current
pandemic, as well as creeping degradation, like the effects of carbon economy
on the climate, need convincing concepts to control lasting negative effects on
society, environment, and economy. This paper is intended to contribute to the
search for ways of enabling resilience through technology.

High expectations are being put on data driven artificial intelligence in this
respect. We consider that artificial intelligence tends to fall short of scientific rigor
regarding cause-and-effect relations and discuss the inherent limitations of so-
called formal systems that are at the bottom of artificial intelligence systems. We
take into view what data analysis and reasoning can deliver regarding the discov-
ery of empirical phenomena, arguing that targeted, reflective data reasoning can
well help discover correlations worth further theoretical investigation. We sug-
gest combining established methods of epistemic knowledge generation with data
driven artificial intelligence, i.e. human intelligence with machine-based algo-
rithmic intelligence, in support of advanced human-systems integration. For this
concept of hybrid intelligence, we provide a procedural framework.

This methodological approach gets exemplified by the description of recently
published cases of a technical application resp. Scientific practice, illustrating the
potential of hybrid intelligence for the scientific as well as technical solution of
problems. Concluding remarks finally draw the line to future work on sustainable
artificial intelligence as a pathway to resilience delivered by technological means.

Keywords: Artificial intelligence · Formal systems · Data reasoning · Hybrid
intelligence · Human-systems integration

1 Introduction

External shocks are often perceived as being sudden surprises. However, this only holds
true under superficial observation or deficient reflection. So have the causes and effects
of climate change been named since decades, but it took long to establish public insight,
based upon scientific rigor. Likewise, the emergence of the SARS-CoV-2 virus and the
subsequent global pandemic were only surprising as to the specific virus type – there
have been numerous indications and warnings regarding potential virus pandemics since
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many years. And geopolitical tensions were virulent for long, including the risk of severe
political and economic confrontation.While their extension intomilitary action has been
well observable, it was hardly believed until the day it turned into reality, leading to a
major assault on a sovereign country which was a surprise to many in Europe. Although
not coming out of the blue, these cases generated shock waves across the globe. They
originated from technological (carbon economy), natural (virus evolution), or societal
(geopolitical claims of imperial power) grounds.

And they arewhat the International RiskGovernance Council (IRGC) calls emerging
risks, resulting from the complexity of the concerned dynamic, non-linear systems they
are part of. With focus on systemic risks in socio-economic systems, Helbing in [7]
elaborated on the effects of complexity, in particular their cascading spread involvedwith
network interactions. In their report [8] the IRGC built on his observations specifying
several contributing factors that make up the fertile ground for risk emergence. Among
these is the issue of technological advances. Changes in technologymay become a source
of risk if their impacts are not scientifically investigated in advance or surveyed after
deployment - even more so if there is insufficient regulatory framework in place1. Thus,
the IRGC are strongly arguing for ex ante as well as ex post risk assessment. The aim can
be taken as a kind of sustainability evaluation, in the broad sense of securing sustaining,
desirable implications whilst avoiding undesired side effects.

Interestingly, new technologies appear likewise to support the ability to adapt to
future shocks. Brunnermeier [19], with a general societal perspective, points out that
dealing with risk can either mean trying to avoid it, or to accept it in accordance with a
framework of institutions, rules, and processes that are bound to enable recovery from
external shocks. The first option remains constrained though, because total robustness,
which covers any conceivable emergency, can hardly be realized as it would normally
involve unacceptable high cost. The latter approach in fact finds increasing interest these
days in the concept of resilience. A most relevant question then is to what extent can
technology contribute to resilience, respectively become a driving force to it.

The currently most prominent technological field in this respect is digital transfor-
mation along with the resumed concept of artificial intelligence. The availability of mas-
sive data via digitization enables novel ways of empirical investigation. Techniques for
their analysis do not only offer new approaches for applications in domains as diverse
as health, mobility, manufacturing, agriculture, finance, energy, public administration
etc. They also drive the development of what may be called Artificial Intelligence for
Resilience, or Artificial Intelligence for Risk Governance.

This paper is intended to contribute to the search for technological ways of enabling
resilience in that sense. The availability of massive data from digitization, along with
powerful algorithms for analysis and reasoning, are the means to pro-actively assess risk
scenarios and prepare for adequate responses of choice. We argue for the combination
of human intelligence with algorithmic intelligence for the purpose of expanding theo-
retical knowledge from a theoretical as well as practical perspective. Our starting point

1 For the technological field of Artificial Intelligence, and more general the digital transforma-
tion on its way these days, we have presented an investigation of risk mitigation matters in
[10], comprising functional, societal, and cybersecurity risks. And their relation to regulative
frameworks in the EU.
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are reflections on formal systems, which are the methodological foundation of every
scientific domain, and their limitation that must be accounted for in any application of
artificial intelligence. A formal system is a set of axioms and rules for inference, and
the resulting space of propositions, which altogether govern a domain of knowledge. It
cannot be complete, free of contradiction, and closed at the same time. We then take into
view what data reasoning, in particular machine learning can deliver for the discovery of
empirical phenomena. As algorithmic machine-driven systems can become sources of
novel security issues, need arises for precautionary searching of potential flaws by use of
theoretical models. Respective procedural interrelations get illustrated in the framework
for hybrid intelligence we suggest in the subsequent section, showing the combination of
formal deductive methodology and probabilistic approaches. We continue by recurring
to recently published cases of technical resp. Scientific examples showing the practical
benefits, and close with concluding remarks as to future work on sustainable artificial
intelligence.

2 Formal Systems are Limited

The scientific way of generating knowledge rests upon well-established processes that
comprise the formulation of concepts, the generation of assumptions and their testing,
the validation of findings and their alignment within a theory, and their incorporation
into a coherent set of theorems and propositions which make up the body of domain
knowledge [cf. 12]. Science is, in terms of methodology, extensively while not com-
pletely determined work, according to Kuhn [12]. Scientific progress is incremental and
sometimes even disruptive when legacy paradigms get shifted – where the rationale of
such a shift remains unclear in Kuhn’s work [12]. Rovelli [16], on the contrary, argues
that science and its progress work through continuity, not discontinuity. He identifies
two origins of conceptual shifts in science: new data exerting decisive rationale for
change, e. g. in the case of Kepler getting to his ellipses by mathematical analysis of
empirical data of planet’s courses, and informed investigation of contradictions within
an existing theory, e. g. heliocentrism of our solar system. Following his observation
of philosophy having contributed essentially to scientific development especially in the
case of physics, Laplane et al. [13] more generally localize this impact of philosophy in
the conceptual clarification and the critical assessment of assumptions or methods in a
scientific discipline. We consider this a little deeper.

As mentioned, a scientific theory consists of a coherent set of theorems and propo-
sitions that are derived from a set of axioms with the help of rules of inference. The
question of the validity of a theory in the sense of ‘being true’ has been subject to a
wealth of debates in science theory. While the question ‘What is truth?’ could not be
finally answered by philosophers throughout millennia up to now, Penrose [15] provided
a comprehensive elaboration on the simplified question ‘What is mathematical truth?’.
The interest of our paper here are formal systems as part of artificial intelligence systems,
i.e. abstract sets of axioms and rules for the purpose of inferring propositions to build a
knowledge base to a certain domain. Mathematics is considered the perhaps most basic
manifestation of such an axiomatic system, so it is safe to refer to Penrose’s work [15].

Penrose [15] draws on the finding by Goedel formulated in his incompleteness the-
orem which applies to any formal system, consequently to any attempt of founding an
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artificial intelligence system on such a formalism. We content ourselves to refer the line
of argument in brief without extensive detail: To ensure only valid propositions - in the
sense of being mathematically proven - be derived, mathematical reasoning must be
free of contradiction. Goedel showed that any such mathematical system, of whatever
type, which is free of contradiction must include statements that are neither provable nor
disprovable by the means allowed within the system. So full truth cannot be achieved
within an axiomatic system by methods of proof. Penrose [15] pointed out that there is a
way to get to the validity of a proposition he calls the reflection principle. By repeatedly
reflecting upon the meaning, we can see it is true although we cannot derive it from the
axioms. This seeing requires a mathematical insight that is not the result of deductive
proof, or purely algorithmic operations which could be coded into some mathemati-
cal formal system. Admittedly, the status of this insight, as a mental procedure, remains
unclear except its non-algorithmic nature. Its applicability appears as and insofar it leads
to a coherent mathematical theory. At the very end, the consequence most interesting
in the context of artificial intelligence - taken as a machine based algorithmic inference
engine –may be: “…the decision as to the validity of an algorithm is not itself an algorith-
mic process” [15, p. 536]. Hence the inherent theoretical limitation of formal systems,
which is depicted in Fig. 1: the object of human intelligence along with epistemics are
domains of the real world, which include the physicalist part (‘knowledgeable’ in Fig. 1)
and the non-physical qualities (‘qualia’)2. A formal system builds a proper part of a
knowledgeable domain.

The algorithmic nature of purely machine-based Artificial Intelligence systems
allows for formal procedures that cannot fully cover the related knowledge domain,
not even the knowledgeable subset. Autonomous AI applications therefore will always
have a blind spot area of propositions. The engineering of such AI systems needs to take
care respectively, e.g. by ruling out their application in situations which might bear the
risk of touching this area, or by calling in human guidance in such a situation. These
issues get addressed under the concept of operational design domains, ODD, where
functional constraints are introduced to avoid system states of that nature (cf. The case
of autonomous vehicles engineering). Or by utilization of digital twins, which enable
the investigation of such states for mitigation purposes (cf. The case of robotics).

2 The difference between real domains and what is physically explainable is known as the onto-
logical or epistemic gap – ‘knowledgeable’ then is a proper subset of reality. This philosophical
distinction is not addressed in our context here.
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Domain

Knowledgeable

Formal System

Fig. 1. The set of propositions of a formal system is a subset of the knowledgeable content of a
domain which is a subset of the domain itself

3 Data Reasoning and Discovery

With the rise of digitization came data analytics as a source of innovation in science,
industry, administration, and commercialmarketplaces. Increasing utilization ofmassive
data for automated decision making, machine learning and autonomous systems lead to
several issues to be taken care of, among them data privacy (including data sovereignty,
protection, safety) and data quality [cf. 9], and the validity of processes for their analysis
and reasoning [cf. 10]. Uncontested, though, is the valuable potential of data driven
artificial intelligence. The expectations are high: novel applications supporting societal
and or economic progress; enhanced decisionmaking based on algorithms; advancement
of computational methods in sciences. In the context of this paper the latter both are of
interest.

Our understanding of problems with our making decisions has been fundamentally
enriched by the work of Kahneman et al. [11]. Deficient judgements appear to have
two kinds of sources that are not related to the quality of information available: bias,
the systematic deviation from neutral assessment, triggered by personal preferences;
and noise, the statistical variance of judgements resulting from personal disposition3.
They raise the question if and how bias and noise can be overcome with the help of
metric criteria and parameter, and whether machine-based algorithms are per se more
suited. Their answer is: they can be, it depends on the availability of parameters, their
correct measurement, and the selection of parameters and measurement process being

3 Eren and Mocan [6] provided an impressive empirical investigation of the correlation of unex-
pected football match losses with the length of sentences of judges, showing the impact of
emotions in one domain on human decisions made in a completely unrelated domain.
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free from bias and noise. However, Ludwig and Mullainathan [14] presented evidence
of the fallibility of algorithms – be they controlled by humans or machines – depending
on the algorithm as such, i.e. its fragility resulting from deficient construction. They
resume that it is possible to reduce bias by well-built algorithms. If done right, artificial
intelligence has the potential to undohuman fallibility. They suggest humanplusmachine
combination to be the best choice, though. A similar conclusion is drawn by Athey et al.
[3]. Discussingwhen and howhumans andmachine-based algorithms should collaborate
and who would be best to have formal decision authority, they argue for the AI system
under optimal conditions as to data and algorithms employed, but for the combination
of AI and human agent knowledge if that cannot be guaranteed.

The second option of harvesting the potential benefits of data reasoning lies in the
generation of scientific novelty forced by data. It is not restricted to Physics if Rovelli
[16] highlights sophisticated use of induction based upon accumulated empirical and the-
oretical knowledge as themost promisingway forward in science. Regardless of whether
massive data in a domain becomes available through digitization as such or by targeted
experimental collection, it can be used to discover patterns and detect correlations that
suggest new cause and effect relations (or propositions within the formal theory) to be
tested for their validity. This is nothing new (recall the Kepler case mentioned in Sect. 2),
but modern machine learning operations open a wealth of opportunities of that kind as
they can find out conspicuous patterns in seconds instead of years of calculation. The
basic process description is visualized in Fig. 2, as compared to Fig. 1 in Sect. 2. For
exemplification, we present two recently published cases, one from pharmaceutical and
another from historical research, in Sect. 5.

Domain

Knowledgeable

Formal System X

Fig. 2. A new empirical observation X stimulated the finding of a new proposition, what expands
the formal system
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4 Hybrid Intelligence and Its Potential

The limitation of Artificial Intelligence is a matter of principle, not of practicability [cf.
15]. Formal systems cannot completely cope with reality due to missing instantiations of
e.g. ‘understanding’ and ‘meaning’, mental capabilities that are fundamentally human.
But Artificial Intelligence enables the detection of correlations by data analysis tech-
niques a human would not be capable of in terms of quantity of data to process. These
techniques are at the heart of machine learning operations, with algorithmic procedures
as their major building blocks. Algorithmic processes are the very kernel of Artificial
Intelligence. Human intelligence, however, comprises these and alsowhat Penrose called
‘reflection’ and ‘insight’. Both human and artificial intelligence are subject to bias, while
artificial intelligence appears to be free of noise, other than humans. This is the ratio-
nale of combining human and artificial intelligence in the concept of hybrid intelligence
(Fig. 3).

Fig. 3. Combining human and artificial intelligence

The Artificial Intelligence side of this concept is mainly building on data collection
and analysis, and on pattern recognition and related reasoning. Altogether they make up
the machine learning operation of the AI system. If such a system operates completely
autonomous, the developing experience base can become instable and get out of order,
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as examples with text generation applications let show. Rudin [17] therefore strongly
suggests machine learning to be tailored specifically to the domain of interest, thus
enabling interpretability, as opposed to pure black box machine learning. This approach
becomes focus in the concept of federated learning. Likewise, Athey [2] argues for big
data applications in the policy field. She contests the usefulness of machine learning
‘off-the-shelf’, which is without understanding of underlying assumptions that require
domain expertise to verify. Thus, she makes a strong point for supervised machine
learning as it would be inherent to hybrid intelligence. And for computational social
sciences Watts, Beck et al. [18] claim that data reasoning for predictive purposes must
rest upon consistent estimation of causal relation, which requires the involvement of
human domain knowledge.

Human supervision is represented in the left part in Fig. 3. It has controlling impact on
the machine-based operations via digitization and design. Reversely, data reasoning on
the AI side influences the advancement of the domain knowledge base by formalization
and validation of assumptions drawn from patterns that were detected. It is worth noting
here that in certain contexts of application human supervision can be important as it
enables the purposeful introduction of bias which is explicitly desired. Cirillo et al. [5]
discuss this for the field of precision medicine, where there is the need to consider sex
related differences with physiological parameters or digital biomarkers when empirical
patient data is collected for analysis.

5 Exemplifying Cases and Concluding Remarks

It is worthwhile to note that hybrid intelligence, as illustrated above, is not only meant to
apply to scientific fields. It is appropriate in the industrial or public administration sphere,
too, and also in commercial applications. In terms of innovation through knowledge
generation however we expect the most valuable impact on science. Two cases of this
kind that were subject to recent publications shall be described briefly here.

The first one is related to the COVID19 pandemic. When the SARS-CoV-2 virus
emerged in the year 2019 and spread worldwide since 2020, a most unique innovation in
pharmaceutics was accomplished in record time: the development of mRNA vaccines.
They turned out the most powerful preventive measure against the COVID19 disease.
However, numerous virus variants started to develop quickly and steadily. The mutant
viruses showed significantly different levels of infective potential and severity of symp-
tomatic illness. Soon questions arose about the effectiveness of vaccines and eventual
need for adjustment. In the past the evaluation of new mutant risk rested on ex post
observation of manifest infections, which required significant lead time for empirical
investigation. Recently, though, as a novel approach a hybrid intelligence concept was
put into action. The preprint of first results became available in December 2021. Beguir,
Sahin et al. [4] describe their approach to the early computational detection of high-risk
virus variants. It builds upon the combination of human domain expertise, as to the rela-
tion of specific virus structures and their potential implications, and the so called in silico
assessment of their risk level with the help of supervised machine learning technique.
Results of the machine learning application were reviewed by human domain experts as
to their validity, and to enhance the model employed. The researchers report significant



Sustainable Artificial Intelligence 325

improvements regarding the time needed to detect dangerous variants, on average two
months ahead of WHO sourced respective warnings. Furthermore, they demonstrated
the applicability of their approach to real-time risk monitoring of mutations by an Early
Warning System.

The second case is about historical research into the restoration of ancient text inscrip-
tions that are damaged or remain preserved only partially, as most recently published [1].
The established scientific methods of epigraphy are constrained to the use of repositories
of textual and contextual parallels and bring along high levels of generalization but low
certainty of results. Assael et al. [1] applied a deep learning software based on neural
networks that, with the help of human domain expertise, was carefully tailored to the epi-
graphic tasks to accomplish. They conducted experimental evaluation by applying their
approach to a couple of ancient Greek inscriptions, using a specific metric to evaluate the
performance achieved. They found substantial improvements of accuracy and speed of
the restoration tasks under use of the combined human-machine intelligence concept. In
fact, they report that the combination of human and artificial intelligence in an iterative
process achieves significantly better results than human or artificial intelligence only.

These examples point to how technological resilience can be achieved with the help
of hybrid intelligence approaches, be it pro-active risk governance, e. g. in health, or
life-cycle advancement of ODD’s, e.g. with autonomous vehicles, or enhancement of
simulation models using digital twins, e. g. in smart manufacturing.
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Abstract. Acerola (Malpighia emarginata DC) is an exotic fruit that
has a high agro-industrial potential. It is known to be rich in ascor-
bic acid, phenolic compounds, and carotenoid pigments. These nutrients
make acerola one of the best sources of natural antioxidants, helping to
prevent many conditions and delay aging. Acerola fruit is transformed
into concentrate juice then powder to be incorporated into nutritional
supplements. The natural ascorbic acid content of juice powders must
be between 16 and 17%. Unfortunately, the origin of ascorbic acid in
acerola-based products is not always natural. That is to say, some food
manufacturers add synthetic ascorbic acid to reach the recommended
values (16 to 17%), which can be considered as a falsification of the
product. Since a decade, the control of the life cycle and the quality of
foodstuffs is an increasingly important concern. In this context, EVEAR
Extraction (French company) establishes a high level of traceability of
its extracts by combining sourcing, extraction processes and laboratory
controls throughout the production process. The determination of the
composition of raw material and final products can be determined by
spectrometric analysis and more precisely by Nuclear Magnetic Reso-
nance (NMR) spectroscopy. However, spectral analysis remains a tedious
and time-consuming task requiring an expert.

In this study, the feasibility of discriminating acerola-based product
was investigated using 1H NMR spectroscopy in combination with a
supervised classification procedure consisting of several steps: principal
component analysis (PCA), a fast Fourier transform (FFT) and a neu-
ronal network classification. A total of 6 classes (Colored Acerola pow-
der, Acerola concentrate, Acerola powder, Ascorbic Acid, Acerola with
added ascorbic acid, Other extract) were examined. Following the clas-
sical approaches, we opted for a convergent network using hidden layers
and a divergent output. The results demonstrate that 1H NMR spec-
troscopy combined with ANN analysis is an effective tool for verifying
the nature of Acerola samples.
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1 Introduction

Acerola (Malpighia glabra L.) is a small tree that grows in dry deciduous forests.
It is native to central and northern South America and has been cultivated in
large areas of Brazil [4]. Its red fruit, which resembles the European cherry, con-
tains about 80% juice and a large amount of ascorbic acid (vitamin C), but it
is also rich in other nutrients such as carotenes, thiamin, riboflavin, niacin, pro-
teins, and mineral salts, mainly iron, calcium and phosphorus [2,3]. Acerola’s
high vitamin C content makes it one of the best sources of natural antioxidants,
helping to prevent many diseases and delay aging [5]. Vitamin C is involved
in several biological functions, such as enhancing collagen formation [8] and is
considered one of the major vitamins required by the human body because of
its antioxidant properties [15]. Indeed, increased antioxidant intake has been
associated with a lower risk of cardiovascular disease [7]. As a result, acerola
concentrate is used in the manufacture of many dietary supplements and their
quality depends on the quantity of key active components and the absence of
undesirable materials such as adulterants and residual solvents. Claims of benefit
depend on the presence of specific molecules in the extracts, which must therefore
be identified and quantified with great precision. Recently, NMR spectroscopy
has been widely used as a qualitative and a quantitative tool to characterize plant
extracts. NMR spectroscopy-based metabolome analyses can be highly effective
in identifying and quantifying novel and known metabolites [6,14,18,20]. How-
ever, the spectral analysis remains a tedious and time-consuming task requiring
an expert. Proton nuclear magnetic resonance (1H NMR) allows to obtain a
metabolomic profile of the analyzed sample but does not allow to detect the
addition of synthetic ascorbic acid in acerola products. Moreover, the addition
of 1 to 2% ascorbic acid changes the metabolomic profile slightly but it is not
possible to see this modification with the human eye. Hence the interest of using
artificial intelligence. The idea is to train the model with real acerola concen-
trates, concentrates transformed into powder (without addition of ascorbic acid)
and concentrates transformed into powder with addition of ascorbic acid, then
query it to classify spectra of unknown products. To date and to the best of our
knowledge, No NMR method coupled with artificial intelligence has been imple-
mented for the classification of acerola products according to their composition
in order to detect the addition of synthetic ascorbic acid.

The determination of the nature of the extracts can be summarized as a
classification problem. Data classification is the process of analyzing structured
or unstructured data and organizing them into categories based on the type
and content of the signals. There are several types of classification: unsupervised
and supervised (Logistic Regression, SVM, etc.) techniques [12]. Among the
methods in the literature, the classification proposed in this work is based on
Convolutional Neural Networks (CNNs) [1]. Indeed, CNNs have shown their
efficiency in the creation of feature maps. These maps are a strong point for
NMR spectrum analysis since they are invariant to the small transformation
introduced by the measurement.
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To detail this approach, the paper is decomposed as follows: first, a state
of the art on spectral analysis methods and on neural network classification
is proposed. In Sect. 3, we will explain how the data are collected and how our
model is made. Section 4, that details the first results of our approach, is followed
by a discussion in the conclusion.

2 State of the Art

2.1 Overview

To ensure the authenticity of herbal extracts or herbal products, the process
of standardization is a lengthy one, requiring proper sample preparation, time-
consuming analytical method development for the resolution of an analyte peak
from the complex natural extract, and more importantly, a pure authentic nat-
ural product. As a solution to these issues, the creation of a reliable and simple
method is needed as an alternative to standard analyses.

Metabolomic profiling is a discipline that focuses on the detailed description
of the metabolite composition of herbal extract. Metabolomics thus focuses on
the analysis of metabolites that represent the final phenotype of the extracted
herb. These metabolites are low molecular weight molecules (molecular weight <
1500 Da) and can be sugars, amino acids or fatty acids, their levels reflect changes
in the genome, transcriptome and proteome. Proton nuclear magnetic resonance
(1H NMR) is used in this kind of study because it is a highly reproducible tech-
nology that offers information about all metabolites in a herbal extract sample
that are over the limit of detection. While artificial intelligence has been widely
used in the pre-processing of NMR data, peak identification, peak integration,
its use in metabolomics is not as developed as it is in other omics domains like
as genomics [16]. In this study, artificial intelligence techniques such as artificial
neural networks, genetic algorithms, and genetic programming will be applied
to metabolomic data.

2.2 Nuclear Magnetic Resonance (NMR)

Nuclear Magnetic Resonance (NMR) spectroscopy has evolved into a power-
ful tool for metabolomic analysis of plant extract [6]. it’s non destructive, fast,
accurate, quantitative and information-rich analytical method. It is a highly
repeatable and reproducible method when compared to mass spectrometry. It is
possible to compare, distinguish, or classify samples using NMR spectra. How-
ever, because of the high level of signal overlap, especially in one-dimensional
NMR spectra, this approach has been limited in its application. Indeed, NMR
appears to be a good fit for artificial intelligence techniques because of this.
The most typical process in NMR data handling is data pre-processing, which
involves converting the free induction decay (FID) to a matrix of chemical shift
and intensity, baseline correction, normalization and peak alignment [16]. On an
NMR spectrum, each metabolite has characteristic peaks whose position is well
defined and whose intensity correlates with the amount of this metabolite.
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In this study, NMR spectra of acerola samples under different formulations
and of other extracts are recorded. The spectra are processed and transformed
into a matrix with the chemical shifts on the x-axis and the intensity on the
y-axis. The classification of the spectra of large series is generally done using
unsupervised (PCA) or supervised statistical (PLS) methods.

2.3 Classification

In machine learning applications, the goal is to train a model (or enable it to
learn) from the data it is given, and thus improve its output (results). Machine
learning techniques are generally split into two families: supervised and unsu-
pervised learning methods. Unsupervised models learn from unlabelled data: the
trained model works on raw data and looks for patterns in the given information.
They are very convenient because the input data does not need to be tagged or
labelled. However these techniques can be limited when the task is to distinguish-
ing between many complex classes. Supervised models require labelled data and
they usually need more computing capacity (and more data). Given the exact
information of the expected class for each data (label), the model is able to
discern the specificity of two closely related classes since it knows they must be
different. However, when using supervised techniques, one must be careful about
over-fitting. When the training of the model is not well established (for instance,
when the input data is too specific), it can identify false relations that bias the
reasoning, resulting in wrong classifications.

The NMR spectra of some molecules are very close and are quite difficult
to differentiate for humans. As a result, the use of unsupervised models seems
inconsistent with the high similarity of the data. In our case, supervised model
seem the most appropriate. The distinction between two close NMR spectrum
seems too complicated to be done by the model itself.

In this context, many algorithms for spectral matching have been developed
since the 1970s [9,11]. Most of these algorithms were developed for mass spec-
trometry. Their applications quickly extended to vibrational spectroscopy. These
conventional spectral matching approaches are iterative techniques. They are
based on the identification of the largest similarities between the unknown spec-
trum and the reference spectrum. These approaches document the tools and
techniques that are used to automate this classification through AI. The first
results of 1D CNN for spectral data analysis [21] revealed the potential of using
machine learning methods for spectral analysis, from classification of a substance
to identification of components in a mixture in various scientific fields [13]. The
majority of recent publications use 1D CNNs for various spectral applications.

The first results of 1D CNN for spectral data analysis [21] revealed the poten-
tial of using machine learning methods for spectral analysis, from classification
of a substance to identification of components in a mixture in various scientific
fields [13]. The majority of recent publications use 1D CNNs for various spec-
tral applications. However, a few studies have highlighted the need for further
research in order to address the problem of not having enough samples compared
to the number of features.
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3 Material and Methods

3.1 Global Overview

This section provides a description of the dataset used, containing NMR sig-
nal recordings of the different samples to be analyzed, as well as the extracted
features used to generate the classification model. Then, the methodology used
all along the experimentation is described. The design and implementation of
the ANN presented in this work relies on Python programming language and on
Keras and Tensorflow libraries, that are among the most used for deep learn-
ing applications. The key steps in the proposed classification process for sample
tractability are: data preparation, network construction, training and evaluation.

3.2 Data

1D 1H NMR spectrum was acquired for each sample. Spectra were acquired on
a Bruker Advance-400MHz spectrometer using a 5mm broad-band probe tuned
to detect 1H resonances at 400.15 MHz. Data were collected without sample
rotation at 300K, as à 64K complex points using a noesygppr pulse sequence
with 90◦ pulse length and pre-saturation to remove the residual water signal.
The number of scan was set at 16. The receiver gain was set to 90.5 and the
spectral width was fixed to 20ppm. Obtaind FID were converted to spectra
using Topspin 3.5 software. Spectra were processed (phase correction, baseline
correction) and the signal of TSP set at 0 ppm was used as an internal reference
for chemical shift measurement. Finally, spectra were converted to csv files using
Mnova software. The csv files contain the chemical shifts on the x-axis and the
corresponding intensities on the y-axis.

The data are distributed in the following way (Table 1).

Table 1. Dataset distribution

Class Number of spectrum

Colored acerola powder 1390

Acerola concentrate 1990

Acerola powder 1040

Acerola powder with added ascorbic acid 1290

Ascorbic acid 2720

Other extracts 520

The following figure (Fig. 1) show two spectra that are visually close but
belong to two different classes.

3.3 Model

When exploring existing work in Sect. 2, we identified two techniques that could
be relevant for our classification problem:
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Fig. 1. Examples of spectra from two different classes.

Deep Neural Network (DNNs) are fully connected networks, all neurons in
each neuron in each layer are connected to all neurons in the following layer. The
input of a neuron is therefore equal to the number of neurons in the previous
layer. The classic DNN structure consists of an input layer, several hidden layers
and an output layer. When data enters the input layer, the output values are
calculated layer by layer in the network. In each hidden layer, after receiving
a vector consisting of the output values of each neuron in the previous layer,
it is multiplied by the weights associated with each neuron in the current layer
to obtain the weighted sum. The activation function of a neuron is specific to
its layer. The functions are chosen according to the type of problem. Sigmoid
functions are non-linear as opposed to Rectified Linear Unit (ReLu) for example.

Convolutional Neural Networks (CNNs) are a particular architecture of
deep networks [10]. They are designed to process data from several sources: 1D
for sequences, 2D for images and 3D for videos [17]. They are very suitable for
shape or pattern recognition while being insensitive to scale factor, rotation,
etc. In opposition to DNNs, convolution networks are not strongly connected.
The hidden layers are separated by layers acting like filter. These filters rep-
resent weights and biases. In general, the basic structure of CNNs consists of
convolution layers, nonlinear layers and pooling layers. To avoid combinatorial
explosion, all neurons in a convolution layer share the same filter, i.e. the same
weights and biases, in order to reduce the number of training parameters. As
with DNNs, the outputs of these filters are then passed through nonlinear layers
that typically use the ReLU function. The role of pooling layers is to aggregate
semantically similar features to identify complex features by creating maximal
or average subsamples in the feature maps. Sometimes pooling layers are also
used to avoid network overfitting and improve model generalization. Given the
excellent ability of CNNs to analyze spatial information, they can be applied to
NMR spectra reconstruction, denoising, and chemical shift prediction. A convo-
lution network is more appropriate in our case of study because it will allow us to
build a feature map corresponding to the different parts of the NMR spectrum.

When using Keras library to implement an ANN in Python, it is necessary
to specify the type of model to be created. There are two ways to define Keras
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models: Sequential and Functional. A sequential model refers to the fact that
the output of each layer is taken as the input to the next layer, and this is the
type of model developed in this work. The objective is to build a feature map
representing the different metabolites characteristic of a class of plant extract
(Fig. 2).

Fig. 2. Feature extraction

The built network has 7 layers. The input layer is composed of as many
neurons as there are points on the spectrum. It has been reduced to 1300 datas
thanks to Evear’s expertise. The following layers reduce little by little the vector
to propose an output vector of 6 neurons, as summarized in Table 2.

Table 2. Network topology

Layer (type) Output shape Param #

Input (Dense) (None, 1300) 75401300

Layer2 (Dense) (None, 800) 1040800

Dropout (Dropout) (None, 800) O

Layer4 (Dense) (None, 500) 400500

Layer 5 (Dense) (None, 300) 150300

Layer 6 (Dense) (None, 100) 30100

Outupt (Dense) (None, 6) 606

Total params: 77,023,606

A network is associated with several metrics:

– Optimization algorithm: The ANN will use an optimization algorithm to cal-
culate the weight of each neuron. There are several ways to do this. The most
common one is to minimize (or maximize) an objective function E(X) which
is a mathematical function depending on the internal training parameters of
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the model where X are features. The result of E(X) is used to compute the
objective values Y of the set of training parameters where Y ars labes. The
most commonly used optimization algorithms in ANNs are gradient descent.
In our case, we use a classical backpropagation proposed by Tensorflow.

– Loss function: The loss function, also known as the cost function, is a func-
tion that measures the quality of the network response. A high result indicates
that the ANN is performing poorly and a low result indicates that the ANN
is performing positively. This is the function that is optimized or minimized
when backpropagation is performed. There are several mathematical func-
tions that can be used, the choice of one of them depends on the problem to
be solved. The most suitable function for classification is the cross-entropy
function. The cross-entropy loss, or log loss, measures the performance of a
classification model whose output, Y , is a probability value P , between 0 and
1, and is calculated using the following equation (Eq. 1). The cross-entropy
loss increases as the predicted probability deviates from the actual label. This
function is used for classification problems.

− (ylog(p) + (1 − y)log(1 − p)) (1)

4 Results

Our dataset contains a set of 8960 spectra distributed as describe in Table 1.
Following a similar procedure as in traditional approaches [19], the dataset was
randomized and then separated into two samples: Training 80% and Validation
20%. The learning (training) phase is a backpropagation repeated thirty times.

The indicators of the training phase are presented in this section. Reviewing
learning curves of models during training can help to diagnose problems with
learning, such as an underfit or overfit model, and if the training and validation
datasets are suitably representative.

We first observe the accuracy of the model (how well it is able to guess
the expected class for a given input spectra). This learning curve is calculated
from a hold-out validation dataset that gives an idea of how well the model is
generalizing.

As illustrated in Fig. 3(a), the accuracy increases with the repetition of the
training batch. At the end of this step, we can see that our network reaches
an accuracy level of 93% on the validation dataset. On samples that are not
part of the original dataset, we observed similar results. The loss curve, depicted
in Fig. 1(b), shows that our network is learning well and is converging to an
optimum. There would not be much benefit in extending the learning phase.
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Fig. 3. Learning curves

5 Conclusion and Future Work Direction

The aim of this work was to create a classification model of acerola samples using
an NMR spectrum as a data source. Once the data was made usable by the clas-
sical techniques of chemistry, we could use it to ensure a better traceability. The
advantage of this model is to save time and precision to the Evear-extraction
team. Through the introduction of a CNNs, we were able to define and train
a model capable of meeting our expectations. The training game was discrim-
inating enough to properly train the 7 layers of our CNN. However, from an
industrial point of view, it will be necessary to increase the capabilities of the
POC to take into account more complex plant extracts. However, from an indus-
trial point of view, it will be necessary to increase the capabilities of the POC
to take into account more complex plant extracts.

However, this work is only a proof of concept. The proposed classification
method of plant extracts could be significantly improved by exploring the fol-
lowing directions:

– using different (and more) classes for the network. Indeed, the acerola is only
one example of the plants to be traced. For this, it will be necessary to increase
the precision of the network and rework its topology.

– increasing the reliability of the traceability by being able to define the metabo-
lites and their quantity present in a spectrum.

– strengthening our knowledge of the spectrum by analyzing the parameters
described in the architecture of the neural network or using feature selection
techniques for the dataset.
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Abstract. In order to ensure as continuous as possible nuclear energy
production, it is necessary to guarantee the availability of all equipment
involved in the production chain, in all its complexity. The safety of all
these equipments is based on a good command of the maintenance policy
with very specific conditions related to the demanding regulations of the
nuclear field. It is about having facilities that are safe, available with a
good quality and a limitation to radiological risk.

Today, with the advancement of digital technology, substantial
improvements have occurred in the tools that can be applied in the
maintenance and monitoring of Structures, Systems and Components
(SSCs), enabling an understanding of equipment performance far beyond
that available only a few decades ago. Therefore, predictive maintenance
becomes a subject of prior interest for the nuclear industry.

In this paper, we will emphasize the incentives and obstacles of predic-
tive maintenance deployment in a nuclear context. The objectives here
are to draw a clear picture of what can be the practices of predictive
maintenance in the nuclear industry context and to identify the require-
ments and the needs to implement a predictive maintenance model on
the lifecycle management of a nuclear facility.

Keywords: Lifecycle management · Predictive maintenance · Nuclear
system

1 Introduction

Nuclear energy is one main source of electricity worldwide and the safe operation
of nuclear industry is generally acknowledged as contributing to society’s success
and promoting economic performance. However, managing nuclear energy pro-
duction is very complex. In order to maintain a stable energy, it is necessary to
guarantee the availability of all the equipment involved in this production chain.
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IAEA (International Atomic Energy Agency) provides a PLiM (Plant Life Man-
agement) program for long-term operation, which aims at identifying all of the
factors and requirements for the overall life cycle of the plant for all [16]. One of
the important factor of this program is the maintenance prioritization. Mainte-
nance in nuclear industry remains a major challenge for operators: a majority of
nuclear power plant (NPP) systems are aged. The inherent risk of the activity
imposes strict regulations and compliance. This consumes money time and hard
efforts. We need to put in front of it reliable means, methods and tools to respond
to it. The regulatory activities on maintenance are defined by various authori-
ties and institutions working for nuclear safety. Among the standards referred to
the maintenance, we have NF EN 13306 which defines the types of maintenance
and organization of maintenance, the IAEA safety standards especially for the
operation, maintenance and safety of NPP [14,16].

The research interest regarding maintenance strategy to optimizing avail-
ability/reliability, minimizing risk and cost has been growing up time by time.
According to Web of Science, since 1975, 18857 journals and articles discussing
maintenance in nuclear context are found using the keywords “Maintenance”
and “Nuclear”.

However, there is a wide gap concerning the implementation of maintenance
in research and practice. Although many models, methods, and strategies have
been proposed, most of the nuclear industries in the world are still using tra-
ditional approaches [22]. These traditional approaches help in minimizing the
risk of failure. Nevertheless, they do not guarantee a full availability of all the
critical equipments. At the same time, we are now facing the development of
industry 4.0 strategy linked with the emergence and maturity of digital. Known
as the fourth Industrial Revolution, it is characterized by the widespread use
of digital and physical environments called Cyber Physical Systems. This con-
vergence achievement of information technologies, Internet Of Things (IoT), big
data, cloud, communication systems (SCADA), Cybersecurity, data analytic,
with additional accelerators, such as Artificial Intelligence and cognitive sci-
ence makes it possible to improve the traditional maintenance strategies
with the Predictive Maintenance (PdM) [12,23]. Regarding NF EN 13306
standard, the PdM is a “Condition-based maintenance carried out following a
forecast derived from repeated analysis or known characteristics and evaluation
of the significant parameters of the degradation of the item”. The condition
based maintenance is a “preventive maintenance which include assessment of
physical conditions, analysis and the possible ensuing maintenance actions”. Its
implementation requires a large number of concepts and tools such as Industrial
IoT [5], data mining, cloud, big data, and artificial intelligence [23].

Nevertheless, deploying such technologies in nuclear industry is not an easy
task due to the regulatory constraints. Also, the maturity of PdM in nuclear
facilities is not the same compared to other industries. The nuclear industry
can be seen as a conservative one that is usually strictly regulated [15]. Also,
the equipment involved in the production chain are very specifics, with very
long lifespans. The current fleet of NPP is old, with a majority of plants built
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and commissioned during the 70 s and 80 s and an initial lifespan of around 40
years. In addition, of this ageing effect, the equipments that make up the facility
are diverse, varied and do not have the same level of criticality. Some systems
are very critical, with highly regulated owing to the risks associated with plant
accidents and radiation exposure to the public. The objective of this paper is to
establish an overview of maintenance practices in the nuclear industry
to evaluate its maturity and to identify opportunities and threats for
PdM deployment.

The paper is structured as follow: Sect. 2 is dedicated to the related works
of maintenance in nuclear facilities. Section 3 introduces the PdM as a whole.
Section 4 focuses on PdM in a nuclear context by identifying the current evolu-
tion. Section 5 makes a critical analysis of the maturity of PdM in the nuclear
industry and introduces further research directions.

2 Maintenance in Nuclear Facilities

As seen in the introduction, 18857 articles were found in the Web of Science
database considering “Maintenance” and “Nuclear” keywords. The process for
relevant papers collections and selections consisted of three main phases. First,
we have filtered 18857 articles by categories, considering only papers that are
closed to our research area. Then, we keep papers written in English that are
journals and proceedings and removed duplicated articles. At least, a total of
8882 research papers were short-listed for classification. In order to deepen our
investigation of the short-listed papers, VOSviewer software [21] was used to
carry out an analysis of the co-occurrence of authors keywords (Fig. 1a).

Firstly, we can highlight a cover of keywords around maintenance, CBM,
PdM, fault diagnosis in the NPP. This cluster shows the scientific orientation
on the NPP over the last ten years. Then a second group of keywords around
ITER remote maintenance, remote handing is observed. ITER (International
Thermonuclear Experimental Reactor) is an international nuclear fusion research
and engineering megaproject aimed at replicating the fusion processes of the sun
to create energy on the Earth. A final keyword overlay around the maintenance
is visible. This cluster is linked to all the other ones and is very representative. It
can be understood that the focus on the maintenance in nuclear industry is not
only on nuclear fission (NPP) but also on nuclear fusion, and the topics are the
same and centered on the PdM, optimization, remote maintenance, equipments
availability, fault diagnosis.

From this state of the art, we observe that whatever the industry, the chal-
lenges remain the same on the maintenance strategies and methods. IAEA high-
light the importance of the Reliability Centered Maintenance (RCM) in a nuclear
facility optimization [14] as demonstrated by EDF in France [8]. The RCM was
introduced in the late 1960 by the airline industry [14]. The core of the RCM
philosophy is that maintenance will be performed only after evaluating the con-
sequences of failures at component level. It deals with optimization of preventive
maintenance activities considering failure consequences. The RCM approach is
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Fig. 1. Clustering of co-occurrence of authors keywords. source: VOSviewer Clustering

system-oriented and may be implemented free of a company’s organizational
culture. It helps in establishing system boundaries and developing a critical
equipment list. An equipment is said to be critical if it performs a function or
if its failure can affect functioning of equipment that impacts nuclear safety,
prevention of release of radioactivity to the environment, personnel safety and
continued power production. Thus the RCM facilitates the decision making on
the type of maintenance to be implemented for each equipment.

The maintenance in nuclear industry are how to perform to the optimum level
of the capability of equipments and plants. The literature describe several aspects
of maintenance. They may be grouped into the technical aspect, commercial one
and management one. This implies that maintenance decisions need to be made
in a framework that takes into account these issues from an overall business
perspective.

The overall maintenance strategies can be categorize in two types. Correc-
tive maintenance is carried out after failure detection and aims to restore an
asset to a condition in which it can perform its intended function [17]. In the
literature, authors identify two types of corrective maintenance: the planned and
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the unplanned corrective maintenance [17]. Preventive maintenance aims at
doing the maintenance just before a component fails so the system downtime
and the emergency will not happen, by scheduling machine repairs or rebuilds
[23].

Two types of preventive maintenance are discussed in the literature [16]: the
time-based maintenance (TBM) aiming at performing periodic maintenance
on the equipment and the condition-based maintenance (CBM) carried out
in response to a significant deterioration in a machine as indicated by a change
in a monitored parameter of the machine condition.

The procedure for performing corrective or preventive maintenance in a
nuclear environment is complex. Indeed, it requires a lot of preparation up,
given the regulatory safety aspects. First of all, the maintainers must assess the
radiological environment, the chemical risks of the process and facility concerned
by the maintenance. Then, it is necessary to examine the operating procedure.
This allows to optimize the intervention time since this time is very limited and
strongly correlated to the radiation exposure. Often, given the complexity of
some processes, the failure is difficult to detect.

Maintenance is thus becoming more complex and detecting failures is becom-
ing harder and more time-consuming. The labor cost to carry out maintenance
has also been increasing. As a result, maintenance will continue to evolve and
the two main drivers for this are (i) technology and (ii) management.

3 Predictive Maintenance as a Whole

The literature highlight many research areas related to PdM. As in the previous
case, web of science is used for relevant articles collection. 3750 articles were
found using the key word “Predictive maintenance”. We filtered the most rele-
vant ones using the same process as in the maintenance section. At least, a total
of 2453 research papers were short-listed for classification.

Figure 1b draws up three main clusters around PdM literature. The first one
is on the maintenance management. It includes all the research studies related
to the reliability, fault detection, fault diagnosis, maintenance engineering for
maintenance optimization. The second cluster covers research topics on the PdM
techniques and tools. This cluster is the most representative one, as it is linked
to all the others clusters. It can be understood that PdM in the literature is an
association of three main research field: maintenance management, IoT and arti-
ficial intelligence. The last cluster relies on the prognostics, health management
and the remaining useful life (RUL). Very present in the literature, it is a part
of PdM which aims at equipment heath monitoring.

PdM has the potential to make the production more reliable and improve ser-
vice provisioning. However, the maturity for a proper implementation of PdM in
research and in practice is not the same. That is why we conducted a multi-case
study to underline the conditions and technological aspects for implementing a
PdM system in practice. We found that PdM initiatives are triggered by severe
impacts of failures on revenue and profit. Furthermore, successful PdM initiatives
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require that some pre-conditions are fulfilled: Data must be available and acces-
sible. Also, the support by the management is very important. We identified four
important factors for PdM implementation: Data integration (highly facilitated
by Cloud-based mechanisms), failure detection (enabled by advanced analytics),
PdM operations execution (supported by data-driven process automation) and
the visualization [18].

It is important to note that the failure modelling approaches for PdM are a
bit common to the maintenance and fault computing. PdM also relies on two
distinct approaches:

– The first approach is the probabilistic approach. It is based on a sta-
tistical and reliability analysis. The input data is retrieved from the Com-
puterized Maintenance Management Information System (CMMIS) software.
The CMMIS centralizes maintenance information and facilitates maintenance
operations processes. Moreover, the CMMIS optimizes the use and equipment
availability.

– The second approach is the deterministic approach. It is characterized
by the use of some sensors data combined with data mining techniques and
artificial intelligence algorithms to predict a machine failure.

The second approach was of great interest to the researchers because it made
it possible to optimize maintenance costs better than the first approach. When
CBM was introduced in 2002, many implementation methods were developed.
These methods involved at measuring certain process parameters from sensor
data. The most used methods at the beginning of CBM are: Vibration analysis,
Acoustics analysis, Lubrication oils analysis, Corrosive analysis, and Thermal
analysis or Infrared thermography [4,19].

As methods have evolved since 2010, new PdM techniques have emerged. A
new method called Prognostic and Health Management (PHM) was introduced
[2,23]. The PHM is an engineering process where algorithms are used to detect
anomalies, diagnose faults and predict RUL. Moreover, the financial benefits
such as operational and maintenance cost reductions and extended lifetime are
achieved with this method [20].

To implement a PHM, many steps are required. Author of [2] addresses the
Open System Architecture for Condition-Based Maintenance (OSA-CBM), and
draws up six steps for performing a PHM based on ISO 13374: Data acquisition
(Access to digitized sensors), Data manipulation (perform single and/or multi-
channel signal transformations), State detection or Fault Detection, Diagnosis
step, Prognostics assessment and Advisory generation [2,4,6,23]. The architec-
ture system for the PHM includes a database which stores data at each step and
a Human Machine Interface for visualization.

CBM and PHM are sometimes confused: CBM includes data acquisition, data
processing, fault detection and isolation, and failure diagnostics. Whereas PHM
is more a prognosis, an estimation of the RUL and a decision-making process for
the implementation of PdM and associated logistics [5,23].
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The predictive modelling techniques used in diagnostic and prognostic func-
tionalities of PHM can be categorized into three: physical modelling (data-based
models), artificial intelligence methods (machine learning and deep learning) and
statistical-based methods [1,5,7,23].

4 Predictive Maintenance in a Nuclear Context

The state of the art on maintenance has shown that sometimes, a maintenance
intervention can be complex especially when a failure is not anticipated. That is
why nuclear industry is today moving towards PdM to overcome this problem.
The explosion of digital technologies has enabled the collection of sensor data
to better model the failure of an equipment. However, is this industry enough
mature in deploying such maintenance strategy?

In this sense, we made a literature review based on Web Of Science. 90
articles have been found considering the combination of the following keywords:
“predictive maintenance” and “nuclear”. By using the same process as seen
previously for relevant papers collection, we finally get a total of 44 research
papers. VOSviewer software makes it possible to analyze the co-occurrence of
authors keywords.

Overall, Fig. 1c draws up all the topics covered in the literature around PdM
in the nuclear industry. We identify four main clusters. First, we observe a
grouping of keywords around the PHM, characterizing thus the relevant topics.
Those keywords (RCM, RUL, wavelet transform, condition monitoring, mainte-
nance, availability, machine learning) show the research orientation of the PHM
in nuclear industry. We can also see a significant link between the PHM and the
RCM standard. It can be understood that PHM highly impact on the RCM.
The second cluster covers various topics around PdM. The topics are: condition
based monitoring, industrial IoTs and so one. It is the most representative cluster
because it is highly correlated to all the other clusters. The third cluster gathers
different topics around the NPP: optimization using fault diagnosis, remaining
useful file. Finally, the last cluster includes all the machine learning techniques
for PdM implementation. These are: genetic algorithm, support vector machine,
neural network and anomaly detection.

The specificity of PdM in nuclear industry lies in its implementation. First
of all, equipment instrumentation is governed by regulations that are highly cor-
related to the radiation exposure and various risks associated with the facility.
The location of the sensors on the equipment depends mainly on the risk asso-
ciated with the process. This is why a risk analysis on the overall process must
first be carried out before any intervention. Second, data is often subject to mili-
tary regulations requiring authorization before any accessibility. Also, predictive
models must be in line with the expectations of the process experts and their
deployment should be in accordance with the confidentiality rules as defined by
the operator and the various safety authorities.

It is important to note that before the introduction of PdM, the nuclear
industry, as in all production industries, used traditional techniques such as
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Infrared Thermography, Ultra sound analysis, Motor current signature analysis,
Oil analysis, and Partial discharge to maintain all the facilities. Also, the CMMIS
data is mainly used to compute the risk associated with operating the facility,
expressed in terms of various statistic metrics related to the different levels of
failure to the facility (e.g. core failure frequency), or its environment (e.g. societal
or individual risk) [13,16]. However these techniques were not enough efficient
in predicting a failure. This gave rise to the PdM methods proposed by [11].

PdM has Positively Impacted the RCM Standard in Nuclear Industry.
This positive impact is justified by a good improvement in plant productivity
and a reduction in maintenance costs. In [12], authors state that a correct imple-
mentation of RCM analysis based on PdM in NPP could bring great benefits
in many aspects. Moreover, it is considered to be the best maintenance strategy
[12]. Three main lines of research stand out when referring to PdM in the nuclear
industry.

The first line is based on the appropriate methods and techniques used.
The concepts are almost the same as what we saw in the previous section. Many
researchers have made a state-of-art of PdM techniques in nuclear industry.
Among them, Hashemian was more interesting. He describes three PdM tech-
niques in identifying the onset of equipment failure in NPP: sensor-based tech-
nique, test-sensor-based technique and test-signal-based technique [4].

The second line focuses on the development of Machine learning algo-
rithms for PdM. The topics were centered on the continuous machine learning
for abnormality identification to aid condition-based maintenance [3,3] and pre-
diction of the RUL of a component [3]. The models work as PHM models and
the anomaly detection method is the most used in the reality.

The last line focuses on data acquisition through the Wireless sen-
sor architecture and applications. This topic is of great interest to many
researchers especially Hashemian [10,11]. He reported a research and develop-
ment program to implement wireless sensors for equipment condition monitoring
and other application. He proposed an architecture system which integrate a sig-
nal in the existing wireless sensors and news wireless sensors for a holistic view
of the equipment health and process. He also proposed some wireless sensors for
PdM of rotating equipment [10,11].

In the same way, authors of [9] developed a PdM architecture for nuclear
infrastructure using machine learning. They developed the architecture in two
parts: a data acquisition part (Offline modelling) and a representation learning
part (Online evaluation) with the integration of machine learning algorithms.

5 Critical Analysis and Conclusions

The research literature conducted in this paper enhance various research aspect
of maintenance in nuclear. To come with clear and constructive outcomes, we
moved from exploring the maintenance in the nuclear industry with special focus
on PdM as a whole and PdM in nuclear industry.
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The first finding of this literature study is the gap in the use of PdM
technologies between industries. In fact, the maturity is not the same. All
the papers that introduced PdM using AI in the nuclear industry are very recent
in comparison with the airline industry. In order to maintain and optimize their
facilities, nuclear operators use traditional methods based on failure probabil-
ity analysis, failure modelling, most often computed using data retrieved from
CMMIS. These analyses contributed in computing some classic performance cri-
teria such as MTBF, MTTR. All these methods help in minimizing the risk of
failure. Nevertheless, they do not guarantee a full equipment availability. RCM
has become a mandatory standard that has been implemented by the entire
NPP in the world. It allowed them to have a solid methodology to optimize the
efficiency of their facilities. PdM technologies are mainly used at NPP; not at
the whole fuel cycle.

On the modelling part, most of researchers used some simulated data to
implement some machine learning algorithms for PdM. The problem here is
that we are not sure to get the same performance on real data. Also many ad-
hoc algorithms haven been proposed. The algorithms are very specific to
each equipment of a nuclear plant; thus do not include a generality.

The Information System for PdM has also Taken an Important Part in
this Scientific Literature. The proposed architecture do not integrate nuclear
requirements. The architecture for deploying PdM in nuclear context is not well
explained: there is no information about how or where the sensors are placed
in the equipment, how they communicate with Supervisory control and data
acquisition system, and how a PdM solution could be deployed in a manufac-
turing execution system. Furthermore there is no distinction between cloud or
on premise PdM software solution. Some old wireless technologies for vibration
analysis, acoustics analysis are mentioned in many studies. Not enough studies
have been done on the new wireless technologies such as IIoT or 5G.

This study reveals also a methodological gap for the deployment
and implementation of PdM in nuclear context. This methodology shall
include all the nuclear stakeholders intended to create, manage and exploit
PdM technologies. This methodology included in the lifecycle management will
increase the speed of deployment and reduce the cost of this technology.
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Abstract. The introduction of blockchain technology into Supply Chain man-
agement has opened the possibility of faster and more secure transactions of com-
modities and services. As for every blockchain, Smart Contracts are the tool for
controlling the transactions in blockchain-based supply chains. In this paper, we
introduce a method for automating the implementation of natural language con-
tracts into Smart Contracts in the Supply Chain context. The basic idea here is to
extract information from a natural language contract using two Natural Language
Processing (NLP) techniques, the Named Entity Recognition (NER) and Relation
Extraction (RE), and then use this extracted information to automatically create a
corresponding Smart Contract. This is an ongoing project, and we implemented
the first phase of NLP, i.e., NER. The main issue we are facing here is the limited
availability of annotated contract datasets. To tackle this challenge, we created an
annotated legal contract dataset dedicated to the NER task. The dataset is ana-
lyzed with the deep learning method (BiLSTM) and transformer-based method
(BERT). As per the generation of smart contracts, our approach consists of iden-
tifying meaningful entities and the relations between them and then representing
them as business logic that can be directly incorporated into computer code as
blockchain smart contracts.

Keywords: NLP · NER · RE · Dataset · Deep learning · Legal domain

1 Introduction

Irrespectively of its size, any business is supported by the establishment of written
contracts. These contracts are created and accepted between the parties involved in the
business or any kind of transaction. As the number of involved parties and the size of the
business increase, contract management becomesmore andmore complicated and prone
to error. Supply Chain management is one of the largest domains that need to handle
numerous contracts every day. As it contains a lot of different types of transactions
and actors, the manual management of contracts is very complicated and may lead to
conflicts and loss of money and time.

After the rise of the AI era, law firms and other companies are trying to automate
the analysis and management of legal documents such as contracts and court order
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Published by Springer Nature Switzerland AG 2023
F. Noël et al. (Eds.): PLM 2022, IFIP AICT 667, pp. 347–357, 2023.
https://doi.org/10.1007/978-3-031-25182-5_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25182-5_34&domain=pdf
https://doi.org/10.1007/978-3-031-25182-5_34


348 B. Aejas et al.

documents by making use of various deep learning methods on contract datasets. The
automation speeds up the procedures and reduces the risk of conflicts and loss of money
thatmay arise inmanual document analysis. Thus, if we can apply the concept of contract
management automation in the Supply Chain, it can save a lot of effort, money, and time
in the process.

Another emerging technology that shakes different aspects of business and trans-
actions is the blockchain which came to the light in 2009 along with Bitcoin, the first
cryptocurrency [1]. Blockchain ensures security and transparency in transactions by pro-
viding the concept of immutable and distributed ledgers that are shared between every
participant and cannot be manipulated. The transactions and the states are controlled by
software scripts called Smart Contracts. All participant nodes must validate the precon-
ditions of the Smart Contract, before its execution. The transactions cannot be changed
after the deployment of the Smart Contract.

This paper presents a novel idea for introducing Supply Chain related contract man-
agement to the blockchain. The initial step is the automation of contract management
by using NLP techniques, Named Entity Recognition (NER) and Relation Extraction
(RE). The next phase involves the automatic generation of the Smart Contract based on
the extracted results from the initial step. This automatic conversion of natural language
contracts to Smart Contracts helps to avoid all the shortcomings of manual contract
management in the Supply Chain and provides safer contract management.

The remainder of this paper is organized as follows. In Sect. 2, we explain the Smart
Contract lifecycle. Section 3 explains the proposed methodology, Sect. 4 gives a detailed
description of the dataset creation. In Sect. 5, we provide some technical details about
our methodology to generate Smart Contracts. In Sect. 7 we draw our conclusions and
provide some perspectives for future work.

2 Smart Contract Life Cycle

This section explains the various stages that the Smart Contract development process
goes through.The life cycle of aSmartContract consists of 4 steps [2, 3], namely creation,
deployment, execution and finalization. Figure 1 shows various stages involved in the
lifecycle of a Smart Contract.

Fig. 1. Accuracy and Loss graph

• Creation. In this initial phase, all the parties are involved in the contract negotiated
for the obligations and terms. After all the parties reach an agreement, the software
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engineers implement the Smart Contract using languages such as JavaScript and Go.
After the implementation phase, the parties must validate and agree on the coded
version of the Smart Contract.

• Deployment. Now, as all the nodes agree, the Smart Contract will be included in the
distributed ledger, and thus it gets published on the blockchain. At this phase, the
Smart Contract is available to all parties. Once, the Smart Contract got published, no
one can modify it. The digital assets of the involved parties are frozen.

• Execution. After the deployment, the clauses will be evaluated, to check if the pre-
conditions are met. The Smart Contract will be automatically executed once it trig-
gers a condition. Thus, transactions will be added and validated through a consensus
protocol.

• Finalization. After the execution, the new states of involved parties will be updated.
The transactions and states will be stored in the blockchain. The frozen digital assets
of the parties will be unblocked, and digital asset transfer will be carried out between
the parties.

3 Proposed Methodology

The proposed architecture is shown in Fig. 2. Here we are using two NLP techniques
for automatically creating Smart Contracts from natural language contracts, namely:

• Named Entity Recognition (NER) and
• Relation Extraction (RE)

Fig. 2. Proposed architecture

NER is a method for extracting specific entities from texts such as person, organiza-
tion, place, date etc. In this case of contracts, we are extracting the legal entities such as
parties, effective date, governing law etc. Relation extraction identifies and extracts the
relation between the entities. Models created from these methods are used to generate a
Smart Contract for the corresponding Supply Chain contract. We are currently working
on the NER part that is explained in detail in the upcoming session.
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3.1 NER and Extracting Entities from Contracts

NER is one of the fundamental tasks ofNLP for identifying and extracting generic named
entities (NE) such as the name of a person, organization, dates, locations, etc. from the
natural language text. The term “Named Entity” was first introduced by R.Grishman
and Sundheim [4] in 1996 at the Sixth Message Understanding Conference (MUC-6)1.
Many NER software tools are available for identifying generic NEs. Some of the most
used NER tools available are Stanford NER2, OpenNLP3, and SpaCy NER4. There are
many publicly available datasets for generic NER such as MUC-6 [4], CONLL 2002
[5], OntoNotes [6], and WikiNER [7].

NER is also used to recognize domain-specific entities from various domains. For
example, identifying entities from historical documents [8], finding protein names from
biomedical articles [9], identifying tags like parties, effective date, termination date
and governing law [10] from legal documents such as court decisions and contracts.
That means the dataset and the entities to be identified completely depend on the spe-
cific domain. Thus, the annotation process and entity identification are more difficult in
domain-specific NER compared to generic NER.

4 A Legal Contract Dataset

Themain issuewith theNERresearch in the legal domain is the lackof annotated domain-
specific datasets. This negatively impacts the overall research progress in this domain.
The main reason for dataset scarcity is the confidentiality nature of the documents [11].
Whenwe take the case of legal contracts,most researchers cannot openly publish datasets
due to security andprivacy reasons.Realizing the necessity of the task, this paper attempts
to manually create an annotated contract dataset for NER andmakes it publicly available
to help researchers in thefield. The natural language contracts for annotation are collected
from the public source, the Electronic Data Gathering, Analysis, and Retrieval System
(EDGAR)5 of the U.S Security and Exchange Commission (SEC).

4.1 Structure of the Contract

A contract is a legal document that defines the obligations and rights of the parties
involved in the agreement. Contracts usually follow a pattern even though we cannot say
it is a perfect template. The size of the contracts varies and depends on the need of parties
involved in the agreement. Some contracts are only a few pages long, while others are
hundreds of pages long. The first section of the contract is the preamble, which contains
the title, the effective date of the contract and the parties involved in the contract with
their address. Some contracts may also have a cover page before the preamble with this
information along with the table of contents. Recitals or background section gives some

1 https://www-nlpir.nist.gov/related_projects/muc/.
2 http://nlp.stanford.edu/software/CRF-NER.shtml.
3 https://opennlp.apache.org/.
4 http://spacy.io.
5 https://www.sec.gov/edgar/searchedgar/ accessing-edgar-data.htm.

https://www-nlpir.nist.gov/related_projects/muc/
http://nlp.stanford.edu/software/CRF-NER.shtml
https://opennlp.apache.org/
http://spacy.io
https://www.sec.gov/edgar/searchedgar/
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background details of the preamble contents. After that, the contract contains articles
or sections which mention the clauses. Usually, the first article is “definition” which
defines each term clearly. Each article heading mirrors its contents. For example, the
termination date will be under the “Termination” clause. To get which country’s law
the contracts abide by, we need to check the “Governing Law” section. We can also
see different heading terms on different contracts. For example, some contracts may use
“Applicable Law” instead of “Governing Law”. Thus, the legal entities can easily be
recognized under the corresponding headings [11].

4.2 Dataset Description

Our source of data is a set of natural language contracts. Since we are creating a domain-
specific dataset, the corresponding entities are different from normal NEs. To create a
dataset, we need to perform various operations that are explained below in detail:

Collection of Contracts. We collected different types of publicly available contracts
from EDGAR of the U.S. Security and Exchange Commission (SEC). From this col-
lection, 200 contracts have been selected for annotation. The contracts are in pdf
format.

Cleaning and Segmentation. Before annotating the contracts, we pre-processed the
contracts as follows:

1. The pdf contracts are converted to.txt format.
2. The contract files are cleaned Cleaning of text files for minor structural corrections.
3. Documents segmentation to make one sentence per line: the sentence segmentation

is performed using SpaCy. Figure 3 shows the number of tokens per sentence in the
dataset.

Fig. 3. Token length per sentence
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Table 1. Labels and their descriptions.

No Label Description

1 Title Title of the contract usually specifies the type

2 Parties Parties involved in the agreement

3 AgreementDate Date on which the contract is signed

4 EffectiveDate Date from which the contract is effective

5 TerminationDate Date of termination of the agreement

6 TermLength Duration in which the contract will be effective

7 NotificationPeriod Period of notification for termination of the contract

8 GoverningLaw A country whose laws apply

9 Renewal Renewal period of the contract

Selection of Labels. We selected 9 contract-related labels or tags for annotation. All
these labels are very important for contract analysis. Each contract is thoroughly analyzed
and annotated with these labels. The tags we selected are shown in Table 1.

Manual Annotation. Now the documents are ready for annotation. We used the anno-
tation tool called Datasaur6 for annotating the text documents. In this tool, we need to
select the NEs and assign the associated NE from the list of NEs. Figure 4 shows the
annotation process of a contract from the dataset.

Fig. 4. Annotated contract from the dataset

On finishing the annotation, the file is ready to be exported to our system. There are
different tagging schemes available for annotation. This dataset follows Inside- Outside-
Beginning (IOB) [12] format. If an NE contains multiple tokens, each token is annotated
with the tag along with prefixes B or I. The B-prefix of a tag indicates that the tag is the
beginning of an NE, and the I-prefix indicates that the tag is inside an NE. All the tokens
that are not an NE are indicated as “O”.

6 https://datasaur.ai/.

https://datasaur.ai/
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4.3 Experiments and Results

We are still working on the annotation of contracts to increase the size of the dataset.
The initial dataset is evaluated and compared using the deep learning method, BiLSTM
as well as the hugging face transformer model BERT. We opted these two methods as
both methods proved their efficiency in providing state of the art result in many NLP
datasets. In both experiments, we divided the dataset into 80% training set and 20% test
set. The accuracy and loss graphs for training for BiLSTM are shown in Fig. 5 below.
Even though accuracy is high, the precision, recall and F1 values for each tag are not
that promising in the initial results because of multiple reasons:

• Since the majority of the token in contracts comes under “O” tags, the accuracy can
be very high

• Compared to the “O” tags, the remaining labels are very few in number, and the dataset
is highly imbalanced. This affects the recall and precision negatively.

Fig. 5. Accuracy and loss graph

Table 2 shows the labels that received comparatively higher precision, recall and F1
scores.

4.4 Relation Extraction

Like NER, RE is a subtask in NLP that identifies the relationship between different
entities in the text. The RE part is very crucial in this process as it is necessary to identify
the relation between the entities for creating the conditions in the Smart Contract. As
for NER for contracts, RE for contracts also needs a dedicated dataset annotated with
required relations. As there are no public datasets available for RE in contracts, we need
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Table 2. Accuracy, Loss, Precision, Recall and F1 score

Method Accuracy Loss Labels Precision Recall F1 score

BERT 0.994 0.023 GoverningLaw 0.70 0.86 0.77

Parties 0.80 0.90 0.85

Title 0.70 0.87 0.78

BiLSTM 0.996 0.0016 GoverningLaw 0.73 0.70 0.72

Parties 0.79 0.78 0.79

Title 0.73 0.80 0.76

to create one from the scratch and this is going to be our next future task in this ongoing
research.

5 Generation of Smart Contracts

The overall goal of our research is to generate Smart Contracts based on legal contracts.
The task by itself is huge as it involves the translation of business rules written in natural
language to computer code. These Smart Contracts will be used in a blockchain network
to ensure aspects such as peer-to-peer trust, transparency, tamper-proofness, and security.

We mostly leverage NLP as a tool to analyze raw legal contracts aiming at finding
relevant entities and business relation between these entities that may be automatically
added as business rules. The idea is that such rules are often straightforward and easy to
understand and using an AI-based solution to automatically add them to Supply Chain
information systems, with some degree of confidence, will reduce manual modifications
and will decrease errors and increase productivity overall.

As per the implementation, at a high level, our solution consists of establishing a
common metamodel which represents the different data structures identified following
the NER and RE tasks. As an example, all the numerical values or dates, etc. and the
rules that define these fields integrity check and constraints. At a subsequent stage, these
rules can even be mapped to predefined functions such as payments and penalties which
will be directly translated from natural language to Smart Contract code.

Since we intend to use blockchain technology as a platform for both Supply Chain
data and business logic, Smart Contracts offer the ability to represent both. One canwrite
object-oriented classes similarly to any language with both data structures and methods
or establish relations between these classes.

As per the representation of this information, we rely on a business rules representa-
tion which consists of specifying rule conditions and actions in a standardized way. The
task consists mostly in translating data field names and types from a JSON representa-
tion into real-world actions. In our approach, we rely on a business rules representation
framework written initially for Python to make this representation. The task consists of
identifying conditions and actions and then populating the generated JSON or XML rule
to relevant data models. Figure 6 represents a rule written in JSON and XML that affects
product prices based on inventory and expiration dates.
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Fig. 6. An example of a rule definition using our approach (JSON format on the left and XML
format on the right)

6 Results and Discussion

Following its representation in JSON or XML, the rule is propagated to the established
smart contract. The related data model enforced checks related to the rule for records
present in the blockchain. For our proof of concept, Fig. 7 and 8 represent a sample of
the meta-model file for the rule’s definition. This example rule is an OnChange trigger
that changes a value to 100 if another value below 5 is given as input.

Fig. 7. Sample of a meta business
rule

Fig. 8. Translation to a Smart Contract

Fig. 9. Blockchain peers log following the invocation of the Smart Contract changeValuemethod.
The reply was that the value was less than 5

Figure 9 shows the Log of one of the blockchain peers following the invocation of
the Smart Contract changeValue method with a value less than 5 as an argument
(Method depicted in Fig. 8).

At the current stage, our approach consists of predefining a set of actions and then
mapping NER and RE results, namely data values, condition and action as input to the
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smart contract generation process. The process is accurate but further tests need to be
carried on real example as the data we used for our test was synthetically generated due
to the lack of RE results at this stage. We also aim at experimenting with undefined
relations and action in future iterations of this ongoing project.

7 Conclusion

A Supply Chain involves the management of a large number of contracts throughout
its lifecycle. Manual contract analysis is very complicated, time-consuming and at the
same time may cause conflicts and disputes between the partners. This paper proposes a
method to automate and implement the contract management related to Supply Chain in
blockchain converting the natural language contracts intoSmartContracts. This extracted
information is then used for generating corresponding Smart Contracts. The challenging
situation here is the unavailability of annotated contract datasets for both NER and RE
tasks. As a first phase of the research, we have manually created a NER dataset using the
public contract database, EDGAR. The dataset is being evaluated using BiLSTM and
BERT. This is an ongoing project, and the dataset will be widened by annotating more
contracts from EDGAR. The next phase is the creation of the RE contract dataset. After
the relation extraction model is created, both NER and RE models will be used to create
the Smart Contract corresponding to a natural language contract for the Supply Chain.
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Abstract. The implementation of the Digital Twin concept in the form of Asset
Administration Shell (AAS) enables smart flow production even in fields that
currently do not incorporate such methods, such as in the fabrication of precast
concrete elements. The authors present an approach to implement architecture,
engineering and construction-specific AAS submodels for flow production using
Building Information Modeling (BIM) data and further enhance these with a new
stepwise, task-based quality control process utilizing smart devices as a human
machine interface to incorporate Augmented Reality visualization. The concept
briefly describes the general production process for concrete wall elements, in
which the detailed process of creating quality control tasks is embedded, as well
as the meta-models for those components communicating using AAS. Utilizing
both product type-specific and product instance-specific data, knowledge about
the process, the product’s state in the process, and the physical setup enable a
reliable and integrated quality control system with clear data flows, automatic
documentation, and improved traceability. Finally, a prototypical implementation
shows the integration between BIM-Software, the created AAS templates and
submodels, and a prototypical quality control setup with smart device support in
the proposed process.

Keywords: Augmented reality · Asset Administration Shell · BIM integration

1 Introduction

To enable a fully digitized flow production of precast concrete elements, data from the
production process and the current state of the precast element being produced must
be continuously recorded, compiled, and made available. The data and communication
structure for these functionalities were developed in previous work in the form of the
widely used representation as so-called Asset Administration Shells (AAS). Based on
the continuously recorded data, the current production status of the precast concrete
element can be monitored and tracked with ease.

The underlying AAS approach generally enables machine-to-machine communica-
tion and envisaged using the data and communication options in the event of production-
related deviations to check further use elsewhere in the structure or make automatic
corrections in the production process.
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Ultimately, agile control of the planning and production of the precast concrete ele-
ment is made possible by the context-sensitive management shells. For the people in the
production environment, the application of the AAS concept results in the possibility of
retrieving information on processes, products, machines, and efficiencies ad hoc via suit-
able end devices. Based on the information collected from product planning and design
in Building Information Modeling (BIM) software and the digitally supported produc-
tion process, individual sub-process can be coordinated more precisely, and people can
be supported in their work, while results can be fed back in a process-safe manner.

This paper focuses on the support potential through Augmented Reality (AR) appli-
cations usingmultiple visualization methods and data supply through the developed data
representations and interaction mechanisms based on the AAS concept. In particular,
the purely smart device-based AR, in which image acquisition, registration, overlay, and
display take place entirely on a mobile device, is to be compared with the use of station-
ary imaging devices, external calculation of the overlay, and a subsequent visualization
via a smart device or as a projection in stationary installations.

The problems in the development of AR solutions are manifold and must therefore
be considered from different dimensions, which concern both the implementation of AR
itself (image acquisition, registration, overlay, display), as well as the implementation
alternatives in each individual use case. Likewise, environmental specifics, device pro-
tection classes, privacy, and similar concerns in real production environments must be
considered.

After an overview of related works, the contribution describes in detail the concept
and the specified AAS models used throughout the process as well as the integration
into existing BIM workflows. The prototypical implementation is then used to validate
the described data models by describing an AAS export from Autodesk Revit, as well as
a simplified AR application based on ARKit and a custom registration setup. The work
closes with an outlook on the next steps and further work.

2 Related Work

2.1 Quality Control and Digital Twin Approaches in Civil Engineering

Several approaches have been presented to combine BIM and quality control measures,
such as the QC approach to testing the compliance of the final products with quality
standards [11]. To support workers in the construction phase, Puri and Turkan suggest
additional, textual information to help to interpret the information provided in tolerance
specifications [12].

An additional current problemwith BIM’s concept and implementation in the indus-
try is the focus on the design and construction phases, while lacking guidelines for later
life cycle phases and the efficient use of existing data [8], especially in the context of
off-site construction. Lee et al. show an approach to combine factory-side quality control
with on-site control after transportation [7].

A digital twin is a virtual representation of components or structures that goes beyond
a BIM model. According to Boje, Guerriero et al. [4], a digital twin consists of three
main components: a physical component, a virtual representation, and a data link. In
their literature review, Shahzad et al. [16] investigate concrete requirements for digital
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twins in civil engineering. A key finding is the dynamic enrichment and possibility of
communication between digital twins. Akanmu et al. [1] explore the use of digital twins
in cyber-physical systems and present use cases for improving productivity, health, and
safety. They outline key technologies and barriers to implementation. Currently, many
ideas for building digital twins and specific solutions exist in the construction industry.
However, there is a lack of flexible data models and interfaces, as they already exist in
the stationary industry.

This is where the digital twin in form of the AAS concept offers the flexibility to
connect to the current state of the art in BIM while enabling flow production, product
instance-specific data storage, and quality control, as shown by the authors in [6, 19].

2.2 Augmented Reality in Civil Engineering and Quality Control

Today, AR is widely used for various tasks in engineering, including quality control
[14]. In such an AR quality control process, the technology is used to give workers visual
guidance throughout the task. This is regularly attributed to lowering the time required for
such tasks [2] and ensuring the quality of the required process and lowering the number
of mistakes made by workers [15]. Complex tasks can be broken down into smaller,
step-by-step instructions that closely guide a worker with visual aid. For such tasks,
manual tools to create and manage the associated data exist, making content creation
easy-to-use and straightforward [17]. For mass production applications, however, it is
necessary to integrate the AR systems into the existing IT infrastructure and existing
data models [9, 12].

The fundamental idea behind AR is to overlay virtual information over the real world
[3]. Milgram et al. [10] differentiate between optical-see-through systems, where virtual
content is shown on a half-transparent display between the users’ eyes and the real
world, and video-see-through systems, where both the virtual information and an image
of the real world are observed on a screen, and systems where the virtual information
is directly projected onto the real world. Additionally, the information can be observed
through head-mounted displays, on mobile devices like smartphones and tablets, or
through stationary displays, where a static camera observes the environment.

For this approach, the authors additionally differentiate betweenmobileAR,which is
shown on a device the operator moves around, and stationary AR, where a fixed monitor
displays an overlay on top of the image of a static camera [18]. Such fixed setups are
often used in quality control settings, where workstands are often static, easing tracking
and other AR challenges, as shown in [2].

ARcan be used during the design, construction, and operation phases. Common areas
include design assessment, progress monitoring, defect detection, quality management,
assembly instructions, and maintenance [5]. [13] show an example of quality control
based on BIM models. Here, the model is displayed on a smartphone, allowing the
user to move around the building, view information on specific parts of the building,
reviewing schedules, and adding notes to BIMobjects. However, no registration between
the building and the model takes place.
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3 Concept

At the end of the design phase, a state-of-the-art BIMmodel is rich in information about
the overall building structure, and each individually planned concrete element. To reach
the aim of a fully digitized production of precast concrete elements, each element, and
machine in the factory should have its digital twin, describing all relevant aspects of the
physical asset. Each individual digital twin is able to reference BIM data and production
systems and exchange necessary process information.

The AAS in this scenario is the functional representation of a digital twin and can be
divided into different submodels, which in turn describe a certain aspect of the concrete
element with a variety of properties. The concept developed in this work is based on the
structure of the AAS already designed by the authors in previous publications, as stated
earlier.

Figure 1 shows the interconnections between BIM, AAS, and the new process for
creating quality control support information, which can be visualized using augmented
reality. Based on the BIM data, information about each element type, element instance,
and the associations between instances can be transferred to individual AAS with their
specialized submodels. For an integrated quality control process, geometric features
of elements (edges or faces) in the BIM model can be marked as relevant for future
quality control steps. These custom properties yield the basis for the association between
individual feature points of elements and the later task definitions, that when fully filled
out, make up the AR-supported quality control workplan.

Fig. 1. Concept overview

After being exported from the BIM tool in an open exchange format (like JSON
or AASX), the administration shells and the defined QC submodel are made available
through the AAS registry. From there they are accessed by the AR QC tool. When a
submodel as specified below is found, it is interpreted as a QC workplan and is shown
to the operator in AR. After the worksplan has been completed, the results are evaluated
and sent back to the registry, where they are stored in the submodel for later reference.
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3.1 Meta-model for Quality Control Sub-models with AR Support

As described earlier, the AAS of a concrete element consists of multiple submodels
each describing a specific aspect. In the following, the submodels DetailedDesign and
QualityControl are described in further detail.

In theDetailedDesign submodel, the geometry representation of the concrete element
is described in theGeometryElement. For visualization and other related tasks, like object
detection, a simplified, tessellated version of the geometry is saved in afile and referenced
in this submodel element. For its simplicity andwidespread adoption, theWavefrontOBJ
format was chosen for this.

To precisely reference and associate the faces and edges in the quality control steps,
these are also saved as explicit submodel element collections. The GeometryElement
holds a collection of vertices, which are described as cartesian coordinates with an x, y,
and z coordinate. These vertices are then in turn referenced by the individual Geometry-
Faces, which describe a polygon in 3D space, and GeometryEdges which are described
by a series of vertices. As these are described as SubmodelElementCollections, they are
referable across the whole administration shell. Both GeometryEdges and Geometry-
Faces do not store the actual vertices used to describe the face and edge, but only store
a reference to the local identifier of vertices in the specific GeometryElement (Fig. 2).

Fig. 2. UML class diagram of the AAS for concrete elements (left) and detail design (right)

The QualityControl submodel closely follows the metamodel of quality control for
concrete elements outlined in. It consists of a series of inspection tasks that are described
as co-managed entities. A task is further broken down into individual actions, which
either are actions to measure the flatness of a certain face of the geometry, the length in
a certain dimension, or an angle between two edges. The faces and edges are stored as
local references to the edges and faces stored in the aforementioned DetailedGeometry
submodel, onwhich theQualityControl submodel depends. After an action is completed,
an InspectionResult is created. There, a datetime and a reference to the working operator
are stored together with the corresponding measurement result. Those can be described
by either a length for dimensions and flatness checking or the measured angle for angle
checking actions. An associated EvaluationTask then compares the given result either
to default evaluation criteria defined for all tasks in the QualityControl submodel or
specific evaluation criteria that may be attached to a specific GeometryElement. Each
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checking action results in a passed, rework-required, or failed evaluation based on the
measurement and the evaluation criteria. The final evaluation result of the complete
inspection task is determined by the worst evaluation of the individual checking actions.

The quality control process is limited to checking dimensions, flatness, and angles
between edges. However, the concept can be expanded to other dimensioning and toler-
ancing criteria as long as they can be described by a relationship between the individual
vertices, edges, and faces of the concrete module.

The approach breaks down the quality control activity into individual tasks, which
are then further described by a series of actions. This stepwise approach is well suited
to be supported by an AR application. An AR interface can show a suitable, guiding
overlay and input mechanism by referencing the individual edges and faces in each
InspectionAction. Because the edges and faces reference local vertex coordinates, this
information can be attached to the physical concrete element as long as a suitable tracking
approach maps world coordinates captured by the AR system to the local coordinates for
the model. For that to work, both model-tracking based on the tessellated OBJ geometry
and edge model tracking based on the vertex information can be used (Fig. 3).

Fig. 3. UML class diagram of the AAS for quality control

3.2 BIM Integration

As shown in Fig. 1, the integration of the concept into BIM requires some additional
information about each quality control relevant feature. Each element in BIM has its
own set of properties, which are divided into type properties and instance properties. For
example, an instance of a wall of a certain type always has certain defined properties,
which are supplemented by instance properties that only apply to this specific wall. This
is the basis for the creation of type- and instance-specific AAS.
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The proposed quality control process requires the quality control features of an
element to be uniquely identifiable and offer geometric information with their respective
measuring points and criteria. For this reason, the integration should provide user-defined
properties to add a “marker” to geometric features in BIM, so that further down the
toolchain and within the AAS submodels, every feature can be referenced correctly.

In addition to the new data points, the integration should also provide a tessellated
3D model of the elements for visualization purposes.

An inspection task can be created from these measuring points and instructions,
which, in addition to the then defined measuring points and instructions, also contain the
target dimensions andpermissible deviations already stored inBIMand the automatically
created AAS.

4 Prototypical Implementation

4.1 Autodesk Revit Plugin for BIM Integration

Autodesk Revit 2022 was chosen to be the BIM solution that the BIM integration is
conceptionally based on. The data model behind each BIM system is highly specific,
so the concept might need to be adjusted to fit other BIM systems. For demonstration
purposes, a BIM model of a single-family house was created in Revit 2022, with the
accompanying prototype plugin being based on the Revit API C# template.

The plugin offers the user the possibility to choose the elements to be exported in the
3D model of the building in Revit. After the selection has been confirmed, the element
IDs of the selection are passed to the plugin. The instance properties are queried via
the unique ID of the element. One of these properties is the ID of the element type.
Since many properties are stored in the element type in Revit, these are also queried and
stored as type properties for the element. To export material properties of an element, all
materials of the element must be queried first, since a wall can consist of masonry and
insulation material, for example. Thus, the query of the materials in turn provides a list
of IDs of all materials. Those are used to retrieve the material-specific general, thermal
and physical properties. Other properties are retrieved identically to populate the AAS
for the elements and their types. For each property, its name, its unique Revit ID, its
data format, and its value are stored. This information is relevant for the creation of a
property in the AAS.

It must be considered that the values of the properties are exported in the internal
Revit standard units. A conversion to the required unit is therefore necessary and is
performed by the plugin. In addition to the properties, the 3D geometry of the element
is relevant for quality control. For this reason, the Edges and Faces and a tessellated 3D
model of the element are required. For each element, the faces and edges can be retrieved
via theAPI, where Revit offers the option to tesselate each face. The tessellation provides
the point information and the normal, which lets the plugin generate an OBJ file format
compatible export. At last, user-specific properties are created to identify elements and
geometric features to be included in creating an AR-supported inspection task. Those
properties are exported to the corresponding submodel of each element’s AAS.
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4.2 Laboratory Experiment and Validation

To validate the designed data model, a simple tablet-based AR application has been
implemented using an Apple iPad and the ARKit framework. The application loads the
AAS and allows the user to browse through the various submodels and properties. In
particular, the application recognizes the defined semantic identifier of the special quality
control and detailed design submodel elements and shows a specialized view for each
of them. For the quality control assistance, the application launches an AR view shown
in Fig. 4.

A sidebar displays the various inspection actions that need to be performed by the
user. Upon selecting a specific action, the edge gets highlighted on the model of the
concrete element. Additionally, this model can be placed in AR and overlayed over the
concrete element. For this visualization, the referenced vertices, edges, and faces are
extracted from the detailed design submodel.

Results and measurements can be input by the worker and saved in the result sub-
model element. The result is then automatically evaluated based on the defined evaluation
criteria.

Fig. 4. The prototype of the AR assistance system showing the edge that needs to be measured
and allows the operator to input measured values.

The system was implemented using the ARKit 5 SDK on a 6th generation iPad
Mini. ARKit only supports model tracking based on captured point clouds. To work
around this limitation, the authors plan to use a separate, static object tracking setup
that is responsible for calculating the transformation from world space to model space.
Registration between the tablet and the world can then happen through a simple image
marker that is attached to the camera setup. For the validation, only a scaled, 3D-printed
model of the concrete element was used. Nevertheless, this demonstrator shows that the
data model is suitable both for automatic exports from BIM systems, to create overlay
information in an AR guidance system, and to save and document performed quality
control steps.

In the next phase, the system is evaluated in an industrial setting. Additionally, an
outside-in model-tracking system will be deployed for more reliable and flexible AR
overlay information. There, a static camera systemwill capture images of the production



366 M. Wolf et al.

line and calculate the specific pose of the concrete element automatically based on the
provided tessellated geometry.

5 Conclusion

The goal of the paper at hand was to create a foundation to set up a quality control
workplan with AR content, which is associated with the digital features of a BIMmodel
and anchored to the equivalent physical features later in the production and quality
assurance process of precast concrete elements. The flexible nature of the AAS concept
enables the enhancement of the previously discussed AAS for precast elements with new
submodels for specialized content such as stepwise AR instructions and associations
between digital and physical features.

While the AR implementation is currently a laboratory-only demonstrator, the
general feasibility of the IT process in its entirety has been proven.

In future work, the authors plan to validate the approach on both regular precast
concrete elements, as well as more specialized high-performance concrete elements, in
real manufacturing environments.

Funding. This research is funded under Grant No. 423963709 by the German Research Foun-
dation as part of the priority project “SPP2187 - Adaptive modularized constructions made in
flux”.
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Abstract. Research on human–machine collaboration in Industry 5.0 has
attracted significant attention in the manufacturing sector. Although human–robot
collaboration can improve work efficiency and productivity, the design of its pro-
cess is time consuming and cost intensive. The digitalization of machines facil-
itates automation and improves the intelligence of mechanical tasks. However,
the digitalization of humans to improve the intelligence of operation functions
for workers is difficult. To solve the difficulty of human digitalization, this study
designed a human–robot interaction application based on motion capture using a
digital human and virtual robot. The proposed framework supports process man-
agers and shop-floor workers. Process managers can design the optimal collabo-
rative process by interacting with robots and identifying their movements in the
virtual world. Shop-floor workers can avoid collision accidents with robots by
checking the future movements of the robot in the virtual world, on the basis of
which they become proficient in the collaborative task to be actually performed in
the physical world. An experiment was conducted on a virtual shop-floor that was
modeled based on a physical shop-floor. The experimental results showed that a
worker can avoid collision with the help of the proposed framework. Thus, the
proposed framework can prevent collisions and accidents during the human–robot
collaboration process in the real world.

Keywords: Human–robot interaction · Virtual human · Digital human ·
Immersive analytics · Haptic feedback · Force feedback

1 Introduction

Manufacturers believe that the 4M (method, machine, materials, and man) are the most
important aspect in assembly tasks [1]. Humans are essential resources for manufac-
turing systems, but they are affected by uncertain factors such as labor intensity, pro-
ficiency, or physical conditions, which can increase the risks involved in the manu-
facturing field [2]. Industry 4.0 has facilitated the automation of factories and realized
intelligent factories. However, this has led to major changes in human workload, as
complex assembly lines still require manual labor and thus involve human errors. In
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addition to human issues, human–machine interaction errors result in operational prob-
lems. Human–machine interaction refers to communication and collaboration between
humans and machines through a user interface [3]. Four elements are critical for a reli-
able and faultless human–machine interaction: machine behavior, operational goals (or
task specifications), a model that describes machine behavior for the user (called the user
model), and the user interface [4, 5]. As Industry 5.0 approaches, collaborative robots
play an important role in the manufacturing industry, and manufacturers have been con-
sidering the use of collaborative robots to increase the flexibility and responsiveness of
production processes in facilities [6]. Accordingly, research on human–machine collab-
oration has attracted attention. In the actual field, human operators are still considered
as separators because they lack the necessary collaboration skills. Robots have high
physical strength and are sophisticated in terms of handling tasks, whereas humans
are intelligent and have problem-solving skills [7]. Thus, humans and machines can
enhance each other’s operations and improve overall performance. However, there are
some problems with human–machine interaction, which are discussed as follows:

• In the past, robots were typically surrounded by a protective fence and separated from
operators located in a different zone. However, in this scenario, much of the fenced
space is not utilized, leading to an increase in cost [8]. The robot and operator might
not be able to interact because of the separation, which also leads to efficiency issues.

• The real-time monitoring capability of depth sensors can be utilized to measure and
track the distance between human operators and robots [7]. However, the presence of
obstacles may lead to the view of the camera being obstructed; this leads to a difficulty
in creating a virtual model for workers and robots, which may result in an accident.

To solve these problems above, this paper presents a framework involving a wear-
able device with motion-capture and haptic-feedback. The proposed framework enables
seamless interaction and collaboration between humans and robots with several func-
tionalities, such as the calculation of real-time distance or detection of the number of
collisions using a haptic feedback module. Thus, shop-floor workers can avoid collision
accidents by maintaining an appropriate safe distance from a robot surrounded by a
virtual fence. The application can increase human safety and accessibility if a digital
human is implemented in the virtual world.

2 Literature Review

2.1 Operator 5.0 in Smart Manufacturing

Recently, the term “digital twin” has been used to refer to digital representations of
humans and objects that can be replicated, merged, and exchanged as well as saved and
recorded, representing the advantages of digitalization [9]. Industry 4.0 focuses primar-
ily on automation, whereas Industry 5.0 aims to combine the advantages of humans and
robots through collaboration. Robotic co-workers will enable humans to work harmo-
niously with robots without fear; furthermore, the knowledge that robots understand
them well and can collaborate effectively with them will help improve work efficiency



370 J. Yun et al.

[10]. Romero [11] stated that Operator 4.0 included the social sustainability and human-
centricity necessities of Industry 5.0, while Operator 5.0 completes the Industry 5.0
requirements by adding resilience. This has two main dimensions: self-resilience and
system resilience. The former focuses on the natural, physical, cognitive, and mental
wellbeing and safety as well as efficiency of each operator; the latter focuses on alterna-
tivemethods for human–machine systems to continue functioning by sharing and trading
control between humans and machines to ensure performance and system stability [11].

2.2 Motion Capture and Haptic Feedback

In the motion capture (MOCAP) technology, the posture and movement of a human are
measured on the basis of their position and orientation in a 3D space and recording the
information in a form that can be used in a computer-configured digital human model
(DHM) [12]. The MOCAP technology is used to improve the working environment in
terms of worker safety management, worker process design and operation, improvement
of manual task productivity, and training for unskilled workers through the collection
of worker motion data and using the DHM of workers in the manufacturing field [13].
Bortolini et al. digitalized human body movements during assembly manufacturing and
analyzed the control volume for operator performance evaluation [14]. Nam et al. digital-
ized the motions of workers in the physical environment to the virtual environment and
measured the working time and difficulty involved in the assembly process [15]. Geisel-
hart et al. utilizedMOCAP systems to calculate the production performance in the actual
process and compared it with the performance predicted by simulation [16]. Jun et al.
developed automating human modeling technology using Kinects. This technology can
reduce the costs and time required when using the DHM and engineering simulation
[17]. The MOCAP systems used in existing research are advantageous because they
collect the position and rotation values of each joint from skeleton data. However, they
have a limitation in that they cannot provide direct feedback to the worker wearing the
device. To overcome this limitation, the Teslasuit device is used for motion detection and
haptic feedback, which enables the digital human to interact with other objects across
the physical and virtual worlds [18].

3 Proposed Method and Application

3.1 Modules and Proposed Framework

The proposed framework is illustrated in Fig. 1. The framework is divided into several
modules. An operator wearing a motion-capture haptic-feedback suit is connected to a
virtual human through a wireless network. The operator’s actual movement is reflected
to the digital human in the virtual world, and collision detection is tested with the robot
movements according to the defined assembly sequences. The safety distance between
the human and the virtual fence of the robot is measured by the minimum Euclidean
distance between the human body and the robot’s end effector. When a collision event
occurs in the virtual world, the operator can feel a haptic feedback response to their
actions through electrostimulation. The movement of the robot or actual human is first
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corrected to avoid collision, and the movement is performed if it is determined to be
safe. During the validation, the real-time distance and a warning message are displayed
on the dashboard.

Fig. 1. Framework for application of human–robot interaction.

3.2 Virtual Fence of the Robot

To solve the existing problems mentioned above, this study proposed a solution that
can protect the operator. A virtual fence is installed in the robot joint and end effector.
The collision of the operator detected during path execution refers to a contact between
the digital human and virtual fence rather than with the robot. Polyhedral shapes are
usually used for collision detection; however, in this study, a spherical shape was used
to create a virtual fence because the minimum distance can be easily calculated using a
sphere. The calculation involving the polyhedral model becomes complicated because
many cases, such as vertex–vertex, vertex–edge, edge–edge, and vertex–surface, need
to be considered for the calculation of short distances [19] The virtual fence follows the
formula of the volume of a sphere. The radius is measured from the center of the robot’s
end effector to the robot’s maximum reachable distance. Since the robot’s end effector
is mostly located close to the human, the virtual fence radius was measured from the
center of the end effector.same as that of a real human

Volume = 4

3
πr3 (1)

Considering a scenario in which the robot moves unexpectedly with a speed of
30 cm/s or moves differently opposed to the controller’s intention, the robot’s virtual
fence should cover the area up to which the robot arm can reach the farthest. Figure 2
shows the representations when (a) the robot is in the initial state and (b) the robot arm
reaches the farthest. Figure 2(c) shows the scenario in which a virtual fence is installed
at the end effector (Fig. 3).

The radius of the virtual fence is calculated as follows. The distance from Joint 2 to
the top of the robot along the z axis is considered the radius of the virtual fence shield,
which is 240 mm [20, 21].

Radius of the Virtual Fence = safety distance (2)
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Fig. 2. (a) Robot’s initial state, (b) robot’s abnormal state, (c) robot with virtual fence.

Fig. 3. (a) Directions of joint rotation. (b) Coordinate and mechanical dimensions of robot arm.

3.3 Calculation of Distance Between Human and Robot

The size of a virtual human is the same as that of a real human. For a safe and efficient
collaboration, the human and robot should maintain a safe distance for seamless interac-
tion. The minimumEuclidean distance of two given convex setsHi and Rj is used, where
i = 1, …, p and j = 1, …, σ. Here, i indicates the upper-body joints of the virtual human
shown in Fig. 4(a), and j indicates the sphere of the robot in Fig. 4(b) [21]. Since there
are many cases in which the operator is likely to collide, nine body parts are designated
for measurement with the robot hand to prevent potential accident. The nine points for
the operator are on the head, neck, shoulders, elbows, and hands. The robot has one point
corresponding to the end effector. Two vectors measure the values at these points (one
from the operator and one from the robot) to calculate the distance [22].

The minimum distance is calculated using the following equation:

dmin
(
Hi,Rj

) = min
{‖hi − rj‖ : ∀hi ∈ Hi,∀ri ∈ Ri

}
. (3)

For example, the shortest distance is selected as follows. Since Eq. (3) yields the shortest
distance, it is selected as the criteria before a warning message appears.

√
|hH − Rh|2 =

√
{(x, y, z) − (a, b, c)}2 = 310mm,
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Fig. 4. (a) Upper body joints of humans, (b) joint in a robot.

√
|hT − Rh|2 =

√
{(x, y, z) − (a, b, c)}2 = 230mm,

√
|hLH − Rh|2 =

√
{(x, y, z) − (a, b, c)}2 = 140mm.

3.4 User Interface

The dashboard shown in Fig. 5 combines general information that is useful to a super-
visor, such as the production line number, operator’s name, current job order, and real-
time operation data during human–robot interaction. The real-time distance is calculated
from the designated points of the human to the robot’s end effector. The interface shows
the closest distance between the human and robot in Fig. 5(a). A warning message in
Fig. 5(a) with a graphic shows the position where the collision may occur, indicated in
red in Fig. 5(b).

Fig. 5. Dashboard shows (a) Useful information include distance between the human and robot
and numbers of collision and (b) Collied spots on the body.

This study uses a Teslasuit as a wearable device with motion capture and haptic
feedback. The Teslasuit’s haptic feedback system is integrated within the suit and can be
activated during actions, on demand, or in response to MOCAP comparison. Teslasuit’s
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sensitization system works by sending tiny pulses of different amplitudes, frequencies,
and voltages to the electrodes. The two electrostimulation systems, TENS, and EMS, of
Teslasuit stimulate nerve endings; these stimuli are experienced on the skin surface. In
the event that a virtual part of the body collides with a virtual object, the commutation
unit delivers pulses from a pulse generator to electrodes in the same vicinity on the
wearer’s real body [23]. There are 68 haptic points that realize sensation on certain areas
of the body. Haptic mapping is designed to interact with Teslasuit using a coordinate
system that is independent of the suit configuration. In theAPI, this process is called target
mapping. Hit events work with the default source mapping.When a target map is loaded,
hit coordinates are processed in a target mapping coordinate system to be transformed
into the source mapping coordinates. In the virtual world, when either a robot or an
operator approaches within a certain distance, a warning message is generated on the
dashboard. Haptic feedback is retrieved to the actual area simultaneously in the physical
world. The operator can identify an abnormal situation while interacting with the robot.
Figure 6 shows the scenario in which the robot responds when an operator collides with
the virtual fence.

Fig. 6. Scenarios in which (a) there is no contact, and (b) the robot avoids the human.

4 Implementation and Case Study

4.1 Experiment

The proposed framework is implemented in a virtual testbed with an assembly process
producing fan filter units. Figure 7 shows that a worker located near the manufacturing
work-center is connected through a conveyor line. This work-center depicts a typical
example of an assembly process, which picks equipment and performs tasks using the
upper body at a fixed location. The bolting and screwing processes for the product in this
virtual testbed are basic assembly processes. To validate and evaluate the proposed appli-
cation, we selected the testbed in a virtual factory production line where produce fans
and human–robot collaboration processes exist. This virtual factory is a real floor-shop-
like environment. The experimental setup aims to validate the following functionalities
when an operator collides with robot during production.

4.2 Results and Analysis

Virtual fence and haptic feedback are utilized in the application, and the supervisor can
monitor real-time data, such as distance calculation and the number of collisions shown
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in the dashboard in Fig. 7. In addition, the current order information is shown while the
human and robot are handling the job. During the production hours, the operator and
robot should execute a defined motion after they are tested in the validation process.
When an operator does not maintain the safety distance, collision is detected, and the
area of collision is marked as red and displayed in the skeleton figure.

Fig. 7. Dashboard during production

5 Conclusions

The paper presents a framework of human–robot interaction using a wearable device
with motion-capture and haptic-feedback that tracks human body interaction in the vir-
tual world. The first aspect of the framework is to indicate a collided body part in the
dashboard while the human is wearing a haptic suit. The second aspect is a method
of using a virtual shield and calculating distance in real-time to protect human during
collaboration. This framework enables humans and robots to share the same workspace
and protects operators from severe accidents while combining their complementary
strengths to improve work efficiency. Through the proposed framework, human safety
in proximate human–robot collaboration is guaranteed through real-time human body
motion capture, robot’s virtual fence installation, and human-robot virtual-fence dis-
tance measurement. A dashboard and haptic sensors are used to provide feedback to the
user. The results show that this solution is feasible for improving safety in real applica-
tions. This study developed the human–robot interaction system by supplementing the
existing limitations through the proposed framework. However, posture correction must
be performed through calibration whenever the sensors in the Teslasuit can be heavily
affected by ambient electromagnetic waves. Moreover, a battery equipped should not be
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exposed to heat or water vapor. Currently, after a collision occurs between a machine
and a person, the person receives feedback and manually designs the next path; how-
ever, efficiency might be improved if an optimized path is automatically created. In
the future, route optimization will be applied as a reinforcement learning method and
modified to an optimal route. For a better visualization using an MR device, HoloLens
will be suitable to enable an operator to work in entirely new ways; for example, the
virtual fence of the robot can be shown in real time. Controlling a robot through ROS
enables the robot to move simultaneously in the virtual and real worlds. Detouring paths
are currently designed manually, but training data for optimization using reinforcement
learning algorithms will help to achieve automatic robot movements.

Acknowledgement. This work was supported by project for Smart Manufacturing Innovation
R&D funded Korea Ministry of SMEs and Startups (Project No. RS-2022–00140261) and sup-
ported by Institute of Information & communications Technology Planning & Evaluation (IITP)
grant funded by the Korea government (MSIT) (No.2022–0-00866, Development of cyber-
physical manufacturing base technology that supports high-fidelity and distributed simulation
for large-scalability).

References

1. Favi, C., Germani, M., Marconi, M.: A 4M approach for a comprehensive analysis and
improvement of manual assembly lines. Procedia Manuf. 11, 1510–1518 (2017)

2. Kampa, A., Gołda, G., Paprocka, I.: Discrete event simulation method as a tool for
improvement of manufacturing systems. Computers 6(1), 10 (2017)

3. Ke, Q., Liu, J., Bennamoun, M., An, S., Sohel, F., Boussaid, F.: Computer vision for human–
machine interaction. In: Computer Vision for Assistive Healthcare, pp. 127–145. Academic
Press (2018)

4. Degani, A., Heymann, M.: Formal verification of human-automation interaction. Hum.
Factors 44(1), 28–43 (2002)

5. O’malley, M.K.: Principles of human-machine interfaces and interactions. Life Sci. Autom.:
Fundam. Appl., 101–125 (2007)

6. Wang, X.V., Kemény, Z., Váncza, J.,Wang, L.: Human–robot collaborative assembly in cyber-
physical production: classification framework and implementation. CIRP Ann. 66(1), 5–8
(2017)

7. Liu, H., Wang, L.: Collision-free human-robot collaboration based on context awareness.
Robot. Comput.-Integr. Manuf. 67, 101977 (2021)

8. Fryman, J., Matthias, B.: Safety of industrial robots: from conventional to collaborative
applications. In: ROBOTIK 2012: 7th German Conference on Robotics, pp. 1–5. VDE (2012)

9. Kawamura, R.: A digital world of humans and society—digital twin computing. NTT Tech.
Rev. 18(3), 11–17 (2019)

10. Mourtzis, D., Angelopoulos, J., Panopoulos, N.: Operator 5.0: a survey on enabling technolo-
gies and a framework for digital manufacturing based on extended reality. J. Mach. Eng. 22,
43–69 (2022)

11. Romero, D., Stahre, J.: Towards the resilient operator 5.0: the future of work in smart resilient
manufacturing systems. Procedia CIRP 104, 1089–1094 (2021)

12. Menache, A.: Understanding Motion Capture for Computer Animation and Video Games.
Morgan Kaufmann, Burlington (2000)



An Application of a Wearable Device with Motion-Capture 377

13. Menolotto, M., Komaris, D.S., Tedesco, S., O’Flynn, B., Walsh, M.: Motion capture
technology in industrial applications: a systematic review. Sensors 20(19), 5687 (2020)

14. Bortolini, M., Faccio, M., Gamberi, M., Pilati, F.: Motion analysis system (MAS) for pro-
duction and ergonomics assessment in the manufacturing processes. Comput. Ind. Eng. 139,
105485 (2020)

15. Nam, Y.W., Lee, S.H., Lee, D.G., Im, S.J., Noh, S.D.: Digital twin-based application for
design of human-machine collaborative assembly production lines. J. Korean Inst. Ind. Eng.
46(1), 42–54 (2020)

16. Geiselhart, F., Otto, M., Rukzio, E.: On the use of multi-depth-camera based motion tracking
systems in production planning environments. Procedia CIRP 41, 759–764 (2016)

17. Jun, C., Lee, J.Y., Noh, S.D.: A study on modeling automation of human engineering
simulation usingmulti kinect depth cameras. Korean J. Comput. Des. Eng. 21(1), 9–19 (2016)

18. Teslasuit. https://teslasuit.io. Accessed 23 Mar 2022
19. Balan, L., Bone, G. M.: Real-time 3D collision avoidance method for safe human and robot

coexistence. In: 2006 IEEE/RSJ International Conference on Intelligent Robots and Systems,
pp. 276–282 IEEE (2006)

20. Niryo One Mechanica Specifications. https://niryo.com. Accessed 23 Mar 2022
21. Li, F., Huang, Z., Xu, L.: Path planning of 6-DOF venipuncture robot arm based on improved

a-star and collision detection algorithms. In: 2019 IEEE International Conference on Robotics
and Biomimetics (ROBIO), pp.2971–2976. IEEE (2019)

22. Secil, S., Ozkan, M.: Minimum distance calculation using skeletal tracking for safe human-
robot interaction. Robot. Comput.-Integr. Manuf. 73, 102253 (2022)

23. https://developer.teslasuit.io. Accessed 23 Mar 2022
24. Unity-Robotics. https://github.com/Unity-Technologies/Unity-Robotics-Hub. Accessed 23

Mar 2022

https://teslasuit.io
https://niryo.com
https://developer.teslasuit.io
https://github.com/Unity-Technologies/Unity-Robotics-Hub


Design and Development of a G-Code Generator
for CNC Machine Tools Based on Augmented

Reality (AR)

Dimitris Mourtzis(B) , Panagiotis Kaimasidis, John Angelopoulos ,
and Nikos Panopoulos

Laboratory for Manufacturing Systems and Automation, Department of Mechanical Engineering
and Aeronautics, University of Patras, 26504 Rio Patras, Greece

mourtzis@lms.mech.upatras.gr

Abstract. Modern manufacturing systems rely on the utilization of Computer
Numerical Control (CNC) for the manufacturing of products and components. By
extension, engineers must be capable of programming machine tools (through G-
code) in order to achieve the desired results. However, this process is time consum-
ing and requires highly skilled and trained personnel. On the other hand, under the
Industry 4.0 framework, several cutting-edge digital technologies have been devel-
oped in an attempt to improve user perception, such as Extended Reality (XR),
which encapsulates Augmented Reality (AR), Mixed Reality (MR), and Virtual
Reality (VR). Furthermore, the above-mentioned technologies enable engineers
to extend Human-Machine Interaction (HMI) into new dimensions. Therefore, in
this research work the design and development of a framework for facilitating
engineers during the generation G-code script for machining operations based on
the utilization of AR is presented. The MR functionalities will facilitate develop
a better perception of the machining processes, as well as support the generation
of virtual instructions for shop-floor operators. Further to that, advanced commu-
nication functionalities are provisioned based on Cloud technologies, in order to
automate the transmission of G-code scripts/instructions to the machine tools.

Keywords: Mixed Reality (MR) · Computer Numerical Control (CNC) ·
G-code · Human-Machine-Interaction (HMI)

1 Introduction

Towards theMass Personalization eramanufacturing companies aim to reduce the length
and cost of the product development cycle [1]. A paradigm shift in manufacturing from
‘real’ to ‘virtual’ production has resulted in the field since the early 1990s. However, with
the pillar technologies of Industry 4.0, it is now possible to simulate some of the activ-
ities of a physical manufacturing system. The main goal is to understand and simulate
the behavior of a specific manufacturing system prior to physical production, reducing
the amount of testing and experiments on the shop floor [2]. Trial and error is frequently
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used in the planning of manufacturing processes. Engineers use physical experimen-
tation to verify alternative plans in the case of complex processes. This approach fre-
quently prevents engineers from achieving the desired cycle time and cost reductions
[3]. Additionally, less material is wasted and interruptions to the actual machine on the
shopfloor can be avoided by using a virtual system (Owen JV, 1997). Moreover, there
is less concern about safety issues and cloud-based collaboration can be achieved for
education and training purposes [4]. Focusing on Computer Numerical Control Systems
(CNC) and more recently to Cyber Physical Machine Tools [5], part programming can
be accomplished either manually or using automated methods such as Computer Aided
Manufacturing (CAM) [6]. In Smart Manufacturing landscape, there is a critical need to
have appropriate tools of human-machine interaction (HMI) to support customization
and personalization needs [7]. Therefore, the following research question arises: “what
should the HMI system look like that individual can access and interact within Machine
Tools to design and manufacture customized products? “Thus, the contribution of this
researchwork is focused on the design and development of amethod for the visualization
of G- and M- code scripts, based on the utilization of Cloud technologies and XR. The
MR functionalities will facilitate develop a better perception of themachining processes,
as well as support the generation of virtual instructions for shop-floor operators. Finally,
the proposed framework has been validated in an industrial CNC milling machine.

The rest of the paper is structured as follows. In Sect. 2 the most relevant and recent
related research works are investigated. Then, in Sect. 3 the architecture of the proposed
method is presented and discussed. Then, In Sect. 4 the implementation of the method
is presented. Finally, in Sect. 5 conclusions are drawn, and points for further research
are discussed by the authors.

2 State of the Art

Voxels can be realized as the equivalent of pixels in the 3D space, forming perfect
cubes [17]. During the last decades various applications in the field of Extended Reality
(XR) as well as in 3D rendering, voxel-based architectures have been implemented.
A classic example is the HP (Hewlett Packard) 3D printer, which uses voxels sized at
25-micron building blocks (for reader’s reference the size of the voxels is equivalent of
1/4 the thickness of a single human hair). Voxel-based architectures can be found in the
literature in two main categories, either as regular voxel grids, or as octree structures. A
variety of visualizationmethods and techniques, in particular i) raytracing, ii) topological
analysis, iii) volume estimation, iv) collision detection, are based on voxels in an attempt
to efficiently process more complex 3D geometries [8]. The importance of voxel-based
architectures is underlined by the fact that they are simple representations of the 3D
volumes, instead they can carry additional information about the volumes, mimicking
the structure of real-world objects (e.g. inclusion of material properties). Therefore,
voxels can be realized as data structures capable of carrying semantic labels, facilitating
engineers to model 3D systems in a more natural/efficient way [9]. In the available
literature there are several examples of voxel engines. Among them VoxelPrint, which is
a Grasshopper plug-in is focused on the simulation of 3D concrete printing constructions
as presented in [10]. Nie et al. in [11] presented a voxel-based method is proposed for
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enabling the calculation of accuracy regarding Material Removal Rate (MRR), based on
graphics processing units (GPGPU) computing. Furthermore, similar approaches have
been proposed by the authors [10, 11] to improve the simulation of five-axis milling
processes by calculating and visualizing the material deformation induced by the cutting
force exerted on the workpiece. As such, voxel-based architectures can be utilized to
improve the simulation, visualization and modelling of systems, in order to represent
more closely their natural behavior. By extension, simulation techniques [12] and voxel
techniques need to be further examined as a coupled system.

On the other hand, Computer Aided Manufacturing (CAM) which is based on the
visualization of theG- andM- code, can be further improved by new digital technologies,
such asAR, in order to facilitate engineers visualize in amore intuitivemanner the various
material removal processes and whenever possible to optimize the process parameters.
To that end, virtual instructions were overlayed in the user’s AR Head Mounted Dis-
play (HMD) field of view, while virtual CAD models were displayed around physical
objects [13]. Furthermore, AR has been investigated for interacting with robots for path
planning [14], spatial programming [15] and trajectory planning [16]. Similarly, AR
has been used to simulate manufacturing processes. Various manufacturing processes,
such as metal casting [17] and CNC machining [18], have been simulated in an AR
environment for process plan verification, material cost reduction, and novice mechanist
training [19]. However, the significant contribution of this research work compared to
the abovementioned is that the MR functionalities will develop a better perception of
the ma-chinning processes, as well as support the generation of virtual instructions for
shop-floor operators. Further to that, advanced communication functionalities are pro-
visioned based on Cloud technologies, in order to automate the transmission of G-code
scripts/instructions to the machine tools.

Lin and Fu in [20] developed the VirtualMachine Tool StructuralModeller (VMSM)
system, which can be used to model machine tools in a virtual reality environment. The
architecture of the system is made up of several modules, including component modules,
module shape libraries, combination rule libraries, and structure libraries. The system
allows a user to choose the structure of the machine tool, modify it, control it, and
simulate the machining process. Moreover, Training is a crucial part of the current
challenging production environment. Kao et al. [21] developed the VRCNC system
to support virtual training. The VR CNC structure and the VR CNC controller were
built as two separate modules. The machine table, servomotor, driving system, and
feedback system are all part of the VR CNC structure. Next, in the development of
a VR-based training system, both immersion and desktop VR can be used. One such
system in literature is the Products Virtual Analysis System (PVAS) [22]. There were
four main functions used. They are as follows: (a) virtual reality with stereo glasses, (b)
product kinematics analysis and optimization, (c) dynamics, and (d) a virtual interactive
environment for virtual machining and assembly processes.

3 Architecture of the Proposed Method

In this Section of the manuscript the general system architecture will be presented and
discussed. Consequently, it is necessary to break-down the architecture into keymodules,
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and by extension to analyze the information flow. In Fig. 1 the general systemarchitecture
is illustrated.

Fig. 1. General system architecture

3.1 Cloud Platform and Database

The Cloud platform can be realized as a virtual workspace for hosting the services
required for the operation of the proposed method. More specifically, in the Cloud
platform, there has been provisioned a space for the handling of users, registration and
login operations. Secondly, on the Cloud platform there have been developed several
libraries, containing cutting tools (end-mills) along with the 3D CAD of each cutting
tool, so that they can be retrieved during the generation of the G- and M- codes. This
service is entitled “Tool Handling Service - THS”. The THS also supports the addition
of new tools through the corresponding user interface. At this point, it is stressed out
that the 3D geometries of the cutting tools have been designed fully parametrically, in
order to further minimize the space requirements on the Cloud platform. In the following
Fig. 2 the modelling of the end mills implemented in the architecture is presented.

Fig. 2. UML diagram for end mills

3.2 Voxel Generator

Asa recapof the previous paragraphs, voxels canbe realized as 3Dpixels. The application
was created using Unity by Unity Technologies. Unity is a game development tool that
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also provides us with the ability to create 3D applications in both AR &VR. In our
case, Unity AR Foundation is utilized. Other systems could have been used, but Unity
provides with a much friendlier and more efficient user interface, making development
easier and highly modifiable. The “AR Tracked Image” in Unity corresponds to the
real-world position of the preloaded image to that of the “parent” cube. A 3D mesh of
voxels is generated usingC#. Voxels provide a digital simulation of the real-world analog
behavior of the workpiece. The realism of the simulation is in direct correlation with the
computational capabilities of each device, as a more realistic simulation requires more
and smaller voxels, which comes at the cost of computational resources. The size of
the voxels in turn defines the scale of the cutting tool along with the real-world scale
of the simulation. In the current implementation of the proposed method the applied
voxel size has a volume of 1.0*E−9 m3. Each voxel has a cube collider (triggered)
attached to it allowing Unity Engine to recognize collisions between the cutting tool
(which has “Rigidbody” property) and the 3D geometry of the material. Consequently,
whenever collision is detected, the colliding voxels are deactivated. Even though using
colliders is not the most efficient way of recognizing collisions between the cutting tool
and each voxel, they are necessary as every tool has a deferent geometry which cannot
be calculated by a generic algorithm for every type of tool. Additionally, the utilization
of voxels provides the user with access to easily interchangeable materials to simulate
different workpieces, in the following examples Aluminum is used. The material can
be altered by changing the Unity material properties of the “parent” cube. Regarding
the memory allocation, each the voxel requires a minimum of 1 byte, for a workpiece
of 1.0 m*0.5 m*0.5 m (25*E−2 m3), constantly 0.232831 Gb of RAM memory is the
minimum requirement for the voxel storage. Consequently, in an attempt to avoid the
possibility of memory drain (taking into consideration the use of mobile devices), voxels
are grouped in chunks, with a chunk size of 16×16×16 voxels which requires 4096 bytes
(4 MB) of RAM memory. Furthermore, the access to a specific voxel can be facilitated
by the storage of the voxel chunks in a serial array, requiring only knowledge of the
chunk ID and the voxel ID. Finally latency is an issue that should be addressed, and we
have so far adjusted the framerate to minimize the problem, until further development.

3.3 Augmented Reality Module

The Augmented Reality (XR) module is one of the key modules of the proposed method
since it constitutes the Human-Machine Interface (HMI). Through the AR module the
users are capable of interacting with the virtual components and setup the CAM instruc-
tions, based on the utilization of intuitive Graphical User Interface (GUI) elements.
When the user begins a new session, the first selection is the type of material to be used.
Then the initial dimensions as well as the form of the billet/casting are inserted. Upon
selection of the basic parameters, the Image recognition module is activated allowing
the XR visualization to appear on the user’s Field of View (FOV). The material as well
as the Cutting tool is then displayed on the table of the machine tool (or chuck, wher-
ever applicable). When the user taps on “GCode Input” a panel is activated that allows
the serial input of G-commands. Upon pressing continue the panel is deactivated and
the simulation is realized. The material removal prosses is simulated by disabling the
voxels when they collide with the cutting tool. Unity 3D physics engine is responsible
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for detecting the collisions using “Rigidbody” properties. In the flowchart presented in
Fig. 3, the main modules of the architecture are presented, highlighting the interactions
and the information flow.

Fig. 3. Flowchart of the proposed method

Regarding the content of Fig. 3, (A) represents the scene generation, and (B) repre-
sents the G-/M-Code simulation in AR. Concretely in (1) the users inputs are gathered as
presented in Fig. 5 (1, 2). Then in (2) the cutting tool prefab and name are predetermined
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by the user in selection scene, as shown in Fig. 5 (2). The G-code commands are input
by the user in simulation scene, as shown in Fig. 5 (3). Finally the G-/M-Code is input
as a list and the tool simulation is visualized (refer to Fig. 5 (3)).

4 Implementation

The first part of the implementation process requires the connection of the AR tool
with the Cloud platform in order to gain access to the initial CAD files of the part to
be produced, and the cutting tools/inserts available for the CNC milling machine. The
initial billet is loaded as a geometry in a suitable file format (Collada file). Afterwards,
a list of available G- and M-Operations is loaded from the Cloud database. Further to
that, in an attempt to assist the users to setup the machine correctly, a set of AR steps for
the correct installation of the cutting tools. It is stressed out that the tool, automatically
detects the tool based on its name, thus the corresponding steps and specifications are
loaded and displayed on the user’s FOV.

Fig. 4. 1)Material selection GUI; 2) Endmill selection GUI; 3) G-/M- code command insert GUI

For the development of the AR module the Vuforia Engine API (Application Pro-
gramming Interface), which provides the necessary algorithms for the environmental
understanding and the registration of the 3D information in the user’s FOV. In order to
provide a better/more intuitive user experience tool animations have also been imple-
mented, following the path as it is generated by each G- command. The development of
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the necessary GUIs (Graphical User Interfaces) has been accomplished via the utiliza-
tion of the Unity 3D game engine (See Fig. 4). The code scripts have been developed in
C# with the use of Microsoft Visual Studio IDE (Integrated Development Environment).
The current implementation of the proposed method is compatible with smart mobile
devices based either on Android or iOS operating systems.

5 Experimental Case Study

The applicability of the developed method is tested on a use case of a CNC milling
machine. Currently, the engineers use standard CAM tools in order to generate the code
required for the CNC milling machine. Although the current approach is functional,
expert, well-educated/experienced engineers are required in order to setup processes
for the CNC milling machine. However, the manufacturing company has identified that
less-experienced engineers should be trained in order to be capable of producing such
code script, as well as to facilitate more experienced users to visualize the process and
eliminate any errors (such as use of proper tooling, proper clamping/securing the part
on the machining table etc.) which could be facilitated via the proposed approach.

Fig. 5. Simulation of milling operation via AR

6 Concluding Remarks and Future Work

The Virtual Machine Shop Application for G- and M- codes import and visualization in
AR environment was created to aid in the assessment of various decision variables in
a virtual manufacturing environment. For example, the user could stabilize the virtual
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workpiece using real world work holding devices, as shown in Fig. 5. It enables a
design, verification, and redesign loop to be carried out in a manner similar to that
used in the real world. In addition, the intuitive interaction between the human and the
process allows for the reliable verification of human-related parameters. The proposed
framework can also be used to aid in the early stages of machine tool operator training.
This simulation environment provides realistic and safe training conditions for immersive
and interactive hands-on practice with the process, in contrast to physical training, which
can be dangerous and expensive. Furthermore, AR allows for far greater adaptability,
as the trainee practices on the real-world machine, making the educational experience
for effective. The user, before the utilization of the application must follow the same
safety routine that he would follow if he was using the real machine. That empowers
the educational purpose of this AR application and builds important safety habits to the
user. Finally, the smartphone version is a better option than a desktop one as they are
cheaper, more widespread and portable [23].

To summarize, in this researchwork the development of amethod for the composition
of G- and M- codes based on AR visualizations. The key outcome of the presented
research work is the development of a mobile application for the support of generation of
machine code to aid inmanufacturing processes and improve education of new engineers
in CAM. Through the AR visualizations, engineers are capable of visualizing each step
of the process, including the motion of the cutting tool as well as the removal of material.
Along these lines, engineers be actively involved in full automation of the production
segment of PLM.

Future research work will be focused on the implementation of physics in order
to enable the accurate visualization of chip formation. An additional step will be the
support of Head Mounted Displays (HMD).
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Abstract. The increasing adoption of remote working practices and internet-
based systems highlights the need for a new mode of interaction and communica-
tion interfaces between humans and machines. Current human-machine interfaces
(HMI) are based on complex controllers that are not intuitive for a novice or remote
operators. The increase in skills required in today’s manufacturing environment
allows the use of telexistence capabilities to facilitate human-robot collaboration.
Wepropose a digital-twin based frameworkwith a telexistence interface as ameans
to reduce the complexity of operating and programming an industrial robot. To
remotely control the industrial robot, sensors data are shared via a data distribu-
tion service (DDS). The immersive virtual reality (VR) interface is deployed for
effective control and monitoring of the industrial robot. Telexistence capabilities
allow intuitive manipulation and are combined with real-time data visualization
of the robot through the digital twin. The interface is implemented with the Unity
3D engine and connected to a console application that collects sensor data and
shares them via a DDS connectivity framework. A simple experiment with a phys-
ical FANUC M20-IA industrial robot and Azure Kinect RGBD cameras shows
the reliable performance when a robot path request was sent by a remote opera-
tor through DDS and the immersive VR interface. We then discuss future work
and use cases for this telexistence platform to support maintenance activities in
manufacturing contexts.

Keywords: Telexistence · Virtual reality · Digital twin · Immersive interface

1 Introduction

Working environments can be potentially hazardous to humans in many sectors such as
nuclear engineering, manufacturing, or defence. Operators are exposed to heavy equip-
ment, fast-moving machinery, or harmful materials. To maintain a safe working environ-
ment and provide flexible solutions while improving efficiency throughout the product
life cycle, companies are responding with a smart factory vision. Although the main
objective of robots in automation is to provide the highest level of autonomy to perform
complex repetitive tasks such as disassembly or sorting, when it comes to unplanned
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situations, automation is limited. Providing industrial robots with the ability to deal
with unexpected events is essential for the effectiveness and productivity of the factory.
Humans can exploit experiences in their fields to provide innovative solutions and use
maintenance robots to do so. To avoid wasting time and money, it is important to keep
the Human in the loop by enabling safe remote collaboration between the human and the
robot. We hypothesize that the introduction of telexistence capability into remote work
on tasks such asmaintenance can enhance the capabilities andway ofworking for remote
maintainers since it could lead to a more intuitive user interface (UI) and better spatial
awareness, due to advantages such as sense of presence andmore advanced visualization
of the remote asset to maintain with the use of the immersive digital twin. A prototype
that reflects the real-time operating conditions of a physical asset is a twin [1], Grieves
[2] has described the concept of digital twin as a real and virtual spaces with a link for
data flow from the real to the virtual space and a link for information flow from the
virtual space to the real space. Lack of appropriate visualization of interaction forms is
one of the main gaps in digital twins’ literature reviews and immersive technologies are
often cited to overcome these issues [3]. Conventional methods such as video feed-based
teleoperation do not provide sufficient environment awareness and an efficient UI for the
various data involved. A 2D control screen can be confusing for an operator of a remote
robot [4]. Extended reality (XR), which refers to immersive 3D technologies such as
virtual reality (VR) has raised the interest to support remote maintenance workers [5,
6]. Human-robot interaction in the work environment is a widely researched topic in
robotics. XR has been identified as a useful tool to provide the operator with immersive
real-time feedback to facilitate remote robot control [7–9]. Combining haptic devices
and sensors allows for better operability of the system and a sense of presence for the
operator in the simulated remote environment, whilst enhancing telexistence capability.
This concept was proposed by Professor Susumu Tachi in 1980 [10], it is described as
a fusion of VR and robotics which enables a sense of existence in another place.

Therefore, the overall goal of the present study is to develop a reliable framework via
data distribution service (DDS) and implement telexistence capability for an industrial
robot FANUC. Industrial robots are fully automated, pre-programmed for their tasks
without human interaction, while collaborative robots (cobots) work with humans. As
part of the industry 4.0, we want to bring human and industrial robot in a same collabora-
tive and single workplace thanks to a telexistence interface. Our framework aims to offer
usability and functionality to make it suitable specifically for operating and monitoring
a physical industrial robot through its immersive digital twin in real-time. Through the
design of this framework, we want to investigate whether telexistence-based remote
monitoring and control interface can be applied to an industrial robotic arm using a
modern data centric protocol and the immersive visualization of its digital twin.

2 Telexistence DDS-Based Framework

2.1 Interface Architecture

The following interface architecture has been developed to remotely enable the com-
munication between the FANUC industrial robot and the human operator as well as
to visualize the spatial context. This spatial context includes the static CAD model of
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the robot equipped with a gripper, dynamic data from the robot actuators and Kinect
video/3D sensors and the operator orientation and position through the use of a VRHead
Mounted Display (HMD).

In the beginning, a search and comparison was conducted on communication stan-
dards/protocols widely used in the industry. Thus, OPC unified architecture (OPC UA),
message queuing telemetry transport (MQTT), advanced message queuing protocol
(AMQP) and data distribution service (DDS) were identified as relevant for our frame-
work among others. These protocols are used to design industrial Internet of Things
(IoT) applications to efficiently share data. The majority of these protocols are designed
for simplicity and can support a very limited set of use cases except for DDS. Our choice
to use DDS is justified by its wide field of application in real-time and scalable systems.
The protocol DDS provide features in term of data-centric approach, predictability, real-
time quality of service settings and respect to security [11]. The ROS2 robotic interface
is also based on top of DDS. In addition, it facilitates development efforts and allows
data to be efficiently delivered to systems using a publish-subscribe pattern and is an
Object Management Group (OMG) machine-to-machine standard.

Figure 1 shows the architecture of our DDS-based framework. To send and receive
data and commands, a publisher node is creating a topic and a subscriber node is receiving
data froma specific topic.Moreover,DDS integrate a concept ofQuality of Service (QoS)
to configure the parameters of participants inside the system.

Fig. 1. Architecture and components overview of the telexistence rig framework

Subsequently, DDSwas set up by creating data types sent in samples. ADDS sample
is a combination of a Topic (distinguished by a Topic name) and the actual data type
defined by the user. The ROS libraries, the most used operating system for robotics
provides common interface messages organised in modules such as sensor devices or
geometric primitives. It also offers the possibility to create custom messages. For our
framework, since ROS is not implemented and for simplifying the development, we have
created our own data structures. However, it could make sense in the future to match
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ROS data types for interoperating with ROS applications. We created ours to provide a
means to manage data efficiently for our framework especially for large amount of data
such as the point cloud. Only the necessary data is transmitted to achieve the desired
function and reusable through different functions (Table 1).

Table 1. Data structures description of samples transmitted

Data structure name Data structure members

From the FANUC robot to
remote operator

Robot_State - Clock (string - robot internal
timestamp)
- Sample (int - samples count)
- J1, J2, J3, J4, J5, J6 (floats -
joints angles in degree)
- X, Y, Z (floats - robot world
position)
- W, P, R (floats - robot world
rotation)

Robot_Point_Cloud - Clock (string - robot internal
timestamp)
- Sample (int - samples count)
- Sequence Memory (floats -
sequence containing points
position and Colour data)

Robot_Image - Clock (string - robot internal
timestamp)
- Sample (int - samples count)
Memory (bytes - sequence
containing MPEG image data)

Robot_Alarm - Clock (string - robot internal
timestamp)
- Sample (int - samples count)
- Message (string of alarm
message)

Robot_Reachability_State - Clock (string - robot internal
timestamp)
- Sample (int - samples count)
- IsReachable (bool - state
regarding reachability for a
position by the robot)

(continued)
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Table 1. (continued)

Data structure name Data structure members

From the remote operator to the
FANUC robot

Operator_Request - Clock (string - operator
computer timestamp)
- Sample (int - samples count)
- Buttons (enumeration of
buttons, RESET, ABORT,
HOME, PATH)

Operator_Teleop_Target - Clock (string - operator
computer timestamp)
- Sample (int - samples count)
- X, Y, Z (floats - operator
target position)
- W, P, R (floats - operator
target rotation)

Operator_Path_Point - Clock (string - operator
computer timestamp)
- Sample (int - samples count)
- ID (int - added/modified pose
ID)
- IsUpdating (boolean - sample
is for updating point values)
- IsDelete (boolean - sample is
for deleting pose)
- X, Y, Z (floats – pose position
values)
- W, P, R (floats - pose rotation
values)

2.2 Immersive Operator Station

Operating an industrial robotic arm is not possible without experience, keeping that in
mind we started developing our telexistence rig keeping functions as simple as possible
for an untrained user. For this purpose, the following functionality are expected:

• A functionality to interact with the immersive UI.
• A functionality to interact with the robot digital twin.
• A functionality to jog1 the robot.
• A functionality to register a user pose.
• A functionality to switch between robots’ programs.
• A functionality to abort the current robot motion.

1 Jogging the industrial robot is the term used to describe the act of manually moving the robot
via the user interface.
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The interaction in the 3D environment is done as shown in Fig. 2, a controller button
is dedicated to the teleport function (left) as well as another one for a pointer (middle)
and one for direct manipulation of the 3D cursor (right). The main way of programming
a robot without an offline simulation software is to jog the robot using the teach pendant
device, the 3D cursor will aim to replace the jogging keys on the regular FANUC HMI.
The emergency stop is a controller button which is faster to trigger than the “ABORT”
3D button in the environment UI in case the user wants to stop the robot motion.

Fig. 2. Interaction methods of the framework

Figure 3 shows the elements of the UI, each element can be described as follows:

1. Four 3D buttons for the following features and the robot clock:

– The possibility to call the home program thanks to the “HOME” button to bring
the robot into its default pose.

– The possibility to teleoperate the robot and create a path thanks to the “PATH”
button. The teleoperation of the robot is done by moving the 3D cursor as seen
in Fig. 2 (right). When the 3D cursor is green the robot can reach the new pose,
when the 3D cursor is red the robot cannot reach the new pose and the pose is not
updated in the robot program to prevent it to go into faultmode. This same “PATH”
button also allows sending poses that will be used to create a path program to
repeat a specific trajectory chosen by the user. This program is created on the
robot gateway application by creating a Karel2 file with a pose sent by the user
and registered in the robot controller. This Karel file is then sent to the controller
which compiles and executes it when the user wants to play the trajectory created.

– The “RESET” button to reset the current robot controller fault.
– The “ABORT” button to abort the current controller robot task.

2. A 2D video feed viewer of the first Kinect with the remote robot current ping in
milliseconds. On the bottom right of the viewer, there is the number of samples
received from the robot.

3. A 3D visualization of the 3D data received from the secondKinect. To do so, we have
used additional Unity packages, High-Definition renders pipeline and Visual Effect
(VFX) Graph, a node-based visual logic graph creator. The VFX graph created for
this project takes a mesh generated from the received Kinect data by a unity C# script

2 Lower-level language similar to Pascal and used to write FANUC robots programs.
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as an input, using vertices of this mesh to output particles in cube shape. Position and
Color are updated 26 times per second. The Kinect is currently calibrated manually
in the 3D environment.

4. Angles value of the 6 joints of the robot in degree, world pose in millimeters and
degree of the robot as well as the last alarm message are also displayed to the user.

Fig. 3. UI of the framework, 3D buttons (1), 2D video feed viewer (2), point cloud (3) and robot
pose values (4)

2.3 Coordinate Systems

The industrial FANUC robot’s pose consists of a position XYZ in millimeters and three
angles WPR in degrees with W rotation around the x-axis, P rotation around the y-axis
and R rotation around the z-axis. The coordinate systems of Unity and FANUC as shown
in Fig. 4 are different. The transformation from FANUC XYZWPR to Unity 3D can be
done by converting angles in degrees and then to a quaternion. We also have inverted
x-axis and P, R angles to match coordinate systems.

Fig. 4. Coordinate systems of Unity 3D (left) and Fanuc (right)

3 Case Study

To illustrate the proposed framework, we used a FANUCM-20iA (Fig. 5) of the Centre
for Digital Engineering and Manufacturing (CDEM) at Cranfield University. It is con-
trolled by an R-30iB mate cabinet and equipped with a pneumatic gripper. The objective
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Fig. 5. Cranfield University FANUC robot setup (left) and the robot specifications (right)

is to test the DDS protocol over the university networks. Safety limits have been set to
prevent the robot from colliding with the environment.

In the first instance, the robot is connected via Ethernet to a computer running the
gateway application (Fig. 1), a static local IP address has been defined on the robot
and on the computer to allow a ping command between the two. The computer is also
connected to the university networks using Wi-Fi.

In a second step, at a remote place of Cranfield University a computer connected
also to the university network is running the immersive UI application (Fig. 1) and is
equipped with a VR HMD Varjo XR-3.

The two computers remotely located but on the same network have an XML file
that describes the QoS profile of our DDS system including the ‘initial peers list’
(hostname of the two machines) as part of the participant phase of the discovery pro-
cess. Other properties of the QoS profile are set, for instance the name participants
(“Operator” and “Fanuc”) and the buffers size limits. Our QoS profile is based on
BEST_EFFORT_RELIABILITY_QOS which is good for periodic updates of sensor
values, fast and efficiently with the least resource-intensive method. It gets the newest
value for a topic from DataWriters to DataReaders (Fig. 1) without taking care of pre-
vious samples sent but it is not guaranteed that the data sent will be received. It may be
lost due to connectivity issues or loss by the physical transport layer.

Finally, two Azure Kinect cameras are positioned around the robot, one targeting the
table in front of the robot for the point cloud and the other targeting the robot itself for
a wider view of the operating area, the two-camera run different configurations and are
connected to the computer on the robot side.

The overall UI application can be started on any computer equipped with a VR
HMD. Regarding the deployment of our framework on different robots, further work
will be need. It is possible to keep the framework as it is for all FANUC robots only by
importing and setting up the new robot CAD files in unity 3D. However, for different
branded robot, the gateway application must be re-developed with the relevant libraries.
Also, FANUC SDK is using a specific robot server program which must be installed to
access robot controller and enable communication with the robot using TCP/IP and to
the gateway application through an object (COM) interface.

4 Discussion

We developed a framework that offers simple teleoperation and trajectory creation of
a FANUC industrial robot using telexistence capability and DDS-based. We focused
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on the interface using DDS which is an industrial protocol standard for scalable and
real-time distributed systems. Our contributions include the development of the telex-
istence framework composed on the robot side a gateway application in C#.NET and
on the remote operator side an immersive UI application in C# developed on Unity 3D
game engine. This telexistence provide a safe immersive working environment because
the robot and the human operator are interacting in a virtual environment, avoiding
potentially harmful operations. Furthermore, the complexity of operating the robot in
immersive environment can be evaluate and compare with traditional HMI or other 2D
monitor based interface with our framework. Manipulating the 3D cursor in the immer-
sive environment required less training and time than using the regular Fanuc HMI. This
could be particularly advantageous when a maintenance operation must be carried out
under tight delay. A further contribution is the development of the immersive digital
twin for the robot set up in Unity 3D and in real-time with DDS. This is usually achieved
through offline simulation software like ROBOGUIDE3. Lastly, we proposed a frame-
work without the use of a Robot Operating System (ROS) which is most of the time used
in a project involving robotics, especially for research, however, ROS2 has introduced
the DDS protocol. We employed RTI Connext [12] which is a DDS distributor because
they provide academics free of cost license and a C# SDK that is perfect for integration
with Unity 3D as well as use with FANUC SDK.

When developing an immersive digital twin interface, difficulties remain with inter-
operability of commercial and open-source tools. The development is not straight for-
ward, the FANUC SDK is for instance operating system dependent. The company
does not provide official ROS packages; however unofficial packages exist using Karel
for communication [13]. Garg et al. [14] have also recently developed a digital twin
application of a FANUC robot using Karel for communication. Most of the research
involving teleoperation of industrial robotics like FANUC is limited to simulation, we
have implemented our framework in a real physical robot. Videos demonstrations are
available4.

Our DDS-based telexistence frameworkwill be easy to update for other experiments,
as all selected data structures are dynamically created at runtime in our applications have
been created by ourselves. It has also shown reliable performance during our test using
the university Networks. Further tests should be carried out on a wider network using a
VPN in the future.

Limitations can also be highlighted already regarding the lack of accuracy in the
VR environment. Compared to traditional interface in which user can enter precisely
the value of the 3D position, immersive environment does not offer as high level of
accuracy which could potentially influence operator ability to reach a certain position.
To overcome these issues, we can hypothesize that different perspectives combine with
the use of 3D data can improves the accuracy for complex remote tasks. Additional
evaluations with participants including more complex tasks are required.

As a next step, the functionality of our framework will be enhanced and applied to
an inspection maintenance scenario, developed in association with Dstl and with utility
for deployed maintenance and repair operations. The 3D UI will be adapted to this use

3 Offline motion and command simulation for FANUC branded robots.
4 https://www.youtube.com/channel/UCyuSQ1JzesH9KpYrImPu4Fw.

https://www.youtube.com/channel/UCyuSQ1JzesH9KpYrImPu4Fw
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case. Task performance assessment of telexistence for remote maintenance will also be
performed.

5 Conclusion

The integration of telexistence capability for activities such as maintenance has the
potential to offer a range of advantages such as enhanced visualizations, an enhanced
sense of presence for a user operating in a remote location, as well as an intuitive inter-
action. It speeds up the handling of the robot without the need for extensive training with
the regular FANUC HMI, we tested simple trajectory creation. The present developed
framework shows the possibility of using a physical industrial robot with telexistence
thanks to its immersive digital twin. The result is a hybrid immersive framework concept
that allows an operator to interact with a robot normally surrounded by a fence and to
program it with direct manipulation as if he were inside the fence near the robot, and
this, in complete security and at a distance. Our framework is based on the Unity 3D
game engine, a tool that is being more and more used in the industrial environment and
for creating interactive 3D environments. Further research will be conducted to apply
this framework in maintenance context tasks with user evaluation of the proposed UI,
including time to complete the task, a functionality questionnaire, and a usability test.
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Abstract. There is no doubt that marketing is an important step in
Product Lifecycle Management (PLM) and obviously decreasing time-
to-market is crucial to reduce storage costs and increase profit. This
paper aims to improve marketing strategies in the automotive field for
car dealers and car selling supply chain. Due to the cost of new cars
and the high risk of car value depreciation it becomes necessary for car
dealers to know which type of cars can be sold faster than others, this
will allow dealers to adapt their marketing strategies and satisfy the
need of their customers. We propose to use data analysis and machine
learning algorithms to address this problem and create models to help
these companies in their decision-making processes. In our experiments,
we used sale data from two big dealers of multi-maker cars. The dataset
contains the sale history of around 73200 cars over a period of 8 years. We
compared the different machine-learning algorithms and got promising
results classifying cars into different predicted sale time ranges.

Keywords: Product Lifecycle Management · Data analysis · Machine
learning

1 Introduction

Product Lifecycle Management (PLM) is an important strategy that helps com-
panies in the representation, storage, and processing of product information
throughout its lifecycle phases [1]. At every stage of the lifecycle, PLM solutions
ensure integrated processing of all relevant information. Although the term PLM
is much more used in the manufacturing sector than any other sector, PLM is
expanding to cover more and more broader applications such as software indus-
try and marketing strategies.

PLM organizes and integrates data to provide a detailed view of each product
manufactured and how it is received in the marketplace, maximizing efficiency
in the following areas [2]:

– Design and manufacturing integration: A company’s production process can
use a range of software applications for design and manufacturing. With PLM,
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the entire production process can be optimized in real time. Without PLM,
valuable data may not be shared across all these systems and people.

– Virtual environments that support global operations: PLM provides a central
repository for product data management (PDM) that integrates the entire
global process from concept to customer.

– Accessible data: PLM makes all product information available to each depart-
ment, improving production efficiency and allowing for a closed-loop for all
teams involved.

– Product commercialization: PLM assures products are ready for global roll-
out, with effective, reliable data, document management and process gover-
nance. Unified data and collaborative workflows across the organization keep
things running smoothly and allow teams to respond quickly when challenges
arise.

In this paper, we consider the car commercialization aspect of PLM to help
solving the inventory problems of car dealers. Indeed, car dealerships buy cars
from the manufacturers and sell them to their customers to make profit. Obvi-
ously, dealers cannot just send the unsold cars back to the manufacturer. Keeping
unsold cars in the parking lots for more than six months is extremely costly and
may even threaten the financial prosperity of these companies. Therefore, they
will have to find a way to get rid of these cars and get prepared to receive newer
models, but this cannot be done without losing a lot of money. This paper pro-
poses to use data analytics and machine learning to predict the time required
to sell car models. Car properties and sales history are taken into consideration
to compute ML models capable of making the correct prediction in most of the
cases. The contributions of this paper can be summarized as follows: (i) using
data analytics to find car properties with the highest influence on car sales, (ii)
build several ML algorithms to predict car selling time, (iii) conduct experiments
to test these algorithms, compare and discuss their results.

The rest of the paper is organized as follows. Section 2 presents the state of the
art of using Machine-learning in PLM. Section 3 describes our method to improve
marketing strategies in the automotive field for car dealers. Section 4 presents and
discusses the experimental results obtained with the proposed Machine Learning
based algorithms. Section 5 concludes the paper and gives few perspectives to
extend and improve this work.

2 PLM and Machine Learning

As Big Data becomes more prevalent, Machine Learning (ML) is opening up
new opportunities for data processing to support decision making in all areas
of manufacturing, from customer engagement to design and supply chain to
product lifecycle management. The combination of Big Data and advanced, low-
cost computing systems has made machine learning viable in many real world
work applications, e.g. cultural heritage [23], leading to positive changes in the
product development lifecycle [3]. Today, companies are entering a new era of
digital transformation in product lifecycle management (PLM) where ML is one
of the enablers of forth Industrial Revolution (usually called Industry 4.0 ), which
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is almost twice as likely to be used as any other tool [3]. Currently, ML models
used to enhance the PLM power in offering additional insights into the product
lifecycle [3].

2.1 Machine Learning in Product Design

ML algorithms are used to support product design at least in two major aspects:
analyze market trends and assist designers to achieve a fast and personalized
design processes. The conceptual design stage is increasingly seen as an essen-
tial step in product development and customization. Effective conceptual design
is inseparable from proper market investigation, as it has a critical impact on
market prospects, customer acceptance and product lifecycle, among the works
realized in this context we mention [4,5]. Market analysis aims to identify target
customers, recognize their requirements, and translate these requirements into
product features. Compared to manual market analysis, market research based
on data mining can discover the implicit associations of market data by inte-
grating ML and analytic algorithms such as Support vector machine [6], Apriori
[7], ARIMA [8].

2.2 Machine Learning in Product Manufacturing

ML improves the product manufacturing framework, including material procure-
ment, resource configuration, production scheduling, machining, assembly, qual-
ity control, warehousing, logistics, etc. ML contributes to improving the manu-
facturing phase of products in two ways: optimizing the information flow within
the manufacturing processes, and monitoring smart devices to execute repetitive
tasks. In addition, the integration of ML and production systems enables sig-
nificant advances in human-machine collaboration, defect prediction, intelligent
decision-making, and other aspects, Among the works realized in this context we
mention intelligent supplier selection decision [9,10], Human-robot collaborative
manufacturing control [11,12].

2.3 Machine Learning in Product Services

The combined application of Deep Learning and recommendation algorithms
(e.g., Deep Neural Networks (DNN) and collaborative filtering) can improve
the personalized decision level of recommendations by analyzing user and prod-
uct group information associated with demand [14]. Moreover, the time series
network can extract preference features based on the user’s historical purchase
behavior and make recommendations by modeling the content of the product sale
network and user profile [15]. Moreover, product services need technical guidance
for product maintenance according to consumer requirements. Traditionally, it
is difficult for customers to perceive gradual changes in the condition, quality,
and performance of products. Therefore, unnoticed product deterioration affects
the user experience and reduces the quality of customer service. That is why
product status monitoring is an important part of product lifecycle information
processing as it is used to evaluate equipment performance and prevent product
failures [16,17].
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3 Methodology

This section presents the proposed solution to help car dealers in their effort to
car inventory problems. As stated in the introduction section dealerships cannot
afford keeping unsold cars in their parking lots for an extended period, so effective
solutions must be offered to find out which cars could be sold within a short
period of time, and which cars could require longer sale time. This classification
will allow dealerships to put better marketing strategies for example reducing
the number of car models that are not easy to sell.

Time series could be used as a tool to predict which cars will be sold in
the next months, but this method is not practical in our case because the sales
information, in the datasets we are using, do not follow a precise pattern. For
example, if we take car C that was sold once since the company was established,
where {c1, c2, . . . , ct} are the monthly sale values, then most of the values are
equal to zero. Given the sale values {cs, . . . , ce} over a period [s, e], where cs and
ce are respectively the sale value of the start and the end of the period, if we
train a network based on sequential models like (LSTM, RNN ...), or based on
a statistical analysis model like ARIMA to predict Y (t + 1) = F (cs, . . . , ce), the
sale value for the next period t+1, then we will get wrong results. Therefore, we
propose to use car characteristics to predict selling time. So we have dataset of
pairs D = {(x1, y1), . . . , (xn, yn)} where X = {x1, x2, . . . , xn} contains the char-
acteristics of cars such as the color, the price, the power of the engine. . . and
Y = {y1, y2, . . . , yt} is the time taken to sell the vehicles (see Table 1). We need
to find function f(xi) = yi that will be able to predict the time needed to sell a
car, this function can be any machine-learning algorithm. As shown in Fig. 1 the
proposed system operates in three steps: (i) data processing, (ii) dimensionality
reduction, and (iii) model training. In the next sections, we will describe the
dataset, the machine learning models and highlight their similarities and their
differences.

Fig. 1. The system architecture of the proposed solution

3.1 Dataset

The dataset used in this work was provided by two major multi-brand car deal-
erships in the European Union. The dataset covers the dealerships activities for
a period of 8 years from Oct. 2013 to Nov. 2021. It contains more than 73200
data samples and 33 attributes for each data sample. A brief description of these
attributes is given in Table 1.
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Table 1. Attributes of car sales dataset.

Attributes Description Example

Label

Label of vehicle:
0: if selling the vehicle takes less than 3 months
1: if selling the vehicle takes between 3–6months
2: if selling the vehicle takes between 6–8months
3: if selling the vehicle takes between 8–12months
4: if selling the vehicle takes more than 12months

0

Entry date The vehicle entry date 2013-10-10

company name Name of company Com1

Sale date The vehicle sale date 2013-12-02

Carrosserie Vehicle bodywork COUPE

C02 C02 emissions in g per km 185

Couleur Vehic Color of vehicle GRIS F

Cylindree The volume of gas that can be burned in the
cylinders

1995

Date 1ere Cir Date of 1st entry into service 20040629

Depollution Depollution device OUI

Empat Wheelbase of vehicle 273

Energie Fuel type of vehicle GAZOLE

Genre V Type of vehicle VP

Immat Registration of vehicle BX368SQ

Marque Marker of vehicle BMW

Modele Model of vehicle SERIE 3

Nb Cylind Number of cylinder 4

Nb Pl Ass Number of seats or payload 5

Nb Portes Number of doors 2

Nb Soupapes Number of valves 4

Nb Vitesses Number of speeds for manual gearboxes 5

Propulsion Propulsion ARRIERE

Puis Ch Real power in steam horsepower 150

Puis Fisc Fiscal power in fiscal horsepower 9

Tp Boite Vit Gearbox type B.V.A.

Turbo Compr Presence of turbo TURBO

Version Version of vehicle 320 CD

Code Moteur Motor code 204D4/M47TUD20

Cons Urb Urban consumption 9,7

Cons Exurb Extra-urban consumption 5,4

Cons Mixte Mixed consumption 6,9

Prix Vehic The selling price of the vehicle 28 800 e

C code If the vehicle is used or new NV
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3.2 Data Processing

This step is very important and sensitive because it directly affects the results
of the model; in our case, we noticed missing data for several attributes. For
example attributes such as Couleur Vehic and Cons Exurb are lucking about
5000 data, but luckily the missing data is not so important for all the attributes,
e.g. There are less than 10 missing data for attributes Tp Boite Vit, Energie
and Code Moteur. Depending on the influence of different attributes on car sales
and the amount of missing data, we treat the problem in different ways, for
attributes with a high number of missing data and little impact on car sales, for
example, Color Vehic, we first group the data by Label, then fill each group’s
attribute by the mode value. For attributes with some missing data but hav-
ing a significant impact on car sales, we design an accurate filling method. For
anomalous data and missing data that cannot be filled, we opt for zero filling to
minimize their impact on prediction accuracy. In addition, some data elements
are anomalous due to possible recording errors and must be filtered out. We also
noticed the presence of data of the same type but written in different formats for
example Sale date and Entry date written respectively in YYYY-MM-DD and
MM/DD/YY formats. A data integration step is therefore required to address
these kinds of discrepancies and bring attributes of the same type into a unique
format. In addition, non-numerical data cannot be used directly for prediction
as the same information is rarely expressed in a unique way e.g. passenger front
door, passenger side door, front right door, right front door are all used to refer to
the same information, therefore, it is essential to transform the non-numeric data
into numeric data in a way that best preserves the information and facilitates
feature extraction.

3.3 Dimensionality Reduction

With such a large amount of data, the variety of attributes and their formats, we
must carefully select the intrinsic features to achieve a high prediction accuracy
while reducing computation costs. We also need to apply a dimensionality reduc-
tion method to allow visualizing the data in a reduced space. We distinguish two
classes of dimensionality reduction methods: Methods of the first class keep only
the most important features in a dataset and eliminate the rest; in this case,
the features are not transformed. Backward elimination, Forward selection and
Random forests are examples of this method. Method of the second type find a
new combination of features, in this case, features are transformed, and the new
set of features contains different values instead of the original values. We can
divide this class further into linear and non-linear methods. The Principal Com-
ponent Analysis (PCA) and Linear Discriminant Analysis (LDA) are examples
of linear dimensionality reduction methods. t-distributed Stochastic Neighbor
Embedding (t-SNE) is an example of non-linear dimensionality reduction meth-
ods, In Fig. 2, we display the data of new vehicles of the first company in 2D
space with PCA.
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Fig. 2. Scatter plot of data of the new vehicles for the first company in 2D space after
PCA dimensionality reduction.

3.4 Machine Learning Algorithms

To predict whether a car would, or would not, be sold in a predetermined period
of time we use classification algorithms. To this end, the different classes of cars
are identified, and a label is assigned to each car in the dataset to mark to which
class it belongs. This type of learning is named “supervised” because we give
our algorithm the data with their labels to learn, and once the model is learned,
it will be able to predict the label of a car never seen before. Among few others,
we have tried the below classification algorithms.

Support Vector Machines (SVM) is the best-known form of kernel methods
inspired by Vladimir Vapnik’s statistical theory of learning. SVM is a method
of classification by supervised learning introduced by Vapnik in 1995 [18]. This
method searches for the hyperplane that separates the positive data samples
from the negative ones, ensuring that the margin between the closest positive
and negative is maximal. This ensures a generalization of the principle because
new examples may not be too similar to those used to find the hyperplane but
may be located on one side or the other of the border. The interest in this method
is the selection of support vectors, which represent the discriminant vectors by
which the hyperplane is determined. The examples used during the search for
the hyperplane are then no longer useful and only these support vectors are used
to classify a new data sample, which can be considered as an advantage for this
method.

Decision trees (DT) is a supervised learning technique that can be used for
classification and regression problems, it is called a decision tree because, similar
to a tree, it starts with the root node, which grows on other branches and builds
a tree structure. In a decision tree, there are two type of nodes, which are the
decision nodes and the leaf nodes. The decision nodes are used to make any
decision and have several branches, while the leaf nodes are the output of these
decisions and do not contain other branches. To build a tree and find out the



406 H. Ahaggach et al.

attribute that should be selected for its initialization one can use the CART
algorithm [19], which is based on the Gini index, or the ID3 or C4.5 algorithms,
which are both based on the notion of entropy [20,21].

Random forests (RF) are a combination of tree predictors such that each
tree depends on the values of a random vector sampled independently and with
the same distribution for all trees in the forest [22]. The generalization error for
forests converges to a limit as the number of trees in the forest becomes large.
The generalization error of a forest of tree classifiers depends on the strength of
the individual trees in the forest and the correlation between them.

K-Nearest Neighbors (KNN) is one of the simplest machine learning algo-
rithms, based on the supervised learning technique. KNN stores all available
data and classifies a new data point based on similarity. This means that when
a new data point appears, it can be easily classified into a well-fitting category
using the KNN algorithm.

4 Experimental Results

To test the above algorithms and compare their prediction results, we use a
large-scale dataset provided by two car dealership companies covering their car
sale activities for the period between Oct. 2013 and Nov. 2021. The dataset has
33 attributes and more than 73200 entries. The dataset of the first company
contains 40700 among these cars there are 18800 new cars and 21900 used cars,
and for the second company there are in total 32500 cars among which there
are 18700 new cars and 14000 used cars. Our goal is to predict the time margin
that a car will stay in stock before being sold, we will build two models for each
company, one model for used cars and the other for new cars. The dataset is
randomly split into two parts: training set (80% of the dataset), is used to train
and test set (20% of the dataset) to evaluate our model, during the train we
validate our training process using 10-Folds cross-validation. The accuracy and
training-time are considered as a comparison criterion between algorithms on
the test set. The accuracy in our case is defined as follows:

Accuracy = The number of well−classified cars/The total number of cars
(1)

The results of our experiments are reported in Table 2. To train our models we
used a Dell OptiPlex-7070 computer with Intel(R) Core(TM) i7-9700 @ 3.00GHz
8-Core CPU and 16GB DDR4 RAM on Windows 10 Pro 64-bit.
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Table 2. Results of the prediction on the datasets of the two companies.

Company Vehicle type Metrics Models

KNN SVM DT RF

1 VN Accuracy 0.971 0.951 0.990 0.990

Training time 0.096 s 8.431 s 0.996 s 0.140 s

VO Accuracy 0.849 0.854 0.814 0.863

Training time 0.058 s 13.52 s 0.057 s 0.647 s

2 VN Accuracy 0.967 0.944 0.987389 0.994

Training time 0.079 s 20.76 s 0.140 s 1.145 s

VO Accuracy 0.845 0.862 0.802 0.870

Training time 0.066 s 47.15 s 0.187 s 1.484 s

Fig. 3. Confusion matrix of the prediction on the two datasets

Table 2 shows that the random forest gives much better results in comparison
with other models, and this is because RF is composed of several decision trees
that collaborate with each other. In the case of the first company, both the DT
and RF give the same accuracy score on a new vehicle because the data in this
case are easy to be discriminated by the decision tree. We also note that KNN
generally gives good results because it is based on data. SVM takes a lot of time
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to learn in comparison with other models because SVM tries to find a hyperplane
that separates the margin between the nearest samples of each class, generally
maximization problems take more time and depend on the performances of the
machine used to train the model. In Fig. 3, the confusion matrix for each type of
cars for the two companies with the model that we found the best score. One can
see that the models are able to classify the cars in the correct category. There is
a little confusion between class 0 and 1. That is because we can find two cars of
the same type, one sold in three months and the other in three months and a day,
for the model, they are two cars of two different classes. This kind of confusion
are solvable with regression models: instead of predicting the sales time intervals
we will predict the exact number of days to sell a car, but generally companies
are not interested in predicting the exact day but the time interval of sales.

5 Conclusion and Perspectives

In this paper, we proposed to implement SVM, DT, KNN, and RF machine
learning algorithms to predict the time required for dealers to sell cars. A large-
scale car sales dataset provided by two multi-maker dealership companies has
been pre-processed to complete missing data and identify the car characteristics
that have the greatest impact on car sales. This sale time prediction gives com-
panies better ideas about the commercialization of vehicles and hence help them
putting the right marketing strategy to avoid buying cars that are not easy to
sell. In future work, we intend to extend this work towards customer behavior
analysis to build a recommendation system based on association rules, to target
customers who can buy specific cars based on the profile of former customers.
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Abstract. Accounting for around 40% of total energy consumption,
buildings in industrialized countries are a particular focus for saving
energy. Especially digital twins and building information modeling (BIM)
can serve as a mean to improve operational processes, detect faulty
ventilation and air conditioning (HVAC) components which lead to an
increased energy consumption and evaluate future renovation possibil-
ities during a buildings life cycle. To enable these advantages a tran-
sition from existing HVAC diagrams to a machine-readable representa-
tion including spatial and functional interrelationship of all components
as well as their semantic relationship is necessary. Especially in retrofit
cases the manual transition is a time-intensive and an error prone pro-
cess. The present work aims to develop a procedure for the (partially)
automated recognition of HVAC diagrams and extraction of information
about their intercorrelation. In order to achieve the desired results, we
use multiple approaches of computer vision, both conventional as well
as more recent ones using artificial intelligence such as “Faster R-CNN”.
The developed pipeline consists of three basic steps: Find symbols of
components, find connecting lines, combine the extracted information
into a machine-readable representation. Due to privacy issues, only very
few real diagrams are available. To evaluate our approach we developed a
data generator to train and test our pipeline. The obtained results show
that to a large extend it is already possible to transfer relevant infor-
mation from technical diagrams into a machine-readable format in order
to reduce the effort of creating and validating digital twins and BIM for
retrofits.

Keywords: Ontology · HVAC diagram recognition · Machine
learning · Computer vision · Building information modelling

1 Introduction and Problem

In industrialized countries the building sector is accountable for around 40% of
the total energy consumption. Therefore it becomes a particular focus for sav-
ing energy and reducing its environmental impacts. In order to attain a more
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efficient use of resources [12], cost and time reduction [11] during a buildings
lifecycle, multiple stakeholders like architecture, engineering, construction and
facility management (FM) depend on the exchange of information across organi-
zational boundaries. Especially digital twins and building information modeling
(BIM) can serve as a mean to improve operational processes, detect faulty HVAC
components which lead to an increased energy consumption and evaluate future
renovation possibilities during a buildings life cycle. To enable these advantages,
a transition from existing HVAC diagrams to a machine-readable representation
including spatial and functional interrelationship of all components as well as
their semantic relationship is necessary. Creating digital twins and implement-
ing BIM into the daily workflow is a difficult challenge, especially in retro fit
cases where documentation exists mostly in a non-machine-readable format.

The present work aims to develop a procedure for the (partially) automated
recognition of HVAC diagrams and extraction of information about their inter-
correlation for real world applications. In previous research on this topic a multi-
step approach was developed [8]. It contains the recognition of only four types
of symbols (damper, heat exchanger, pump, valve), as well as the recognition
of connecting lines and a basic identification of line intersections. Although it
is a promising approach, it lacks important characteristics to apply for real
world use-cases. Especially the number of symbols, but also the capability and
robustness of line and intersection detection are the main limiting factors. Also
commonly seen problems with noise such as manually added text, folding lines or
dirt on scanned images are not taken into consideration. Even though, it created
a starting point for the development of our pipeline, which mainly focuses on
the improvement of robustness of the overall process and applicability for real
use-cases.

Our developed pipeline consists of three basic steps, which are discussed more
detailed in Sect. 4:

1. Find symbols of components
2. Find connecting lines (including intersections)
3. Combine the extracted information into a machine-readable representation

Our approach could reduce the effort for creation and validation of digital twins
and BIM significantly by providing a promising starting point for real world
applications as well as further research towards a fully automated process.

At the time of this research we could not identify a suitable public data set
containing HVAC diagrams. In order to develop and evaluate our procedure we
created a comprehensive data generator, which is described in Sect. 3. It includes
multiple kind of symbols, combinations of components and line intersections as
well as different kind noise. In Sect. 4 our approach is described in detail and the
achieved results are discussed in Sect. 5.

2 Machine-Readable Representation

A digital representation of the HVAC diagram contains all relevant technical
components, as well as their connections. Even though most existing semantic
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ontologies in the building sector put their focus on different goals [5], they are all
based on the idea of graph structures. They consist of three concepts: Classes,
relationship and attributes. To allow a flexible deployment of the extracted infor-
mation for streamline applications we decided to use a basic graph approach. A
conversion to more domain-specific ontology or API-friendly formats for further
usage like creating a digital twin or implementing BIM is easily possible. Fur-
thermore, by remaining on a high-level graph structure we avoid limitations of
more specific ontologies such as limited types of components or attributes.

Graphs capture interactions (edges) between units (nodes) which allows stor-
ing and accessing relational knowledge about interacting entities [2]. The graph
represents all relevant components as nodes and their connecting lines as edges.
The developed process for line detection provides a robust way to describe the
structure unequivocally. As of now the graph is undirected and therefore contains
no information about the direction of flow inside the system.

3 Data Generator

3.1 Data Structure

Due to privacy aspects, the number of publicly available HVAC diagrams is lim-
ited. For the purpose of evaluation and testing of our approach a data generator
was created. The most common components of HVAC systems are grouped to a
pool which can be extended with new symbols at any time. Out of this pool, the
generator chooses randomly symbols and connection line colors to generate the
diagram. The aim of the data generation is the optimization and evaluation of
the overall approach, hence the technical usefulness of the generated diagrams
are not always given. Therefore it not only creates the diagram, but also the
corresponding ground truth information. The generation can be divided into the
following steps.

Basic Shape. A NxM grid structure forms the base graph of every diagram,
where a node represents a component and the edges represent the connection
lines between them (cf. Fig. 1a). The size and shape of the graph are freely
selectable.

Removing Edges. A parameter determines the number of randomly selected
edges (connecting lines) to be removed in the graph (cf. Fig. 1b). Therefore not all
nodes contain exactly 4 connections and thus represent a more realistic diagram
structure. If there are several completely separated graphs after this step, only
the graph with the most nodes is used for the further procedure.

Create Connection Nodes. In order to realize L-, T- and 4-way intersections
in the diagram, a parameter determines how many nodes represent only a inter-
section instead of a component. In the case of a 4-way intersection, the decision
for a crossing without a connection or a connection of all four edges is taken
randomly. In Fig. 1b the connection nodes are marked with a C.
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(a) Create a 3x5 grid (b) Remove edges [C = Connection nodes]

Fig. 1. Data generation

Add Components. Each node of the graph (which does not represent a inter-
section node) is assigned to a component. The random selection of components
can be restricted by the number of edges of a node (e.g. heat exchanger are
usually supplied with 4 connections).

Derive Diagram from Graph. The diagram is generated from the created
graph. The selected symbols are drawn on a white background and the connec-
tion lines between the symbols are added, whereas each symbol size is randomly
scaled (cf. Fig. 2).

Fig. 2. A generated diagram based on a 3× 5 grid without noise

3.2 Noise

Discussions with domain experts as well as the review of provided real HVAC
diagrams show that the quality varies greatly and various interfering factors can
occur. Digitized building plans can be available as scans, photographs or even
as hand drawings. In addition to reduced resolution, scanned and photographed
images often contain folded edges, slight noise or rotation, distortion or infor-
mation added by hand. In order to simulate these issues in our synthetically
generated diagrams and to maximize the robustness of the application, several
disturbance factors were implemented as filter and can be added to the diagrams.
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A random line filter, for example, represents the folded edges and inserted rect-
angles the grouping of strongly interacting system components. Slight rotations
of the input diagram, colored backgrounds and connection lines and general
noise like Gaussian or Jpeg compression are only a few more possible filters. An
example of a diagram with noise is shown in Fig. 3.

Fig. 3. A generated diagram based on a 3× 5 grid with noise

Besides the changeable diagram size and multiple intersection types, espe-
cially the variation of the symbol size within a diagram and the addable noise
should increase the robustness of the object detection algorithm.

4 Developed Approach

4.1 Symbol Detection

Template Matching. A conventional and still common approach for detecting
objects in images or videos is Template Matching (TM) [9,10]. A given template
image is compared with a section of the same size as the template in a larger
input image and the areas most similar to the template are identified. TM is
characterized by a simple algorithm and requires little computational power for
simple applications. Initial tests and results can be implemented and evaluated
within a few lines of code using Python libraries like OpenCV [3]. With sim-
ple geometric shapes (e.g. squares, circles), the TM provides good results but
difficulties arise even with even small differences (e.g. aspect ratio) between the
object and the template. The scaling or rotation of the object can also lead to a
lack of correspondence between template and object and thus strongly influences
the object recognition results.

A brief manual evaluation of the TM approach was conducted for the gen-
erated, as well for real world HVAC diagrams. In the case of the generated
diagrams with several superimposed noise filters and varying component sizes,
almost all of the components were recognized. In contrast, the TM approach for
components of real world diagrams has not delivered satisfying results. The very
few existing real diagrams demonstrate, that even for diagrams from the same
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manufacturer there are small variations between similar components regarding
the aspect ratio. Even an optimization approach to rotate the templates and vary
the aspect ratio of the templates slightly did not lead to better results. Driven
by the poor performance in real world applications the focus was switched on a
Deep Learning approach using Faster R-CNN as described in the following.

Faster R-CNN. Deep Learning approaches are state of the art for many com-
plex computer vision problems such as image segmentation, object detection and
classification. This is possible due to the level of abstraction achieved by those
models, which not only improves the robustness of a system, but also allows a
great transferability between different domains of application. In order to locate
and classify components within the HVAC diagram, we have selected a commonly
used architecture of deep neural networks called FasterR-CNN [7]. In our con-
text it is used to fulfill two tasks: perform object detection (create bounding
boxes) and classification of objects (e.g. pump, valve, etc.). On an abstract level
the network architecture is composed of three neural networks [4,7]:

1. Feature Network to generate representing features from the image
2. Region Proposal Network (RPN) to generate bounding boxes for region of

interest (ROI)
3. Detection Network to inference object class for each ROI

The model is trained with data from our data generator (cf. Sect. 3) and the
characteristics in Table 1.

Table 1. Characteristics of generated dataset and model training

Number of images (train) 1000

Number of images (test) 500

Symbol pool size 18 unique components (e.g. valve, damper)

Grid size for symbol placement Height: 3–5, width: 3–5

Image resolution [px] Height: 600–900, width: 600–900

Batch size 4

Base learning rate 0.001

Learning rate decay 0.05

Epochs 2000

For inference a single HVAC diagram is fed into the network, which returns
the results in the Common Objects in Context (COCO) data format [6]. It
contains the information of detected components as well as the corresponding
bounding boxes in form of a defined JSON-format.
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4.2 Line Detection

To create a robust line detection we decided to follow a multi-steps approach as
described in the following.

Preprocessing. Real world diagrams can have all kinds of noise and artifacts.
To improve the robustness of the line detection the first step is to slightly blur
the image. In a second step we apply object detection to get the bounding
boxes of all symbols. Subsequently the bounding boxes are replaced by a white
rectangle with a black border. By replacing the original components we reduce
the complexity of the image in terms of number of lines and receive a “skeleton”
of the diagram. In the next step the image gets gray-scaled and binarized.

Processing. From the binarized image a base graph is created using a skele-
ton network [1] which subsequently gets corrected and improved by multiple
postprocessing steps as described in the following.

Postprocessing. The base graph can contain several incorrect connections and
is cleaned based on different rules. Some edges have the same start and ending
nodes, which has no meaning in our context and thus they are removed. Some-
times multiple nodes are found very close or within the region of a detected
symbol (bounding box). Adding a margin in all directions of the bounding box,
these nodes are united into a single node in the center of the bounding box. The
new node is named based on the symbol type and position to match the nam-
ing schema of the data generator. Subsequently all nodes that do not represent
components are checked if they are either 3- or 4-way connections and the node
names are updated accordingly to match the data generator naming schema. In
a final step all two-way connections are removed from the graph, as they don’t
offer important information.

5 Results

The evaluation of results is performed on the final graph, which describes the
connection of all detected components within the processed diagram. As a metric
we use the jaccard similarity in order to describe how similar the created graph
and the ground truth graph (derived from data generator) are. Given two sets,
A and B, the jaccard similarity is defined as the size of the intersection of set
A and set B (i.e. the number of common elements) over the size of the union
of set A and set B (i.e. the number of unique elements). Using graphs, either
the edges or the nodes can considered to be the elements, whereas each edge
represents a connection between two components and nodes represent symbols.
Two edges are considered “equal” if they share the same starting and endpoint.
The jaccard similarity returns a value between 0% and 100% and can thus be
easily interpreted.
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The evaluation is performed with 500 test diagrams produced by the data
generator. Each diagram is processed individually and the jaccard similarity
is calculated. As it can be seen in Table 2, a distinction is made between the
evaluation of nodes (symbols) and edges (connections) and whether the whole
diagram is correctly recognized or not. Out of 500 diagrams, almost 98.5% were
recognized completely correct, meaning no manual effort is needed for correction.
Even in the case of incorrect detected diagrams, on average most symbols (83%)
and connections (79%) are recognized and only little manual editing would be
required for correction.

Table 2. Evaluation for 500 generated test diagrams

Correct detected Incorrect detected

Total number 492 (98,4%) 8 (1,6%)

Jaccard similarity nodes [%] 100 82,75

Jaccard similarity edges [%] 100 79,38

For errors in the final diagram we identified two possible reasons for which a
description and an example is given in the following. The data generator creates
recursive connections (connecting a component to itself, cf. Fig. 4a), a scenario
which we most probably won’t face in real applications and therefore no further
efforts were made to solve the problem. Another possible reason for errors can be
found in the usage of the Faster R-CNN for symbol detection. All input images
are resized to a defined resolution before the symbol detection is applied. For
big images (high resolution) which contain small symbols (e.g. compressor), the

(a) incorrect data generation

(b) incorrect symbol detection

Fig. 4. Example of detected errors detected lines (graph edges) • detected
symbols (graph nodes) real connection lines (Color figure online)
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Fig. 5. Results with real diagram detected lines (graph edges) • detected
symbols (graph nodes) real connection lines (Color figure online)

resizing removes information to such an extend, that the model can’t detect the
symbol anymore. For the given example in Fig. 4b the original symbol for the
compressor is hidden underneath multiple (incorrectly) detected graph nodes.

Additionally to the automated evaluation of generated data we manually
inspected the results for a real diagram. Text elements were removed before
processing, but no other manual steps were conducted. The final graph in
Fig. 5 seems to represent the diagram almost completely correct. Reviewing the
detected symbols we found only a single incorrect match: The heater was classi-
fied as a damper. Taking into consideration the probabilities, a clear trend can
be observed: All correct symbols were detected with a probability over 95%,
whereas the incorrectly classified damper reaches less than 75%.

6 Conclusion

The developed approach for symbol and line detection achieves very good results
with diagrams created by the data generator and converts them into a machine-
readable graph. Using graphs enables a flexible utilization for downstream appli-
cations. The achieved results with real world diagrams the developed approach
are promising to significantly reduce the amount of work of implementing BIM
and creating digital twins during a buildings lifecycle, especially in retrofit cases.
Despite the promising results, the applicability for real diagrams has not yet been
extensively tested. Especially in cases of real diagrams with a high resolution the
symbol detection becomes a bottleneck in our developed approach. Although it
is a first step towards an automated system, in future research additional aspects
need to be put into consideration:

– Tackle detection problems of small symbols in large diagrams with a stepwise
approach using a sliding window
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– Improve the automation of the overall process by increasing the number of
symbols and using data augmentation for the data generator

– Implement optical character recognition (OCR) to extract text information
such as datapoint names (enables automatic datapoint mapping for building
automation systems)

Acknowledgements. Supported by: BMWi (Federal Ministry for Economic Affairs
and Energy), promotional reference 03ET1567A.
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Abstract. In the context of optimization and cycles reduction for product design
in industry, digital collaborative tools have a major impact, allowing an early
stage integration of multidisciplinary challenges and oftentimes the search of
global optimum rather than domain specific improvements. This paper presents
a methodology for improving participants’ implication and performance during
collaborative design sessions through virtual reality (VR) tools, thanks to intention
detection through body language interpretation. A prototype of the methodology
is being implemented based on an existing VR aided design tool called DragonFly
developed by Airbus. In what follows we will first discuss the choice of the differ-
ent biological inputs for our purpose, and how to merge these multimodal inputs
a meaningful way. Thus, we obtain a rich representation of the body language
expression, suitable to recognize the actions wanted by the user and their related
parameters.Wewill then show that this solution has been designed for fast training
thanks to a majority of unsupervised training and existing pre-trained models, and
for fast evolution thanks to the modularity of the architecture.

Keywords: Virtual reality ·Machine learning · Body language · Intent
detection · Computer-aided design

1 Introduction

Products complexification and the need for shorter time to market through a reduction
of design loops foster the development of methods and tools enhancing product visual-
ization and cross-disciplinary collaboration. Airbus has thus developed DragonFly – an
internal virtual reality (VR) tool – to take advantage of an immersive environment at
scale. This tool is primarily suitable for such architectural design tasks like space allo-
cation and design reviews. Although efforts have been made to improve the interface,
many experts refuse to learn to use a new design tool often associated to hard-to-master
interfaces. We aim at fostering the adoption of the software by decreasing related learn-
ing phases. We plan to infer the actions intended by the users thanks to the analysis
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of their body language while minimizing VR equipment intrusiveness. More precisely,
due to the availability of different motion capture systems and due to the low equipment
intrusiveness constraint, we focus in what follow on the language and posture analysis.

In this paper, we present a conceptual framework for a natural body language under-
standing specialized in the activities realized in DragonFly. Literature provides methods
for inferences based on natural language and natural gesture separately [1], but also pro-
pose methods to synchronize and find relations between time series of different natures
[2] – e.g. audio and video. Literature finally propose empirical descriptions of high level
statistical analysis of body language (gesture and voice) [3]. Our proposition fills the
gap between language and posture analysis, thus presenting a rich representation of the
body language of a person over time and taking into account relationships between both
inputs. In a first approach, we make the hypothesis that the action intended by a user can
be inferred independently from any environmental variables and so that the information
retrieved from the user body language is sufficient for this task.

2 Related Work

In this section, we discuss the different existing methods for body language understand-
ing and the biological variables chosen in literature. More precisely, we focus on the
body language empirical analysis, on its links with design actions in a virtual reality
environment and we will show that a simple statistical analysis based on high-level fea-
tures is not sufficient. However, we will see how the addition of a temporal component
could help at eliciting simple user state of action in a context of pure gesture analysis.
On the other hand, present how to handle speech through widely used “Natural Lan-
guage Understanding” techniques but also how to identify entities – parameters of an
action – in a sequence. Then, we tackle the multimodality of the input analyzing exist-
ing methods bringing together inputs of different natures. Finally we highlight existing
solutions dealing with limited labelled datasets.

2.1 Body Language Empiric Analysis

Fig. 1. Gesture classification (Vuletic T. et al. 2019)

Gestures are aimed at two purposes: manipulate, and communicate [4] (see Fig. 1).
The first category includes the movements performed when interacting directly with a
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physical, virtual or imaginary object generally with our hands whereas the second one
relates to information sharing. More precisely, in this classification, the speech-related
gestures are linked to communication; but the “modeling symbolic” gestures can carry
meaningful element from a manipulative point of view when the speech itself carry such
amanipulative message such as “draw a ball this big” spacing hands to a precise distance
from each other thus suggesting the size of the ball. Moreover, a Computer Aided Design
(CAD) task can be naturally performed with gesture different ways (see Fig. 2) [3] and
some gesture patterns can correspond to multiple actions. This puts emphasis on the
need for additional information to identify the action. Nevertheless, we can observe that
metrics about the symmetricity of the arm’s activity (not clearly defined in literature) and
also the hand posture often give characteristic distributions (see Fig. 2 for arm’s activity)
for the different gesture patterns according to each action to be performed. This tends
to show that these metrics are good discriminators for our purpose, even though they
are not sufficient. Finally, the most relevant descriptors for hand posture are geometrical
(articulation angle) and topological (pinch) [5].

Fig. 2. Themes in manipulation groups (Khan S. and Tunçer B., 2019)

Besides, the distinction between simple user states (for instance waiting for a drink
or in our case manipulating an object) can be deduced from other parameters: head
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orientation, body trunk inclination and the relative position of the user from others [1].
More precisely, the trunk inclination appears to be correlated to the implication of the
user and to his will to interact. Finally, the addition of voice to the gesture ease the
understanding of the actions to be performed especially for non-tech users [3].

2.2 Sequence Analysis

As seen in sub Sect. (2.1), the static analysis of video and audio inputs seems to be
insufficient for a good action inference. Literature proposes methods to add a temporal
component to this analysis. Let’s first consider sequence labelling, consisting of proper-
ties discrimination for each element of a sequence (for instance function identification
for each word in a sentence), and then of sequence understanding which yields to a
global property of the sequence (like the prediction of the evolution of a share).

Sequence Labelling. A commonly used solution is a hiddenMarkovmodel (HMM) [1,
6] which picks up in real time the most probable sequence of states in time according to
previously observed variables. This artificial intelligence (AI)model relies on a transition
table showing the most likely transitions from one state to another, and an emission table
depicting the likelihood of a specific input for a given state. Themodel then learns from a
tagged dataset these probabilities by counting the different transitions and emissions. The
issuewith thismodel is that the function optimized during training is not the likelihood of
a given sequence of labels given a particular sequence of inputs, but rather the likelihood
to get both at the same time. A solution that outperforms HMM in most cases for
discriminative tasks is called conditional random fields (CRF) [7]. The idea there is to
assume a log-linear probability distribution for the likelihood of a given sequence of
labels given a particular sequence of inputs with respect to observations. The model is
then trained tomaximize this likelihood by optimizing parameters of thismodel (weights
and biases) instead of frequencies in the HMM. CRF are thus harder to train but give
better predictions. Even though both technologies have been primarily made for discrete
observations, it is possible to convert inputs into Gaussian probabilities and thus to deal
with continuous observations [1, 8].

Sequence Understanding. The idea here is to process the first element of the sequence
and reuse this output as a part of the input for the next element [9], and so on until the end
of the sequence. This design has been further improved with long-short term memory
RNN(LSTM) [10] andgated recursive units (GRU) [11] thus keeping a longer trackof the
context given by the previous elements. Despite these improvements, thesemodels suffer
two flaws. Firstly, it remains hard to detect long term dependencies between elements
[12]; secondly, sequence of inputs treatment cannot be parallelized due to the nested
outputs for each new element computation. The current state of the art architecture for
sequence understanding is based on the transformer architecture [13] initially developed
for language tasks. This is a self-attention based auto-encoder [14] architecture that is to
say that AI looks specifically for relations between each pairs of tokens. By construction,
each interaction related to one token can be computed independently from the others,
thus enabling parallel computing. In fact, the position of the token has to be encoded
because the model is permutation independent: the input is treated as an unordered set
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of inputs, thus allowing the detection of long-term dependencies. Thanks to the diversity
of relation, transformers are used for high level image processing and transfer learning
(pre-trained transformers [15]). Themain limitation of this architecture is that it supports,
by construction, a fixed maximum input sequence size and this size increase causes a
quadratic growth of the computations.

2.3 Multimodality

A shared representation mixing several modalities (e.g. image and text) has been first
done by concatenating all the data of the different modalities into one large input vector,
but has been shown to be inefficient and not suitable for capturing dependencies and
relations between the different modalities [16]. This is why research then focused on
various techniques for amore reliable unification of differentmodalities. Themost recent
studies on cross-modality representation usually imply the projection of each modality
input into a same semantic (or latent) space [16, 17, 18]. This projection can be done
after a preprocessing of the raw inputs [18] and it seems more suitable to project low
and medium-level features of the input in order to have a better similarity recognition
between the inputs. However, the literature presents usually methods for generative tasks
or for discriminative pairing tasks (e.g. associating text to a given image) that have not
really been used for time constraint classification tasks. A model proposes to gather
each modality in a same input vector where the nature of the modality is identified by a
keyword before each new sequence [16].

2.4 Limited Labelled Dataset

Dealingwith limited datasets inmachine learning ismore andmoremadepossible bypre-
trained auto-encoders (see Fig. 3) [19], popularized by the transformer architecture [13].
Auto-encoders are pairs of models – an encoder and a decoder – that are usually trained
to reproduce the input after condensing the data in a latent space. This unsupervised
approach is feature based: the models learn the principal key features of the data. The
encoder learns the discriminant features contained in the data whereas the decoder learns
the common features found in the dataset. Once trained, either the encoder is kept for
discriminative tasks or the decoder is kept for generative tasks. The main advantage of
this technique is that it does not require labelled data – the expected output being the
input.

Once a model is pre-trained, additional layers are added on top of it to be trained for
the initial task – this phase is called “fine-tuning”. This special case of transfer learning
[19] speeds up speeds this second phase up because the learning effort is focused on the
final task, and not on the learning of contextual data. For instance, in natural language
processing, the pre-training learns the grammar and the semantics of the word whereas
the fine tuning learns to classify a sentence.



Intent Detection for Virtual Reality Architectural Design 425

Fig. 3. Principle of a simple auto-encoder (Joseph Rocca, 2019)

3 Proposed Approach

In this section, we describe our new approach tackling multimodal design intent detec-
tion. We first describe the conceptual framework, the general architecture and then we
describe more precisely each component. In this paper we don’t tackle the translation
of inferred actions into actual DragonFly commands.

3.1 Conceptual Framework

As a first approach, we propose the set of inputs described in Table 1. The proposed
inputs contain all the information for the measures discussed in the literature reviewwith
additional information position-wise, so as to enable action parameters (e.g. a pointing
direction) extraction. It allows also a clearer definition of such proposed measurements
like the symmetricity of the activity of the arms. This inputs selection has two objectives.
Firstly we reduce the dimensionality of the problem by exposing only relevant features
to the model: doing so, it does not have to learn how to extract these lowest level
features. Secondly, it helps understanding the model by making possible to see which
input has been more active in a particular context, fostering the maintenance and further
improvements for the model.

Table 1. Input selection proposition

Input type Device Measures

Hand posture Leapmotion For each hand: Flat, Flat hold, Fist, Thumb up, Index, L,
C, Pinch or Undefined

Upper body posture Kinect Azure Relative positions in 3D to the body referential* of neck,
shoulders, elbows, hands and pelvis

Head orientation HTC Vive Pro Relative Euler angles of the head with respect to the
body referential*

Speech HTC Vive Pro Sequence of words obtained through a speech recognizer

*: the sagittal plane is defined as the median plan between shoulders and the frontal plane contains
the segment from left shoulder to right shoulder
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The outputs of our models correspond to the most used elementary capabilities of
DragonFly. Several interviews with DragonFly users and experts, the observation of
work sessions on the tool have drawn the following set of actions as our target classes:

• Change position (pan and rotate)
• Hide/unhide
• Grab
• Measure distance
• Make a section
• Select several objects
• Select parent object of selected object
• Take a picture
• Draw a primitive shape (box or cylinder)

3.2 General Architecture

We propose a similar architecture to what we have seen in literature [18] but introducing
specific features dealing with the asynchronous nature of the different inputs – the
different devices don’t deliver new data neither at the same time neither nor at the same
frequencies – but also adapt the method to classification tasks and not to similarity
cross-modal pairing or to generative tasks. The general approach is described in Fig. 4.

First of all, we define two modalities for our model: gesture and speech. We extract
from these some low level features in the form of time series of one dimensional vector1

and embed each token of each time series into a same dimensional space before being
concatenated as seen in literature [10, 16]. This concatenation is than transformed into
a rich and high level representation of these tokens with the full body language context.
This representation is directly used for the action classification and each of the new rich
features are concatenated to their corresponding low level features in order to identify
the most relevant features through modality specific conditional random fields (CRF).
Finally, a solver gathers the extracted actions and parameters to make a decision.

In addition, we take into account the non-random chaining of actions during a session
as testified during the sessions observations and the interviews: we propose an additional
input for the unified modality transformer encoding the previous action performed by
the user. This idea is also motivated by the results obtained in literature [1] using Hidden
Markov Models (HMM). In fact, this implementation tends to mimic the behavior of a
transition diagram by adding information about the previous state – in our case the states
are the different possible actions (see Sect. 3.1) – to find the most probable following
action.

3.3 Component Details

Gesture Low Level Features. The low level representation of a user’s gesture is built
by taking regular snapshots of a one dimensional posture vector to create a sequence

1 The frequencies of gestures’ features and speeches’ ones are uncorrelated and thus may be
completely different (see Shared Representation.).
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Fig. 4. General architecture of the proposed solution (the last detected action and the solver
described below are not represented)

of postures. The frequency of these snapshots may be fine-tuned but we can deduce its
order of magnitude considering two criteria. First of all, the interval between snapshots
must be sufficient to have a real change of the vector between two consecutive shots. We
discuss below the update of this vector but it is directly dependent on the frequencies
of involved devices. The slowest device is the Kinect Azure with 30 Hz. Moreover, we
observe empirically that an action takes around 5 s to be performed by a regular user –
rounded to 10 s to ensure a better context understanding; the size allocated in the shared
representation transformer is in the order of 100 tokens. We can thus predict a 10 Hz
frequency for this second estimation, giving us a pretty good estimation of the possible
range of the snapping frequency: from 10 to 30 Hz.

The posture vector is obtained by the asynchronous concatenation of the different
inputs described in Table 1. Each input is obtained as follows: the hands postures are
presented as a one hot encoding vector – a vector filled with zeros with a one at the
position of the corresponding class – which is obtained from Boolean operations on
the geometric and topologic characteristics of each hand (the detailed operations are
not presented in this paper) [5]; the relative positions of the upper body articulation are
concatenated in a fixed order and all the dimensions are normalized by the pelvis-neck
distance; the head Euler angles in radians are also normalized by a factor π

4 . Each part
of the vector updates the global posture vector at its device frequency.

Speech Low Level Features. Once the sound has been captured by the HTC Vive Pro
microphone, it goes through a voice recognizer (we use the built-in C# library Sys-
tem.Speech.Recognition) to obtain a list of strings. We then use a BERT pre-trained
transformer [19] accessible online to get our low-level features for the voice input.

Shared Representation. This part of the process runs in a separate thread. It creates a
rich body language representation of the different low level features. First, the low-level
features are loaded and projected on a same dimensionality plane by an embedding layer
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(the dimensionality is primarily set to the original dimension proposed in the transformer
method [13] or 512×1 for each individual low-level feature).

Then, as proposed by the literature, the different modality sequences are put together
using keyword separators – for our purpose we define [GEST] and [SPCH] at the begin-
ning of each modality sequence, [PREV] at the beginning of the previous action embed-
ding and [SEP] at the junction between two series. We define a minimum length for
each modality. A standard adult communication being around 150 words per minute in
English and a common action taking empirically around 5 s, we propose a maximum
number of speech-allocated tokens of at least 50 (or about 15 s of normal speech), to cap-
ture more easily context dependencies and fast speeches. Similarly for gesture features,
considering a snap frequency (see above) of 20 Hz, we propose to dedicate at least 300
tokens to gesture features. Finally, we proposed the following input word considering a
512 long input sequence for the transformer: “GEST[432 gesture tokens]SEP|SPCH[74
speech tokens]SEP|PREV[previous action token]”.

The sequence described above is then transformed by a unified modal transformer
[16] to reveal a rich cross-modality representation of each of the input features. More
precisely, each input feature is projected on a same semantic plane. This transformer can
be pre-trained an unsupervised manner using its auto-encoder form with data gathered
during real sessions. Indeed, the previous layer of the solution is already trained so we
can gather words during various sessions before using them as a training dataset. The
operation is repeated as soon as the following classification and parameter extraction are
done, independently from the low level features update frequencies.

Classification and Parameters Extraction. The previous representation is directly
used by a classifier to infer the action. We propose to use a simple sparse linear shallow
neural network trained on labelled data for fast supervised training.

For the parameters extraction, we use residual connections as proposed in literature
[18] by concatenating the low level features with their corresponding rich representa-
tion computed above. These augmented features go through conditional random fields
trained with labelled data. The labels of the dataset correspond to the different natures
of arguments of the different actions. The construction of this dataset needs discussions
with the users, so as to identify which part of their body language expression at which
moment determines the parameter – for instance a pointing finger can be the direction
of an object: this posture is then inferred as an object parameter.

Once the action and the parameters have been extracted, a solver uses this data
alongside the rich representation, so as to decide Dragonfly action is to be performed.
It first decides if the user has finished to communicate his intent or not and then if there
are missing parameters or conflicts. It finally pilots DragonFly accordingly.
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4 Conclusion and Perspectives

This paper presents a method for architectural design intent recognition in VR yet to
be implemented. This model does not take into account the virtual environment context
and is not able to infer several intents at the same time. Nevertheless, it deals with the
asynchrony of the input, and with the multimodality used for augmented representation
while having a modular architecture for future improvements.

A first prototype is currently under development and will be built incrementally
alongside with the methodology presented in this paper. This prototype will have a
limited vocabulary to test the relevance of our model and retrieve the missing order
of magnitude and hyper-parameters of our current approach. We will also define the
precise architecture of the solver. Finally, we would like to define relevant environmental
variables to be added to our model to increase even further the F1-score of the model.

We are also preparing a statistical analysis of user’s body language when performing
design actions in DragonFly. The objectives are to build a reference to assess the recog-
nition performance of our solution, to validate the assumptions made on the biological
variables we consider for our model and identifying confusing factors not highlighted
by the literature. Moreover, it builds a first dataset for the training of our prototypes.
Preliminary results show the necessity of having an assistant-like bot mainly because of
the difficulty to speak naturally to a screen without expecting an answer.
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Abstract. The Metallurgical industry, and in particular the make-to-order indus-
try, are extremely dependent on the composition of the raw material. As a sub-
contractor, the company is limited by customer constraints and must be able to
adapt the process as fast as possible. Therefore, machine programs need to be
adapted to control material reactions (i.e., deformations, vibrations, burrs, poros-
ity, etc.) following the laser cutting and welding. Material reactions depend on
the gap between theoretical and intrinsic mechanical characteristics of the mate-
rials, on the geometry and on the tools used to maintain the parts. The variability
of this gap leads to scrap, machine delay and productivity loss. To improve our
knowledge, Industry 4.0 provides several technologies enabling the automation of
complex tasks. For instance, Artificial Intelligence (IA), supervised or unsuper-
vised, provides opportunities for optimizing and customizing machine programs
considering material reactions. The case study presented in this paper proposes
to use machine learning (ML) to define a decision support system. Two ways
are explored: quality and productivity optimization. The objective is to free up
resources (operators, machines) time for other strategic projects for the company.

Keywords: Machine learning · Parameter optimization · Laser welding ·
Productivity

1 Introduction

Laser welding has been widely used in a variety of industrial applications due to the
advantages of deep penetration, high speed and small heat affected zone [1–3]. These
advantages enable high seam quality with fine and deep weld seams and strong mechan-
ical properties, under the condition that parameters are optimized for the order and the
raw materials [3–6]. This optimization is particularly challenging because the relation-
ship between process parameters and the output seam characteristics are complexes and
non-linear which makes prescribed parameters not optimal [7, 8]. This optimization also

© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023
F. Noël et al. (Eds.): PLM 2022, IFIP AICT 667, pp. 431–439, 2023.
https://doi.org/10.1007/978-3-031-25182-5_42

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25182-5_42&domain=pdf
https://doi.org/10.1007/978-3-031-25182-5_42


432 J.-R. Piat et al.

depends on raw materials that are subject to variability in terms of element composi-
tion and historic of transformations and transportations. The optimization and setting of
process parameters represent a puzzling problem for the operators who can only select
the welding process parameters according to experience, charts, and handbooks in the
practical production. Tests on actual machine tool are generally needed to complete ver-
ification and to improve performance [6, 9, 10]. However, trial-and-error method often
leads to sub-optimal solution, especially for new welding process, and requires time,
materials, and competent human resources [1, 2, 6–9, 11].

To improve industrial capacities, Industry 4.0 provides several technologies enabling
a shift in production process. For instance, Artificial Intelligence (AI) perceives and
learns, sometimes more effectively than humans, by means of a variety of Machine
Learning (ML) technologies. ML technologies provide opportunities to predict, detect,
control, optimize, etc. complex processes like laser welding. ML technologies regroup
unsupervised approaches to find cluster and discover hidden structures in the data (e.g.,
k-means methods), and supervised approaches to learn from a training dataset and pre-
dict the outcome (e.g., decision trees or neural networks). Supervised ML technologies
can for example be applied for Computers-Aided-control (CNC) process parameter
optimization with the prediction of the welding quality and the optimization of these
parameters. The resulting models enable the construction of a decision support system
which can help, during trial-and-error method, to reduce the time needed to find opti-
mal parameters, to reduce the materials needed to validate the optimal parameters and
therefore to reduce the effort and time provided by competent human resources.

This paper is organized as follows. Firstly, a state-of-the-art is presented about the
approaches used to optimize laser welding parameters and process. Secondly, a frame-
work is proposed to integrate these solutions in a production environment. Subsequently,
a case study is proposed to implement the framework and the technologies used are
explained. After a discussion on the expectation of the case study, a conclusion is drawn,
and a perspective work is discussed.

2 State of the Art

In a context of make-to-order laser welding industry, rawmaterial characteristics consti-
tute constraints impacting the production process and the process plans are challenging to
optimize due to variabilities in the orders. These industries need to optimize their process
plans to save time, materials, and labor efforts [12]. Different optimization objectives
can be distinguished in laser welding, like parameter optimization, feature prediction,
seam tracking, defect classification, simulation validation or adaptive control [13]. Opti-
mization of laser welding process is multifactorial. Considering the diversity of possible
actions to perform such work, we have chosen to focus on the optimization of the weld-
ing machine parameters. The other aspects will be discussed in the perspectives section.
The prescribed parameters for welding process are the result of the provider tests and
statistical optimization [14] but they generally require tests on an actual machine tool for
complete verification and to improve performance [6, 9, 10]. Statistical optimizations are
challenging to apply to various practical situations because the relationship between the
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process parameters and the seam characteristics are non-linear and are usually depen-
dent on the specific experimental results [3, 7]. Therefore, machine learning methods
are gradually popular to model physical correlations and obtain optimal responses.

The typical workflow to optimize parameters of industrial processes contains the
following four steps [12]:

1. Generating a database with few experiments or run simulations with Design of
Experiments (DoE) methods.

2. Modeling the physical correlations between the process parameters and the quality
criteria with statistical or machine learning methods.

3. Optimization of the process parameters using the created process model.
4. Adjusting the process parameters manually or automatically.

The Taguchi DoE has been widely used in the field of laser welding because of its
distinctive design of orthogonal arrays used to study the entire process parameters with
a acceptable number of experiments [7].

A promising strategy in the second step is to develop metamodels, which are also
called approximation models as they provide “model of model” fitting the relationship
between the input process parameters and the output performance for the purpose of
welding design optimization [2]. Comparative studies of the accuracy of metamodels
have demonstrated that different metamodels perform well in different cases [15]. Arbi-
trarily selecting a metamodel to fit the relationship between the input parameters and
output responses may increase the risk of adopting an inappropriate metamodel because
of the nature of the relationship and the current training data [15]. Different metamodels
have been proposed in the literature, like Kriging [2, 15, 16], artificial neural networks
(ANN) [2, 5, 7, 8, 16, 17], Radial basis function (RBF) [2, 15] or support vector regression
(SVR) [2, 15].

The metamodels only learn about the correlation to predict the output with different
input and can be used for root cause analysis, the early prediction of manufacturing
outcomes, and diagnostic systems to optimize product quality or process efficiency [12].
Otherwise, the models need to be combined with optimization algorithms to find the
optimal production parameters for a specified objective. Optimization algorithms are
generally particle swarm optimization (PSO) or genetic algorithms (GA) [5, 12, 13].

The main challenges for parameters optimization are [2, 18]:

• The representativeness and reliability of the data which need to contain problem-
relevant variables and to be in high quantity to be able to describe the relationship
between the process parameters and output performance.

• The variation in manufacturing orders which make it challenging to assure the
accuracy of the constructed metamodel.

The issue of representativeness and reliability are addressed by DoE methods and
in the choice of monitoring variables. For example, many researchers choose to realize
their experiments on a specific raw material and obtain a particular model that do not
consider the impact of different elements on the welding process.
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As for the variation in production, parameters optimization can be combined with
monitoring solution to control the real output and the accuracy for new processes. In
the field of laser welding, high weld depth is particularly important for high welding
seam quality but the welding depth is currently only known through destructive quality
tests [19]. New monitoring solutions have been studied to collect the different signals
during laser welding, such as acoustic signals, optical signal, or thermal signals [13].
The acoustic signals are one of the most monitored signals for the weld penetration
depth due to the low cost, high responsible speed, and convenient features [19]. The
acoustic signal analysis can be divided in time domain analysis and frequency domain
analysis to extract the acoustic signature of the welding process and link it to the depth
of the seam [20]. The acoustic signatures analysis can result into a classification of
penetration like full penetration, overheat penetration and half penetration [19, 21], but
quantification has also been studied through machine learning to find he relationship
between acoustic signals and penetration depth [19, 20]. For example, [20] and [22] use
ANN to characterize the weld penetration with the acquired acoustic signatures and find
that it worked well under different laser welding parameters. Noise reduction methods
are also needed to improve the quality of the acoustic signal and overcome the limit of
noisy and hostile environment [19–21].

The state-of-the-art shows that the selection of the proper process parameters for high
quality welding seam quality is challenging and that the optimization of this process can
lead to major time, materials and competent human resources saving. A workflow has
been presented to help in the process of parameter optimization and some techniques
have shown remarkable results. For instance, Taguchi DoE and a combination of meta-
models are efficient to describe the relationship between input welding parameters and
seam characteristics. Likewise, approaches using GA exhibit great capability with the
optimization of many configurations of parameters. However, these studies are often on
specific cases and materials and are not adapted for production environment. This paper
will therefore present a framework integrating these approaches to a decision support
system for parameter optimization in the production context of an enterprise (a SME).
This framework will also incorporate a monitoring system to extend the capacities of
the decision support system considering the variabilities of customer orders.

3 Proposition

Two main challenges have been identified to integrate ML algorithms in a production
context. Firstly, ML technics, with meta-models and optimization algorithms, need to
consider problem-relevant data about the laser welding process, such as laser power,
welding speed, gas flow rate, focal position, nozzle height, etc., but also raw materi-
als composition, like carbon rate, thickness, etc. The raw materials composition are
uncontrollable variables but influences the relationship between the controllable process
parameters and the output. Secondly, the customer order variabilities reduced the use-
fulness of the optimization model in production environment, so a monitoring system is
needed to help operators during the optimization process and overcome the lack of accu-
racy. These tools are integrated in a framework representing the industrial environment,
see Fig. 1.
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Fig. 1. Integration of the sensors and ML tools to the industrial environment

This framework represents a value chain of the laser welding process, from the cus-
tomer order, with the parts 3D files, order’s data, and the raw materials, to the produced
parts. The first step in the process is to transform the customer files with Computers-
Aided-Manufacturing (CAM), which is a design-expert system, to generate the process
plan with prescribed motion commands, prescribed process parameters and the sequenc-
ing of each task.As seen in the state-of-the-art,ML tools can be used in a decision support
system to optimize the process parameters and reduce the trial-and-error method which
is a time-, materials- and competent human resources consuming task. The first ML
tool of the decision support system generate optimized parameters from the order’s data
and welding objectives. The prescribed and optimized parameters are compared by an
operator to choose one. The main objective is to avoid significant gap between the two
set of parameters and control accuracy issues of the model. Sensors are also integrated
in the CNC environment to collect the in-process signals and store them in a database. A
second ML tool is used to predict welding quality characteristics. Then the systematic
manual quality control and the predicted quality control are used by the operators to
evaluate the fitness of the parameters with the customer order. Depending on the quality
control, either the parameters are confirmed to be optimal for the order or new objectives
are set up in the first ML tool.

4 Case Study

The framework is being adopted in a B2B metallurgical SME in France to support laser
welding. The CNC used is Trumpf laser welder and cutter with a disk laser Yb:YAGwith
a wide power range (2–6 kW). This SME is a make-to-order company realizing trial-
and-error for all their new orders. The trials are realized either on customers prototyping
raw materials, on company’s materials or on additional production raw materials. In
either case, the SME needs to provide the best performance with the minimal iterations
to reduce operator time and the materials used.
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The first tool is aML algorithm for parameters optimization. Following the workflow
described in the state of the art, Taguchi DoE is used to generate the training points as it
can provide good uniform and space-filling sample points in the design space. The input
data controllable process parameters, such as laser power, welding speed, gas flow rate,
nozzle height and uncontrollable raw material characteristics, such as carbon rate and
the material thickness. These inputs are selected by an expert to contain the problem-
relevant variables of most of the production, i.e., many different compositions of steel
sheet for butt welding. The process parameters are decimal numbers and are available in
the process program saved on the network. The material characteristics can be fetched
from the company ERP database, which is, in our case study a HFSQL database in the
company server. The output data are the welding depth and the seam width because they
represent the quality characteristics generally required by the customers. For each input
variable, five levels with an interval are considered to cover the design space. The current
problem is a six-factors and five-levels design problem, hence an L32 orthogonal array
could be generated. The four process parameters can be selected in the CNC while the
two raw material characteristics represent the materials used for the experiment. For the
output, the seam width can be calculated manually with a caliper, but destructive tests
are needed to collect the weld depth. Based on the experiment data, ensemble of two
metamodels including SVR and ANN are constructed to estimate the seam geometry.
Their accuracy is evaluated with relative maximum absolute error and root mean square
error (RMSE) and if their accuracy is checked then a non-dominated sorting genetic
algorithm (NSGA-II) are implemented to obtain the optimumprocess parameters.During
the NSGA-II optimization, the fitness values assigned to the populations are generated
according to the predicted value using metamodels and the objectives correspond to
the welding depth and the seam width required by the customer. This combination of
metamodels and NSGA-II have already proven their capabilities in [2]. The termination
criteria for the optimization are (1) the relative distance between the optimal process
parameters of two successive iterations is below 1e−3; (2) the pre-specified maximum
number of iterations is reached.

The model can then be used in production environment where the optimum process
parameters are compared with prescribed ones by the operators because of the possible
lack of accuracy of the model, due to the variation between the order and the training
data. An in-processmonitoring system is also used to check thewelding depth and assure
the quality for the new process. This second tool takes as input the in-process acoustic
signals to predict thewelding depth. The training data for thewelding depth are generated
during the L32 Taguchi DoE and the corresponding acoustic signals are collected from
a microphone such as WeldMIC which are welding acoustic sensors designed by Xiris
Automation Inc. The microphone delivers an analogic signal that is first processed to a
numerical signal to be able to analyze the temporal domain and the frequency domain.
These two domains are then used in a back-programming neural network (BPNN).

5 Discussion

To improve the welding process, a framework has been proposed regrouping a first
ML tool to generate optimized parameters and a second ML tool to link the in-process
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acoustic signals to one of the main welding quality characteristics, the welding depth.
These ML tools are integrated in a decision support system to help the operator in the
widest range of orders. Nowadays, the trial-and-error represents a little less than 10%
of the welding time. This time is used by a competent human resource to optimize
parameters and consume customers or company raw materials. The expectation for the
support decision system is to reduce this time to less than 5% which will improve the
productivity of the welding machine, reduce the use of raw materials and free up time
of the competent human resources for other strategic projects.

The first limit of this system is the variabilities of the knowledge on the rawmaterials
composition because some customers do not track the composition of the raw materials.
One solution can be to take standard composition for the type and grade of the materials
and to use the result of the welding to adjust the welding objectives by decreasing or
increasing them. In addition, the carbon rate does not characterize the whole raw mate-
rials. For example, the historic of transformation of the raw materials are not considered
but can be very impactful for the welding. The last limit is the need of additional sensors
to monitor the welding depth. The monitoring of this characteristic is not integrated in
the provided machine and need destructive tests, which are a waste in the production
process. Besides, the case study works with a 3D welding machine, so the environment
and theworking space define significant constraints. These constraints have impact in the
choice of monitoring the sound pressure to avoid space constraints, but the environment
noise remains a key challenge for the accuracy of the models.

6 Conclusion

In a make-to-order company, trial-and-error methods are generally used to set CNC
parameters, but the results are sub-optimal, and the process represent a waste of time,
materials, and competent human resources. The challenge to optimize the parameters
with the orders come from the variabilities in the raw materials and the complexes
relationships between the different parameters and the welding quality characteristics.
Machine learning particularly have been studied in different contexts to improve indus-
trial process, such as parameter optimization for CNC production. Workflow, DoE, and
optimization algorithms have successfully been used to predict and optimize the welding
process, but these studies are often applied to cases and materials and are not adapted
for production environment. This paper proposed a framework to integrated ML models
in a production environment and consider the raw materials as an input to improve the
scalabilities of the models. A monitoring system has also been introduced to overcome
the lack of accuracy of the models for particular processes. The implementation of the
framework can reduce the time to set up the optimal parameters considering the require-
ments of the client. One of the perspectives is to take advantage of the industrial context
to regularly evaluate the accuracy of the models and define new design space to extend
the models. New design spaces could consider wider range of variables, like the type of
joint, others raw materials element (like aluminum or chromium) or other parameters
(like focal position, gas type, head orientation, root gap, beam width, etc.). The models
can also be extended for new processes in the same CNC machine such as the cutting or
wire-feeding laser welding.
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Abstract. Stimulating positive emotional experiences in the user that result in
a change to responsible consumption behavior is essential to achieve a balance
between emotional, social, economic, and environmental aspects. Our goal is
through bibliographical research to understand the emotional behavior of the users
in relation to their purchase decision making, exploring how positive emotions
(vs. negative) can play an environmentally and socially responsible appeal to the
consumer. To this end, we propose a conceptual framework that allows visualizing
the interaction of positive emotions in the user experience for the promotion of
responsible consumption. Future studies are suggested that may help identify the
necessary elements for the design and development of products through positive
emotions to pursue responsible consumption.

Keywords: Positive emotions · Responsible consumption · Emotional
experience · User experience · Product design

1 Introduction

Emotions can have a great influence on decision making and consumer behavior [1–
3], because through them we are prompted to behave by avoiding or approaching a
decision. This is already a good reason to justify how important it has been to apply
a deep understanding of user emotions to product consumption behavior. However,
emotions directly influence usage behavior and the positive quality of user experiences,
they foster brand loyalty, product attachment, and can improve users’ physical andmental
well-being.

Encouraging conscious consumption of products through positive emotions and an
optimistic approach becomes an extremely profitable and beneficial opportunity for all
ties involved in the consumption cycle. Through anticipated emotions it is possible
for consumers to foresee the positive emotional consequences of the outcome of their
decisions.
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As human beings, we are automatically motivated tomake the decisions that bring us
the most pleasure. In other words, we almost unconsciously make choices that minimize
the possibility of negative emotions, and because of this we see a great several studies
portraying how the influence of negative emotions towards a behavior for customers can
be the trigger for product consumption [2]. This explains why this negative approach is
sowidely used both in advertising andmarketing content, and as a source of study among
researchers in the field of emotional and ethical consumer behavior. Arli et al. [4] specif-
ically studied guilt and shame, and reported that these anticipated negative emotions
influence consumers’ perceptions of ethical and unethical behavior. Negative emotions,
such as disappointment, upset, or guilty, deter consumers from unethical behavior.

Usually when we refer to the Triple Bottom Line (TBL) in product design the
main focus happens through negative emotions due to social pressures. Our study looks
through another lens, the positivist one, where companies already start from the positive
emotional aspects of their customers. Shiota et al. [5], points out in his study that posi-
tive emotions can have adaptive behaviors and thus be functional, in the sense of being
helpful or having a desirable effect, in several different ways. They increase feelings of
well-being, predict positive life outcomes, and may even promote physical health. In
contrast, negative emotions can signal danger or loss, promote caution, and mobilize the
energy needed to escape or ward off a serious threat.

Therefore, we understand the importance of these approaches in building more envi-
ronmentally, socially, and emotionally responsible consumers. Conversely, we suggest
the best path for product design is rather than preventing unethical behavior is to encour-
age the ethical behavior. Thus, we are questioning if enterprises which use the studies of
positive emotions in relation to the consumption of products, addressing how the need for
complete well-being (emotional, social, environmental and economic) affects the user’s
emotions in order to stimulate a responsible consumption. So, our research question
is: it is possible to stimulate the conscious consumption of products by using positive
emotional effects as triggers in product design? The following objective was established
for this study: to understand the user’s emotional behavior when choosing products,
exploring how positive emotions can play an environmental and socially responsible
role in appealing to the consumer for a more conscious consumption of products.

2 Emotional User Experience

We are highly influenced by emotion, both in our interactions with people and with
the products we consume. For this reason, the role of positive and negative emotions
in human-product interaction and the benefits of consuming products that evoke pos-
itive emotions have been widely discussed in the literature. Several studies talk about
the ability of products to provoke a diversity of positive emotions; however, despite
these emotions being pleasant, each one conveys a different meaning and feeling, which
influences people’s consumption behavior in different ways [6, 7].

Therefore, a conceptual frameworkwhich illustrates the interplay of user emotions in
relation to responsible consumption was created. (see Fig. 1). The framework shows the
three areas analyzed in this study, the first section addresses the area of user emotions
that are both motivators and outcomes of consumption behavior [8], and this is the
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main motivator of the study. This section analyzes the user as a consumer and among
the various human aspects (body, sensory senses, psyche…), the main focus will be
on emotions within the purchase decision making scenario, and these emotions of the
consumer at the time of decision making can be positively or negatively driven.

Fig. 1. Initial framework of the study concept.

In the second section of the framework, consumption is illustrated, the act of con-
suming a product, but the cause that this study addresses within the consumption sce-
nario is ethical values as enablers of conscious and responsible shopping and talks
about the act of buying a product considering its environmental, social, economic, and
personal/emotional impacts [8, 9]. The link of the first section (user emotions) with the
second section (responsible consumption) happens through the proposition of this study,
that positive (vs. negative) emotions can act as better causers of responsible consumption.

This proposal about positive emotions being better stimulators, demonstrates the
consequence that can be achieved through user experience, represented in the third
section of the framework. This experience is the result of the user’s interaction with
the artifact, before, during, and after use. Experiences are people’s perceptions and
responses resulting from the use of a product, considering emotions, beliefs, preferences,
physical andpsychological responses, behaviors, and achievements [10].When the user’s
experience is affected through a positivist communication and stimulates in the user a
positive feeling in relation to the product and the company’s brand, the bond becomes
something more intense, and a change of habits for the responsible consumption of
other products happens, and this can generate long-term impacts. This whole scenario of
change for the responsible consumption behavior of products through positive emotions
can bring the user emotional, social, economic, and environmental well-being.
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2.1 Emotions as Motivators of Decision Making

Studies from affective neuroscience and psychology have reported that human affect and
emotional experience play a significant and useful role in human decision making for
product success [11]. Knutson et al. [12] reveal that it is possible to predict which was
the motivation for consumer decision making by observing which area of the brain was
most active when considering a purchase, through brain images which show a choice
happens between two opposite feelings, the pleasure of owning and the pain of spending
the money. This is because in relation to consumer behavior, positive feelings (such as
pleasure and happiness) are linked to the propensity to approach, and negative feelings
(such as pain and guilt) are linked to the propensity to avoid.

Mogilner et al. [13] bring the definition of happiness and how this feeling can affect
consumer choice. Individuals tend to choose more interesting options when focusing
on the future, and more calming options when focusing on the present. Given this, the
question raised in their study is whether happiness actually drives purchasing, or whether
this depends on what happiness means to each individual. The authors conclude that it
seems to be the temporal focus, rather than age itself, that changes individuals’ expe-
riences of happiness. In addition, it is important to incorporate the distinction between
exciting and calming activities, along with the temporal focus, to get a more assertive
view of happiness. And the results of the experiments reveal that the specific meaning
of happiness that individuals adopt determines the choices they make. The work by
McFerran et al. [14] brings pride as the protagonist and analyzes why consumers buy
luxury brands and proposes two distinct faces of this feeling in consumption: authentic
pride (achievement and confidence) which leads to a desire for luxury brands and arro-
gant pride (arrogance and pretension) is the result of these purchases and is the form of
pride signaled to observers by these purchases. An interesting finding, they make is that
even if the purchase is made with authentic pride motivation it can give rise to another,
presumably less desirable form, the arrogant pride.

Chethana et al. [15] say that each specific emotion is associatedwith a set of cognitive
evaluations that drive the influence of emotion on decisionmaking through differentiated
psychological mechanisms. In other words, when relating consumer decision making
to emotions, emotional influences can be divided between those that are triggered by
marketing appeals intended to influence the decision (integral emotions) and those that
are already part of a particular decision (incidental emotions). Emotion plays a significant
role in linking consumers to products; a purchase motivated by emotional satisfaction is
more likely to result in the possession of durable goods for longer periods [16].

Studies point out that it is not only experienced emotions that affect consumer
decision-making, but anticipated emotions can also have great effects on cognitive pro-
cessing [2]. Establishing how emotions are directly linked to the products that are con-
sumed is key to explaining how consumer behavior can be detrimental not only to the
user’s emotionalwell-being, but also to social, environmental, and economicwell- being.
Thus, understanding how emotions affect the user’s decision making helps us diagnose
a much more intimate consumption behavior, and more focused on the main element of
the relationship, the human being. Then, the next step is to use this resource in a way
that brings benefits to companies and the economy, but mainly, that brings benefits to
the user’s emotional health and to achieve sustainability during the process.
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3 Interaction of Emotions with Responsible Consumption

Excessive consumption is one of the greatest causes of the problems of contemporary
society. In the last year, Brazilian people consumed 74% more natural resources than
the planet can regenerate [17]. This scenario reinforces the importance of encouraging
consumers to be more aware and responsible of what they are buying. They should
consider that everything they consume is part of a context that involves production, pur-
chase, use, and disposal, and that besides bringing consequences (positive or negative)
to themselves, it also affects the economy, society, and especially the environment. Con-
scious (or ethical) consumption is a social movement based on the impact of purchasing
decisions on the environment, health, and consumer well-being [18]. Long et al. [19]
define ethical consumption as “the act of buying products that have additional attributes
(e.g., social, environmental, political, health, etc.) beyond their immediate use value, to
signify commitment to their values and/or support changes in unfair market practices”.

Many researchers have explored the relationship between emotion and sustainable
consumption behavior, and the results clearly show that the former has a remarkable
impact on the latter [20]. Escadas et al. [2] found in their study that more than feeling
good, consumers do not want to feel bad, this makes ethically favorable decisions more
practiced to avoid experiencing negative emotions in the future. A wide range of positive
and negative emotions have been considered in relation to their influence on ethical
decision making [21].

Emotions are both the generators and the outcomes of ethical and unethical behavior
[8]. Ethical values are increasingly the key drivers of purchasing decisions [9].Winterich
et al. [22] talk about unethical judgments and the crucial role of emotions in forming
moral judgments about ethical behaviors. Arli et al. [4] specifically studied guilt and
shame, and reported these anticipated negative emotions influence consumers’ percep-
tions of ethical and unethical behavior. Negative emotions, such as feeling disappointed,
upset, or guilty, deter consumers from unethical behavior.

We understand the importance of these approaches through negative emotions in
building more environmentally, socially, and emotionally responsible consumers, but
suggest that the best path lies on a fine line, where more important than preventing
unethical behavior is to encourage ethical behavior. Therefore, we understand a com-
pany/consumer relationship that starts with a positive feeling is the primary basis for
building trust and loyalty and consequently help the firm to achieves better results.
Thus, we propose that positive emotional approaches may have as much effectiveness
in stimulating conscious consumption behavior as negative emotional approaches.

4 Methodology

The Systematic Literature Review was conducted with a focus on the emotional user
experience and responsible consumption. The main intent is to understand the user’s
emotional behavior in relation to their purchase decisionmaking, exploring how positive
(vs. negative) emotions can play an environmental and socially responsible appeal on
the consumer.

The literature reviewmethodology appliedwas basedonUnruh [23] and thePRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) model, as
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described and illustrated in Fig. 2, in 10 steps. The first step was the definition of the
research problem, which was to understand how design can stimulate the conscious con-
sumption of products through the bias of emotional values, in order to generate a better
emotional experience in the user. The second step was to objectify the research in order
to understand the user’s emotional behavior when choosing products, exploring how
positive emotions can play an environmental and socially responsible role in appealing
to the consumer for a more conscious consumption of products.

Fig. 2. Literature review process.

The third step was to define the macro keywords of the research: emotions, responsi-
ble consumption and user experience. The fourth step was the initial research, searches
were conducted in the Scopus and Web of Science databases making the following
crossings: 1. emotion* and conscious consumption; 2. emotion* and user experience;
3. emotion* and conscious consumption and user experience. The fifth step considered
some correlated words of the research, such as: emotional experience, emotional design,
positive emotions, negative emotions, conscious consumption, conscious behavior, ethi-
cal consumption, green consumption, product design, product experience, user centered
design, experience design.

The sixth step was to conduct further research by cross-referencing the words, only
articles in English, from the last 10 years, and peer-reviewed were considered. The sev-
enth step was the definition of the inclusion criteria (address the theme of user emotions
in the title; depth of the theme responsible consumption in its abstract). The eighth step is
the definition of exclusion criteria (having the focus on consumption of food, services, or
digital products; superficial or secondary approach to user emotions; not having access
to the full text online).

The ninth step included articles from previous studies and results obtained from
other sources (as suggested in the PRISMA model). At the end of this process, 25
articles were selected and then the research was conducted by reading and analyzing the
selected articles. And finally, the tenth step was the synthesis of the articles, analysis and
organization of the results obtained in data tables to define the main gaps in the studies
that will serve as opportunities to advance knowledge in the area.
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5 Results

The business market has already understood that one should not value only the economic
aspect, because the customer, despite considering this aspect important, lately has high-
lighted the need for more care with the environmental and social issues, when related
to their purchasing decision power, and this responsible positioning of the consumer
directly impacts their emotional well-being. Therefore, when this responsible stimulus
comes from designers, even if by pressure from stakeholders, the bond that is established
becomes something much more comprehensive.

As previously mentioned, many studies not only from the areas of product design
and production engineering, but also from marketing, psychology, neuroscience, and
administration for example, have already shown a growing interest in the area of user
emotions in relation to their consumption behavior. Donald Norman [24] lists three
emotional levels that a well-designed product needs to achieve to be successful: beauty
(visceral level), fun (behavioral level) and pleasure (reflective level). Visceral design
is about appearances, behavioral design is about enjoyment and effectiveness in use,
and reflective design considers the rationalization and intellectualization of a product.
Each of the three levels of design plays its part in shaping our experience, and each
level requires a different style of design. Tavares [25] proposes a methodology that
serves to evaluate and translate the cognitive and affective experience of the product
into consumer demands to better understand the cognitive and affective dimensions of
consumers and the resulting purchase intention. The author’s results show that product
affectivity is important when what is being measured is its hedonism. Whereas the
product’s cognitiveness is important when its functionality is being measured. But few
studies focus only on positive emotions.

Many studies in production engineering and product design also explore the devel-
opment of new products aligned with sustainability and the stimulation of responsible
consumption, as this is notably increasingly a major concern of the population. The sur-
vey conducted by Akatu [17] investigated the evolution of Brazilians’ level of awareness
in consumption behavior, quantitatively presenting the main challenges, motivations,
and barriers to the practice of conscious consumption. The vast majority of respondents
stated that they feel more motivated to join the practice of conscious consumption when
motivated by emotional triggers, especially when related to other people who feel affec-
tion, than by more concrete and self-centered triggers. The study also pointed out that
many people don’t even know how to explain what sustainability is, and that the main
barriers to a more responsible consumption of products are related to the high cost of
more sustainable products, the distrust in the credibility of brands, and the need for effort
to change habits.

However, there are very few methodologies in Product Design aiming to unite the
concepts of emotional user experience and responsible consumption. The following
framework presents the opportunity found for future studies within the area of Product
Design, User Experience with a focus on the emotional user experience and responsible
consumption of products (see Fig. 3).

The first section of the framework illustrates Product Development that considers the
user experience in its process and aims to encourage sustainability for both production
and consumption. This development process is based primarily on the user’s positive
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emotions. Its development happens under three main perspectives: analysis of the main
emotional barriers to responsible product consumption; analysis of the main emotional
triggers; and survey of the benefits achieved.

Fig. 3. Barriers, triggers and benefits of responsible consumption through positive emotions.

The second section brings the three steps to be considered in this product devel-
opment, firstly one must adapt to the responsible consumption concepts, respecting its
environmental, social, economic, and emotional attributes, the second step is to identify
the main barriers. Several studies point out the barriers to responsible consumption of
products [1, 4, 17], in general, these barriers that users often highlight are related to the
need for cognitive, behavioral and financial effort (doubts about product quality, need
to understand environmental issues, need for a daily change of habits, higher cost of
sustainable products), distrust in companies in the government and in the products (the
user concludes that it is no use just doing his part if for him the government and the
companies are not totally transparent, the neighbors and close friends do not consider
the theme relevant, the products do not seem to have the same quality as those the user
is used to), the deprivation of daily pleasures (giving up products that offer small plea-
sures for environmental responsibility is a barrier that may affect the beginning of the
acceptance of responsible consumption).

And the third step is to use the main triggers that influence conscious consumption,
these are also explored in the literature [5, 14, 15]. The emotional ones include mainly
aspects that concern the neighbor (contribute to a better future for my family, build a
better world, opportunity to evolve as a human being, I give up small pleasures thinking
of the good of all, a way of making a positive difference to the world), while the con-
crete aspects are more related to the benefits of responsible consumption itself (financial
benefits, practicality and comfort in the routine, prevent reprimands from third parties,
health benefits). In general, adherence to responsible consumption of products happens
much more through emotional triggers, through positive emotions. This evidence serves
as great support for the evolution of the current research, since it is the emotional trig-
gers and benefits that most fuel responsible consumption, making it extremely possible
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that positive (vs. negative) emotions may in fact be more efficient as motivators for
responsible product consumption.

The benefits reach four fundamental pillars for the balance of well-being: personal
(emotional, mental, and physical well-being), social (community incentives, engage-
ment), economic (customer satisfaction, brand loyalty) and environmental (improved
resource consumption, preservation of the environment).

6 Conclusion

This article identified positive emotions as the main motivators of conscious and respon-
sible product consumption. During the process a conceptual framework was built, which
helps to visualize the fundamental aspects of product design through the user’s emotional
experience, providing a broader view of the consumption scenario and guidelines that
relate to the application to product design.

From this analysis, some study opportunities were verified for the development of
products that seek positive and optimistic emotional results. A first opportunity for
study is to understand in more depth the barriers and triggers of responsible consump-
tion behavior, since these are essential mechanisms for understanding purchase decision
making. In addition, another opportunity is to deepen the understanding of positive
emotions, approaching quantitatively which ones are more influential when faced with
responsible consumption. It is still possible to highlight a final opportunity with the mul-
tidisciplinary of the proposed study,which encompasses the areas of design, engineering,
marketing, sociology, and psychology, mainly because modeling the user’s affect is a
challenging task due to the complexity of understanding the resources of individuals and
their subjectivity, involving interdisciplinary studies is essential for a complete approach
and understanding.
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Abstract. This paper shows that the Lack of TRIZ implementation in the Con-
struction industry is significant. Establishing specialized contradiction matrices
extracted from TRIZ could help the designer solve further innovative proto-types
than standard TRIZ. In this trend, some of the principles are more serviceable and
more meaningful than the other principles that persuade us to recommend and
highlight this research gap. Numerous papers have been written about TRIZ, but
a restricted number of these essays are about the construction industry; especially
in architecture and building manufacturing. The suggestion is that presenting a
detailed methodology for invention in the construction industry’s architectural
field is remarkable. This paper focuses on several papers’ literature reviews that
helped us find our research gaps and research problem.Utilizing TRIZ can escalate
the construction process’s technical innovations. The utility of TRIZ directly in the
building design process is not easy. In some fields, researchers extracted Eca-Triz
from the original TRIZ, but Eca-Triz is not practical in the building design pro-
cess [1]. So, establishing a customized contradictionmatrix that has been extracted
from the original TRIZ for building design is essential and valuable as a future
work. Construction experts do not utilize formal or systematic design approaches
in most cases. This circumstance results in several drawbacks (for a typical case,
it is time consuming to discover an innovative and suitable solution). A systematic
innovation approach could suggest to avoid such minuses that came out of TRIZ.

Keywords: TRIZ · Customized matrix · Design building · Innovation ·
Architecture

1 Introduction

TRIZ is the Theory of Inventive Problem Solving, a creative and innovative approach to
problem-solving, which means problems can be solved by applying new ideas based on
data and logic. [2]. Briefly, when an innovator wants to resolve a problem, he must pro-
cure an innovative approach to improve an element thatwill worsen another parameter. In
other words, the inventor’s innovatory solution has to endeavor to diminish or eliminate
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the worsening trend in another factor while improving one factor. Altshuller had several
books, seminars, and articles, but he is famous because of his TRIZ contradiction matrix
[3]. Since 2000, There has been much research in different fields utilizing TRIZ to find
inventive solutions. Based on SCOPUS, the percentage of papers in the construction field
that includes the word TRIZ is about two percent out of all TRIZ papers in all fields.
Therefore, the lack of innovation in the construction industry is obvious. Various articles
have been investigated with the keyword TRIZ, but the primary challenge is that when
the search has limited to the words: construction engineering, architectural engineer-
ing, and building among TRIZ articles, the quantity of articles dramatically decreases.
Furthermore, this limited collection of articles has either done joint work between QFD
and TRIZ or presented examples of the usefulness of TRIZ. However, none of them has
done straightforwardly preparing a special matrix for architectural engineering. Num-
ber 4 article is the only paper that worked on a multi-piece wall panel [4], which also
did not work on specialized matrix. Rather, he has studied the exportable building that
contains a segmented wall panel with the combined QFD and TRIZ methods, which
also has differences from our proposed research. When numerous keywords have been
examined, many articles have been founded, which have been supposed similar to cur-
rent research in a glance, but the contrasts have been evidenced when the article’s text
has been read. Intact, there are a few papers like papers [5, 6], but they have not done
a customized TRIZ contradiction matrix. The building and construction industry falls
behind some other sectors (such as computers, IT, software, electronics, mechanical
engineering, automotive industry, etc.) [2, 7–11]. Innovation can be explained as “the
successful exploitation of new ideas” [2, 9]. Themodern building industry is eager to use
inventive design rather than traditional approaches to bemore flexible and competitive in
the novel constructionmarket. The significance of building industry organizations’ inno-
vations is tremendous. Construction innovations can be appointed as a fourth dimension
(4D) in the time ahead, parallel with the standard dimensions of time, cost, and quality.
So, these companies could profit from market economy changes [12]. Observing the
research mentioned above proved the significance of current research.

2 Literature Review

2.1 Lack of TRIZ Implementation in the Construction Industry

TRIZhas not been used vastly in developing new techniques or production in the industry.
In other words, the lack of persistent and factual utility of TRIZ, an innovative approach
to producing new products and designs, compared to its innate potential is significant
[13–16]. Since 2000, There has been much research in different fields utilizing TRIZ to
find inventive solutions.

Superior building artifacts must be innovative to be appointed as formidable on the
market in performance, time, and cost-effectiveness. Furthermore, in a survey, 100% of
respondents judged that innovation is pivotal for construction [17]. There are innumer-
able surveys, research, and literature regarding innovation in building or structure, and
approximately all of them announce that innovations are essential in the construction
field. Nevertheless, the question is how someone can become innovative. Utilizing TRIZ
can escalate the construction process’s technical innovations [18].
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Construction experts do not utilize formal or systematic design approaches in most
cases. This circumstance results in several drawbacks (for a typical case, it is time
consuming to discover an innovative and suitable solution). A systematic innovation
approach has suggested avoiding such minuses extracted from TRIZ. The procedure has
5 principles entitled “pillars”: contradiction, resources, function, interfaces, and ideality
[19].

2.2 Some Case Studies that Utilized TRIZ in the Construction Industry

The need for preparing specialized hypothesis for organizing innovation enhancement
in the civil engineering field is obvious. Innovation is an essential side of the enrichment
of construction techniques, but most procedures are based on the trial-and-error method.
The Utility of TRIZ in discovering innovative solutions in Construction has been done
in some subjects like tunnel construction [20, 21]. There are assorted articles in various
construction fields, such as TRIZ in Evolution of Construction Techniques and Tech-
nologies [22–24], TRIZ in the Design of Construction Materials and New Structures
[25–27], TRIZ in Value Engineering, and Construction Project Management [28–30].
However, a minimal number of them are relevant to our prospective research that I will
particularly focus on them in the following chapters. Likewise, the innovation platform
has been formulated by considering construction patents, and it gave more opportunities
for obtaining inventive solutions in some sectors of this field [31].

Several design theories such as C-K theory, Coupled Design Process, Axiomatic
Design, General Design Theory, Infused Design, and TRIZ are available.

Most of the theories are limited, which leads to inflexibility in the design process
except for TRIZ and CK theory. TRIZ has principles for problem-solving and has special
utility for our project. So, I choose TRIZ for our project. Ck theory is also an innovative
design method, but it is needed knowledge and concept, and its knowledge is expanded
during the design process. However, because CK theory could not solve our problem,
we use TRIZ principles to solve our problem step by step.

None of them except TRIZ has compared 40,000 inventions to produce amatrix such
as a TRIZ contradiction Matrix.

TRIZ has forty inventive principles extracted from 40000 inventions and should lead
to solutions, especially in our case studies.

2.2.1 Case Study 1: The Implementation of the Theory of Inventive Problem-
Solving in Architecture

In this article, TRIZ has been utilized for constructing a building more accessible for
individuals with disabilities. A tool developed by Kishinev School of Moldova, the
Innovation Situation Questionnaire (IQS), has been used to subdivide the problem into
subproblems. The Problem Formulation Process (PFP) and inventive principles (MIP)
tools have also been used with the contradiction matrix to find possible inventive solu-
tions. Ultimately, the novel TRIZ contradiction Matrix was utilized to obtain solutions
[32].
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Table 1. Summarized Contradiction Matrix [32].

As it has been illustrated in Table 1, the principles IP-22 (convert harm into benefit),
IP-2 (extraction), IP-19 (periodic action), and IP-17 (moving to a new dimension) have
been extracted from theContradictionmatrix TRIZ. From the aforementioned principles,
two of them (IP-22, IP-17) guide to results.

Fig. 1. TRIZ, IP – 17 application in the footbridges [32].

In Fig. 1, by inspiration from Principle IP-17, Spiral forms has been suggested for
footbridge ramp [32].

2.2.2 Case Study 2: Development of an Exportable Modular Building System
by Integrating Quality Function Deployment and TRIZ Method

The purpose of this article is to examine Quality function deployment and the use of
the TRIZ technique in the manufacturing business. These solutions are exceptionally
efficient in reducing costs and enhancing quality. In contrast to the regularmanufacturing
process, manufacturing and exportable modular construction systems include several
concurrent subprocesses. Therefore, there is a limit to the efficiency attained if one
of these approaches is used straight to product development. To solve this issue, the
authors propose a novel technique that combines TRIZ with the deployment of quality
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functions. According to the findings of a case study, it is feasible to lower the volume of
an exportable modular construction system compatible with ISO container shipping by
48% and the weight of structural steel by 30 percent by using the new approach [4].

Fig. 2. Segmented wall panels [4].

As it has been illustrated in Fig. 2, On page 540 (JAABE vol. 16 no. 3 Septem-
ber 2017) in [4], the author (Seri Oh et al.) have used segmented wall panels for the
Exportable Modular Building System, but it is just for transportable building design,
and it is not what exactly we are going to do.

InKiatake,M. and J.R.D. Petreche article, these following futureworks ismentioned:

“1 - Case studies of MIP applications to completely new design projects;
2 - Case studies of other TRIZ tools with experimentation in the Architectural design
field;
3 - Studies on the interface of the TRIZ methodology and multi-criteria decision-aid
methods;
4 - Development of architectural knowledge databases and design of computational
support tools;
5 - Creation of a structure of the TRIZ theory concepts for application in architectural
design education” [32].

These are the research gaps in TRIZ theory, precisely in the building and architecture
industry, which shows our research problem and research gap. It is a worthwhile idea to
adaptTRIZ to the conservativefield of study likeConstruction anddo some investigations
to verify its performance.
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In this context, TRIZ would be applicable more straightforwardly in the construc-
tion industry. To support this proposition, we can declare some comparable case stud-
ies have been done in papers [33–37] in other fields such as Redesign Service, Pro-
cess Engineering, Quality Improvement, Related Context, and Electric Energy Storage
Systems.

2.2.3 Case Study 3, 4

In a thesis, the author gives a number of examples demonstrating the effectiveness of
TRIZ in underground constructions. The majority of case studies have been derived
from real-world circumstances, and it has been shown that TRIZ methodologies aid in
achieving creative conceptual outcomes. On the basis of TRIZ, a design framework for
the technological innovation platform has been suggested by using patent knowledge
in constructing projects. Some of the TRIZ concepts have not been used at all, whilst
others have been used repeatedly [20].

After 3 years, the same author justified the advantage of TRIZ and its serviceableness
in the Construction tunnel industry. Moreover, he did not consider the most suggestive
principles in a customized new contradiction matrix to accelerate tunnel construction
innovation by this methodology [20, 21] (Table 2).

Table 2. Contradiction matrix sample [21].

2.2.4 Case Study 5

Eca TRIZ has been suggested as a methodology to resolve some contradictions in eco-
design. This methodology aims to aid small and medium-sized enterprises (SMEs) in
developingproducts thatwill enable them to reach their eco-innovative goal.Aqualitative
matrix will enable the prioritization of all environmental impacts. Implementing the
creative TRIZ principles on an individual basis will aid the researcher in selecting eco-
innovative solutions.Based on an original contradictionmatrix, a unique technique called
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Ecatriz (ecology-friendly approach TRIZ) has been developed. It has been studied in
various situations, including the “24 h of Innovation” competition and eco-innovative
patents [1] (Table 3).

Table 3. The approach to obtaining the Ecatriz matrix [1].

Based on these researches, we found that producing the customized contradiction
matrix as the methodology in the architectural building design process with moveable
walls would be a fascinating research gap that we can fill and add value to this field in
the future.

3 Result

Previous surveys have concentrated on the efficacy of TRIZ in design various construc-
tion industries slightly and not on How to operate TRIZ to consider better the different
customer needs base on considering customer elections by utilizing various architectural
plans in the same apartment. TRIZ is one of the essential tools in the innovative design
process. Especially for decreasing the cycles of design that is required to finalizing the
architectural plan design process.

In other words, there are so many varied architectural plans that can be drawn for a
unique apartment. How could we suggest an approach or tool that can provide different
plans faster during the life cycle without wasting toomuch budget and time in renovating
the apartment based on the new tenant’s preferences? Consequently, this will diminish
the price of the nonessential renovation of a building for interchanging its plan. The
specialize matrix that could extracted from TRIZ could help the designers to accelerate
the process of innovation in their design process.
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4 Conclusion

Using TRIZ matrix in the building design process, the first challenge is that the plans
produced right now by computer programs like Revit cannot consider all the needs of
costumers perfectly.Moreover, when the property owner wants to rent out one apartment
to a tenant. There are several choices for a tenant. Some tenants prefer a one-bedroom
apartment rather than two bedrooms. Some others prefer to rent out two bedrooms or
a studio without a bedroom, thinking about the problems and their possible solutions
through the contradictionmatrix Altshuler is significant. Themain objective is to prepare
and fulfill table by its 7 steps and prepare a specific contradiction Matrix extracted
from the original TRIZ contradiction Matrix to accelerate the design process with more
inventive solutions in the upcoming paper.

5 Future Works

As a future work, we will fulfill Customized Matrix and choose the most repetitive and
relevant TRIZ principles to put in every part of this Matrix. Therefore, we hope that the
work will become more specific, and fascinating results will be achieved by completing
the specific contradiction matrix extracted from the original TRIZ matrix for building
design process.
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Abstract. Shared Mobility Services (SHMS) are business models (BMs) that act
as sharing economy platforms commonly based on mobile applications. They are
conceived in a complex landscape characterized by the presence of information and
the widespread presence of smart devices. In this sense, decision-makers, system
developers, maintainers, and providers try to understand the interrelationships
within this framework in terms of policy evaluation and/or impact on its successful
adoption, analysis of all aspects of SHMS that affect the environment such as
understanding patterns, user behavior, and improving the quality of this BM. To
do this, models are built to capture the complex dependencies and interactions of
these variables to guide decision-making. In this context, System Dynamics (SD)
emerges as a useful approach to manage and capture the complexity/causality
relationships of SHMS variables. Based on this, it developed a literature review
to verify which research has applied SD to explore SHMS, analyzing existing
models, their methods, variables, and impacts, as well as directions for future
research. From a practical point of view, it is hoped that this research can be used
as a guideline for urban planners and SHMS providers.

Keywords: Shared mobility services · System dynamics ·Modeling

1 Introduction

Shared Mobility Services (SHMS) act as sharing economy platform commonly based
on mobile applications, allow on-demand usage [16], and are conquering urban centers
due it is beneficial for the Sustainable Development Goals (SDG 11) by promoting col-
lective consumption behavior [37]. SHMS is part of the transportation system and also
has some mutual influences, but it is difficult to estimate its impact on this system [17,
37]. Conceived in a complex scenario characterized by the presence of information and
the wide presence of intelligent devices, understanding the interrelationships within the
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structure of this system provides an aggregate strategic view on the analysis of all aspects
of SHMS that affect the total environment, which is crucial for the respective decision-
makers, system developers, maintainers and providers [5, 34]. The use of simulation
and modeling techniques is therefore considered necessary to conduct a consistent anal-
ysis and evaluation of different SHMS business models (BMs) in urban environments
[9]. These can guide city planners to develop responsive policy interventions and ser-
vice providers to develop SHMS [34]. In this context, System Dynamics (SD) emerges
as a useful approach to manage and capture the complexity/causality relationships of
variables [5, 6] that characterize many SHMS-related problems [34].

The interest in SD in the context of mobility is due to the growing challenges of
intelligent configuration to understand and analyze the interactions between a set of
dynamic factors that shape the patterns, behaviors, and impacts of these BMs [38]. [7]
states that SD modeling aids in the construction of causal feedback relationships and
consequent conceptual models, which can elucidate the behavior of various complex
problems of a system or subsystems. This approach has been used in various applica-
tions and studies related to SHMS, as it is a potential tool for explaining the complex
relationships of these systems [15, 29]. To understand the complexity of SHMS, new
holistic and dynamic models of transportation demand must be developed [24].

In order to fill this gap, this paper aims to verify how SD has been used as an analysis
tool for SHMS. More specifically, this paper answers the following questions: 1) Which
studies have proposed dynamic models to understand the complexity of SHMS? 2)What
are the main casual relationships and impacts studied by the models? 3) What are the
main research directions on the application of SD in SHMS?

2 Research Background

2.1 Shared Mobility Services as a System

SHMS is a representation of a sharing economy, characterizing a BM that is linked to
an emerging transportation strategy, smart urban infrastructure, and sustainable from
social, economic, and environmental perspectives [5, 28]. It allows users to have short-
term access to a transport mode as needed [37]. This new paradigm of a technology-
mediated exchange system that promotes the sharing of underutilized assets, with no
direct purchase and maintenance costs involved, and reduced fuel and parking expenses,
is thus considered an economical alternative to car ownership [1].

SHMS are classified as a usage-driven product-service system (PSS), in which ser-
vice providers sell the accessibility and use of specific products, retain ownership, and are
responsible for themaintenance and performance of the products [14]. PSS is understood
as a BM that combines products and services into a system that provides functionality for
consumers [32]. Today, PSS become challenging in the context of Industry 4.0, leading
to the integration of these BMs with digital technologies promoting digitalization and
servitization [23]. Followed by the rapid progress of digitalization, SHMS has become
an important and multifaceted topic [28, 37]. PSS and smart connected products are,
from the companies’ side, driving a market transition from the sale of products towards
the sale of the use of solutions, and, from the customers’ side, reshaping the concept
of value [26]. Given that SHMS has a wide range of benefits, such as: reducing private
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vehicle use and congestion, providing cost savings through economies of scale, reducing
emissions through the deployment of clean technology and fuels, facilitating more effi-
cient land use (e.g. by reducing the number of required parking spaces), and increasing
mobility options and connectivity between other modes of transportation [3, 12].

SHMS includes sharing of a vehicle, a passenger ride, or a delivery ride [27]. Car-
sharing, scooter sharing, and bike-sharing are services that enable the sharing of a vehi-
cle. Ridesharing, on-demand ride services (including taxi e-Hail and ride-sourcing or
transportation network companies - TNCs), and micro transit facilitate the sharing of a
passenger ride. Finally, CNS enables the sharing of a delivery ride (i.e., a ride for cargo)
[27, 37]. In addition, it can include sequential sharing, simultaneous sharing, and essen-
tial services [28]. The sharing modes are classified into Round-trip, One-way (one-trip,
with an undetermined end), Peer-to-peer (users interact with each other), Business-to-
peer, Station-based (the user can pick up and return the vehicle at fixed stations), and
Free-floating [27].

2.2 System Dynamics

SD was developed by Jay Forrester in the 1960s at the Massachusetts Institute of Tech-
nology (MIT). It is defined as a set of conceptual tools used to study and understand the
structure and dynamics of highly complex systems based on the foundation of feedback
control theory [7, 29]. This approach deals with internal feedback loops and attractions
that affect the behaviour of the system as a whole. Through various types of diagrams
(causal; stock and flow), it is possible to graphically express a system (a well-delimited
piece of an event) making it possible to see more clearly the dynamic complexity (over
time) and the relationships between stakeholders [7].

Thus, SDseeks to simulate the behavior of the systemover time, representing the rela-
tionship between identified key variables and is used for improvement-oriented decision-
making or a better understanding of complex systems [29]. As a methodology, SD relies
on both quality (e.g., survey and interview methods) and quantitative techniques (e.g.,
computer programming and simulation), emphasizes stakeholder involvement (to define
mental models within the system), and encourages the researchers themselves to adopt
a non-linear mental model (to seek and describe the feedback processes of a dynamic
problem) [33].

[29] proposes a procedure that comprises five steps: (i) Identification and definition
of the problem, representing the historical pattern to be described with the mathematical
equations, what are its boundaries, the time horizon of the analysis, and the expected
behavior of the system over time; (ii) Construction of the causal loop diagram (CLD),
allow to map the mental models when analyzing systems, generate hypotheses about the
causes of the dynamics of the systemand communicate feedbacks considered responsible
for the problem under analysis; (iii) construction of the simulation model to test the
dynamic hypothesis, the stock and flow diagram (SFD) is drawn up and validation tests
are performed; (iv) analysis of the experiments; (v) policy formulation and evaluation,
used to better understand the roles and relative importance of model parameters in
generating historical trends by creating entirely new strategies, structures, and decision
rules.
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3 Methodology

The method used in this research was conceptual-theoretical, based on a systematic
literature review. This methodology promotes the collection and evaluation of knowl-
edge through the theoretical synthesis of existing literature from a systematic sequence
of steps and reproducible [31]. It used the Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) method that consists of the following steps: a)
formulation of research questions; b) selection of databases and identification of key-
words; c) evaluation and selection of studies; and d) analysis and synthesis [20]. The
search term used to map the articles was: (“smart mobilit*” OR “Shared mobilit*” OR
“carsharing” OR “scooter sharing” OR “bike-sharing” OR “on-demand ride services”
OR “ride-sourcing” OR “ridesharing”) AND (“System Dynamics” OR “Behavio?r*”
OR “dynamic model*” OR “Stock-flow diagram” OR “causal loop diagram”). The
choice of words was based on [27, 29] and defined from the research questions. This
SLR is based on articles collected from the following databases: Scopus™ (Elsevier),
Web of ScienceCoreCollection™(WoS), andCompendex - EngineeringVillage. Search
engineswere delimited to verifyworks related to the scope of this research. The inclusion
and exclusion criteria used in the databases are shown in Table 1.

Figure 1 describes the process of inclusion and exclusion of papers during the evalua-
tion and selection of studies. A total of 18 articles met the selection criteria and represent
the bibliographic portfolio of this research. The synthesis of the results is a thematic anal-
ysis, a common technique for qualitative data, which comprises the organization of the
studies into guiding axes for research [21].

Table 1. Inclusion and exclusion criteria.

Criteria Explanation

Inclusion The research efforts are related to studies that focused
on SD in SHMS
Document type: English peer-reviewed articles and
conferences
Time: Until February 2022

Exclusion CE1 Papers that are not published in peer-reviewed
journals or conferences

CE2 Papers are written in a language other than English

CE3 Duplicate papers

CE4 Documents that are not available online

CE5 It is used only as an example fact/ a part of research
direction and future perspective/ a cited expression/ in
keywords and/or references

CE6 Non-adequacy to the scope of this study (papers
applied other types of modeling/ simulation in SHMS)
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Records identified through 
database Scopus (222); WoS 

(208); Compendex (8).

Total number or results 
screened
(n= 438)

Number of full-text asssessed 
for eligibity

(n= 293)

Eligible studies
(n=100)

Final Portfolio
(n=18)

Papers excluded due to CE1, 
CE2 and CE3 (n = 145)

Papers excluded due to CE4
(n=193)

Papers excluded due to CE5 and
CE6 (n=82)

Fig. 1. PRISMA flowchart characterizing the search process.

4 Results and Discussion

Based on the methodology adopted, included 18 studies in the analysis to answer the
research questions.

RQ1. Which Studies Have Proposed Dynamic Models to Understand the Com-
plexity of SHMS? In this section, it will present the results according to the SHMS
taxonomy provided by [27]. Most of the papers present models focusing on vehicle
sharing, such as cars and bicycles as shown below. A few of the papers have focused on
passenger sharing. Others discussed the general context of the theme.

Sharing of a Vehicle: [5] have built a CLD that shows the interconnections between
carsharing, the car manufacturing industry, the environment, and key environmental and
transportation regulations. [8] constructed a CLD that includes attributes that influenced
the success of carsharing in Thailand and possible policy interventions through a group
modeling building approach (GMB). [15] built an SD model to evaluate the long-term
effects of e-carsharing policies on CO2 emissions, the electric vehicle market in Fort-
aleza, and the conventional vehicle fleet. [39] presented an SD model to simulate the
effect of introducing time-sharing electric vehicles in changing the user quantities in
transportation tools, including public and private sectors, under different levels of gov-
ernment subsidies. [2] developed an SDmodel to analyze the adoption of self-consistent
Connected and automated vehicles (CAV). [10] developed a conceptual SD model to
analyze cybersecurity in the complex and uncertain deployment of CAVs. [36] devel-
oped an SFD that presents the variables used to model a dockless bike-sharing program
(DBSP) and the causal relationships or linkages between them. The analysis focused
on the economic profits of DBSPs in an environment of competition and government
regulation. [35] developed an evolutionary game theory model combined with SD to
demonstrate the interactive conflict between bike-sharing companies and government
regulation. [30] developed an SDmodel based on the product life extension BM structure
and business practices of Free-Floating bike-sharing in Beijing. [18] developed an SD
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model of commuter bicycling, through interviews and workshops with stakeholders, to
simulate policy scenarios over the next 40 years in Auckland, New Zealand.

Shared of a PassengerRide: [19] developed an SDmodel based on diffusionmodels to
understand the influences that facilitate the growth of ridesharing by drivers and passen-
gers. Using a sociotechnical systems-based SD model, [11] analyzed and predicted the
market share between SHMS and cab services under three possible regulation scenar-
ios to explore the relationship between innovation and information and communication
technology (ICT) regulation. [22] modeled through an SFD the relationship between
the dynamics of vehicle-hours-traveled (VHT), the vehicle-hours-dispatched (VHD),
and the vehicle-hours-parked (VHP) using a shared mobility-on-demand Chicago cab
system.

Generic Approaches: [25] explored the role of SHMS in activating SD of feedback
loops in the context of sustainability transition. [13] analyzed themotorization process in
China and then an SDmodel is designed for scenario analysis of urban traffic conditions
and CO2 emissions. [34] designed um a CLD based on causal feedback relationships
between the various factors related to people’s different mobility needs from the per-
spective of big data. [6] presented a decision support model using the SD method to
evaluate urban mobility in Brazilian cities with policy influence. [4] evaluated the per-
formance of several factors and attributes that influence a smart city: economy, mobility,
and governance system, and recorded the stakeholders’ views, for this they developed
conceptual models of applied SD.

RQ2. What are the Main Casual Relationships and Impacts Studied by the Mod-
els? The papers included in this review are categorized into different aspects of SD,
as shown in Table 2. The main variables of the models and their causal relationships
from the papers are mentioned. Causality relationships are part of the representation
of the relationship between two variables [29]. In addition, it classified the impacts of
the models from social, economic, and/or environmental perspectives. In brief, impacts
includedpolicy/regulatory evaluation, subsidies, cost savings and convenience, reduction
of vehicle miles traveled (VMT) or vehicle kilometers traveled (VKT), travel patterns
and behavior as well as reduction of personal vehicle ownership as well as reduction of
pollutant emissions such as CO2.Most studies focus on the national or regional wideness
of the results’ impact. The main tools/ techniques for the construction and calibration
of the models were research project [19], case study [4, 6, 15, 22, 34, 36], focus group
and questionnaires [8, 13, 18, 19], series of searches of published literature [2, 5, 18,
19], primary datasets [2], historical data from the authoritative (secondary datasets) [6,
13, 15, 18, 22, 34]. Most studies developed the SD model and performed scenario anal-
ysis in software. In complementary SD, [13] performed a Sensitivity analysis and [35]
performed an Evolutionary game analysis.

RQ3. What are the Main Research Directions on the Application of SD in SHMS?
The authors referred to limitations and challenges associated with using SD modeling
within the context of the problembeing addressed. From the analysis of thefinal portfolio,
it was possible to identify the predominant future directions:
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Table 2. The main casual relationships and impact models of the studies.

Authors Main causal relationships Impact Tool Wideness

[19] Ridesharing
adoption

Market (drivers
and passengers)

Social,
Economic

Vensim Regional

[2] Adoption of CAVs Energy
Implications

Social,
Environmental

Stella National

[18] Increase bicycle
commuting in a
car-dominated
city

Effects of
policies

Social,
Economic

Vensim Regional

[13] Urban traffic
conditions

CO2 emissions Social,
Economic,
Environmental

- National

[34] Different needs of
people’s mobility
(smart mobility)

Optimizing
decision making

Social,
Economic

Vensim Regional

[6] Urban transport
system

Environmental,
economic, and
traffic variables

Social,
Economic,
Environmental

Stella,
iThink,
PowerSim
and Vensim

Regional

[22] Taxi cab system VHP, VHT, and
VHD defined as
a cost

Social,
Economic

- Regional

[36] DBSPs Maximizing the
revenue

Economic Vensim Regional

[4] Development of
smart mobility

Access through
ICT

Social,
Environmental

- Regional

[5] Carsharing
Services
(considering the
lifecycle of a
shared vehicle)

Their
environmental
effects

Social,
Environmental

Vensim Global

[15] E-carsharing Electric vehicle
adoption and
CO2 emissions

Social,
Environmental

Stella Regional

[35] The
conflict-handling
strategy of
bike-sharing
companies

Government
regulation

Social,
Economic

Vensim National

(continued)
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Table 2. (continued)

Authors Main causal relationships Impact Tool Wideness

[39] Development of
Time-Sharing
Electric Vehicles

Subsidy
implications

Social,
Economic,
Environmental

Vensim Regional

[8] Carsharing
operation

Viewpoints and
expectations of
stakeholders

Social,
Economic

- Regional

[30] The business
practices of DBSP

The product
Lifetime
extension

Social,
Environmental

Vensim Regional

[10] Deployment of
CAVs

Cybersecurity
assessment

Social,
Economic

- Global

[11] SHMS and taxi
services

Regulation and
the social
benefits of
mobility users

Social,
Economic

AnyLogic National

• Discuss the role of government in sustainable mobility [15]. Also, to be conducted
on the interconnections between various modes of transportation and their relevant
environmental effects on SHMS [5];

• Design and implement responsive policies according to the implemented scenarios in
models [34];

• Explore the role of upscaling dynamics and feedback loops for the implementation of
sufficiency-oriented transport policy measures [25];

• Explore the effectiveness of the models of the final portfolio, towards further vali-
dation of the parameters, and the refinement of the models, including new variables
representing other facets of the problem or additional feedback loops, could be added
[2, 11, 15, 19, 34, 39];

• Use methodologies that involve stakeholders’ alignment to build SHMS-related
mental models [8];

• Apply questionnaires to obtain the joint probability distribution of cost–convenience
for users [39];

• Need for more studies about the urban transport system using the SD approaches [6,
18]. According to this review, most SD models focus on sharing vehicles (only cars
and bikes) or passengers. In this sense, there is an opportunity to develop SD models
to understand scooter sharing (adoption and its impacts) and model various categories
of these BMs in combination [5].

• Cover a variety of SHMS focusing on product lifetime and its five key activities
(improved product design, access, maintenance, redistribution, and recovery) [30].
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5 Conclusion

This paper provides a comprehensive review of research that has applied SD to explore
SHMS. A carefully chosen set of keywords was used to discover relevant studies. Fol-
lowing PRISMA guidelines, it performed a content analysis based on three research
questions: Which studies have proposed dynamic models to understand the complexity
of SHMS, what are the main casual relationships and impacts studied by the models,
and what are the main research directions on the application of SD in SHMS. To answer
these questions, the included records have been reviewed, and the essential aspects of SD
models and the future directions of this thematic were defined. Based on the previously
mentioned perspectives, it concludes that SD presents to be an appropriate approach to
capture the causal relationships among variables in SHMS that is part of such a complex
system as urban transportation [5]. These studies have theoretical and practical implica-
tions by contributing to the exploration of the applicability of SD and to the identification
of value and main controls for assertive decision-making to get more consistent BMs
of SHMS and to analyze and assess its multiple influences on the urban environment
[19]. Furthermore, most studies analyze policies focused on the adoption of positive
externalities of SHMS, highlighting efforts in the social, economic, and environmental
spheres. In sum, this research presents itself as a useful starting point for researchers,
practitioners, and stakeholders when it comes to this topic.
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Abstract. Technological shifts have changed the conception of new medical
devices, such as orthopedic surgical devices. From a traditional approach to a
flexible manufacturing concept for developing new products like patient-specific
implants (PSI), biomodels, and surgical guides. However, process development
becomes increasingly complex compared to traditional standards if a personal-
ized product is required.Consequently, the configuration of the product’s life-cycle
management (PLM)was analyzed as a business process strategy considering tech-
nological implementation tools to achieve goals such as quality, cost, and time.
Through this research, an innovation model has been defined to develop a PLM
strategy. Process areas, as well as actors, tasks, and practices, had been defined.
Those had guided the building of a reference framework for medical device devel-
opment by case studies. From our sample, some were concepts while others were
evaluated in a relevant environment. These cases were developed iteratively to
reach a certain technology readiness level (TRL). Thus, practices applied aswell as
performance was observed. The research addresses value creation in new product
development and how building capabilities were consolidated by PLM implemen-
tation. As a result, team members generated artifacts with an intermediate-high
degree of personalization. Also, it was possible to define a flexible process based
on-demand analysis. Additionally, training for low-cost technological integra-
tion could provide tools to produce viable products in local markets. Therefore,
improvement opportunities and forward applicability in real scenarios must be
addressed.

Keywords: New product development · Flexible factories · Product life-cycle
management · PLM · Technology development capabilities

1 Introduction

The technological shift has been integrated into the real world by mixing physical and
biological systems. This situation allowed us to alter reality and therefore our environ-
ment. So current reality has been the result to put together new studies of materials
and technologies. Those had been applied to subjects like personalized products or bio-
printing, redefining how processes, products, and value creation must be conceived, as
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mentioned by theWorld Economic Forum (WEF) [1]. Among technological trends, there
are enabling technologies [2], additive manufacturing, and tailored product development
[3]. Those trends could be integrated into a business strategy by implementing practices
from 4.0 industries [4].

However, there is no business unless a value is perceived. Value creation, in the
context of a new product design (NPD), is based on intellectual capital, process mod-
eling, and operation management [5]. To maximize efficiency, information technology
(IT) solutions are implemented to reduce time and cost in development, then increased
customer satisfaction. A positive impact of IT on NPD throughout development can be
attained in different ways: former projects on databases, project management applica-
tions, CAD/CAE/CAM tools, and interconnectedness among multidisciplinary faraway
actors [6].

Likewise, in NPD different kinds of information must be managed based on inputs
and outputs. Because different actors generated all sorts of data, a strategy must be
outlined to control how the process flows, which activities must be carried on, and
when collaborative work takes place among roles. Faced with this gap, product data
management (PDM) as part of the PLM strategy has been configured like a business
process strategy [7]. As an open innovation capability, PLM has been implemented in
technology-based organizations for NPD as a collaborative framework [8]. Through
PLM, data flows through in-out in a safe, reliable, and orderly way, to manage the
creation and exchange of info related to the development of the NPD process [9]. Thus,
PLM is a business strategy that integrates people, processes, and information to handle
product maturity [10].

PLM is aligned with the concept of direct digital manufacturing (DDM) [11], allow-
ing a network from dispersed resources like additive manufacturing technologies [12],
to expedite development for NPD aimed at customization. A positive effect reported
for implementing PLMwas intermediate-high tailored NPD, time, and cost-saving [13].
PLM helps to define a flexible manufacturing process based on demand by support-
ing: human capital renovation and training with specific skills, technological resources
management[14], and manufacturing control [15].

Previous advances offer flexibility to develop NPD, which is promising in the health-
care sector. Delimiting its application, a current problem noticed by researchers is how
to develop medical devices (MD) for surgical procedures [16] in a low-income context
[17]. For surgery, each patient requires a specific medical device (SMD) according to
his/her biological topology, such as patient-specific implants (PSI), surgical guides for
cutting, positioning, or drilling; and biomodels [18].

Despite PLM advantages in healthcare, few studies related to it have been found.
Those were associated with: management by commercial PLM software of heterogenic
data from neuroimaging and biomedical data in a laboratory [19]; offering 3d visualiza-
tion for surgical pre-planning on a web-based platform for surgeons [20]; designing a
framework to theorize relationships among actors in PSI development [21]. Those reports
show how technological change could impact the conception of new SMD, although few
studies explain how PLM solutions during NPD could be implemented in organizations
with scarce resources [22].
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Based on the previous outlook, we started with manufacturing trends like capability,
customization, and PLM, then how could be relevant in SMD for surgical assistance in
orthopedic, maxillofacial, or plastic surgery.

Thus, the statement research question was: How a PLM strategy could be con-
figurated to cope with building capabilities for using enabled technologies in SMD
development that support complex surgical assistance?

The description of this scenery intervened to shape the innovation strategy model
proposed. Depiction of its main components was presented in the following sections,
and how practices guided the construction of an innovation framework as a reference
for SMD development for surgical assistance in our context.

2 Methodology

To achieve the building of development capabilities in SMD some concepts were inter-
cepted for a theoretical foundation. Those were: the value drivers model [23]; the inno-
vation capability model in firms [24]; and the PLM visualization model for SMD [25].
Thus, it was possible to involve capabilities such as technological development, manu-
facturing, and management; with value creation while the NPD’s development evolves
through process areas. Value definition was oriented on three milestones: first, the value
discovery, to define who create it; second, the value proposal, to define how value is cre-
ated by building capabilities and who made each activity; and third, value configuration,
to obtain value by device materialization in each study case.

The first milestone, the value discovery, was related to technological development
capability. In the beginning, epidemiology of traumatic injuries on the skull and leg was
observed, as well to see among health staff who is involved and what kind of difficulties
faces to offer well treatment. In the Plastic Surgical Department at Hospital Universi-
tario de Santander, it was made an epidemiological profile with a sample convenience.
Among the etiology, the vast majority were trauma; other causes were related to cancer
or congenital disorders. According to medical experience, each case was examined to
diagnose whether or not an SMD was required.

In the second milestone, the value proposal, it was defined how actors involved in
SMD exchange data and how they relate with each other. Thus, the PLM visualization
strategy was employed to build research and development (R&D) capability, throughout
process areas, each one responsible step by step in NPD decisions making. The previous
process was non-linear and iterative. As more case studies were involved, the strategy
reach maturity.

R&D and PLM strategies were oriented towards value configuration by layers. Each
layer is consecutive and represents a capability; to develop technology, make it opera-
tional, and manage all participant processes. In the R&D stage, the state of art in SMD
was oriented toward competitive surveillance from similar companies and its patents. To
reach SMD, enabling technologies were selected by low-cost considerations to config-
ure a system of systems (SoS) by incorporating: computer-aided tools (CAx) for design,
reverse engineering (RE) for patient geometry rebuilding, and additive manufacturing
(3DP) to obtain iterative SMD for medical preplanning or surgical support. For PLM
strategy configuration, a free PDM was selected to centralize data (support, training,
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and each study case), control data versions, formalize the format process, support dif-
ferent roles (collaborator, administrator, viewer), and allowed non-designer users a 3d
data visualization. As a theoretical framework, designers and physicians collaborate by
cocreation through design thinking methodology, as well learning-by-doing LBD and
self-training, skills that depend on the kind of SMD that each case required by when:
before, during, or after surgery.

In the thirdmilestone, value configurationwas achieved by: joining efforts to develop
study cases depending on etiology. With every case, learned lessons were clarified on
requirements and parameters, by proposing as practice a requirement library to allow
reuse from previous knowledge. Another practice was to conform multidisciplinary
teams by case. Thus, students from designing worked together with health staff or stu-
dents, like physicians specializing in plastic surgery or orthopedic. Those students were
members of research groups, INTERFAZ and GRICES, at Industrial Design School and
Medicine School respectively, both from Universidad Industrial de Santander.

Once a case was evaluated as pertinent by epidemiology profile, students from
GRICES presented each case’s necessities to development members. Then INTERFAZ
centralized data and execute the development. First roles were assigned, subsequently,
the case’s scope was delimited by time, resources, explicit requirements, and the kind
of SMD. As consulted by the literature, four kinds of products were developed to mate-
rialize technological development and manufacturing capabilities: virtual preplanning,
biomodels, surgical guides, and PSI [18]. INTERFAZ was dealing with how to design
and build SMD, meanwhile, GRICES was responsible for thinking about surgical steps
and how those must be taken into consideration in the final SMD. Depending on the
risk, each functional requirement was checked in iterative steps among participants
before surgery. Ethical considerations were evaluated in each study case, allowed by the
university ethics committee in medical specialization projects.

3 Results

In the workflow, the process flows step by step identifying roles, tasks, and technology.
Some practices applied are described below.

Technological and Competitive Surveillance: To understand the state of art in each
SMDwas required, as well as the value creation. This surveillance helps in research and
development practices, as well as to detect potential ideas through process innovation
practices in NPD. Voice of the literature (VoL) was oriented to looking for reported SMD
and its performance. While the voice of publication (VoP) was conducted to identify key
information by patent review. For each study case, surveillance showed us key details,
so concepts generated by development teams could maintain a level of inventiveness
distinguish from known SMD to get innovative potential in students’ proposals.

Enabling Technologies: A technology assessment was proposed to configure a CAx
architecture, to guarantee technology development capabilities therefore operational
capabilities. Thus, the value configuration related to DDM and 4.0 industries could
be viable by technological appropriation. However, it demanded an SoS by selecting
each resource for compatibility and low cost, both software, and hardware. So, enabling
technologies such as RE/CAx/3DP configure an SoS that could make a project viable.
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Different projects, each one a case study, were developed by R&D, in some of those,
SoS alternatives were implemented. Only with LBD and accumulative experience in
each iteration, was possible to select an SoS according to performance. Due to the
previous amount of data, it was necessary to configure a collaborative strategy to govern
multidisciplinary information through PDM.

Workflow and Process Steps: A collaborative framework was proposed to enable
knowledge transfer and data flow associatedwith three scenarios: research, development,
and service. Employing a collaborative data management platform PDM, it was possible
to structure key activities in a custom SMD development with actors and process areas.
Thus, decisions making from start to end in each activity was delimited to understand,
step by step, a filtering process to achieve the requirement accomplishment for the final
product. Also, PDM allows us to secure communication channels among actors, and to
keep patients’ data privately.

Design Thinking (DT): The methodology applied in each study case looked to solve
complexity in SMD. DT was also crucial to establishing a common vocabulary among
designers, and physicians, to help them to empathize with each other skills. It was imple-
mented because of the value proposal, meaning expectations from the idea must be met

Fig. 1. Framework for building capabilities on SMD development by a PLM strategy.
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in the final SMD. In the design process, medical knowledge was traduced on require-
ments and parameters, to help designers to cope with detailing aspects like tolerances,
draft angles, and material performance, among others.

As a result of previous practices for SMD development, a framework in the initial
phases of the product life cycle was proposed in Fig. 1. Relations between actors hap-
pened according to the case scope, meaning that a case study could be done only if at the
research level capabilities were achieved. Thus, development could be accomplished,
although decisions must be checked. To meet initial expectations, requirements were
formalized in formats. Thus, iterative development was necessary for co-creation, to get
a final SMD version, and finally to release for surgery.

Results derived from the previous framework showed us that deployment of inno-
vations through the R&D process could finish on incremental innovation as well as effi-
ciency and satisfaction. The value creation in the NPD process was enhanced through
knowledge internalization in SMD creation, like how enabling technologies must be
used, or when co-creation is needed. Collaboration between physicians and designers
helped to achieve accurate SMD. Each process demanded empathy, trial-and-error, with
LBD, and flexibility to iterate through the DT process.

Table 1. Cases and products description developed by this strategy.

Service request Case Surgical
treatment

Virtual product Tangible product

Biomodel Pre-planning PSI Surgical guide Biomodel

Diagnostic Tibial plateau
trauma

Fracture
reduction

22 22

Surgical guides Craniosynostosis Cranial defect
correction

1 1 1

Orbital-malar
trauma

Fracture
reduction

2 2 2 2

Severe
polytrauma
pseudoarthrosis

Reconstructive
surgery

1 1 1

Maxillary
retrognathia

Le Fort 1 3 3 3

Mandibular
Fracture
Sequelae

Segmental
mandibulectomy

1 1 1 1 1

Patient-specific
implant (PSI)

Cranioplasty Bone defect
reduction

3 2 3 3

Type B
hemipelvic
fracture

Fracture
reduction

1 1

Maxillary partial
edentulism

Insertion of
implants or
prostheses

1 1 1

Total of SMD required 35 10 8 4 30

Thus, value configurations were materialized in different case studies depending
on complexity, as summarized in Table 1. It also showed the service requested, the
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type of surgical treatment proposed, and the virtual and physical products obtained.
That led to defining a flexible manufacturing process that adjusts to tailored production.
SMD was produced to reduce uncertainty in surgical treatment, so the case studies had
different customer requests. Those could be categorized as orthopedic, referring to leg
trauma; or plastic surgery for skull and jaw injuries. The orthopedic cases were studied
just for diagnosis and training by biomodel visualization. Instead, plastic surgery cases
required not just diagnosis by biomodel, but also virtual surgical preplanning, cutting
guides, and/or PSI. Thus, two kinds of products were observed: the first one was virtual
intangible 3D biomodels (35 in total), and virtual surgical pre-planning (10 in total); and
the second one was detailed design to obtain tangible SMD by 3Dp: biomodels (30 in
total), PSI (8 in total), and cutting guides (4 in total).

In this sense, the value configuration through a workflow is adaptable to each case
study according to its requirements. Thus, personalization criteria were how the value
configuration was oriented to create value. The value chain was also incorporated to
consolidate the first approach to value configuration. Thus, management capability
was oriented by PLM strategy, to allow building capability by development stages and
accumulative knowledge. As a result, different products, tangible, and intangible, were
obtained. Those SMDwere achieved on a natural scale (1:1) so that would be applicable
in surgery. However, PSI was an exception, due to limitations in available technologies:
our 3D printing hardware could not print on clinical material. So, PSI was obtained for
geometrical comparison models and accuracy performance. On the other hand, biomod-
els and surgical guides, which required minor risk, were printed to verify geometrical
accuracy andfitting on bone defect correction. So, some case studies could reach a certain
maturity level of TRL because some artifacts could be used in relevant environments.

Fig. 2. A product development process model and its practices adjusted to TRL [14].
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Figure 2 visualizes how a common process, even considering a diverse kind of SMD,
could be oriented to make it repeatable.

Based on our experience, case studies were carried out consequently to physicians’
expectations. TRL technology maturity reference framework [26, 27], ranging from
level 1 to 9, was used to establish case study development. Thus, to reach a higher rank,
practices were built to be followed up. Until TRL-5, practices were related to research;
from TRL-6 onwards, practices were related to technology development.

In such a way, Fig. 2 shows the process in a particular case study where a female
patient needed jaw reconstruction by using allograft. TRL-1 outlined technological
surveillance to realize the state of the art. TRL-2 defined a plan and suitable SoS accord-
ing to the case study. TRL-3 defined virtual reconstruction from a computer tomography
CT into a 3D biomodel, by Invesalius®. TRL-4 runs through SMD design in CAD such
as Rhinoceros®, and mechanical strength simulation in CAE like Ansys®. TRL-5 spec-
ified 3D procedures to obtain a model by 3DP by using a slider like Cura®. All data
was centralized by using GrabCAD® PDM. TRL-6 specified a biocompatible mate-
rial to obtain an SMD. TRL-7 involved laboratory tests on asset material behavior and
pre-surgical verification. TRL-8 analyzed SMD in relevant environments like surgical
settings. Finally, TRL-9, a business model could operate by manufacturer compliance.

4 Discussion and Conclusions

SMD such as biomodel, virtual surgical pre-planning, cutting guides, and PSI, were
defined based on surveillance results. To build capability development for SMD several
case studies were carried out. Literature reported that these devices can reduce surgical
time by up to 22%, therefore, infection and anesthetic exposure; also, SMD help in
decision-making by changing pre-surgical steps by up to 60% [28]. Biomodels could
reduce time development and provide real-scale information, overcoming CT limitations
[29]. Surgical guides reduce average errors from 6 to 7mm, down to 1 or 2mm, in cutting
or drilling trajectory [30].

However, creating value in complex subjects like orthopedic and surgical assistance,
it was required iteration, LBD, and collaboration. To achieve maturity, a strategy was
outlined, to build capabilities and thus offer value for physicians and patients, as well as
to build innovation capabilities in technology development for SMD. A workflow that
compromised PLM process areas lead step by step an R&D process, where a low-cost
SoS for enabled technologies was deployed to assist specialized activities: to get virtual
reference biomodels with RE from CT; CAD models; 3DP files; and data management.
All those activities, by using free or public software. Other software technologies could
obtain suitable results but costs increase.

Management capability was built through the initial PLM stages (ideation, defini-
tion, realization) through its process areas. To achieve it, a workflow of processes for
technology development was proposed as a framework from Figs. 1 and 2, as well as
deliverables by steps and roles (collaborator, editor, viewer) among design and health-
care staff [25, 31]. Despite the viability of case studies and the use of a PLM strategy
integrated with low-cost SoS, to provide further service in TRL 9, it is important to con-
sider compliance costs. Those deliberations rely upon a higher risk for SMD. Additional
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work will require better technologies and infrastructure, Then, the integration of a new
SoS for manufacturing should be evaluated.
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Abstract. The extensive use of digitalmock-up andBuilding InformationModels
software packages is nowwithin the reach ofmost practitioners in theArchitecture,
Engineering and Construction domain. The increasing use of BIM in construction
projects may change the way risk prevention is approached. Potential risks can
be identified in advance and the associated prevention measures can therefore be
appliedwell before thework situations are set up. It is known thatmany safety risks
are created in the early design stage of projects. Among themost effectivemeans of
handling a hazard is to eliminate it at source or provide protectivemeans tomitigate
the risks. A research project on workplace design for safety have investigated the
missing link between design and safety in the context of a BIM based project.
This paper discusses the contributions and limitations of BIM models and tools
to consider and manage safety requirements from the architectural program to
the design definition. An extension proposal of IfcSpace model is used to enrich
space definition with the activities that will take place and the related topological
requirements such as closeness, accessibility or minimum required area. A pre-
formatted Excel ® document is used to fill in these requirements. The import of
this document into the Autodesk Revit ® design tool allows to fill in the attributes
associated with each space in a project structure. Several dynamo procedures have
been developed to allow the designer to verify compliancewith these requirements
based on aisle width, door sizes, room area or minimum travel distance. These
procedures have been applied to the design of a nursing home for elderly people.
The main problem reported in these building is work equipment accessibility such
as person lifter or handling system. We show that this approach can be helpful in
sharing and validating safety related requirements in a BIM project.

Keywords: BIM · Spatial organization · Safety requirements

1 Introduction

Beyond the technical and economic aspects, the architectural design of a workplace
must meet the needs of a functional organization. This consists in making the spatial
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organization and dimensions consistent with the activities that will take place. Spatial
organization have a strong impact on working conditions and therefore the health and
safety of future users [1].

A building design project is a complex process that involves a large amount of data
from different domains: architecture, engineering, construction. Building Information
Modelling (BIM) tools and processes makes it possible to design a building in a col-
laborative way by federating different actors around a single digital model [2]. BIM
technology promotes a digital work process applied to a single digital model intended
primarily for the building sector. It is amethod of collaboration and information exchange
between different actors throughout the life cycle of a building [3].

Previously reserved for complex projects, the use of digital mock-ups and BIM
processes is now within the reach of most practitioners, thanks to the development
of the IFC (Industry Foundation Classes) which is the standard data exchange format
that facilitate the communication between different BIM software [4]. The IFC model
contains a structure (a building) organized into components (walls, windows, doors,
stairs…) each with its own characteristics (geometry, properties, links with another
component…) and properties (materials, dimensions…).

The increasing use of BIM in construction projects [5] may change the way risk pre-
vention is approached. Potential risks can be identified earlier. The associated prevention
methods and risk analysis can be applied before constructions anduse [6]. The implemen-
tation of this safe design principle can be facilitated by Knowledge Based Engineering
techniques [7] that helps to identify, capture, structure, formalize safety requirements,
and finally implement the associated knowledge to future projects. Research works
on safety integration in engineering design have been conducted in the manufacturing
domain thanks to the development of PLM (Product Lifecycle Management) systems
[16]. Architecture domain presents new challenges to develop computer-aided tool for
safe design within BIM platforms. The process of using BIM tools and IFC standard
does not support occupational safety requirements of future workers in the building [8,
9]. How to integrate the requirements of occupational risk prevention into a BIMproject?

In this context, the objective of this work is to confront the use of digital tools
associated with BIM in architectural design with safety requirements for occupational
risk prevention during the building use phase.More specifically, a designmethodology is
proposed to specify and validate safety related requirements that may affect the spatial
organization. In this paper, we will focus on functional requirements such as access
and circulation and technical requirements related to the physical environment such as
lighting or acoustics.

The next section presents a synthesis of the works related to the requirements models
representation for spatial organization. Section 2 presents a design methodology, which
consists of three steps: requirements specification in a spatial program, the insertion
of requirements in a design tool and the verification of these requirements. Section 3
presents an application of the design methodology to a nursing home for elderly people.
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1.1 Spatial Program Validation

Since the late 1980s, several models of space representation have been created. In this
section, we will cite some examples of conceptual models that have addressed the notion
of architectural space and its requirements.

The first building model was mentioned around 1980 by Bjork [10]. This model
described the representation of spaces but without considering the information about
spatial requirements. Two Swedish researchers who were interested in architectural
space and its geometric and quantitative requirements for the architectural design phase
proposed the second model. These two researchers were the first to think about spatial
requirements and properties related to the user’s activity [11].

The third model [12] specifies two classes of spatial requirements (space-based
requirements and user activities). This model mainly deals with the data of quantitative
and not qualitative spatial requirements in the architectural programming phase.

More recent models consider spatial requirements, in both programming and design
phases, such as IFC (IFC 2x4 RC3 (2011) and IFC4-Add2 (2016)). Currently, the IFC
model is the most comprehensive as it encompasses the main components of a building
for its entire life cycle. On the other hand, this model deals with spatial requirements
of the quantitative order and not qualitative (the only qualitative spatial requirements
present in IFCs are of the Boolean or label type).

In this paper we use a space model developed in a previous work that takes into
consideration qualitative spatial requirements [11]. Thismodel can be integratedwith the
existing IFCmodel to complement andmake itmore comprehensive for the programming
and design phase.

1.2 Safety Issues Related to Workplace Design

Safety related requirements mainly concern the risks related to the operating phase of the
building. The French National research institute in safety (INRS) provide a workplace
design guidelines [13] that categorize safety requirements (Fig. 1).

• The physical environment requirements refer to the conditions necessary for an
optimal comfort including light, ventilation, thermal and acoustics.

• The workplace safety requirements are essentials to ensure good accessibility and
circulation inside and outside the buildings. These requirements are directly linked to
the topological layout of spaces and workstations.

• The fire and explosion risk involve distance clearances, the smoke extraction facilities,
the storage of flammable materials, means of protection against fire.

• The risks related to the structure of buildings consists to themaintenance and operation
of structures such as the cleaning of roofs and facades.

• The technical installations requirements deal with the sanitary facilities, storage and
electrical installations.

In the next sections, we will focus on work equipment accessibility to several spaces
and relationship between workspace for spatial organization definition.
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Fig. 1. Safety related requirement categories

1.3 BIM IfcSpace Model for Safety Requirements Definition

As mentioned above, the IFC model does not consider the qualitative spatial require-
ments, nor the requirements of risk prevention that we have identified. For this reason,
we have chosen to use a IfcSpace model [14] to represent safety related requirements.

The model is based on the existing IFC model (Fig. 2). As Risk prevention
requirements are indeed both qualitative and quantitative, new requirement entity
<RequirementType> is added to consideration both types of requirements (qualitative
and quantitative) via the enumerated type <QuantitativeOrQualitativeEnum>.

The new model is established according to the already prede-
fined <RequirementType> category, which is structured into subclasses as shown in
the figure below.

Fig. 2. Model of Space and activity type requirements
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2 Design Process

To evaluate the applicability of the previously proposed spacemodel, we followed a three
steps designmethodology that help to specify and validate the safety related requirements
in BIM project context [11]:

1. Identify requirements according to the type of activity. Then, translate these
requirements into a tabular database.

2. Import space list and related requirements in Revit architectural design software
using “dynamo” scripts specific to each type of requirement.

3. Define a spatial organization with each space then verify if a specific requirement
has been respected any time during the design process using the Dynamo scripts
(Fig. 3).

Fig. 3. Design process

2.1 Spatial Requirements Definition

The projects owner and the future users’ representatives perform this task during the
architectural programming phase. In collaboration, they develop the project program in
a predefined tabular database, which includes on the one hand the spatial program, and
on the other hand, the different categories of risk prevention requirements.

The first sheet of the table contains the functional “Program” that lists the different
spaces (Type) and rooms (Sub-Type) (Table 1). Theother sheets corresponds to a category
of requirements. The sheets are composed of columns that represent the subsets of this
category. Each subset corresponds to a rule of spatial requirements.
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The project manager runs a predefined procedure to insert the different space and
attributes of the program requirements into Revit software.

The project manager performs this task during the design phase by running dynamo
procedures. The definition procedure ensures the setting up of the requirements. Three
scripts allow the insertion of information from the Excel table to the Revit tool:

• A script to insert the list of spaces into Revit. The procedure executes the import of
the Excel file and then the creation of a new list of rooms on Revit.

• A script to add space parameters to each space. The procedure extract the data from
the spatial requirements, then adds it as a room parameters.

• A script to add values to the new room parameters. The procedure extracts the values
from the requirements table, and then adds it for each room parameter.

As long as the database is shared and regularly updated, the project manager has
access to all the program requirements directly in his CAD software. Safety related
requirements are available as spatial object attribute.

2.2 Design Validation Procedures

The designer uses several scripts to verify compliance with safety related requirements
throughout the design process. The project manager uses only the Revit design software
to verify the adequacy of the project to the rules associated to each script.

These scripts are developed according to the types of requirements and the nature of
the project. In this work, we have developed verification scripts related to aisle width,
door size, room area, existing window for natural light.

3 Case Study

To demonstrate the applicability of this design methodology, this section presents a
building project of Nursing home for elderly people [15]. We start from a functional
program and then illustrate the steps for inserting requirements; the steps for importing
requirements into a design tool and the verification of these requirements. The objective
of this experimentation is to verify the perfect execution of the developed scripts during
the study as well as their relevance with safety related requirement.

Workplace Safety Requirements

• Wheelchair accessibility: it is recommended to have minimum dimensions for the
bathrooms to allow easy circulation of the person with reduced mobility as well as
the accompanying worker for cleaning purpose.

• Accessibility to rooms: this requirement affects all rooms, to ensure the accessibility
of people and equipment such as person lifter, handling systems, beds.

• Circulation: take into consideration the rules of horizontal and vertical circulation
inside the building with the following criteria:
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– Proximity: need of a direct relation between spaces.
– Space requirement: minimum required areas for each space depending on regular
occupancy.

Physical Environment Requirements:

• Natural light: identify the spaces that requires natural lighting.
• Artificial light: identify the spaces that requires artificial lighting.
• Light level: this is the minimum recommended light level required for each space.

3.1 Spatial Program

The predefined tabular database is filled with the above requirements. Each sheet of the
database is dedicated to a requirement category. All spaces of the program are translated
into <IfcSpace> object and the attribute values corresponding to each requirement.

Table 1. Spatial program with accessibility requirements



Building Information Model and Safety Requirements 491

3.2 Design Validation Procedure

These risk prevention requirement from the space model are translated into a graphical
program so that every designer on the project is able to execute them at any time. The
following rules have been translated in the validation program:

• The dimensions of the sanitary facilities in the rooms allow access for a wheelchair
accompanied by a healthcare worker. Length a and width b of the spaces are verified
as follows: “a > 2.4 m AND b > 2.7 m” OR “a > 2.7 m AND b > 2.4 m”. The
procedure selects two diagonally opposite points, calculate the width and length of
the room through the two selected points, and then compares them to the predefined
value.

• Verification of room accessibility: to ensure accessibility to equipment within the
various rooms, the width of the entrance doors must be adapted to the size of the
equipment and the nature of the activity planned in the room. To verify this condition,
the procedure extract door sizes for all rooms, then compares them to the minimum
widths recommended for each activity category.

• Verification of horizontal circulation: to allow a wheelchair and a bed to pass easily,
it is recommended that the width of corridors be at least 2.20 m [15]. The procedure
calculates the width of the room, and then compares it to the minimum width value.

• Verification of the proximity of rooms: two rooms are considered to be in proximity
if the distance between the two access points does not exceed a certain value, the
project manager according to the needs defines this value. The procedure verifies if
the distance between the two doors is within the recommended minimum distance.

• Verification of the surface areas of the rooms: the surface areas of the rooms designed
must not be less than the specified value spatial program. The procedure extracts the
surfaces of the rooms modeled on Revit and compare them to the required surfaces
in the program data.

• Verification of natural lighting: there must be at least one window or patio door that
belongs to an exterior wall. The procedure selects all the windows of the rooms and
check if the type of the host walls are of “exterior”.

During the design phase, the project manager performs these scripts as the project
progresses to ensure that safety requirements are met throughout the design process. At
the end of the execution of each script, a “Pop Up” information message appears accord-
ing to the results obtained, informing the user whether the rules have been respected or
not.

The figure below shows an example of the execution of the script for checking the
accessibility of parts showing the rooms that respect the accessibility requirement in
green and the rooms that do not respect the requirement in red (Fig. 4).
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Fig. 4. Spatial design validation before and after the procedure execution (Color figure online)

4 Discussions

The proposed design method facilitates the definition and the validation of spatial pro-
gram requirements. When the spatial program document is updated, the available data
on the designer’s workstation can be updated as well using the procedures.

The case study focused on a nursing home for elderly people building. Several type
of requirements such as regulations or expert recommendations could be tested. The
purpose was to demonstrate the feasibility of the design methodology in this context.

Somepractical limitations about the use of the software packageneed to be clarified to
improve the implementation of such designmethod. The experimentationwas conducted
under a single platform as a “ClosedBIM”. Reusing the developed procedures on another
platform will require to translate the associated rules. The design method could be
experimented in the future with several stakeholders on a larger scale in a so-called
“Open BIM” context. IFC, being the reference standard, must fully meet the need for
interoperability. There are two approaches in the literature: those aiming at extending
the IFC (adding elements or attributes) and those aiming at semantic enrichment of the
IFC (making it possible to specify and/or formalize the semantics of existing elements)
[17].

5 Conclusions

This work focused on the use of BIM tools to take into account safety-related require-
ments involved in the spatial organization of a building during architectural design pro-
cess. Using dynamo graphical programming tool associated with Autodesk Revit, we
experimented the feasibility of integrating these requirements in a spatial layout design
methodology. Among several ways to manage requirements related to IFCmodel object,
an IfcSpace extension model is used to express these requirements.
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The design method consists of expressing the future activities need and associated
requirements in the IfcSpace model and verifying the compliance of a spatial layout with
validation procedures. Through this approach, we succeeded in translating several rules
related to occupational risk prevention.

As a conclusion, the use of BIM tools and processes for occupational risk prevention
is gaining attention among academics. This work contributed to give a development path
towards a better consideration and control of safety requirements in the design phase of
a workplace building.
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Abstract. To apply energy efficiency monitoring and optimizing systems
for heating, ventilation and air conditioning (HVAC) systems at scale
metadata of the system components must be extracted automatically and
stored in a machine-readable way. The present work deals with the auto-
mated classification of datapoints using only historical time series data
and methods from the field of artificial intelligence. The dataset used to
conduct the research contains multiple time series from a total of 76 build-
ings and covers the months of January to November of 2018. Based on
these data, relevant features of the time series are defined. Using these
features, different classification models as well as the influence of seasonal
effects are evaluated. Overall, our approach provides very good results
and assigns on average about 92% of all datapoints to the correct class.
The datapoints of the worst recognized class are still correctly classified
to about 88% (validation data) and 90% (test data), respectively. Possi-
ble reasons for incorrect classified datapoints are discussed and a promis-
ing solution is proposed. The obtained results show that in practice these
methods can reduce the effort of creating and validating digital twins and
building information modeling (BIM) for retrofits.

Keywords: Datapoint · HVAC · Retrofit · Classification · Machine
learning

1 Introduction

With the Paris Agreement’s of a 1.5◦ target as a guideline efforts for reducing
energy consumption must be increased. The building sector, with its 40% share
of primary energy demand, is a particular focus. Since 90% of building floor
space in non-residential buildings are not efficiently controlled [16], automation of
heating, ventilation, and cooling is considered to have a realistic savings potential
of 13% of building energy demand by 2035 [5].

Building automation systems (BAS) provide a lot of data about the condition
of the building and the installed equipment. Often, errors in the design, program-
ming or operation of the equipment lead to increased energy consumption in
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buildings. Using a digital twin with all relevant information on the components
of the HVAC-system including their spatial and functional relationships, those
errors can be detected and processes can be improved automatically. As of now
the manual implementation of a digital twin is not only time consuming, but
also prone to human errors [13,17]. One is the lack of norms and standards for
assigning datapoint names. The various manufacturers of technical equipment
follow different systems for naming the same component, which so far made it
impossible to link the plant structure and software in a fully automated way.

In order to expand the use of digital twins and automation in the building
sector in a scalable manner, the demand of automated linking of components and
software arises. The systems setup with the spatial and functional relationships
of the components and their semantic correlations should be recognized fully
automatically at best, but at least minimizing human interaction.

This work focuses on datapoint types from ventilation systems. An important
intermediate step is the recognition of datapoint classes, i.e. a classification of
datapoint into e.g. temperature sensor, pressure sensor or damper position. The
problem of automated metadata detection has been addressed in recent years
[17]. This classification can be based on two different sources of information.
On one hand, the time series of the datapoint can be used, on the other hand,
the datapoint names are available. In [1], the ZODIAC system is presented that
automatically extracts metadata using datapoint identifiers and features of the
associated time series. Fütterer et al. [7] present a method that is, however,
only tested on a single building. The sampling rate of the datapoints used in
this process is with 1min much higher then what usually is available in real
cases. Bode et al. [2] present an approach for classification using unsupervised
learning methods. However, the results obtained are significantly worse compared
to methods based on supervised learning. Gao et al. [8] and Shi et al. [15] evaluate
several approaches to classify datapoints based on the time series and compare
the respective results for multiple buildings. In a more recent study, Chen et al.
[3] use only features of time series to detect classes. The approaches presented
achieve classification accuracies of 90% and 85%, respectively, but little attention
is given to the practical aspects in real applications such as availability of data
to train a model or seasonal effects.

The following use case is assumed for our investigations: Historical data is
available from an unknown building but the amount of historical data can vary
between a few days and multiple years. A classifier assigns a datapoint class
and a classification error probability to each datapoint. For this purpose we
developed a concept by selecting and combining existing techniques for a suitable
classifier and realized its implementation. The influences of seasonal effects are
taken into consideration to evaluate the portability of the developed solution
towards different climate zones. Finally, the classifier will be tested with the
data of two buildings and the result will be evaluated with regard to the practical
applicability, especially the necessary amount of operational data.
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2 Dataset and Classification Pipeline

Our approach for classifying datapoints is based on the properties and charac-
teristics of the time series only and consists of the following steps:

1. All data of each datapoint is divided into sections of 24 h (daily time series,
DTS).

2. Characterizing features for classification are extracted from the DTS.
3. Based on the extracted features, a classification model is trained.
4. Steps 2 and 3 are repeated with different combinations of features and classi-

fication algorithms. The best one is chosen (measured by weighted F1-score).
5. For the final classification of a datapoint each DTS is classified individually,

then the class of a datapoint is determined according to the majority principle.

The two-step procedure for classifying the datapoint distinguishes the present
study from previous approaches and drastically improves results and robustness.
The underlying idea is that there are typical daily courses for each datapoint
class, but atypical progressions occur on individual days. Using a day-by-day
classification we reduce the influence of atypical courses on the overall results.

In the following Sect. 2.1 the dataset is described in more detail. Subsequently,
Sect. 2.2 further explains the procedure for the classification of datapoints.

2.1 Description of the Dataset

The dataset used in the paper is from the Mortardata database (Modular Open
Reproducible Testbed for Analysis & Research) [6], which was published in 2019.
This database collects and unifies a variety of measurements and metadata from
over 100 buildings. At the time of the study, the database only includes buildings
from the area around San Francisco, California (USA). Possible influences due
to the geographic location on the results are considered in Sect. 3. The data is
predominantly available with a temporal resolution of 15min (G. Fierro (UC
Berkeley), personal communication, March 11, 2020). For this study all time
series were sampled at this rate.

To account for seasonal effects when classifying datapoints, data from almost
the entire year 2018 is used. In the building sector, typical patterns are often
observed on a daily basis, so the length of each time series was set to 24 h (DTS).
Thus in our data each DTS is represented by a vector with 96 elements. Thus,
one datapoint provides up to 365 individual time series of measured values in
one year. Time series which provide less than 96 measured values are discarded.

Figure 1 shows the classes and the corresponding number of datapoints and
DTS. They come from a total of 76 buildings. The dataset is divided into training,
validation and test data. The training data is used to train models and the
validation data is necessary for feature and hyperparameter selection. Test data
is used for a final performance evaluation only. The dataset is split based on
buildings (holdout set) to represent a real application. The validation data comes
from 12 buildings that contain all classes. The test data consists of 2 buildings,
each one containing all classes.
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Fig. 1. Number of DTS per class (number of datapoints in brackets)

The dataset is highly imbalanced with respect to the number of DTS per
class. To reduce negative effects on the models learning behavior, all classes in
the training data are reduced to the size of the second smallest class (Econ-
omizer_Damper_Command) by undersampling (randomly removing samples)
on a quarterly basis. The class sizes of both validation and test data remain
unchanged.

2.2 Classification Procedure

To perform a classification features must be calculated from the DTS. In addi-
tion to standard features of descriptive statistics such as mean or extreme values,
features based on patterns and shapes of the DTS are also taken into consid-
eration. To find the best combination of time series features and classifications
algorithms, we proceeded as shown in Fig. 2:

Fig. 2. Process of feature and model selection

An initial selection of features is made based on the literature (“L0”).
Subsequently, the list “L0” is extended by multiple features from the library
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TSFresh (0.16.0) [4] that we expected to bring high information gain, resulting
in the list “Custom” with a total of 122 features. The additional features were
chosen based on domain knowledge and are calculated using the Python library
TSFresh with default settings.

We use different State of the Art approaches to determine feature relevance
(Table 1). With each of these feature selection methods, all models from Table
2 are trained and evaluated respectively. For hyperparameter the default values
from the Python libraries Scikit-Learn, XGBoost and LightGBM were used. The
weighted F1-score is used as a measure of the performance.

Table 1. Feature selection approaches

Approach #features Encoding

Features from literature 60 L0
Extended list (L0 + additional features) 122 Custom
Chi2 Feature Importance 60 L1
RFE Default Random Forest 69 L2
Mutual Information 60 L3
Feature Importance Default Random Forest 58 L4
TSFresh Feature Selection 121 L5
Intersection of features of all approaches 23 L6
Features in at least 4 approaches selected 45 L7

Table 2. Used models

Model Used in literature

Linear Discriminant Analysis (LDA) [8,9]
k-Nearest Neighbor (kNN) [7–9]
Random Forest [7–12,14]
Gradient Boost
ExtraTrees
LightGBM
XGBoost

Comparing the results of all combinations of models and lists of features, the
models XGBoost (F1 = 0.89) and ExtraTrees (F1 = 0.87) with the features of
the list “L7” were selected based on the achieved results. XGBoost achieved the
highest F1-score and is used for the final evaluation of our approach. Extra Trees
has a significantly shorter training time and only slightly worse results and is
therefore suitable for systematic tests concerning seasonal effects as described in
the following section. Both models stem from the family of tree-based algorithms
and therefore we expect a high transferability of the results.



500 N. Mertens and A. Wilde

3 Results

3.1 Influence of Seasonal Effects

Ideally, a classifier is trained with data from an entire year, thereby enabling
classification of datapoints of unknown buildings independent of the recording
date of the DTS. When considering the influence of seasonal effects, we investi-
gate whether the performance of a model depends on the date of the time series.
For this purpose, a model is trained with the training data of the whole year and
evaluated for each month separately with validation data. In Fig. 3 the weighted
F1 scores for each month are shown, where a red horizontal line represents the
mean of all calculated F1 scores. Since neither training nor evaluation data are
available for December, no result can be shown for this month. In the lower part
of the figure, the number of DTS is plotted over the months.

Fig. 3. Model trained with data of whole year, classification performed for each month
individually (Extra Trees with “L7” Features)

It turns out that the performance of the classification is mostly independent
of the date of the time series. Only in April there is a noticeable deviation from
the mean value. One possible reason is the significantly small amount of training
data for this month. On the other hand the training dataset contains very little
data for November as well, but the performance in this month shows only a
insignificant difference from the mean value. Therefore the number of training
data does not seem to be the only influencing factor and seasonal effects could
in fact play an important role.

The climate in San Francisco, California is subject to large fluctuations (as
it can be seen in standard climate charts), especially in the months of spring
and autumn. If only a few DTS are available during these months, information
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about possible fluctuations of e.g. sensor data could only be partially recorded.
As a result, the classifier will receive less information from this period of the year.
With an extended dataset of multiple years a more comprehensive understanding
of the influence of seasonality could possibly be achieved.

In terms of flexibility for using the classifier for unknown buildings, the annual
climate seasonality plays an important role. For the present dataset of buildings
from the San Francisco area, the seasonal temperature pattern seem to play
minor role(cf. Fig. 3) though. To apply the classifier in central european countries
such as Germany, the influence of the seasons on the performance must be verified
with an appropriate dataset.

3.2 Classification: From Time Series to Datapoints

This section examines the results of the classifier with test data which were pre-
viously completely unknown to the model and thus represents a real use case
scenario. The test is conducted with the XGBoost model, which achieved the
best results during model and feature selection. For this purpose, the model
is trained with a combination of training and validation data to maximize the
amount of training data. As described in Sect. 2.2, in a first step the time series
of all datapoints are classified. Subsequently the datapoint class is determined
by majority principle. Figure 4 (left) shows the weighted F1-scores for the clas-
sification of DTS and datapoints. The classification of the DTS already achieves
a F1-score over 0.925. After the second step of the datapoint classification, the
result improve significantly and reach a weighted F1-score of about 0.975.

For practical applications with limited availability of data the question arises
how many time series per datapoint are necessary in order to make a reliable
statement about the datapoint class. This question can be answered using the
binomial distribution. Thus, the probability P (X = k) =

(
n
k

)
pk(1 − p)n−k that

exactly k of n DTS are correctly classified is calculated, where p corresponds to
the probability that a single time series is correctly classified. p varies for different
datapoint classes. For a conservative estimation, the value of p is taken to be the
worst datapoint class recognized on test and validation data (p = 0.72). For this
approach, classification errors are assumed to occur randomly and the individual
tests are assumed to be stochastically independent. The plot in Fig. 4 (right)
shows that with 13 DTS per datapoint, the overall probability of determining
the correct datapoint class is already greater than 95%.

When using the model with the data of unknown buildings, it is not only
important to know the predicted class, but also the probability of the pre-
diction being correct. This allows the class assignment to be fully automated
for some classes and focusing expert knowledge on classes with low classifica-
tion confidence. The prediction probability can be directly read from the main
diagonal of the classification matrix in Fig. 5. They express the ratio of cor-
rectly assigned datapoints of a class to all datapoints of this class. More than
half of the classes are recognized correctly in all cases. Only the three classes
Damper_Position_Setpoint, Return_Air_Temperature and Supply_Air_Flow
Sensor show classification errors at all.
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Fig. 4. Left: Comparison classification of individual time series and datapoints
(XGBoost with “L7” features, test data), right: Overall probability over the number of
time series per datapoint

Fig. 5. Normalized classification matrix (XGBoost with “L7” features, Test data)
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4 Discussion and Conclusions

For the data used in this research a very good recognition of datapoint types was
achieved. The reliability increases with the number of available DTS, whereby
on average a classification accuracy of 95% is exceeded if more than 12 DTS are
available. In practice, this should lead to a drastic reduction of the expert effort in
many cases. With respect to the season from which the DTS originate, the results
are reliable for at least the investigated climate zone (San Francisco/USA). The
transferability of this finding to other climate zones still has to be examined with
an appropriate dataset. It is to be expected that problems can occur in climatic
zones with more pronounced annual temperature variations: Heating systems
in Germany, for example, do not operate for weeks in the summer, nor does
cooling in the winter. In cases where the systems are not in operation, very little
information can be extracted from corresponding time series. In theses cases,
data of multiple seasons must be provided in order to achieve reliable results. As
a rough guideline, however, it remains to say that about 2 weeks of operating
data make the datapoint of the respective active systems well automatically
identifiable (cf. Fig. 4).

It turned out that the classification results for individual classes such as
“Damper_Position_Setpoint” (flap position) was comparatively poor. The rea-
son for this could be that this datapoint class was imprecisely defined in the
dataset. Dampers can be used at very different locations in a ventilation system
and can have very different operating characteristics depending on their cor-
responding function. Thus, the comparatively poor detection performance indi-
cates a fuzzy taxonomy of datapoint rather than problems with data availability,
feature selection or the overall classification approach.

Also some datapoint of the Return_Air_Temperature class are not recog-
nized correctly. More detailed investigations showed that the DTS of the incor-
rectly classified datapoint have a significantly larger range of values than the
training data. One possible reason for this is the different usage profile of a sin-
gle room in the existing dataset. It is expected that additional buildings with
similar usage profiles in the training data may improve the classification results.

To create a useful digital twin of a building, all relevant technical components
need to be included. Knowing the type of datapoints can enable (semi)automatic
datapoint mapping or support evaluation of manually mapped datapoints to
avoid errors (e.g. check if components are mapped in a unusual order). The
results obtained in this work thus show that the classification of datapoints based
on features of the time series could be a practical way to reduce the expert effort
in creating and validation digital twins and BIM for retrofit applications in the
building sector.

In this work, however, a number of other aspects such as the automatic detec-
tion of functional relationships and the affiliation to different parts of the plant
are not considered. For these tasks, other sources of information such as data-
point identifiers or graphical representations of the plant structures will play a
major role. However, since these sources of information are often incomplete and
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subject to errors, time series can offer valuable information for the plausibility
check of information from other sources.
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Abstract. This paper presents a novel viewpoint on modular construction, seek-
ing to create new opportunities to transform the built environment ecosystem by
taking a product lifecycle and systems perspective. Based on a review of the chal-
lengeswithmodular construction and the recent social trends, it is proposed that the
modular construction approach and modular spaces can offer a means to address
one of the fundamental limitations of the existing built environment solutions– the
coupling of products (built spaces) and their location. The propositions are based
on a literature review and abductive reasoning. It is argued that in the current app-
roach to modular construction, the modularity is typically lost after construction,
that is, once the building is constructed. In contrast, novel modular construction
approaches could seek lifecycle modularity goals as a part of the systemic built
environment solution with the vision to achieve the decoupling of products (built
spaces) from the location. It is argued that the decoupling of product and location
will create new business and societal opportunities for modular construction, in
keeping with trends such as sharing economy, resource effectiveness, adaptability,
and flexibility of offerings for the end customers. This paper is based on theoreti-
cal arguments. Further research is ongoing to develop a proof of concept and test
the technical feasibility, market viability, and social desirability of the proposed
approach.

Keywords: Built environment · Technology · Modular construction · Global
trends · Real estate innovation

1 Introduction

Offsite modular construction is when building components are constructed offsite
in a factory with a controlled environment, transported to the construction site, and
assembled. Modular construction has been shown to improve housing quality, reduce
labor requirements, reduce construction time and uncertainty, and reduce environmental
effects around the construction site. Consequently, in the last two decades, modular con-
struction has attracted the attention of construction industry and the governments and
regulatory agencies across multiple countries, especially developed countries [1, 2].

Despite the acknowledged benefits, support of the government agencies, and a range
of enabling initiatives and efforts by different stakeholders to promote modular con-
struction, the desired level of impact and adoption of modular construction in practice
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is lower than expected [1]. The private building sector still relies heavily on traditional
construction methods [2]. The global modular construction market is still struggling to
gain traction. Only 2–3% of the worldwide construction sector uses modular construc-
tion. The construction industry is by and large following the samemethods and processes
invented decades ago, with limited improvements in the quality of the buildings around
us.

Some of the reported reasons for the low adoption of modular construction include
lack of design guidelines, lack of training and investors, transportation difficulties, relia-
bility of connection systems, and intensive capital requirements [2]. Despite exploration
of approaches such as lean construction to address the identified issues, the gaps remain,
especially in connecting technical advancements to industry practices and market reality
[3]. Others continue to explore these challenges from the perspectives of construction
technology and management. For instance, Liu et al. [4] propose a digital twin-based
safety risk analysis of prefabricated buildings.

Hence, it is becoming apparent that there is something amiss in the current assessment
of the reasons for the slower adoption of modular construction. For instance, Pasquale
et al. [1, 5] suggest the need to change the way modularisation in construction is con-
ceived and implemented. Similarly, this paper argues that a holistic, value-based, and
market ecosystem-level understanding of the dependencies is required to identify other
challenges and opportunities for the wider adoption of modular construction practices.
Consequently, this research adopts an ecosystem perspective at the societal and built
environment business ecosystem level and does not limit the analysis to construction
technology and methodology issues. In particular, the research recognizes that the real
estate factors, especially the dominance of the location of the property in the valuation
of a building or housing, remain a critical factor. That is, the research builds on the
argument that the eventual valuation of a typical housing is determined by its location
to such an extent that it often does not matter whether a better-quality housing product
(leaving the location factors aside) can be provided through one production method or
the other, including modular construction.

Therefore, it is argued that the real estate market factors and the contemporary hous-
ing trends must be part of the modular construction strategy. We build on the premise
that the technological effort toward modular construction is likely to see greater success
if it can create new growth opportunities in the real estate market, not just by improving
the production-centric technological methods. Hence, this paper revisits modular con-
struction from the systemic and real estate business ecosystem perspective, focusing on
reducing the coupling between the product (building) and its location. It is argued that
the decoupling of the product and location will lead to an independent assessment of the
product and the location, which otherwise tends to get entangled as one single offering
where the value of the location tends to outweigh the value of the product.

2 Research Approach

This research is basedon a literature reviewand theoretical arguments, buildingon abduc-
tive reasoning. Abductive reasoning seeks the best plausible explanations of observable
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patterns for scenarios where inductive reasoning or deductive conclusions are not ade-
quate. Figure 1 shows the research steps and the flowof arguments leading to the research
hypotheses and the planned next steps. Two main research hypotheses are proposed.

Hypothesis 1: The inclusion of real estate market factors in the conception of modular-
construction-based solutions will generate greater value and market acceptance for
modular construction.

Hypothesis 2: The decoupling of land and the built asset (product) will lead to an inde-
pendent valuation of the built asset (product) and the location, resulting in increasing
recognition of the quality of the built asset (product).

This paper provides preliminary theoretical evidence to justify the relevance of the
hypotheses. The validation of the proposed hypotheses is outside the scope of this paper.
The hypotheses have to be tested for technical feasibility, market viability, and social
desirability as part of the ongoing research.

Fig. 1. Research steps and approach

3 Background and Review

This section briefly reviews and reflects on the literature and trends associated with
modular construction and the built environment ecosystem.

3.1 Need to Adopt a Product and Product Lifecycle Point of View

There is increasing call for industrialized construction and the need to view build-
ings as products [6]. The current housing solutions do not demonstrate generational
transformations that are observable in modern manufactured products such as cars and
phones. Current housing solutions typically remain outdated, with incremental changes
in construction technology and performance [5].

Considering housing as a product may offer opportunities to improve product qual-
ity. Nonetheless, product-centricity in housing and modular construction is currently
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production focused. The modular construction research is currently focused on manu-
facturing and assembly, improving the construction process, speeding the construction
time, enhancing offsite manufacturing, and improving quality [1, 2]. The target value of
such an approach is geared towards the construction process. It does not directly target
the real-estate valuation, which is the most critical factor in choosing housing solutions.
Others such as Pasquale et al. [5] have also argued the need to revisit modular con-
struction as means to address changing societal trends. For instance, there is a demand
for housing solutions that suit modern urban lifestyle. Thus, there is an apparent gap
in the product-oriented approach to housing solutions. Pasquale et al. [5] suggest that
modularity can help fill this gap.

In general, modularity is also desirable from the perspective of product lifecycle
management. Ishi [7] assessed the impact of modularity on product lifecycle engineering
and concluded that modular products offer high serviceability and recyclability, leading
to high life cycle efficiency. Modularity provides means to respond to technological
changes and flexibility requirements in products [7].

Different levels of modularity are possible in building housing [8], offering dif-
ferent benefits according to the stage in which modularity is introduced, as shown in
Table 1. Panel-based approaches introduce early and more granular modules. However,
the benefits are relatively lowcompared toPrefabricatedPrefinishedVolumetricModules
(PPVC), where modularity is more aggregated and late stage, but with higher benefits of
cost, time, and quality. Nonetheless, in the current modular construction approaches, the
PPVC modules typically lose their modularity once the building is constructed because
themodules cannot be independently replaced unless thewhole building is disassembled.

Table 1. Levels of modularity in housing solutions and delayed differentiation

Modular construction
approach

Specification Life cycle stage where
modularity introduces

Benefits of
postponement

Panelised modular
system

Building wall panels
manufactured in a
factory and assembled
on site

Early Low

3D module
manufacturing

3D structure (part
modules such as
modular bathrooms)

Middle Moderate

PPVC Prefabricated
prefinished volumetric
construction (fully
completed apartment
modules)

Last stage High

The proposed solution approach seeks to leverage the benefits of PPVC modules,
but alter the assembly process to seek lifecycle modularity. The objective is to not only
introduce modularity in the last stage but to retain it across the lifecycle of the building.
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This creates an opportunity to further the benefits of postponement because the PPVC
modules could be replaced anytime during the lifecycle of the building. This argument
forms the basis for the first hypothesis.

3.2 Need to Consider Real Estate Market Factors

Modular construction is argued to improve quality, and reduce labour requirements,
construction time, and environmental effects [1, 2]. All these arguments are production-
centric. Whereas, the real estate literature shows that the housing purchase behaviour is
largely influenced by real estate factors, predominantly the location [9, 10]. Similarly, a
review of popular housing portals shows that location is the most emphasized factor in
housing deals. Hence, it is reasonable to argue that the modular construction approach
needs to strategize around real estate factors for wider adoption.

Explaining the housing purchase behaviour, Wong et al.[9] state that real estate can
be considered a hybrid product that combines the land and the building structure. The
land value is largely transparent, whereas the building value is somewhat opaque to
the buyer who has less information about the building than the seller. This asymmetry
results in valuation largely determined by the location.Wong et al. [9] draw uponGeorge
Akerlof’s lemon theory [11] to support their findings. They conclude that land drives
the liquidity of the real estate market even if the buyers do not have uncertainty about
the building.

Hence, it is argued that the coupling of the built asset and the land skews the valuation
towards the land, reducing the importance of the product quality. Decoupling land and the
built asset can be one of theways to reduce this asymmetry and put independent emphasis
on the product quality. This argument forms the basis for the second hypothesis. Hence,
it is reasonable to conclude that the coupling of the built asset and the land skews the
valuation towards the land, often leading to reduced importance of the product quality.
Decoupling land and the built asset can be one of the ways to reduce this asymmetry
and put independent emphasis on product quality. This argument forms the basis for the
second hypothesis.

3.3 Need for Decoupling of Product and Location

Seeking solutions to decouple building products from the location is not a newendeavour.
Several solutions that allow decoupling of building products from the location either
exist or have been proposed earlier, albeit for reasons different from what is proposed
in this article. For example, mobile homes, caravans, and portable units have existed
for a long time. Nonetheless, the literature suggests that such mobile homes are not
attractive from the real estate perspective as they are not considered building assets,
which makes it difficult to procure loans or financing for such units [12]. The primary
driver for such solutions, therefore, is affordability and lifestyle choices, and not really
the drive to improve the product quality or change the real estate dynamics. Similarly,
portable mobile shelters and units are often used as temporary shelters in emergency
scenarios. Once again the objective is temporary housing and not the drive to improve
product quality or change the real estate dynamics. Decoupled modular solutions have
also been part of the visions of futuristic cities, typically driven by projected lifestyle
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and benefits of industrialization [13]. A few notable examples include Yono Friedman’s
concept of independent dwellings, and the Archigram and Metabolist concepts from the
1960s.

The Archigram concept proposed a ‘Plug-in city’ comprising an elevated city of
personalised prefabricated capsule homes inserted into high-rise megastructures [13].
Archigram’s plug-In city concept intended to give people the flexibility and choice to
customise their capsule homes. Metabolist aimed to develop a living, self-generating
system that could adapt over time [13]. Friedman’s work provided the concept of mobile
architecture, creating spaces that people could take with them [13]. These futuristic
groups worked on concepts that sought decoupling of the product and the location.
These concepts did not translate into reality, perhaps due to technological limitations at
that time and a lack of social acceptance. However, the authors argue that such visions
may have also failed because of the disconnections of the ideas from the practical realities
of the real estate market and the housing purchase behaviour.

4 The Proposed Approach to Decoupling Product and Location
via Modular Construction

Figure 2 showsa schematic of the proposed solution approach,whichhas similaritieswith
Archigram’s ‘Plug-in City’ [13] and Pasquale et al.’s [1] hybrid modular construction.
The proposed solution comprises a building frame fixed on a location, but which can host
independent, replaceable PPVC modules. The building frames have integrated hoisting
mechanisms that allowPPVCmodules to beplugged in or out anytimeduring the building
lifecycle. The removable modules retain lifecycle modularity, decoupling them from the
location.

Fig. 2. Plug-in-plug-out system of modularity

The proposition to decouple the built asset from its location is driven by the following
factors:

Improve the Housing Product Quality: Decoupling of the housing product and its loca-
tion should lead to independent emphasis on product quality. As technologies and soci-
etal trends change, the built spaces will also require frequent updates to meet the desired
performance and functions [1, 5]. With a decoupling approach, replacing the existing
modules with advanced technical, societal, and functional units should be possible.
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Enhance Variety and Choice: Decoupling will provide greater flexibility and choice for
customers to select individual units that meet their changing needs, budget, and design
requirements across the lifecycle.

Enhance Adaptability at The City Level: Decoupling the product from the location will
create a system-level opportunity to adapt at the city.

Enhance Recourse Efficiency: The ability to share modules or locations will enable
greater resource sharing and efficiency at the systems level, consistent with trends in
sharing economy.

5 Discussion and Justifications

Figure 3 summarizes the observations and trends leading to the proposed objective of
seeking greater value in the built environment through decoupling. The trends suggest
that apart from the technological aspects, the real estate market, business, culture, and
global trends are notable factors that influence the adoption of construction technologies
in practice.

Fig. 3. Summary of trends leading to the need for greater value generation in the built environment

The following paragraphs explain how some of these trends and observations can
be accounted for in the proposed solution approach that seeks to leverage modularity to
decouple the building product from the location.
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5.1 Advantages of Lifecycle Modularity and Delayed Differentiation

Delayed differentiation is postponing the products assembly late in the supply chain to
have cost benefits, reduce inventory, tackle uncertainty in demands, and high product
availability and variety [14, 15].

In traditional PPVCmodular construction, all the PPVCmodules in a single building
are assembled at the construction point. Some level of delayed differentiation is available
to the end customer until the point when the building is constructed. In contrast, the indi-
vidual modular units are never permanently fixed to the building frame in the proposed
plug-in-plug-out approach. The lifecyclemodularity should allow greater delayed differ-
entiation as the customers can choose their own customized units even after the building
frame is constructed. The lifecycle modularity will enable reuse, recycling, and disposal
[14] of PPVC units at any time, allowing a continued opportunity for differentiation.

5.2 Future Technology Drivers in Construction and the Global Social Trends

Singh [16] argued that the built environment research and practice needs a systemic
approach along with a technology-based vision of the future of construction. Quoting a
World Economic Forum report that identified several technological advancements and
global trends that are likely to shape the future of construction, Singh [16] argues that the
construction sector needs solutions that can combine technical advancementswith global
trends.Hence, it is desirable to seek approaches that can integrate technical advancements
such as prefabrication and PPVC, digitalization, and wireless technologies with social
trends such as sharing economy, resource efficiency, and lifecycle management.

Social trends are also reflected in the urban lifestyle. The younger generations want
the spaces to be flexible, adaptive, resource-effective, and technology-oriented [1, 5].
Technology changes how we think, socialise, live, and work. Some noticeable global
trends include temporality, mobility, agility, activity-based working, X-as-a-service,
plug-in plug-out products, co-working, co-living, etc. [1]. Companies such as Airbnb
and WeWork offer a flexible urban lifestyle. The real estate industry is going through
a form factor change [17]. A similar desire for flexibility and resource efficiency is
observable in other markets such as car-pooling because it adds value to the customer.
Decoupling the housing units from the location can be one way to create such flexibility
and adaptability in the real estate market.

The trends toward decoupling are also observable in areas such as mobile architec-
ture, adaptable spaces, tiny houses, and modular pods[18, 19]. Each of these solutions
can be clubbed in the category of volumetric modular solutions. Such flexible spaces are
equally applicable in indoor and external environments. In parallel, outside the built envi-
ronment discussion, modular volumetric solutions such asMobile Health Units (MHUs)
are increasingly used to improve public infrastructure in remote locations [20]. There
is also a growing interest in the mobility domain of autonomous spaces, extending the
scope of modular spaces. In addition to the physical spatial solutions, service-oriented
spatial solutions such as space-as-a-service have emerged [21]. The ideas of shared econ-
omy and shared resources have emerged in built environment, mainly via innovations
in real estate. Such service-oriented models also lead to greater use of modular spaces
such as meeting pods.
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The decoupling approach also seeks to bridge the silos of sub-disciplines within the
construction industry, namely, architecture, construction, facilitiesmanagement, and real
estate and property management. For instance, Korkmaz [22] discusses the concept of
kinetic architecture in which buildings are designed to allow parts of the structure to
move. Dynamic design is an under-explored in construction. Whereas re-configurable
spaces are increasingly desired in modern real estate. A built environment ecosystem
that supports kinetic architecture at the city-level offers new growth opportunities in the
construction industry.

5.3 Spatial Efficiency and Resource Efficiency

There is increasing housing demand in cities like Shanghai and Delhi with the grow-
ing urban population. Innovative solutions are needed for the effective use of new and
existing spaces. Building occupancy rate is one way to assess the efficiency of building
resources. The current occupancy rates across educational, residential and office build-
ings is less than 0.35. One crucial reason for such a low occupancy rate is that buildings
are designed to serve a specific function. This results in building resources that remain
unused for large amounts of time. In contrast, the proposed decoupling approach can
enable multi-functional use of locations with adaptable and mobile spaces, raising the
overall efficiency and occupancy rates.

6 Conclusions and Future Research

The coupling of building housing with location seems to be a fundamental limitation
in construction. Decoupling the building housing from the location offers new growth
opportunities, commensurate with trends such as sharing economy, resource efficiency,
adaptability, and flexibility. Decoupling will build upon and offer lifecycle modularity in
housing solutions. However, several challenges remain to be investigated and tested to
take the proposed vision forward. First, the technical feasibility of the proposed approach
needs to be tested. Second, the social desirability of such a solution needs investigation
and validation. Third, the market viability of the proposed solution needs to be assessed
to check whether a sound business case can be made for the proposed solution such that
it creates and meets market demand.
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Abstract. The manufacturing landscape of the industry has been changing in
recent years with the current disruptive technological advances. The industry 4.0
paradigm goes beyond the adoption of technology. It has accelerated the develop-
ment of new concepts and methods that influence products and processes, gradu-
ally allowing the creation of intelligent products. Although these advances address
the integration of Industry 4.0 with the intelligent product development process,
the intelligent product concept does not consolidate yet. Likewise, the classical
adjustment of product development processes to meet the prospects of develop-
ing and manufacturing smart products should be further addressed. This article
contextualizes what has been studied about the concept of intelligent products,
the intellectual process of product development, and the importance of enabling
technologies of Industry 4.0 in the process. The analysis is carried out based on the
studyof relevant articles that focus on the themes, the concept, and the development
of smart products. In addition, the main differences, and necessary adaptations in
the classic product development processes about intelligent product development
process frameworks are addressed. The study’s main result is an overview of the
existing gaps within the problematic issues. In addition, a discussion is carried out
on the requirements and needs for future construction of the Intelligent Product
Development Processes framework.

Keywords: Smart product · Product development process · Industry 4.0 ·
Problem analysis

1 Introduction

The industrial scenario has changed in recent decades due to successive technologi-
cal advances; such advances have increasingly led to the development of products and
services that include advanced computing platforms, increasingly characterizing them
as intelligent or complex products [1, 2]. Smart products can be described as having
autonomy, adaptability, multifunctionality, cooperation, and human interaction within
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the scope for which they were produced [3]. The challenge of promoting smart prod-
ucts, driven by global competition, increases the difficulty of determining customer
requirements, being increasingly customizable and challenging to meet. This complex-
ity increases effort and execution time in Product Development Process (PDP) [4, 5].
As a way of promoting agility to the PDP, using the enabling technologies of Industry
4.0, studies involving frameworks, methods, and approaches that use these digital tools
to make the process smarter are on the rise [6, 7]. In addition, such frameworks aim to
promote connectivity, communicability, and diagnostic capability to control throughout
the Product Lifecycle Management (PLM) [8].

Although many studies address the applicability of industry 4.0 concepts in different
domains, in the PDP, some ideas are considered nebulous and can bring some confusion
[9, 10]. To corroborate this statement, the systematic literature review promoted by [3]
about the smart product concept concludes that the high study of this concept by different
domains has led to a dispersed and uneven body of knowledge. In [11], the authors
highlight the need for framework adaptation between classical product development
processes and intelligent product development process methods.

According to this context, this paper promotes an analysis and discussion about
the concepts of smart products and the smart product development process based on a
literature review. Additionally, it addresses the role of enabling technologies of Industry
4.0 around these themes to support the advancement of PDP.

This article is structured as follows: Sect. 2 addresses the problem statement regard-
ing dispersion in the concept of smart products and themain differences between classical
product development processes and innovative methodologies related to smart products.
Section 3 presents an analysis of related works found after an initial survey of a theoret-
ical framework. Section 4 discusses the main disadvantages and gaps in the associated
results. Finally, Sect. 5 concludes and presents perspectives for further research.

2 Problem Statement

Through the study of the term smart products, it was possible to identify several descrip-
tions of this term and generate diverse perspectives. In the survey developed by [12],
the concept of a Smart Product is presented as one capable of retaining or storing data
about itself. In [13], the authors point to intelligent products as those skilled in making
decisions about themselves and establishing transport of information to other products or
systems. The dispersion of the smart product concept impacts the agility of the develop-
ment and production process of products with such characteristics. In addition, it retards
the customer’s defining the product requirements [13].

The advancement of emergent technologies, allied with industry 4.0, imposed an
interaction between all stages of the classic development processes. With the increase
in product complexity, the need to promote intelligence in product development became
apparent the more it highlights the need for customized manufacturing requirements
demanded by the customer [11, 13]. These contexts require agile methods and cheaper
processes to launch innovative and technological products [14].

Therefore, this research intends to clarify the concept of smart products, pointing out
the evolutions in the existed or conventional product development process. Additionally,
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this research aims to understand the new requirements to make the smart product process
development process more agile and respect all customer’s needs. Figure 1 summarizes
all concepts involved in this research to active a Smart Product.

Fig. 1. Faces of the research problem.

Therefore, the starting point will be a previous survey of the theoretical framework
considering three main dimensions:

i. The concepts and problems for the design of Smart Product.
ii. The main models of product development processes (Classic Models) and the

models of intelligent product development processes.
iii. Industry 4.0 key concepts enable technologies to support smart product develop-

ment.

This research considers these three dimensions with a discussion that identifies the
main related works in this domain. It explores the differences and essential adaptations
in the classical methods of product development focused on the agile process and the
gaps that can be addressed in this context.

3 Related Works

Themethodologies used to build the theoretical framework that supported the discussion
about the topics presented were as follows:

i. A survey for articles and papers was carried out in the Scopus database using
the following keywords (i) “Smart product development process” and (ii) “Smart
products”.



An Overview of Smart Product Manufacturing 519

ii. The authors used multiple methods to rank the most recent articles and the most
relevant research in the domain of this study.

iii. The selected articles were read and classified using four criteria to facilitate the
analysis (the criteria will be detailed in Sect. 4 of this document).

iv. Finally, the authors analyzed articles to extract relevant information from the
research. In addition, the study is divided into subtopics according to the context of
the current research.

The following subsections summarize the extracted information and knowledge from
the literature review that supports the discussion presented in Sect. 4. In addition, the
subsections were structured according to the three research issues: (i) the Smart product
concept issue; (ii) The Smart product development process adaptation issue; and (iii)
Emergent Technologies Trends used in the Smart Product issue.

3.1 Smart Product Concept Issue

Although Smart Products are a widely used concept, there is still a need to clarify
and centralize a single vision for a better understanding. A preliminary search made it
possible to findmany archetypes for these terms, and several examples used similar terms
to describe different concepts. For example, [15] classify Philips Hue’s bright lights, the
Amazon Echo, and the self-driving car under the term “smart object,” while [16] refers
to in-car navigation systems, digital cameras, and cell phones as “smart products.” In
[17], the authors refer to “intelligent objects. According to [18], the authors consider the
term “smart product” as “connected objects,” and in [11], the authors introduce the term
“internet-connected constituents.” In [19], the authors use the term “Digitized artefact,”
while [18] use the term “smart thing.” in a somewhat similar fashion, scholars have also
used a variety of terms synonymously. This ambiguity is compounded by the fact that
other concepts exhibit overlaps with the smart product but must be clearly distinguished
in a conceptual sense.

Furthermore, there is no agreement on the definition and definition of “smart prod-
ucts” criteria. Existing reports are often based on packages of seemingly arbitrary fea-
tures or features. It was also possible to note that recent research on smart products
has focused on their created functions or service offerings and the larger ecosystems
in which they operate [3, 19, 21, 22]. In this way, the preliminary study of intelligent
products becomes relevant before analyzing and developing process methodologies and
producing this new kind of product.

3.2 Smart Product Development Process Adaptation Issue

Within the literature, it was possible to find different perspectives of classic product
development. In work developed by [20] are cited: [23] defines it as the process that
converts customer needs and requirements into information to produce a product; and
[24] defines it as a business process consisting of a set of activities that seek, from
the needs of the market and the possibilities and technological constraints. In addition,
the author considers companies’ competitive strategies and strategies for the product to
achieve product specifications.
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In more recent research, approaches to intelligent product development were found,
such as the study by [2] that compiles the primary studies for more competent produc-
tion within industry 4.0. Within the research, a shortage of studies sought to adapt the
traditional development processes to support intelligent products and services. Because
of this, it becomes relevant to deepen the systematic review of the literature to prove
this concern and delimit the requirements for such adaptation. Furthermore, in the study
carried out by [8], it is already possible to notice an optimization approach for intelligent
product service systems proposing a Digital Twin approach as an actuator in optimizing
functions of intelligent systems and products.

3.3 Emergent Technologies Trends Used in Smart Product Issue

The industrial scenario has changed in recent decades due to successive technological
advances. Industry 4.0,whose concept has beenwidely discussed by academics and orga-
nizations, is a new manufacturing paradigm combining intelligent factories, machines,
systems, products, and processes in an integrated network that connects the physical and
virtual worlds using Cyber-Physical Systems (CPS) technology. Industry 4.0 involves
products and processes and is often related to CPS, the Internet of Things (IoT), and
Smart Products, a new industrial approach encompassing future industry developments
and technological advances that will increase productivity and business efficiency [24,
26].

Industry 4.0 is focused on creating smart products and processes by transforming
conventional factories into smart factories. An intelligent factory environment is char-
acterized by a networked intercommunication between human resources, machines, and
objects, such as smart products. Smart products are integrated into the entire manufac-
turing process and actively support your manufacturing process by autonomously con-
trolling individual production steps. Furthermore, like finished products, smart products
are aware of the parameters in which they must be used, providing information on their
status throughout their entire life cycle [25].

4 Discussion

This research is working to highlight the issues presented in Sect. 2 to ensure a better
understanding of new product development processes and the concept of smart products
in the face of the emergence of enabling technologies in industry 4.0. In this way, three
dimensions of the problem are proposed to be discussed: the question of the concept
of intelligent products, the adaptations in the classic processes of product development
that the intelligent development frameworks have been promoting, and the importance
of industry 4.0 technologies within this context.

A primary search was conducted where related works were found for each suggested
problematic question. After a complete reading, each article was allocated based on the
criteria in which it best fit. For a better understanding, subdivisions were made in each
main question to guarantee a better perspective of the contribution of each article to
this research. The criteria used in the subdivisions are described in Table 1, and the
articles/papers classification according to the requirements can be seen in Table 2.
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It is possible to notice in Table 1 that, within the selected articles, some themes
have been little explored; for example, it is possible to note that few pieces addressed
the differences between classic PDPs and intelligent product development processes or
established a starting point for companies emerging companies that still use the classical
process as a basis [20–22, 28]. In addition, it is possible to notice a high in the research
of frameworks using enabling technologies in industry 4.0 aiming at the production
of intelligent products but without the allocation of intelligence in the Development
process, but with the intelligence focused on the product [17, 25, 27].

Table 1. Subdivisions of discussion questions

Issue Subdivision Criteria

Q1: Smart product concept SP1 The article presents several definitions
of smart products

SP2 The article presents several definitions
of smart products and offers as a
conclusion a final definition

Q2: Classic PDP models vs. intelligent
product development process
frameworks

PD1 The article only covers classic product
development processes

PD2 The article only covers intelligent
product development frameworks

PD3 The article covers intelligent product
development frameworks based on
classic PDP models

Q3: Industry 4.0 enabling technologies TH1 The article presents topics of enabling
technologies of Industry 4.0

TH2 The articles present topics about
enabling technologies of Industry 4.0,
linking them with intelligent product
development

Another point that was possible to see is the extension of the smart product concept
towards an earlier point in the product life cycle, thus leveraging the value-adding in-situ
sensing capabilities of the products [28].

On the issue of the concept of smart products, it was possible to highlight the disper-
sion in the definitions of smart products because few studies centralize or conclude the
purposes in a common one. A most detailed explanation was in the systematic literature
review developed by [4], which presents four archetypes synonymously to define an
intelligent product (digital, responsive, connected, and smart). Such conceptualization
can describe the target product’s level of complexity and the complexity necessary for
its development.

These results represent a preliminary assessment of the issues raised, frameworks,
and methodologies found within the literature. However, it is essential to consider that
the requirements or conclusions established are not static; variations, advances, and
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Table 2. Classification of articles based on the topics studied

Authors and publication year Q1 Q2 Q3

SP1 SP2 PD1 PD2 PD3 TH1 TH2

R. Schmidt, M. Möhring, R.C. Härting et al.
(2015) [1]

X X X

M.L. Nunes, A.C. Pereira, A.C. Alves (2017) [2] X X X X X

S. Raff, D. Wentzel, N. Obwegeser (2020) [3] X X

E. Rauch, P. Dallasega, D.T. Matt (2016) [4] X X

X. Yang, R. Wang, C. Tang, L. Luo, X. Mo (2021)
[5]

X X

C. Wu, T. Chen, Z. Li, W. Liu (2021) [7] X X X

Z. Chen, X. Ming (2020) [8] X X

M. Touzani, A.A. Charfi, P. Boistel (2018) [9] X X

I.C.L. Ng, S.Y.L. Wakenshaw (2017) [10] X X X

D.J. Langley, J. van Doorn, I.C.L. Ng, S. Stieglitz,
A. Lazovik, A. Boonstra (2021) [24]

X X

L. Bieler, T. Gruen, B. Akdeniz et al. (2018) [14] X X

D.L. Hoffman, T.P. Novak (2016) [15] X X X

D. Beverungen, O. Müller, M. Matzner, J.
Mendling, J. vom Brocke (2019) [19]

X X

Kärkkäinen et al. (2003) [25] X X X

Kiritsis, D. (2011) [24] X X X

Leitão et al. (2015) [27] X X X

Meyer et al. (2009) [17] X X X

Lenz et al. (2020) [28] X X X

improvements in these issues may occur during the evolution of the studies. Within this
context, it is necessary to explore moremethodologies, research, and concepts to support
the proposed questions. The authors consider this approach as the fourth issue to ensure
consistency and coherence of system requirements.

5 Conclusions

This research presented a contextualization of adaptation of the traditional processes of
product development aiming at the manufacture of intelligent products to guarantee the
best use of enabling technologies of Industry 4.0. The issues and concepts addressed in
this document are not static; that is, they may undergo changes, updates, or removals
during the evolution of research.

To better understand the dimensions of the problem addressed, the authors pro-
posed three key questions to be addressed: the question of the concept of intelligent
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products, the classic models of PDP versus the frameworks of intelligent processes of
product development, and the importance of enabling technologies of Industry 4.0. in
the evolution process of product development. With these questions, relevant articles
were searched to determine which gaps were not explored and/or need further research.
Within these gaps, the need for standardization or formalization of a concept of smart
products was highlighted, in addition to the lack of research on smart product develop-
ment methodologies that adapt the classic processes of product development and that
are focused on promoting intelligence in the process of growth and not just the product.

The continuity of the research should, therefore, promote a systematic review of
the literature to deepen and theoretically support the proposed questions to support the
development of a framework for adapting the classic processes of product development
aimed at the manufacture of intelligent products using enabling technologies of industry
4.0.
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4.0 - potentials for creating smart products: empirical research results. In: Abramowicz, W.
(ed.) BIS 2015. LNBIP, vol. 208, pp. 16–27. Springer, Cham (2015). https://doi.org/10.1007/
978-3-319-19027-3_2

2. Nunes,M.L., Pereira, A.C., Alves, A.C.: Smart products development approaches for Industry
4.0. Procedia Manuf. 13, 1215–1222 (2017). https://doi.org/10.1016/j.promfg.2017.09.035

3. Raff, S., Wentzel, D., Obwegeser, N.: Smart products: conceptual review, synthesis, and
research directions. J. Prod. Innov. Manag. 37, 379–404 (2020). https://doi.org/10.1111/jpim.
12544

4. Rauch, E., Dallasega, P., Matt, D.T.: The way from lean product development (LPD) to smart
product development (SPD). Procedia CIRP 50, 26–31 (2016). https://doi.org/10.1016/j.pro
cir.2016.05.081

5. Yang, X., Wang, R., Tang, C., Luo, L., Mo, X.: Emotional design for smart product-service
system: a case study on smart beds. J. Clean. Prod. 298, 126823 (2021). https://doi.org/10.
1016/j.jclepro.2021.126823

6. Zhang, H., Liu, Q., Chen, X., Zhang, D., Leng, J.: A digital twin-based approach for designing
and multi-objective optimization of hollow glass production line. IEEE Access. 5, 26901–
26911 (2017). https://doi.org/10.1109/ACCESS.2017.2766453

7. Wu, C., Chen, T., Li, Z., Liu, W.: A function-oriented optimising approach for smart product
service systems at the conceptual design stage: a perspective from the digital twin framework.
J. Clean. Prod. 297, 126597 (2021). https://doi.org/10.1016/j.jclepro.2021.126597

8. Chen, Z.,Ming, X.: A rough–fuzzy approach integrating best–worstmethod and data envelop-
ment analysis to multi-criteria selection of smart product service module. Appl. Soft Comput.
J. 94, 106479 (2020). https://doi.org/10.1016/j.asoc.2020.106479

9. Touzani, M., Charfi, A.A., Boistel, P., Niort, M.C.: Connecto ergo sum! An exploratory study
of the motivations behind the usage of connected objects. Inf. Manag. 55, 472–481 (2018).
https://doi.org/10.1016/j.im.2017.11.002

https://doi.org/10.1007/978-3-319-19027-3_2
https://doi.org/10.1016/j.promfg.2017.09.035
https://doi.org/10.1111/jpim.12544
https://doi.org/10.1016/j.procir.2016.05.081
https://doi.org/10.1016/j.jclepro.2021.126823
https://doi.org/10.1109/ACCESS.2017.2766453
https://doi.org/10.1016/j.jclepro.2021.126597
https://doi.org/10.1016/j.asoc.2020.106479
https://doi.org/10.1016/j.im.2017.11.002


524 M. H. Kupka Romano et al.

10. Ng, I.C.L., Wakenshaw, S.Y.L.: The Internet-of-Things: review and research directions. Int.
J. Res. Mark. 34, 3–21 (2017). https://doi.org/10.1016/j.ijresmar.2016.11.003

11. Huikkola, T., Kohtamäki, M., Rabetino, R., Makkonen, H., Holtkamp, P.: Unfolding the
simple heuristics of smart solution development. J. Serv. Manag. 33, 121–142 (2022). https://
doi.org/10.1108/JOSM-11-2020-0422

12. Wong, C.Y., Mcfarlane, D., Zaharudin, A.A., Agarwal, V.: The intelligent product driven
supply chain (2002). https://doi.org/10.1109/ICSMC.2002.1173319

13. Szalavetz, A.: The digitalisation of manufacturing and blurring industry boundaries. CIRP J.
Manuf. Sci. Technol. 37, 332–343 (2022). https://doi.org/10.1016/j.cirpj.2022.02.015

14. Bstieler, L., et al.: Emerging research themes in innovation and new product development:
insights from the 2017 PDMA-UNH doctoral consortium. J. Prod. Innov. Manag. 35(3),
300–307 (2018). https://doi.org/10.1111/jpim.12447

15. Hoffman, D.L., Novak, T.P.: Consumer and object experience in the Internet of Things: an
assemblage theory approach. J. Consu. Res. 44(6), 1178–1204 (2016). https://doi.org/10.
1093/jcr/ucx105

16. Rijsdijk, S.A., Hultink, E.J.: How today’s consumers perceive tomorrow’s smart products. J.
Prod. Innov. Manag. 26(1), 24–42 (2009). https://doi.org/10.1111/j.1540-5885.2009.00332.x

17. Meyer, G.G., Främling, K., Holmström, J.: Intelligent products: a survey. Comput. Ind. 60,
137–148 (2009). https://doi.org/10.1016/j.compind.2008.12.005

18. Pereira, R.M., Szejka, A.L., Canciglieri Junior, O.: Towards an information semantic inter-
operability in smart manufacturing systems: contributions, limitations and applications. Int.
J. Comput. Integr. Manuf. 34(4), 422–439 (2021). https://doi.org/10.1080/0951192X.2021.
1891571

19. Beverungen, D., Müller, O., Matzner, M., Mendling, J., vom Brocke, J.: Conceptualizing
smart service systems. Electron. Mark. 29(1), 7–18 (2017). https://doi.org/10.1007/s12525-
017-0270-5

20. Szejka, A.L., Junior, O.C.: The application of reference ontologies for semantic interoper-
ability in an integrated product development process in smart factories. Procedia Manuf. 11,
1375–1384 (2017). https://doi.org/10.1016/j.promfg.2017.07.267

21. Szejka, A.L., Canciglieri, O., Loures, E.R., Panetto, H., Aubry, A.: Requirements interoper-
ability method to support integrated product development. In: Proceedings - CIE 45: 2015
International Conference on Computers and Industrial Engineering, pp. 1–10 (2015)

22. Szejka, A.L., Aubry, A., Panetto, H., Júnior, O.C., Loures, E.R.: Towards a conceptual frame-
work for requirements interoperability in complex systems engineering. In: Meersman, R.,
et al. (eds.) OTM 2014. LNCS, vol. 8842, pp. 229–240. Springer, Heidelberg (2014). https://
doi.org/10.1007/978-3-662-45550-0_24

23. Smith, D.W.: Proceedings of the 2002 Annual Midyear Meeting of the Engineering Design
Graphics Division of the American Society for Engineering Education (2002)

24. Kiritsis, D.: Closed-loop PLM for intelligent products in the era of the Internet of Things.
CAD Comput. Aided Des. 43, 479–501 (2011). https://doi.org/10.1016/j.cad.2010.03.002

25. Kärkkäinen, M., Holmström, J., Främling, K., Artto, K.: Intelligent products - a step towards
a more effective project delivery chain. Comput. Ind. 50, 141–151 (2003). https://doi.org/10.
1016/S0166-3615(02)00116-1

26. Langley, D.J., van Doorn, J., Ng, I.C.L., Stieglitz, S., Lazovik, A., Boonstra, A.: The internet
of everything: smart things and their impact on business models. J. Bus. Res. 122, 853–863
(2021). https://doi.org/10.1016/j.jbusres.2019.12.035

https://doi.org/10.1016/j.ijresmar.2016.11.003
https://doi.org/10.1108/JOSM-11-2020-0422
https://doi.org/10.1109/ICSMC.2002.1173319
https://doi.org/10.1016/j.cirpj.2022.02.015
https://doi.org/10.1111/jpim.12447
https://doi.org/10.1093/jcr/ucx105
https://doi.org/10.1111/j.1540-5885.2009.00332.x
https://doi.org/10.1016/j.compind.2008.12.005
https://doi.org/10.1080/0951192X.2021.1891571
https://doi.org/10.1007/s12525-017-0270-5
https://doi.org/10.1016/j.promfg.2017.07.267
https://doi.org/10.1007/978-3-662-45550-0_24
https://doi.org/10.1016/j.cad.2010.03.002
https://doi.org/10.1016/S0166-3615(02)00116-1
https://doi.org/10.1016/j.jbusres.2019.12.035


An Overview of Smart Product Manufacturing 525

27. Leitão, P., Rodrigues, N., Barbosa, J., Turrin, C., Pagani, A.: Intelligent products: the grace
experience. Control Eng. Pract. 42, 95–105 (2015). https://doi.org/10.1016/j.conengprac.
2015.05.001

28. Lenz, J., MacDonald, E., Harik, R., Wuest, T.: Optimizing smart manufacturing systems by
extending the smart products paradigm to the beginning of life. J. Manuf. Syst. 57, 274–286
(2020). https://doi.org/10.1016/j.jmsy.2020.10.001

https://doi.org/10.1016/j.conengprac.2015.05.001
https://doi.org/10.1016/j.jmsy.2020.10.001


Knowledge-Based Product-Service Ecosystems

Serdar Bulut(B) and Reiner Anderl

Department of Computer Integrated Design, Technical University of Darmstadt,
Otto-Berndt-Straße 2, 64289 Darmstadt, Germany

bulut@dik.tu-darmstadt.de

Abstract. Due to the ongoing digital transformation, businesses are exposed
to work with a dynamic business environment. Traditional 1-to-1 relationships
between manufacturers and end customers are transformed into a network of rela-
tionships between manufacturers, end customers, software developers, suppliers,
and third parties. The network of partners evolves into an ecosystem.Using a smart
product-service system as the central anchor of value creation for an ecosystem
enables hybrid value creation for producers and consumers simultaneously. In this
paper we develop a knowledge-based model of smart product-service systems in
their corresponding ecosystems, that assists designers and developers in decision
making during the product development process.

Keywords: Smart product-service systems · Product-service ecosystems ·
Knowledge-based engineering · Smart product engineering

1 Introduction

Product-Service Systems (PSS) offer a value proposition consisting of product and ser-
vice components [1]. Traditionally, the value proposition is targeted towards end con-
sumers forming a 1-to-1 relationship betweenmanufacturer and end consumer. However,
with emerging technology shaping the 4th industrial revolution, the rigid 1-to-1 relation-
ship of manufacturers and consumers gets redefined. The potential of a network model
arises, in which PSS take the role of an asset, that unites manufacturers, suppliers, con-
sumers, and further third parties. All of these stakeholders may establish interdependent
relations to one another based on the data that the PSS shares [2]. Suppliers may offer
new spare parts to the customer based on condition monitoring, third party developers
may offer new upgraded algorithms and functionalities as apps for the PSS, and manu-
facturers may analyze the behavior of the PSS in order to optimize the next generation
of PSS. Ultimately, an ecosystem that shares PSS data is created; a product-service
ecosystem (PSE) emerges. In order to achieve the data- and PSS-centric ecosystem, the
PSS must become a Smart Product-Service System (SPSS). SPSS extend PSS by using
smart services and offering a value proposition towards a variety of stakeholders via
the Internet of Everything (IoE) [3]. Smart services are data-based services that allow a
flexible and individual alignment with customer wishes and expectations [4]. Stakehold-
ers are connected through an SPSS within a PSE. This paper introduces the definition
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and the knowledge-based representation of a PSE along with the support it provides to
product developers and designers. The knowledge-based representation constitutes the
foundation of a graphical assistance system. Section 2 summarizes the current state of
the art regarding PSS, SPSS, PSE and modeling techniques for PSEs. Section 3 provides
the selection of a modeling technique for PSE representation and introduces the core
elements of the proposed PSE model with their corresponding potentials for developers
and designers. Section 4 presents the use-case-centric implementation of the PSE model
for a multi-purpose drone as the SPSS. Section 5 finishes with a discussion of the results
and an outlook for future work.

2 State of the Art

2.1 PSS and SPSS

PSS have been widely discussed starting with the late 90s. The complementation prin-
ciple of PSS is the foundation of PSS. The complementation principle states that a
tangible product is extended by an intangible service to meet users’ needs and vice versa
[5–7]. The offered value proposition may be individualized to some extent, tradition-
ally by adjusting the service component and maintaining the rigid product component.
Industrie 4.0 allows for further individuality by using the concept of cyber-physical sys-
tems CPS. CPS extend conventional products by integrating embedded systems and an
interface for communication and data exchange [8].

Therefore, further smart services such as remote condition monitoring and remote
control are enabled transitioning PSS into SPSS [3]. Fundamentally, SPSS are PSS that
are extendedwith data-based services and allowflexible and individual alignment of their
linked, tangible product [4]. The communication of SPSS may function decentralized
with direct communication, broadcast communication, mesh communication or may
function centralized by using platform technology as the center of the infrastructure for
information and communication technology.

2.2 Socioeconomic and Technical Ecosystems

PSEs are not directly referred in literature yet, as the term will first be introduced in this
paper. However, in socioeconomics and especially in the era of Industrie 4.0, there are 3
key ecosystem types that have a significant impact on business models of manufacturers,
software developers, suppliers, and commercial & private prosumers. Prosumers are
stakeholders that may be producers and consumers simultaneously [9].

Platform-Based Ecosystems
Multi-sided platforms, on which multiple stakeholders and market participants operate,
have recently gained significance, due to their business opportunities [10]. They form
a platform-based-ecosystem: a network in which a platform provider offers business
opportunities to third parties to develop innovative IT-solutions for the platform [11–14].

Knowledge Ecosystems and Business Ecosystems
Further ecosystem types, that are widely discussed in literature and applied by busi-
nesses and academies, are knowledge-ecosystems and traditional business ecosystems
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[15]. Knowledge-ecosystems describe the union of businesses and institutions to col-
laborate for the sake of research & development: leveraging innovation is the driving
intention [16].A commonuse-case for knowledge-ecosystems is the collaboration for the
standardization of emerging technologies such as OPC-UA. Ordinary business ecosys-
tems describe any kind of business-related collaboration ofmultiple stakeholders to form
common value creation & proposition [17].

2.3 Representation Techniques for PSS, SPSS, PSE

PSS consist of product and service components. SPSS extend PSS by incorporating
shared data. PSE further incorporate a multitude of stakeholders who share the digital
artifacts generated by, used by, and provided to the SPSS. Therefore, the representation
of the entities PSS, SPSS, and PSE must incorporate interdisciplinarity in the fields of
engineering, service design, data aggregation, and business development. UML, SysML,
and IDEF Models are partially able to model these entities [18].

However, these technologies share a common trait. Their set of modeling rules,
guidelines, statements, defined elements and their characteristics as well as relation-
ships forcibly create restrictions, that limit the scope of representation capabilities for
interdisciplinary entities [19–22].Data FlowDiagramsmaybe used to represent the orga-
nization of PSS while IDEF Models are suitable for PSS manufacturing [23], UML 2.0
was used for PSS design and use case modeling [24–26], SysML further extends UML
2.0 by integrating enhanced traceability, rationalization and inter-team communication
for co-designing PSS [27].

While these tools and technologies focus on certain aspects of PSS design, they lack
a holistic approach on PSS engineering and organization regarding all functional com-
ponents, life cycle phases, stakeholders, and value creation flow [28]. It is not possible
to freely define types of system elements, types of semantic annotations, types of rela-
tionships and the characteristics of elements, annotations, and relationships. Hence, it is
required to use a representation technique, that offers a higher degree of freedom. The
interrelations between the system elements of a holistically analyzed PSS need further
investigation [29]. These interrelations are responsible for the high degree of complexity
and interdisciplinarity in PSS.

Ontologies, as conceptualizations of specific domains, offer more freedom due to
their limitless possibilities to determine elements and relationships in their taxonomy
and structure. Many ontologies have been developed for PSS design including service
ontologies, engineering ontologies and product ontologies [30–33]. While these ontolo-
gies may represent PSS sufficiently, knowledge deduction and induction still remains
insufficiently addressed, especially enabled through data-based communication of SPSS.
Knowledge deduction and induction are crucial for interdisciplinary teams of analysts,
engineers, designers and developers who aim to offer individual product and service
solutions to a multitude of stakeholders within an ecosystem. Intuitive and knowledge-
based assistance is required to support the development process of SPSS and ultimately
PSE.
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Fig. 1. Taxonomy of PSEs

3 Knowledge-Based Model of a Product-Service Ecosystem

Graphs are best suited to intuitively represent knowledge for humans. Graphical rep-
resentations are possible with RDF-triples and labelled property graphs LPGs. Both
concepts use ontologies to define their scope of representation. LPGs are superior in
querying and storage. Especially human-initiated querying is essential as the goal of
this paper is to assist human decision makers with a knowledge-based system in design-
ing and developing a PSE. Hence, knowledge retrieval must be designed intuitively.
Therefore, we choose LPGs as the foundation of the developed assistance system.

In order to determine the scope of the PSE domain, we first define PSEs. A product-
service ecosystem enables joint value proposition to multiple stakeholders based on
offerings and needs of a central smart product-service system. The value proposition is
embedded in tangible product as well as intangible service components. Value creation
within the ecosystem is supported by information and communication technology. A
product-service ecosystem contains traits of knowledge ecosystems, platform ecosys-
tems, and traditional business ecosystems. Hence, the PSE domain consists of the main
elements: product and smart service, functions, stakeholders, information and commu-
nication technology (ICT), data, information, knowledge, generated usage and economic
sectors, in which stakeholders operate. The economic sectors are important for the iden-
tification of further prosumers in different sectors that share similarities to the current
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prosumers for ecosystem expansion. Further analysis of the main elements leads to the
taxonomy in Fig. 1.

After defining the elements that constitute the representation of PSEs, relation-
ships are added. The relationships between the elements represent dependencies, value
creation flows, hierarchical structures, specializations, compatibilities, necessities, and
offerings. Therefore, the relationships are: includes, is_a, aggregates_to, is_compatible,
uses, offers, constitutes, requires, operates_in, enables, produces. The elements with
the corresponding relationships are seen in Fig. 2 as an LPG. Figure 2 represents the
reference model for PSEs in Neo4j.

Fig. 2. Reference model of PSE with main elements in purple and sub-elements in gray
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The proposed knowledge-basedmodel of PSEconsists of 2 sub-models: the reference
model and the applied knowledge model. The reference model is seen in Fig. 2. Figure 2
contains the relationships and nodes of the LPG without depicting the attributes of the
relationships and the attributes of the nodes. The attributes are out of scope of this paper.
The applied knowledge model is presented in Sect. 4.

While the referencemodel is supposed to support decisionmakers in communication
and on how to represent PSEs, the applied knowledge model contributes to the deduc-
tion and induction of knowledge. Bothmodels combined unlock potentials to support the
uses-cases: production planning, compatibility check of modular products, service devel-
opment, product development, similarity check of stakeholders and economic sectors for
ecosystem expansion.

4 Use Case for Applied Knowledge Model

Section 3 introduced the reference model for PSE and presented its potentials. This
section presents how to apply the reference model to generate the applied knowledge
model and how the applied knowledgemodel supports in compatibility check and ecosys-
tem expansion. In order to use the applied knowledge model, we determine an SPSS and
focus on a specific use-case. The SPSS is amulti-purpose drone, that is used for smart fer-
tilizing of crop, that is difficult to access for terrestrial machines. Wine grape harvesting
on cliffsides represents a sufficient use-case for multi-purpose drones. Figure 3 displays
a segment of the applied knowledge model. The full model is out of scope for this paper.
Starting with the Knowledge-Based Service Smart Farming the model tracks down the
intelligence necessary to constitute the service. Knowledge for condition-based fertiliz-
ing is required which is constituted by various information segments such as pesticide
effects, crop condition, fertilizer effects, geo localization, and also a data segment rain
detection. The service is mostly used by farmers for resource optimization, reduction of
emissions, data analytics, and provision of data. The service requires a supply function:
the provision of fertilizer. The supply function is constituted by the tank.

A full tank significantly increases the mass of the drone, which has a direct effect on
the drive. The drive consists of the rotors, motors, and the battery. Due to the structure of
the physical components, there are compatibilities between selected components. The
compatibilities narrow down the choices to realize a drive unit for the drone. Further
requirements of the drive such as power and range are considered by querying the
node attributes of the applied knowledge-model. Ultimately, the model leads to the only
possible drive combination (red circles in Fig. 3): Hacker LiPo 6s, T-Motor Antigravity
MN5208, and T-Motor NS17x5.8.

The insight deducted from the applied knowledge model directly supports decision
makers whether or not a new supplier should be integrated into the ecosystem. Further-
more, additional use-cases for multi-purpose drones can be modeled to determine the
economic impact of the tank & drive and the services they enable across sectors.
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Fig. 3. Fraction of the applied knowledge model of PSE with a drone as SPSS depicting a smart
farming service. Elements encircled in red are sufficient to constitute the functional group ‘drive’.

5 Discussion of Results

In this paper we defined PSEs and used LPGs to model them. We developed a reference
model for PSEs along with its instantiation as the applied knowledge model. The models
are used for various purposes: representation of PSEs for common understanding, com-
munication in interdisciplinary teams, inductive and deductive reasoning. Ultimately,
the models assist in decision making in an interdisciplinary and dynamic environment.
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The models support in production planning, compatibility check of modular prod-
ucts, service development, product development, similarity check for stakeholders &
economic sectors, and ecosystem expansion. Section 4 showed the applied knowledge
model and presented how compatibility check and ecosystem expansion are supported
through themodel. Themodels incorporate abstraction, instantiation, and generalization.

The parameters for tank size and tank weight are determined within the attributes of
the tank. The attributes however are beyond the scope of this paper. This paper mainly
focuses on the eligibility of LPGs to represent PSEwith a knowledge base. The elements
and relationships for themodels are chosen to allow for sufficient, human-assisted reason-
ing through Cypher queries while minimizing the complexity of the model. The model
represents human-readable interdisciplinary knowledge of the elements and relation-
ships forming a PSE. With the proposed reference model, decision makers can model
their own PSE and gain insight through querying the instantiated applied knowledge
model. The complexity of the model increases with more distinct relationships and dis-
tinct nodes: balancing accuracy and granularity is key. Further research will focus on the
diversity of potentials derived from querying the nodes and relationships. Furthermore,
a guideline to determine the attributes of the nodes and relationships will be developed
to enable sufficient querying and reasoning.
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Abstract. Holistic transition in information and communication technology led
to a new generation of smart products. These products are cyber-physical systems
augmented by internet-based services, so-called smart services, characterized by
a high degree of interdisciplinary components. This results in a tremendous com-
plexity in describing smart products using a tailored bill of materials (BOM) and
the consecutive work plans that aim to provide, e.g., production or service instruc-
tions for the worker. This contribution focuses on smart product BOMs and their
interconnection to work plans while considering new challenges derived from
the smart products’ characteristics, such as their high interdisciplinarity or real-
time feedback data from the usage phase. Therefore, a holistic approach for the
description of smart product BOMs and a generic technique for defining work
plans and their breakdown structure to be coupled with the smart products’ BOMs
are proposed.

Keywords: Work planning · Bill of materials · Product lifecycle management ·
Enterprise IT

1 Introduction

Today’s customer expectations of ever faster development of innovative, highly complex,
and interdisciplinary smart products, combined with ever shorter production cycles on a
global scale, lead to tremendouspressure on companies [1].Acornerstoneof this pressure
is the increasing product individualization that changes product requirements between
different product generations and within one product generation. Additional drivers
are rapidly changing markets that require swift reactions of the companies regarding
restructuring a product and thus the corresponding bill of materials (BOMs), which also
implicates a restructuring of assembly or manufacturing lines. Further problems refer to
the management of the actual smart product BOMs during the use phase, particularly for
those parts that are serialized and thus can, and often must, be uniquely identified. The
results are enormous challenges, particularly in globally distributed manufacturing sites
with heterogenous IT systems in terms of consistent work or manufacturing planning,
including the follow-up management during the smart products’ usage [2, 3].
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Methodological concepts such as closed-loop engineering [4] as well as data-driven
architectures in the sense of a digital thread, which link information from the entire prod-
uct lifecycle, are becoming increasingly important as digital communication frameworks
for streamlining design, manufacturing, and operating processes in order to plan, design,
manufacture and maintain technical products more efficiently [5]. However, there is a
lack of concrete implementation examples to bring these mostly abstractly described
and generally held high-level concepts closer to small and medium-sized enterprises to
use the potential of their data in a more targeted manner.

This paper will address these challenges by interconnecting smart product BOMs
to work plans from a processual and systemic view. It will be located between different
management systems commonly used in product design, resource planning, manufac-
turing, and usage environments: Product Lifecycle Management (PLM), Manufacturing
Execution System (MES) or Manufacturing Operations Management (MOM), Internet
of Things (IoT) or Customer Portals as well as Enterprise Resource Planning (ERP) (cf.
Fig. 1).

Fig. 1. Process and IT-system overview for the presented approach [6]

The structure of the paper at hand will give an initial overview regarding work plan-
ning in engineering and production as well as product structuring methodologies and
shortcomings in terms of their interconnection. The following chapter will introduce a
concept that considers especially the challenges regarding BOMs and work plans result-
ing from smart products’ characteristics, such as their high complexity. Subsequently, it
will be shown how the approach was prototypically implemented and validated. Finally,
the last chapter summarizes the findings and provides an outlook on further research
activities in the presented context.
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2 Work Planning in Engineering and Production

Workplanning involves all one-timeplanning activities for themanufacturing and assem-
bling of products and product components. The goal is to define the sequence of steps for
production processes and determine production times. As part of the work planning, it
is defined how (i.e., by which method) and where (i.e., on which production equipment)
a product or a component is to be manufactured or/and assembled. The work planning is
done by creating process descriptions—i.e., work plans—for the production processes
of a product from the perspective of the product itself. The plans include the working
steps performed to produce an end item, the equipment and tools on which or with the
help of which the tasks are to be performed, and times for preparation and performing
the working steps [7].

The functions of work planning can be classified as short-term and long-term tasks.
Short-term tasks include activities necessary for producing a specific product, such as
creating working and routing plans, resource scheduling, bill of materials processing,
and programming. The long-term tasks include material planning, investment planning,
methods planning, and others. In addition, other activities such as cost planning and
quality assurance can be classified as both short-term and long-term tasks [7] (Table 1).

Table 1. Work planning tasks, classified by the temporal dimension of relevance (after [7])

Tasks of work planning

Short-term Intermediate-term Long-term

• Work plan creations
• Production equipment planning
• Production equipment planning
• Programming
• …

• Cost planning
• Quality assurance
• Work planning support
• …

• Material planning
• Investment planning
• Methods planning
• …

This contribution focuses on the short-term activities related to work planning and
their methodological and tool-wise support; hence, these are described in more detail.

2.1 Short-Term Activities in Work Planning

Work and Routing Plan Creation
A core task of work planning is the creation of descriptions of the working activities and
their executional sequence involved in the manufacturing or assembling of a product, an
assembly component, or a single part. The basic information of a work plan includes the
material to be used, the sequence of work activities, the workplaces at which the different
activities are performed, the used tooling and operating resources, and the target times
for conduction of the working steps. The definition of used materials in the working
process relates to the BOM of an item to be assembled or manufactured. Preparing such
bills is another main short-term task of work planning [7].
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Bill of Materials Processing
The task of bill of materials (BOM) processing is preparing production-oriented BOMs
out of the engineering ones (eBOM). While the eBOM is generally functionally struc-
tured and driven by the design structures in CAD, the production/manufacturing BOM
(mBOM) considers and depicts product manufacturing stages and additional materials
needed in the production process. The items of the mBOM are used to define the inputs
and outputs of working activities.

Production Equipment Planning
Production equipment planning encompasses planning, developing, and producing or
procuring equipment necessary to manufacture a component. The production equipment
to be used in the different stages of the production process of an item is defined in the
work plan.

2.2 Interdependence Between Work Plan and Bill of Materials

A work plan defines a process or a sequence of processes by which raw materials and
single components aremanufactured, processed, and assembled into finished products or
parts. Conceptually, work planning can be supported by the Product-Process-Resource
(PPR) model. PPR is an established concept for planning and modeling production
systems commonly used in work planning methods and production systems modeling,
adopted by many contemporary industrial software systems [8, 9]. The entity classes
Product, Process, and Resource define the relevant aspect of a work plan, as depicted
in the upper part of Fig. 2. A Product represents final and intermediate product types
or additional residual materials from the production process. The Process is the central
class that consumes intermediate products to produce a final one using resources to
execute [10]. Finally, a Ressource is a hardware of software equipment involved in
process execution [11].

Fig. 2. Exemplary relations between elements of the work plan, materials of the product, and
resources according to the PPR model

The entities of the three PPR entity classes are generally structurally decomposable.
Further, a product can have different configurations, which vary in their composition.
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Thus, there are different bills of materials contained by different product end-items. One
such end-item is represented on the right-hand side of Fig. 2. A work plan is valid for a
specific product configuration, i.e., it refers to a specific end-item. A work plan is built
out of a sequence of operations. The operations refer to positions of the BOM (single
parts and assemblies). The BOM positions are handled in the process and represent
the material input and output from the process steps. In the simplified example above,
Operation 1 assembles Parts 1 and 2 to Assembly 1, and then it is assembled in Operation
2 with Part 3 to the product end-item. Operation 3 is a working step without material
input, such as testing or finishing actions.

In summary, a process consumes functions provided by a resource and thereby occu-
pies it for a period of time. It also consumes intermediate products in order to produce
an end product. The consumed products define the material transformation for value-
creation, while consumed functions of resources define the production capacities. In
combination, the two contain all necessary information for production, which is recorded
in the form of work plans [10].

2.3 Concept for Integrated, Lifecycle-Spanning Work Planning and BOM
Management

A concept for product lifecycle overreaching modeling and software support was devel-
oped based on the PPR model. The concept covers product modeling throughout the
different phases of its life and considers its representation in a contemporary, integrated
information management solution. The lifecycle phases covered by the concept are, as
depicted in Fig. 3, the design and development phase, the process and work planning,
production operations support, and the usage phase of the end product.

Fig. 3. Concept for integrated, lifecycle-spanning work planning and BOM management
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Different product, process, and resource descriptions are necessary throughout these
phases, each serving the specific goal of the respective phase. In the product design and
development phase, the product is defined in terms of its composition using modular
BOMs. An engineering BOM (eBOM) defines the product from a functional perspective,
mostly driven by CAD. Next, a manufacturing BOM (mBOM) is derived, serving as a
basis for the production process [12]. While it contains the materials of the eBOM, it
includes additional intermediate assembly nodes following the assembly stages of the
product. In the production process planning phase, the process of building the product is
described. Thereby, the process steps consume thematerials of themBOMand transform
them into wider assemblies while using the capabilities of the production resources. The
process model, input and output material, and necessary resources amount to the work
plan. The facility implementing the process is put in the foreground in the production
phase. The resources – i.e., production equipment – of the production linemodel perform
operations,which correspond to the process steps of thework plan.While the product and
process descriptions of the former two phases have descriptive character, the production
line model also serves the manufacturing execution and control. With the completion
of the production phase, the unmounted/unprocessed material defined in the BOMs has
been transformed into a finished end-product, which is ready to be put into service.
The finished product requires a different model in the usage phase, which enables its
monitoring, control, and maintenance record. The product in operation is represented
by the asset BOM (aBOM), which reduces the structure of the eBOM fitted to the needs
of the concrete use case.

2.4 Work Planning and Lifecycle-Spanning BOM-Management
from an Enterprise IT-Landscape View

As seen from an engineering perspective, product design and development create sev-
eral information objects that can be managed in product lifecycle management (PLM)
IT systems (cf. Fig. 4). Objects are, for example, product or part-related specifications,
describing single skills or functionalities to be satisfied by the product or part incre-
ments. Parts can describe generic products, assemblies, or single product-related items.
Instantiated parts are represented by the serial object that allows individual identification
of each product, assembly, or single product-related instance.

The objects of the work plan essentially describe the process of production process
planning. The work plan is detailed by sequence objects, describing individual work
processes and operations. Operations can be assigned to one or more sequences, use
product parts as in-and outputs, and be allocated to a specific workplace that corresponds
to a production resource. As part of the production process planning and the production
itself, data from objects in enterprise resource planning IT systems can be relevant, such
as from procurement or stocking. However, as the presented approach focuses on the
engineering view, these objects will not be discussed further.

A production order is executed to initialize the production process, for example, as
part of a machine execution system (MES) or manufacturing operations management
system (MOM). This order can include batch size, timetables, or production sites. Each
production step is referred to by the operation object, which gives detailed information
about the conduction, such as the assigned machine, length, or description. The asset
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Fig. 4. Systemic view of product lifecycle IT objects from a work planning & production view

object describes the assigned machine (cf. Fig. 3 RA
0−n) and thus the existing resources

in the production process. It inherits information about the machine, such as properties,
component structure, settings, or operating conditions. In addition, it can provide usage
and environment data such as measurement data, production order, machine parameters,
malfunctions and error codes, or user data.

Serialized objects (i.e., the Serial) refer to the produced product instance (cf. Fig. 3,
AS ). These product instances can be tracked in their usage phases in an IoT platform or
customer portal and thus managed as an asset (cf. Fig. 3, ASA).

3 Implementation and Validation

The implementation and validation of the concept discussed in Sect. 3 were done by
using data of an excavator in a prototypical system based on the CONTACT Elements
technology. CONTACT Elements is a modular software suite for consistent product
lifecycle information and process management combining management, planning, and
control solutions from the early product design & development phases to the real-time
data tracking in usage as part of an Internet of Things solution.

As part of the product design & development phase, the derivation of an mBOM
from the eBOM (cf. ➀ and ➁ in Fig. 5) was realized for the excavator example product.
The view is generated with the help of the so-called xBOM Manager application in the
CONTACT Elements suite, in which a new BOM can be derived from an existing one,
e.g., by restructuring, adding new parts and positions, and comparison of different BOM
types. The mBOM is then used for the production process planning. In this example, a
tracked undercarriage assembly of the excavator is shown. First, production process steps
are created for the undercarriage, which reference the parts of the mBOM as consumed
materials (cf. ➃ in Fig. 5). Then, the workplan is linked to the undercarriage assembly
product (cf. ➂ in Fig. 5) assembled from the consumed parts. The created work plan
consists of the main sequence, can include parallel and alternative ones, and can be
visualized in the work planning application alongside further information such as the
workplaces, as exemplified in section ➄ of Fig. 5.
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The execution of the production order and themanagement of the required production
lines and their components are carried out in theManufacturingOperationsManagement
System, which incorporates IoT capabilities. For the production of a defined quantity of
products (serials), the production order bundles the operations to be carried out (process),
the production lines or machines required as assets (resources), as well as the parts
produced or assembled (Material No.) in the operations (cf. ➀ in Fig. 6).

The production line can be managed via a superordinated asset (or an asset group),
including information from the shopfloor, and is visualized via 3D models (cf. ➁ in
Fig. 6). In addition, machines used as resources in the production process can be visu-
alized in the 3D model, including information on their current state, operations, and
condition, offering navigation shortcuts to a detailed view of the corresponding asset.

Fig. 5. Visualization of different BOM views and related work plan

The manufactured product can then be managed on a different IoT platform in
a customer portal or asset management system to provide various stakeholders with
information about the product’s as-built and as-maintained states (cf. ➂ in Fig. 6), its
current state defined by field and analysis data (cf. ➃ in Fig. 6), its location and driving
route (cf.➄ in Fig. 6) or derived business applications such as generated service cases and
their execution status. The result is a consistent management all relevant objects such as
products, assemblies, or parts in joint BOMs and data structures from early engineering
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phases, through an integrated production line planning with resource scheduling and
routing, to an possible, individual IoT-based asset management of smart product.

Fig. 6. Production execution management incl. 3D visualization; Asset management in usage

4 Conclusion and Outlook

The contribution presented an integrated, lifecycle-based approach to the information
management of smart products focusing on work planning. First, the fundamentals of
work planning and related bill ofmaterials processingwere elaborated from amethodical
perspective, and a product lifecycle-spanning data integration approach was presented.
Finally, the protypical implementation of the concept in a state-of-the-art, integrated
software solution with a focus on data continuity was briefly illustrated.
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Thereby, Sect. 3 dealt with the IT landscape of a manufacturing company. Smart
products often consist of components from different manufacturers, and the product of
one company can be a part of another product or can be a resource for the production
of another company’s product or a part of it. Such interconnections raise the question of
how companies along a supply chain, especially in the age of Industry 4.0, can define
their IT architecture and business models to enable the greatest possible value creation
for themselves, their customers, and the end-user. This question will be dealt with in
future publications.
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Abstract. Future product and service innovations are increasingly based on cross-
system and cross-industry functionalities and components. As a result of the
increasing connectivity and intelligence of products towards smart products, the
system boundaries are also becoming increasingly fuzzy with the result that new
smart product-based system of systems are emerging. In order to make these
resilient and innovative in operation in the future, approaches for reconfiguring
functionalities are playing an increasingly important role. For this purpose, the arti-
cle presents a lifecycle-supporting method that enables the integration of dynamic
external factors in the sense of strategic system of systems requirements into an
existing system of systems with smart products as core components for the target-
oriented reconfiguration. The focus here is on the identification and integration
of dynamic external factors in terms of requirements from strategic management
across the different granularity levels relevant to the system of systems. For this
purpose, a multi-stage framework-model is presented which describes the strate-
gic requirements integration at the system of systems level via a corresponding
development of system of systems capabilities and their systematic break-down
to functions (in sense of intended system behavior) and system logic up to the
solution level in the sense of the smart product-instance. The framework supports
the model-based reconfiguration based on the identified reconfiguration-need and
derived reconfiguration potential from strategic management phases upstream the
traditional product lifecycle management phases with the use of an associated
integral System of Systems Engineering Lifecycle Management.

Keywords: Systems engineering · Reconfiguration · System of systems ·
Lifecycle management

1 Introduction

Products and services that were historically mostly monolithic are increasingly trans-
forming into smart networked ecosystems with the help of steadily growing digitization
[1]. Today, a large percentage of product innovation is already achieved through digitiza-
tion and servitization [2]. However, increasing product intelligence and connectivity also
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means that system boundaries are becoming increasingly fuzzy. On the one hand, this
enables the development of new potential business areas and market potentials; on the
other hand, however, it also requires disruptive changes within the engineering of such
smart products and the resulting smart product ecosystems, so-called smart product-
based system of systems [3]. This not only affects the instantiated products themselves,
but also their digital twins [4, 5] and the corresponding information technology man-
agement of the product models and components, as well as the context in which the
products are embedded. This is a decisive factor in the provision of cross-industry and
cross-product services and functions such as future mobility services including shared
scooters, bicycles, trains, infrastructure and other services (e.g. payment) [6, 7] or smart
home applications which can be integrated for example with vehicles, domestic objects,
gardening equipment, home automation applications in the charging and energy sector,
but also with other cross-sector services. This is where traditional engineering lifecycle
approaches (like [8] for example), which are often optimized for specific systems, reach
their limits. Contributing furthermore to preserve digital sovereignty by integrating engi-
neering phases (such as innovation and roadmapping etc.) in advance of conventional
product lifecycle management approaches, together with additional lifecycle integra-
tions of participating products in the ecosystem context in order to facilitate the holistic
development of smart product ecosystems in a comprehensive integrated model-based
and information technology sense.

This also comes with new kinds of uncertainties engineering has to deal with that
occur within the system of systems development phases, which for example could be
addressed by certain reconfigurability in the utilization phase and therefore do not have
been clarified deterministically in the design phase. With the help of system of systems
reconfiguration [10–12] there is the possibility of increasing the resilience of the ecosys-
tem and thus also the participating smart products. This also entails a certain conservation
of resources, which addresses sustainability in the engineering and product-usage con-
text. A central research question thereby is how smart product-based systems of systems
in operation can react and implement dynamic external influences by identifying the need
and reconfiguration potential supported by the integration of several aspects from strate-
gic management together with an appropriate reconfiguration approach. In particular,
the reconfiguration-supporting synergetic interaction between strategicmanagement and
system of systems engineering for identification of emerging reconfiguration potential
will be discussed in more detail in the following article.

2 State of the Art

2.1 System of Systems Engineering Lifecycle

According to the International Council on Systems Engineering (INCOSE) a System
of Systems (SoS) is “an System of Interest (SoI) whose elements are managerially
and/or operationally independent systems. These interoperating and integrated collec-
tions of constituent systems usually produce results unachievable by the individual sys-
tems alone” [13]. To identify an SoS five properties according to [14] can also be applied.
Those characteristics referring to the constituent systems are: independent operation
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(operational independence of the component); independent management of the sub-
systems (managerial independence of constituent systems); geographical distribution;
emergent behavior; and evolutionary development processes. According to [14, 15] an
SoS can be further classified as directed, collaborative, virtual and acknowledged SoS.
A directed SoS, as focused on in this contribution due to the most common type in
relation to smart product use cases nowadays, is characterized by the fact that the sub-
systems retain their independence but are controlled by a central SoS management and
are subordinated to the objectives of the SoS.

During the lifecycle of systems (and system of systems), a huge amount of data
is generated and processed. For example, in the design phase, (strategic) requirements
development, configuration management, usage data (e.g. for monitoring purposes) and
reconfiguration in the usage phase. In order to provide the highest possible innovations
in the manner of cross-product related functions and services for the customer through
the ecosystem of individual systems, it is essential to manage and provide relevant
product-related data in an efficient, structured and demand-oriented manner throughout
the different lifecycles of the participating systems. For this purpose, there are various
forms of lifecycle models in the literature, e.g., generic ones such as ISO/IEC/IEEE
15288:2015 [16] with the phases of conception, development, production, use/support,
and end of system. Although these can be adapted to the respective use case, they are
primarily focused on a specific product or system and optimized for this purpose. For
an SoS, it is necessary to consider all phases of the SoS as a system environment as well
as those of the constituent systems with their own lifecycles in an integrated manner.
A lifecycle approach that is specifically focused not only on SoS lifecycle management
but also on the integration of smart products in the system environment is, for example,
the System of Systems Engineering Lifecycle [9] with the phases SoS design (including
innovation and strategic management), smart product engineering, SoS validation &

Fig. 1. System of systems engineering lifecycle
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integration, SoS reconfiguration & operation, and SoS end of life, as shown in Fig. 1
below.

This approach is furthermore a bidirectional,multi-stage and supporting engineering-
approach. The increasing importance of the integration of e.g. innovation and strategic
management aspects with respect to the System of Interest (SoI) being developed is
also shown by the V-model of VDI 2206 [17] in the revision from 2004, that originally
defines the requirements definition as the starting point. The revision from 2021, the
new V-model of VDI 2206 [18] however, is now defining the considerations of strategic
planning and customer needs in form of business models and development-assignments,
respectively, as the new entry point. And according to [3] the engineering-related infor-
mation distribution associated with this is still one of the central challenges of smart
lifecycle engineering in the context of smart product environments.

2.2 System of Systems Reconfiguration

SoS are confronted with dynamic (and disruptive) changes along their lifecycle which
often cannot be considered or planned holistically at the early SoS design phases. A
key challenge for SoS reconfiguration is to maintain the capabilities of the SoS, even
in situations of disruptive change. The ability of a system to change is represented with
reconfigurability (e.g. the extend of flexibility of a systems configuration) [19]. By the
increasing number of connections between participating and associated systems within
an SoS, resilience has become a relevant system property. Resilience can be described
as “…the ability of the system to withstand a major disruption within acceptable degra-
dation parameters and to recover…” [20]. Resiliency techniques are used to improve
the SoS resilience to face these disruptive situations. Where dynamic reconfiguration is
an adaptive resiliency technique, which focuses on responding to changes to maintain a
minimum of operational capabilities [21].

The configuration refers to the actual integrated constituent systems of the SoS
and their interconnections [11, 22]. This configuration is used to achieve a certain SoS
capability. Changes in the environment or internalmisalignments can cause a degradation
of SoS capabilities. To react to these changes, the SoS can reconfigure itself to withstand
these disruptions and recover its capabilities. For the reconfiguration process the actual
configuration represents the basis for further considerations [11].

Reconfiguration can be furthermore described as the modification of existing prod-
ucts tomeet new requirements [23],wherebydynamic reconfiguration refers to the ability
of real time adaption of the system. Further, it can be characterized as the improvement of
whole product classes or enhancement of specific product instances with new function-
ality during their use phase [10]. In the context of an SoS twomain reasons to implement
a reconfiguration process can be distinguished [11]. First, the configuration has to adapt
to changes (e.g. a constituent leaves the SoS or reconfigure itself) due to the managerial
independence of the constituent systems. Second, because of changing requirements to
which the SoS must adapt. These two reasons can occur together and should not be
considered strictly separated. A necessity for the reconfiguration process of the SoS is,
that the actual and intended future states are identified and changes in the architecture
are expressed. Changes in the architecture affecting its composition and furthermore
the communication ways of the solution elements (e.g. constituent systems). The SoS
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engineering has to consider individual requirements of the constituent systems, due to
their managerial and operational independence, and their therefore limited reconfigu-
ration capability. The reconfiguration process is type-dependent in terms of behavioral
independence of the constituent systems and their willingness reconfiguration operation
(e.g. when to perform potential reconfiguration) [24]. To support these and other aspects
within the SoS reconfiguration, strategic management methods provide a good basis
for identifying and analyzing influencing factors that can support the reconfiguration
engineering of the SoS and are described in more detail in the following.

3 Integrating Strategic SoS-Requirements by Using an SoS-Specific
Reconfiguration Framework

SoS reconfiguration as part of SoS evolution often startswith the identification of external
factors influencing the SoS in its target parameters. To ensure the future SoS operation
in such case, the reconfiguration offers a good solution as described in Sect. 2.2. At
the same time, the identification of such influencing factors as well as their engineering-
specific structuring and their consistent transition in the sense of information technology
into (model-based) requirements is especially in the given SoS context a major chal-
lenge. This is where strategic management has its strengths and can contribute decisive
added value especially in conjunction with the engineering. For example, in the process
of transferring strategic foresight analyses to downstream model-based requirements
development phases in engineering. With the support of the strategic management, the
SoS-influencing factors are identified and processed at the SoS top level (SoS Level 0)
and converted finally into so-called strategic SoS requirements ready to be integrated
in the systems models and further used by the various SoS engineering disciplines. In
particular, the focus in the strategic planning is on the identification of the reconfigu-
ration necessity. This contains four key relevant clusters: analysis, synthesis, portfolio
management and potential assessment in the sense of strategic management. In the itera-
tive and feedback-driven foresight process, external factors such as: technology drivers,
political influencing factors, environmental factors, market analyses etc. are considered
and transferred as input variables to the analysis phase, as shown in Fig. 2 on the left.
Here the external factors are used to provide an as-is state of the actual situation in an
environmental sense.

Information from the SoS itself and its environment are gathered. Among others,
one of the crucial aspects for the analysis phase is to identify important challenges and
opportunities for decisionmaking in following lifecycle-related stages. Due to the impor-
tance of technology innovations for example in the usage phases, foresight techniques
are applied to provide initial insights and (mega-)trends into possible future use cases
(e.g. by applying delphi or scenario techniques) and thus offer added value for the devel-
opment of new services and functions within the smart product ecosystem. Key aspect
of the strategic analysis phase is to deliver a clear and common product-and portfolio-
related understanding in terms of the SoS context across the involved disciplines as a
base for following engineering phases.

The gathered and structured information in the analysis process is further used in the
synthesis process phase, where business strategies are fostered. Based on the identified
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Fig. 2. System of systems reconfiguration-relevant strategic planning

as-is state from the analysis phase, a vision and goals for a to-be state are formulated.
Furthermore, key attributes of the SoS and business strategies act as the foundation to
formulate businessmodels,which are getting planned and implemented (e.g. pay-by-use)
and transferred accordinglywith the accompanyingportfoliomanagement for integration
into SoS as a strategic SoS requirement. Based on defined SoS-Goals and-Strategies,
needed capabilities can then be derived on the SoS level.

These SoS-(L0-)Capabilities are hereby a stage gate to the formulated target-
parameters (for example the reconfiguration-necessary to maintain the targets of the
SoS in terms of resiliency). From the SoS-Analysis and-Planning phases the capabil-
ities can be planned in a timely manner to introduce them when its needed delivered
and managed in the SoS Lifecycle Management especially for the configuration man-
agement of the affected solution elements in the SoS context. This is furthermore also
important due to the different SoS-related lifecycle phases of the constituent systems and
the lifecycle of the SoS itself. Using the SoS Engineering Lifecycle Management, the
results are thenmade available to the SoS top level (SoS Level 0) for further derivation of
the corresponding SoS-relevant systems design and expression in the SoS-architecture.
For the model-based development of the SoS within the design phases as well as the
reconfiguration phases the Smart Product-based System of Systems Reconfiguration
Architecture Framework (Fig. 3), a framework for the description of system of systems
reconfiguration and architecture was developed based on the Concept of Kaiserslautern
System Concretization Model (KSKM) [25]. The KSKM was originally designed and
optimized for cyber-physical systems. In addition to the different levelswithin anSoSand
the associated granularity and abstraction levels, the framework contains the according
behavior and structure description as well as the respective derivation of the correspond-
ing artifacts from the SoS top level (SoS Level 0) to the solution element level, so-called
constituent systems (SoSLevel 2). These are integrated and administered in SoS lifecycle
management in accordance with SoS Lifecycle Engineering Concept. Thus, the Smart
Product-based System of Systems Reconfiguration Architecture Framework describes
the architecture of SoS Level 0 up to the integration at solution element level to the
KSKM and thus forms the possibility of a continuous development from SoS Level 0
down to the Solution Elements (e.g. constituent systems) with corresponding adminis-
tration of related information by SoS lifecycle management and the constituent system
lifecycles integrated as part of it.
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For the SoS reconfiguration phase and the corresponding integration of dynamic
requirements for reconfiguration supported by strategic management, the focus is pri-
marily on the description and implementation of capabilities and the corresponding
derivation of requirements for the solution elements. Supported by the integration of
the strategic management aspects as shown in Fig. 2, the reconfiguration of the SoS in
operation is initiated after the assessment of the reconfiguration potential through the
targeted application of strategic management methods. These are applied to the require-
ments space with the use of the SoS lifecycle management and form the initial basis
for the reconfiguration process in the form of strategic SoS requirements. This takes
place with the expression initially in the SoS architecture. Strategic SoS requirements
are then derivable from the corresponding capabilities and used to describe the SoS
capabilities that will be required in the intended future SoS state. In addition, capability
gap analyses are carried out in parallel to address the first issues for the current reconfig-
uration. Following the modeling of the capabilities, these are included in the description
of the required capabilities and semantically linked with the upstream strategic SoS
requirements for the purpose of system configuration traceability.

Fig. 3. Capability-specific view of the smart product-based system of systems reconfiguration
architecture framework
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Through the functional description especially for covering interoperational aspects
of the future intended system state, initial simulation-ready architectural prototypes (in
the sense of minimal viable products (MVP) [26]) can already be achieved. Furthermore,
transferred and used with the available usage data from the digital twin context of
the SoS, among other things, for initial validation and testing in the integration and
validation space (Fig. 3 - right), so that finally the logical operational SoS architecture
can be derived (structurally). Thus, the description required for the reconfiguration at
SoS Level 0 has reached a level of maturity to address the subsystems and to serve
as input for their capability development (L1 and L2). These are then mapped into the
subsystem behavior aswell as subsystem structure. However, this can differ considerably
depending on the type and characteristics of the SoS. For instance, as the SoS moves
further away from the directed type, the relationship between the subsystems can also
vary in terms of their commitment and allocation. So, it can happen that on SoS Level
1 (subsystem level) only some subsystems find application and form direct relation to
constituted systems. Thismeans that not only subsystems communicate with subsystems
in relationshipmanner. Individual subsystems also have possible direct relationshipswith
other constituted systems outside their own subsystem.As a final step in the context of the
reconfiguration-relevant architecture description, the required capabilities of the solution
elements (L2-Capabilities) are described below based on the subsystem structures or
(depending on the application scenario) based on the SoS Level 0 system artifacts. In
this way, an SoS architecture for reconfiguration is established which also enables the
semantically enriched modeling of the corresponding system levels and in this way
a high level of consistency from SoS top level to solution element level (e.g. smart
product instance) can be achieved in conjunction with the SoS Engineering Lifecycle
Management and downstream systems modeling concepts such as KSKM (as part of a
solution element) be seamlessly integrated.

4 Summary and Outlook

Communication and intelligence are two core aspects that allow products to evolve
further and further into smart product-based system of systems. These also make it
possible to bring new innovative cross-sectoral innovations to the consumers. In order
to keep these ecosystems sustainably resilient and innovative in the sense of product
functionalities in operation in the future, reconfiguration approaches in engineering play
an increasingly important and central role. A key aspect here is the integration of strategic
management processes into the SoS engineering.

The contribution describes a System of Systems Engineering LifecycleManagement
driven method for integrating strategic planning aspects into the engineering of smart
product-based SoS. In particular, the strategic management phases analysis, synthe-
sis and portfolio management were considered and the integration into the downstream
product-based engineering processeswas discussed. Strategicmanagement plays amajor
role in the identification and potential assessment of SoS-related reconfiguration pro-
cesses. Since system of systems are usually long-term projects, which in most cases are
undergoing significant and dynamic changes in their life cycle, it is therefore possible
to operate them more resiliently and more sustainably in terms of their reconfiguration
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abilities with the integration of the strategic management. For this purpose, a multi-
level framework is introduced, Smart Product-based System of Systems Reconfiguration
Architecture Framework, which describes the integration of the SoS-relevant strategic
requirements and their model-based integration at SoS level, e.g. in the form of capabil-
ities (L0, L1 and L2) as well as the associated system architectures up to the handover
and integration to the corresponding solution elements at product-instance level. This is
supported by an integral System of Systems Engineering Lifecycle Management and,
in this way, also encourages the digital sovereignty in the engineering context to be
maintained throughout the entire system of systems reconfiguration process.

Further research is here needed for example in supporting validation-related aspects
of the reconfiguration process e.g. through the targeted application of mixed reality
methods for the early validation and virtual testing of the identified reconfiguration
potential. This could also support and accelerate the reconfiguration for other SoS types
in the future, in addition to the directed type as focused on in this paper.
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Abstract. Medical devices today often consist of complex mechatronic products
which help to provide treatment services for patients. Beside safety and reliability
also sustainability aspects need to be considered for such products and services.
The ability to describe, analyze and predict products and services throughout all
phases of its lifecycle is becoming a core competence of engineering departments
(Lifecycle Engineering). In order to have a digital representation of the product
and services along the lifecycle (digital model, digital twin), well-established
engineering approaches need to be combined.

This paper builds on a stream of research, proposing to leverage and com-
bineModel-based Systems Engineering (MBSE), Product LifecycleManagement
(PLM) and Artificial Intelligence (AI) to strengthen the Lifecycle Engineering.
The so called Engineering Graph is a key element of this research work to bridge
those engineering disciplines and enable AI-driven engineering in the lifecycle
context.

Keywords: Lifecycle Engineering (LCE) · Systems Engineering (SE) · Product
Lifecycle Management (PLM) · Artificial Intelligence (AI) · Engineering Graph

1 Introduction

Mega-trends in society, economy, politics, regulatory and technology lead to increased
volatility, uncertainty, complexity and ambiguity (VUCA) for companies in multiple
industries [1]. Especially the trend of sustainability is getting more and more impact on
products and services [2].

The ability to develop and assess products and services from a lifecycle perspective
is a key success factor to operate in such a volatile and complex environment. Concepts
such as Product LifecycleManagement (PLM) or Lifecycle Engineering (LCE) emerged
to address this environment. The representation and assessment of the lifecycle in the
virtual environment is the foundation.

By integrating and leveraging digital technologies – especially in early product devel-
opment phases – innovative options and chances can be created. To represent products
and services across the lifecycle, model-based engineering approaches can be used.
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These virtual product models can be analyzed by artificial intelligence (AI) and data sci-
ence technologies to gain further information and support lifecycle spanning use cases
such as Life Cycle Sustainability Assessments (LCSA).

This paper introduces the Engineering Graph as a concept that combines current
engineeringmethods likeModel-based SystemsEngineering (MBSE) and PLM,modern
theory from computer science for product modeling and machine learning to support
LCE. This concept is applied at a leading medical device company.

2 Related Work for Engineering

Engineering as one of the core competences of manufacturing industries undergoes an
evolution similar to the products and technologies developed by engineering itself. The
digitalization is a main driver for this evolution in engineering: from geometry-oriented
to behavior and meaning-oriented engineering and modelling approaches [3].

This section will point out disciplines and approaches of engineering which can be
seen as a foundation for a lifecycle-oriented approach of engineering: LCE.

2.1 Model-Based Systems Engineering

The transdisciplinary and integrative approach of Systems Engineering (SE) enables the
successful realization, use and retirement of engineered systems [4].

SE covers all processes of the system lifecycle: agreement and organizational project
enabling processes; technical management processes and technical processes itself [5].
In the “Architecture Definition Process” the system architecture is developed. One core
element of SE is the decomposition of a System of Interest in sub-systems. Those sub-
systems can be elaborated inSystemElements.ASystemof Interest can also be described
by its operational environment and enabling systems.

In order to describe those elements and relationships amodel-based approach is used,
typically supported by the modelling language System Modeling Language (SysML).
SysML is a dialect of UML 2 that customizes the language via three mechanisms:
Stereotypes, Tagged Values, and Constraints [6].

2.2 Product Lifecycle Management

PLM is a concept which enables representations, perspectives and validations of a prod-
uct in its lifecycle phases. PLM is evolutionary based on Product Data Management
(PDM). PDM was developed in the context of document management and Computer
Aided Design (CAD). With the evolution towards PLM so called product models or
virtual products were introduced [7].

PLM manages all data from development, production, warehouse and sales and
supports single source of data through the entire lifecycle [8]. The whole product range
is covered, from individual part to the entire portfolio of products [9].
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2.3 Lifecycle Engineering

LCE is a sustainability-oriented engineering methodology that considers the compre-
hensive technical, environmental, and economic impacts of decisions within the product
lifecycle [10]. In this context, the product lifecycle is formally defined by ISO 14040 as
the “consecutive and interlinked stages of a product system, from rawmaterial acquisition
or generation from natural resources to final disposal.” [11].

In recent years, modern concepts to LCE are emerging in the literature. These are
leveraging different data sources and a high level of computational capabilities.

The IntegratedComputational LifeCycle Engineering (IC-LCE) integrates data from
the entire product lifecycle via coupledmodels [12]. The results of LCE can be visualized
to be communicated to expert and non-expert users by combining LCEwith Visual Ana-
lytics [13]. Also, knowledge-based engineering can be combined with LCE. A manual
way to engineer knowledge and make it available for LCE is introduced [14]. Based on
that, a framework to automatically collect data during a products lifecycle is developed
[15].

Sakao et al. (2021) identify current challenges and opportunities of LCE and develop
a vision for Adaptive and Intelligence LCE (AI-LCE) based on their findings [16]. Here,
different engineering capabilities are supported by business intelligence tools based on
a database called “memory” and external factors and requirements.

All studies identify issues of current LCE methodologies and therefore derive the
need for a new concept. The issues identified are summarized in Table 1.

Table 1. Issues identified with current LCE

Issue # Issue Source

1 Lack of Speed [12, 16]

2 Oversimplified models [12]

3 Lack of comprehensiveness [12]

4 Lack of transparency [12]

5 Lack of integration between environments of core engineering disciplines [13]

All concepts introduced to solve the issues identified require some sort of database,
repository or memory. However, there is no concept of how to build that database and
how existing methodologies like PLM and SE can be included into the database concept.
Therefore, this paper proposes a new concept based on the Engineering Graph and
combining the methodologies of PLM and SE.

3 Related Work for Computer Science

With increased digitalization in engineering and an increased amount of product data
that needs to be stored and analyzed, theories from the field of computer science become
important in engineering. This section introduces modeling languages that can be used
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to connect and store engineering data and technologies that are designed to derive
information from large datasets such as AI and data science.

3.1 Modeling Languages

SysML has emerged as a machine and human understandable language which describes
a product system through requirements, structure, and behavior [17]. The language
was invented by the OMG in cooperation with the International Council of Systems
Engineering (INCOSE) [6, 18], and was developed to support modeling and (re)-using
of engineering information across the lifecycle [19].

Graphical databases focus on relationships between data points. They consist of
nodes, which represent data points, and relationships, which connect them. Nodes and
relationships can have properties that are used to filter and find data quickly [20]. Prop-
erties can be qualitative or quantitative information. The objects and their relationships
are represented naturally and clearly by using abstraction concepts [21]. The schema
of the graphical database is not fixed at its creation, contrary to relational databases
[22]. This leads to their capability to include data from different sources without the
need to match the schemas. Therefore, the graphical database can be extended with new
and unexpected sources, which is especially useful in complex environments such as
engineering [23].

The capability of graph databases to include data from different and unforeseen
sources allows building a large and interconnected database from public sources.
Thereby, public knowledge from semantic web sources such as Wikimedia [24] or the
Google Knowledge Graph [25] can be harvested and linked to a company specific meta
structure. That meta structure allows the connection of data from outside sources with
company internal data, together building a dataset large enough to allow the application
of AI technology.

3.2 Machine Learning and Graph Data Science

Machine Learning is a technology that is capable of making sense of large datasets and
deriving information from them without explicit programming [26]. In recent years,
several applications to engineering problems such as identification of new product ideas
[27], requirements elicitation [28], creativity [29], configuration management [30] and
decision support in early design phases [31] are explored.

Machine Learning works by showing a neural network a large dataset of training
data. During the supervised training process, the internal weights in the neural network
are adjusted automatically to create a model that achieves the desired outcome. This
model is then tested on the verification dataset. If it passes, it can be applied to new data
and moved to production [32].

Graph data science technology is especially developed to be used on graph databases
[33]. The capabilities include community detection, centrality, link prediction and
similarity, which will be described in the following.

Community Detection evaluates how a group is clustered or partitioned, as well as
its tendency to strengthen or break apart [34]. The weakly connected components can



Lifecycle Engineering in the Context of a Medical Device Company 561

analyze the graphs’ structure and find not connected parts. Additionally, the number
of communities within a graph can be identified, which brings an understanding of the
number of subtopics a graph contains.

Centrality can be used to determine the importance of distinct nodes in a network
[34]. One of the most widely applied algorithms is Pagerank [35].

Link prediction is done by using machine learning. Amodel is trained to learn where
relationships between nodes in a graph should exist [34]. This model can then be used
to predict further relationships.

Similarity algorithms compute the similarity of pairs of nodes [34]. The similarity
between two nodes is calculated based on the nodes they are connected to.

4 Engineering Graph Enhancing MBSE for LCE

This section introduces the evolution in product modeling towards graph-based and
summarizes the ongoing research on the Engineering Graph that brings this concept
to live in the area of engineering. Lastly, a concept is introduced how the Engineering
Graph can bridge PLM and SE and enable Data Science and AI to support LCE.

4.1 Evolution Towards Graph-Based Modeling

The scope of product development has increased. When a product was designed on its
own, geometry-based models were sufficient. The increased scope and complexity to
design product systems consisting ofmechanic, electric and software parts and designing
systems of systems where different product systems interact with each other to bring
value to the end user needed a new modeling approach with higher abstraction: model-
based [36].

Now that the scope is increasing again towards system environments, where product
systems and systems of systems are viewed in their environment, e.g. by lifecycle assess-
ments, there is a need for a newmodeling approachwith higher abstraction: graph-based.
Figure 1 shows this evolution.

Fig. 1. Evolution of modeling

4.2 Engineering Graph

Previous research already explored the application of graphical databases in engineering.
The EngineeringGraphwas introduced as a graph-based database to support engineering
applications such as LCSA [37].
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The Engineering Graph connects data from different sources within a company and
from external sources such as suppliers, partners and public sources like the semantic
web. Data is stored at a high level of abstraction, where the focus lies on the connections
between data points and not the data itself. Already existing data and configuration
information is not duplicated in the Engineering Graph.

4.3 Engineering Graph Bridging SE, PLM and AI to Support LCE

The Engineering Graph as a graphical database can be used to bridge different engi-
neering methodologies and their underlying data and schemas. This results in a
comprehensive and interconnected database.

SE offers the information of product breakdown, how parts are connected and how
they work together using which interfaces. PLM offers the product data including con-
figuration information. The information from both methods is connected and enriched
with lifecycle data such as where and how a product is used, what norms and regu-
lations it needs to comply with in its target market and additional information from
non-government organizations such as the World Health Organization (WHO) or the
United Nations (UN).

Graph database technology is able to support LCE and address the issues identified
in Sect. 2.3 when the established engineeringmethodologies PLM and SE are combined.
By leveraging already existing models, speed (Issue #1) is increased because there is
no duplicate work. This also addresses the issue of oversimplified models (Issue #2)
and lack of comprehensiveness (Issue #3) as the models from SE and PLM are very
sophisticated. The integration between environments of core engineering disciplines
(Issue #5) is increased because the graph can directly integrate the data from these
different systems.

Many of the use cases of LCE such as LCSA or cost assessment are predefined in
early design phases. The Engineering Graph can be one way to support design decisions
in early phases to improve LCE measures by providing large amounts of data early. It
contains all freely available LCE information and data from previous product genera-
tions. Data Science and AI technologies can be applied if the graph contains a large
enough dataset for these technologies to be applicable.

5 Use Case in the Medical Device Industry

In this section the application of the Engineering Graph for LCE is demonstrated at a
leadingmedical device company. First, it is described how the system is built and second,
its application for LCE is shown.

5.1 Engineering Graph Connects PLM, SE and External Information

In order to move towards graph-based LCE and support the application of AI technolo-
gies, the Engineering Graph is created at a leading Medical Device Company using
Neo4J software. The graph spans across different Systems of Interest that are defined
as part of the companies SE activities. The “product system” data is stored in the PLM
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system and connected to the graph (see green nodes in Fig. 2). The brown nodes in Fig. 2
show norms such as the ISO 14044 that is relevant to LCSA. Additionally, it is important
to include norms relevant to medical devices such as ISO 62304 as the medical device
industry is highly regulated.

Fig. 2. Engineering Graph connecting data from SE and PLM

The data from the different sources is added to the graph via the importAPIs ofNeo4J
and connected to each other by a predefinedmeta model (blue nodes). Company external
sources such as the Google Knowledge Graph, Wikimedia Graph and information from
the WHO as well as the UN are also added via the Neo4J APIs to further enrich the
Engineering Graph. The connection to existing nodes is performed manually for the
most obvious ones, other relationships can be proposed by the system as shown in the
following section.

This database with many connections is made available in early phases of develop-
ment. Here, it is leveraged to influence the sustainability impact of a products lifecycle.
Having this information in early phases of development is important, as many decisions
influencing its sustainability impact are made here.

5.2 Engineering Graph Supports LCE

After building the Engineering Graph, the following paragraphs will focus on the analy-
ses that it enables to support LCE. These are the graph data science algorithms introduced
in Sect. 3.2. Analyzing the graph across the entire product life cycle and considering
relevant norms and regulations can lead to the detection of unknown and unexpected
relationships. Discovering the impact of the elements in the graph on each other in an
automated way can lead to decreased time to market due to less rework.

First, the graph is analyzed to ensure that it is well connected and that there are no
unconnected nodes left. Therefore, the Weakly Connected Components is used. In this
example, it could be shown that there exists only one component which means that the
graph is well connected. Second, Label Propagation is used to identify communities of
nodes in the graph. These can be an indication of howmany subtopics the graph contains.
In the graph for this paper, 7 communities could be detected.
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After the graphs communities are analyzed, Pagerank is used to identify the most
important nodes in the graph. In the case of the Engineering Graph in this paper, the
“UN Sustainable Development Goals” is the most connected node in the graph.

Next, predictions for new relationships can be generated based on the existing graph.
The predicted relationships can be used to complement the graph and to detect unex-
pected relationships that can represent cause-effect chains. This prediction is based on
machine learning. Therefore, a model is first trained on the current relationships in the
graph. Second, it is used to generate predictions for new relationships. In the Engineering
Graph for this paper, it predicted relationships between all existing nodes with a prob-
ability of 49.9%. This result shows that the amount of data in the Engineering Graph is
not large enough to successfully apply machine learning. Therefore, the database needs
to be increased by adding product data and freely available data from the semantic web.

6 Discussion

The literature of LCE advances towards standardization, comparability and the adoption
of new technologies. This paper proposes the application of the concept of the Engineer-
ing Graph to LCE to offer a standardized and easy to expand database that leverages
existing models and concepts. The concept of the Engineering Graph was introduced
in prior research and is here extended by adding data science and AI capabilities and
showing its usefulness for LCE use cases.

Larger sample data in the graph will yield more exact data. Currently, the database
is not large enough to yield robust results from machine learning technology.

Future research needs to be conducted to embed the creation and maintenance of the
Engineering Graph into standard development processes such as the V-model or ISO
15288 for SE. Furthermore, it needs to be shown how the graph can be automatically
extended leveraging Natural Language Processing technology. Additionally, the results
based on a graph based on a larger dataset need to be reported. Lastly, the graph needs
to be applied to further use cases to demonstrate general usefulness.
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Abstract. Currently, the use of crowd intelligence in which the knowledge from
different disciplines is integrated for complex product design has attracted increas-
ing attention from both academia and industry. However, the multi-modal, multi-
temporal and multi-spatial characteristics of multi-disciplinary knowledge hin-
der its implementation. The perception-retrieval cognitive mechanism of human
beings’ brain shows its unique advantages in the cognitive process of multi-modal,
multi-temporal and multi-spatial knowledge, and can quickly integrate external
information and retrieve memory. In order to solve the problems of low effi-
ciency and poor acquisition accuracy of multi-disciplinary knowledge, inspired
by the brain’s perception-retrieval cognitivemechanism, this paper adopts a crowd
intelligence-drive to achieve efficient integration, dynamic storage and real-time
acquisition of multi-disciplinary knowledge.

First, a deep survey relating to the current research studies on knowledge-
based engineering approaches and the perception-retrieval cognitivemechanism is
conducted. Second, the brain-inspired crowd intelligence-driven design approach
for complex products and the techniques that can be used as the potential solutions
to each step are presented. Finally, the authors draw the conclusion and point out
the future research direction.

Keywords: Knowledge-based engineering · Systems engineering · Product
design · Perception-retrieval cognitive mechanism · Crowd intelligence

1 Introduction

With the development of technologies such as the Internet of Things and big data in
today’s era, product has become more and more complex, and the use of crowd intelli-
gence in which knowledge from various disciplines is integrated for the complex prod-
uct design has become the current development trend [1]. However, if the multi-modal,
multi-temporal and multi-spatial characteristics of multi-disciplinary design knowledge
have not been considered during the knowledge-based engineering (KBE) process for
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complex products, the design efficiency and quality will be negatively affected, which
may lead to the project delay or design failure [2].

Currently, the research field of neuroscience has brought great inspirations to the
artificial intelligence, information engineering and other fields [3, 4]. According to cog-
nitive psychology, biological cognition is a process of continuous perception of various
information in the environment, and comparing and retrieving it with existing memory
[5]. This perception-retrieval cognitive mechanism of human beings’ brain has formed
the unique natural advantage of organisms in the cognitive process of multi-modal,
multi-temporal and multi-spatial information or knowledge [6, 7]. Inspired by brain’s
perception-retrieval cognitive mechanism, this paper proposes a human-like knowledge
organization, integration and acquisition approach to support KBE process for complex
products.

This paper is organized as follows. Section 2 presents current research studies on
knowledge-based engineering approaches and perception-retrieval cognitive mecha-
nism. Section 3 introduces the brain-inspired crowd intelligence-driven design approach
for complex products and the techniques which can be used as the potential solutions to
each step of the proposed design approach. Section 4 draws the conclusion and proposes
the future research.

2 Literature Review

2.1 Knowledge Based Engineering Approaches for Complex Product Design

KBE is an automated process of identification, acquisition, and re-use based on design
knowledge, and has been widely used to promote the rapid design of products [8]. Poko-
jski et al. proposed a KBE approach which tries to integrate the knowledge from design-
ers, users, operators, etc. to achieve the multi-disciplinary integrated design for complex
products [9]. Johansson et al. developed a KBE framework to combine the knowledge
relating to information interaction, quality control and design evaluation [10]. Camarillo
et al. presented a KBE approach which uses case-based inference to push similar cases
to designers and resolve problems encountered by integrating multi-disciplinary knowl-
edge of stakeholders during the entire product life cycle [11]. However, the multi-modal
(i.e., design knowledge represented in different modalities such as natural language,
video, image, etc.), multi-temporal (i.e., design knowledge proposed in different stage
of the product lifecycle such as conceptual design, detailed design, manufacturing, main-
tenance, quality control stages, etc.) and multi-spatial (i.e., design knowledge proposed
by different stakeholders, such as designers, users, operators, etc.) characteristics of
design knowledge affect the crowd intelligence decision-making, because the informa-
tion from different sources may conflict with each other and therefore negatively affect
the reliability of crowd intelligence.

Therefore, the traditional KBE technology needs to be transformed to adapt to the
new product design requirements.

2.2 Perception-Retrieval Cognitive Mechanism

Cognitive psychology believes that biological cognition is a process of continuous per-
ception of various information in the environment through the senses, and retrieval of it
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compared with the existing memory. Under this perception-retrieval cognitive mecha-
nism, the brain can quickly organize and integrate information with different modalities
and spatiotemporal characteristics in an optimal way, and achieve a fast and accurate
memory retrieval based on external information, thus demonstrating the inherent advan-
tages in processing the multi-modal, multi-temporal and multi-spatial complex correla-
tions and providing inspirations for the proposed research on the efficient organization
and accurate acquisition of design knowledge for complex product design. The existing
studies on perception-retrieval cognitive mechanism will be presented hereafter.

Perception Process Based on Multi-sensory Integration: McGurk and MacDonald
first proposed the concept of biological multi-sensory integration, arguing that the infor-
mation from different modalities such as image, text, sound, touch, etc. can be effectively
integrated in certain areas of the brain to form unified, coherent and stable perceptual
information [12]. In response to this phenomenon of sensory information integration,
researchers have carried out research work in two directions, i.e., psychophysics and
neuroanatomy.

Psychophysics focused on the relationship between stimulus information and sensa-
tion in the process ofmulti-sensory integration from themacroscopic behavior of biology.
Tenenbaum et al. proposed a multi-sensory integration model based on Bayesian infer-
ence [13]. The visual and auditory integration experiment conducted by Battaglia et al.
[14], the visual and haptic integration experiment by Ernst et al. [15], and the visual and
vestibular signal integration experiment by Hou et al. proved the effectiveness of this
model in the process of multi-sensory integration [16].

Neuroanatomy starts from the microscopic nerve cell level and studies the biological
multi-sensory integration mechanism. Quiroga et al. reported for the first-time multi-
modal nerve cells that can respond to both image and text modal information [17]; Stein
and Meredith et al. reported multi-modal nerve cells that can simultaneously process
vestibular and visual signals [18]. Based on these studies, Rowland et al. proposed a
multi-sensory integration model at the level of individual nerve cells [19].

In order to establish a unified multi-sensory integration model at macro and micro
levels, it was found that the process of multi-sensory integration was no longer regarded
as the result of the action of single multi-modal nerve cells, but was realized by the
collective action of nerve cell populations in specific regions of the brain [20–22]. Beck
et al. proposed a centralized framework for the multi-sensory integration model [23].
Gu et al. proved through experiments that different brain regions can simultaneously
participate in the same multi-sensory integration process. In addition to dorsolateral
superior temporal, ventral parietal region [24], the frontal eye field [25] and the visual
posterior sylvian area [26] can also participate in the integration of visual signals and
vestibular signals. Based on this discovery, Zhang et al. proposed a distributed multi-
sensory integration model (Fig. 1). In this model, different multi-sensory integration
brain regions estimate the stimulus information according to the input they receive, and
then send their estimates to other brain regions. Finally, each brain area can integrate
multiple inputs, resulting in more accurate estimation of stimulus information [27].

Decision-making Process Based on Memorial Retrieval. The process of memorial
retrieval is completed under the combined action of short-term and long-term memory.
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Fig. 1. Distributed multi-sensory integration model.

Short-term memory has little information and short storage time, but it is the main mod-
ule to complete the complex reasoning and calculation process in the decision-making
process. Long-term memory has a large amount of storage information and a long stor-
age time [28]. Long-term memory can quickly recall the memory content associated
with the received information [29] and can be updated and modified autonomously [30].
The Atkinson-Shiffrin memory model [31] proposed by Atkinson and Shiffrin and the
Working memory model proposed by Baddeley [32] have both explained the memorial
retrieval mechanism: after the process of multi-sensory integration, the stimulus of envi-
ronmental information is stored in the form of short-term memory in the temporal lobe
of the brain, and it is compared with the prior knowledge in long-term memory to infer
the state of the outside world, so as to actively complete the final decision.

On the basis of the above mechanism, Damasio et al. further proposed that memory
information is expressed and stored in the form of vectors after a large number of neu-
roanatomical experiments [33]. Shiffrin proposed the retrieving effective from memory
(REM). When memory retrieval occurs, the received short-term memory feature vector
matches the stored long-term memory feature vector, and Bayesian decision-making is
used to calculate whether the received information has been learned. If the information
has been learned, the decision is made using the existing experience; otherwise, it is
considered as new information and stored in long-term memory. Jiang et al. proposed a
method of learning, storing and extracting visual images based on memory recall mode
[34].

2.3 Summary of Literature Review

In order to take advantage of the crowd intelligence for the design of complex products,
the multi-modal, multi-temporal and multi-spatial knowledge needs to be integrated,
stored and acquired. By using the perception-retrieval cognitive mechanism based on
multi-sensory integration and REM, which enables the brain to continuously receive and
rapidly organize and integrate external multi-modal, multi-temporal and multi-spatial
information in an optimal way, and accurately achieve retrieval of memory according
to the external information[35, 36], it is possible to realize the efficient integration,
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dynamic storage and real-time acquisition of design knowledge, thus achieving a crowd
intelligence-driven design for complex products.

3 Crowd Intelligence Driven Design Framework Based
on Perception-Retrieval Cognitive Mechanism

In order to solve the problems of low efficiency and poor accuracy in the organization
and acquisition of the multi-modal, multi-temporal and multi-spatial knowledge during
the design process of complex products, the framework of perception-retrieval cognitive
mechanism was designed from the following three aspects.

3.1 Organization and Integration of Multi-modal, Multi-temporal
and Multi-spatial Knowledge

The knowledge adopted for the design of complex products has the characteristics of
multi-modal, so the first step to achieve the crowd intelligence-driven design should be
the organization and integration of the different design knowledge.

According to the multi-sensory integration process in the perception-retrieval cogni-
tive mechanism, the features of the design knowledge can be extracted. First, the struc-
tured knowledge represented in OWL, RDF and other formats can be directly extracted.
Second, the semi-structured knowledge (represented by XML or JSON) which cannot
express semantic information explicitly, should be extracted semantic information by
analyzing the hidden in data tags and element structures, and an OWL ontology doc-
ument and description can be constructed to represent the semi-structured knowledge
structure. Third, the unstructured knowledge represented by natural language, pictures
or videos is identified using methods such as Polyglot [37], Mask R-CNN [38] or LSTM
[39], and feature extraction is carried out in combination with the semantic relation-
ship between the identified entities. After extracting the semantic features of the design
knowledge, a semantic network with different structures can be formed, which needs to
be semantically aligned. Semantic alignment is accomplished through distance-based
semantic similarity, which measures the location of knowledge entities in the design
ontology database. The ontology library is based on OntoSTEP in the field of mechan-
ical design, ORA in the field of robot design or SIARAS in the field of manufacturing.
Once the semantic alignment is completed, a unified representation of the design knowl-
edge should be provided. Knowledge graph is a semantic networkwith graph data, which
uses nodes and edges in graph structure to express knowledge entities and their rela-
tions. However, knowledge graph can only be used to express static and data-oriented
knowledge, and cannot express the multi-modal, multi-temporal and multi-spatial char-
acteristics of knowledge in KBE. Therefore, it is necessary to construct a multi-modal
dynamic knowledge graph based on the knowledge graph.

At the same time, knowledge provided by different sourcesmay contain noise, redun-
dancy or even conflicting knowledge, which must be processed and integrated to form
a semantically unified and coherent knowledge representation (Fig. 2(a)). The attention
mechanism in the multi-sensory integration model proposed by Tenenbaum is used to
filter and sift through noisy, redundant or conflicting information.
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3.2 Storage and Update of Multi-modal, Multi-temporal and Multi-spatial
Knowledge

According to the REMmodel, human long-term memory is stored in the form of feature
vectors. Therefore, the knowledge graph composed of knowledge in KBE should be
represented in the form of vector. Once the multi-modal dynamic knowledge graph
has been constructed, and the knowledge nodes and their relations in the graph should
be expressed in the form of feature vectors. Knowledge graph embedding technology
can directly map the knowledge entities and their relations in the multi-modal dynamic
knowledge graph into the low-dimensional vector space to realize the feature coding
of knowledge. Feature vector can be can be obtained by using the knowledge graph
embedding technology based on TransR model.

After the feature vector is obtained, the feature vector should be stored. In order
to reduce the computing and searching time, according to the distributed multi-sensory
integration model of brain long-term memory, the knowledge in different disciplines
is featured by clustering and stored in different knowledge modules (Fig. 2(c)). Graph
attention networks is used to complete the clustering of design knowledge.

Large-scale knowledge in KBE shows a high dependence on time and space, so the
knowledge stored in KBE needs to be in a dynamic form of continuous renewal. Accord-
ing to the perception-retrieval cognitive mechanism, the newly-received knowledge is
retrieved using the knowledge subgraph coding algorithm that can be developed based
on the TransR model, and then compared with the existing knowledge for storage and
update. Since only the subgraphs with changes are encoded, the computational load of
the encoding in the process of knowledge updating can be greatly reduced.

3.3 Push of Multi-modal, Multi-temporal and Multi-spatial Knowledge

Referring to the short-term memory mode in the REM, the existing knowledge is called
and matched to complete the push of knowledge. The research on the praxeology shows
that when design participants conduct the design work, their behavior patterns are not
chaotic, but have their own rules. When analyzing the behavior patterns of operators
to determine whether they need knowledge, the context aware computing is adopted
to determine whether they need knowledge through real-time perceptual monitoring of
their own behavior and software operation. At present, the context aware computing
technology based on information communication, sensors and machine learning is very
mature, which provides data and technical support for signal acquisition and processing
in the process of behavior pattern recognition.

After confirming that operators need knowledge, it is necessary to further acquire
their knowledge needs and judge what knowledge they need. However, the traversal
methodwill consume a lot of computing time of the system in themass andmiscellaneous
crowd knowledge, which seriously affects the real-time performance of knowledge push.
Nowadays, inferential methods based on ontology and rules have been widely applied in
the field of information, and various inference machines supporting ontology and rules
have also been developed, such as Jena, Jess and Racer inference machines, which can
provide support for the reasoning process required. Therefore, a semantic inferential
model is used to locate the required knowledge quickly.
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In order to reduce the time spent in knowledge search, the knowledge feature vector
stored in theKBE is retrieved and comparedwith the knowledge requirement feature vec-
tor after the system is quickly positioned using probability-based reasoning. The retrieval
and comparison between the knowledge feature vector in the knowledge module and
the knowledge demand feature vector can be regarded as the process of calculating the
likelihood of two equal-dimensional vectors. Therefore, Bayesian formula can be used
to calculate their likelihood and complete the final matching of knowledge (Fig. 2(b)).

Fig. 2. Crowd intelligence driven design of perception-retrieval cognitive mechanism.

4 Conclusion

Considering the limitations of current KBE approaches, the authors propose a crowd
intelligence-driven framework based on the brain’s perception-retrieval cognitive mech-
anism for the organization, storage and push of multi-modal, multi-temporal and multi-
spatial knowledge. This mechanism solves the problems of low organizational efficiency
and poor acquisition accuracy of crowd design knowledge in different modalities at mul-
tiple time and space scales, and will provide theoretical basis and application prospect
for promoting the intelligent design of advanced aviation manufacturing equipment and
complex products such as aerospace, ships and automobiles in the future. Especially
in the field of advanced aviation manufacturing equipment, the application in the field
of manufacturing equipment is promoted by integrating process knowledge, product
knowledge, equipment knowledge and program control knowledge commonly used in
the development of manufacturing equipment.

Future research can be generally divided into two parts. First, knowledge graph has
become a widely adopted knowledge representation method. The multi-modal dynamic
knowledge graph proposed in this paper introduces new factors τ. On the one hand, on
the basis of head node(h), relation node(r), and tail node(t), τ is integrated to realize the
time correlation of the knowledge in the full-time domain. On the other hand, the modal
and spatial features cannot only be integrated into the dynamic knowledge graph as the
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tail node of the knowledge graph, but also form a representational spatial relationship
(hasProvider) and modal relationship (hasDescription or hasImage) with the entity head
node.At the same time, τ represents the update cycle of crowddesign knowledge.When a
new integrated knowledge graph is received, the new knowledge graph is retrospectively
compared with the previous knowledge graph.

Second, the existing TransE, TransH, TransR, etc. are used as plane distance models,
and their corresponding algorithms are verymature. Compared with other plane distance
models, the TransR model not only solves the complex one-to-many, many-to-one and
many-to-many relationships between the head and tail nodes, which cannot be realized
by TransE model, but also improves the semantic expression ability of TransH model
for relationships between knowledge entities. The principle of the proposed algorithm
can be summarized as follows. Firstly, the low-dimensional vectors is used to initialize
knowledge entities (head node (h) and tail node (t)) and their relationship (r), and the
positive and negative training samples consisting of (h, r, t) can be constructed. Secondly,
the TransR model based on plane distance to define the scoring function fr(h, t) is used
to calculate the total loss value of the feature vector for positive samples and negative
samples. Finally, taking theminimum total loss value as the optimization goal, the feature
vector of knowledge in KBE is obtained through continuous calculation.
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Abstract. The adoption of digital technologies in the construction sector is seen
by many as a catalyst for the ecological transition, through the optimization of
resource and energy use. However, the environmental impact of the digital infras-
tructure supporting projects is not well known. In the example of life cycle man-
agement of linear infrastructures, the increased use of IoT (Internet of Things)
sensors for maintenance/operation has been followed by a diversification of tech-
nologies for Building Information Modeling (BIM), Building Life cycle Manage-
ment (BLM), equipment and exchange formats. The variety of computer terminals,
hardware storage and communication equipment are extended by that of software
tools and free or proprietary solutions. The main objective of this paper is to
establish a methodology based on environmental Life Cycle Assessment (LCA)
to quantify the environmental impacts of a digital service in Infrastructure Life-
cycle Management (ILM). Relying on a case study of a bridge monitoring system
implemented for the A71 near Orléans, France, we propose to model the assessed
system as four interacting sub-systems: data acquisition, network and commu-
nication, consultation, and data storage. Based on such modelling and related
data, a preliminary assessment highlights the contribution of data storage in the
environmental impacts of the overall system.

Keywords: Life Cycle Assessment (LCA) · Ecological transition · Internet of
Things (IoT) · Infrastructure Lifecycle Management (ILM)

1 Introduction

The Architecture, Engineering, and Construction (AEC) services sector has experienced
a spectacular advance in Information and Communication Technologies (ICT), among
other sectors [1]. Many examples in France demonstrate the importance of technological
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and digital change in the management of engineering structures, the specific case of
bridges being for example studied in the EMGCU laboratory, with the implementation
of demonstrators on real bridges (mixed or prestressed structures) with an integrated
measurement system using Internet of Things (IoT).

The current ecological crisis is however pushing infrastructure researchers and stake-
holders to assess the environmental impact of digital technologies [2]. Promoted as a
mean to increase the energy efficiency of buildings, decrease construction time, optimize
the use of natural resources [3], or improve the recovery of building materials [4], digital
services supporting civil engineering projects consume resources and energy [5]. Their
environmental footprint is currently not well known, and methodologies to assess such
footprint poorly developed. This article aims to propose an approach for the evalua-
tion of the environmental impact of digital services, based on environmental Life Cycle
Assessment (LCA). After presenting the state of the art (Sect. 2), the methodological
approach is presented (Sect. 3) and applied to a case study (Sect. 4), a bridge monitoring
system implemented for the A71 near Orléans, France. Results are presented in Sect. 5,
followed by a conclusion (Sect. 6).

2 Research Background

2.1 Literature Review

The bibliographic review was based on French and European scientific publications and
grey literature, including reports from consulting firms, professional federations, think
tanks and public authorities (Table 1).

Table 1. Public data

Knowledge base Government digital services (GDS) LCA data Manufacturer data

ADEME GreenIT.fr Base Carbone Dell

ARCEP Bureau Veritas Négaoctet HP

CNNum fing.org, EcoInfo Ecoinvent v3.6 Lenovo

EPLCA Boavizta, APL-datacenter ILCD Seagate

scorelca.org The Shift Project

Several studies and projects carried out over the last ten years have focused on specific
issues, such as energy consumption in data centers, premature obsolescence of terminals
or electronic waste management. Other studies have focused on the entire life cycle of
digital equipment (Table 2), but with a single-criteria approach.

The LCA studies of the main equipment essential to the operation of networks
and data transmission on the transport network are presented in the report EcoInfo -
RENATER (EcoInfo - RENATER, 2021) and the study [13]. The institute “Efficacity”,
has developed an estimation on the consumption of the IT room part.
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Table 2. LCA studies

Datacenter Whitehead et al., 2015 [6]

RENATER network (EcoInfo - RENATER, 2021) [7]

Software (GREENSPECTOR, n.d.) [8]

USB key (Guern and Farrant, 2011) [9]

Workstation (Anders S.G. {Citation}, 2012) [10]

cloud computing (Itten et al., 2020) [11]

Semiconductors (Sarah B. Boyd, 2012) [12]

2.2 Key Technologies

2.2.1 Digital Service

Definition from the Alliance GreenIT [14, 15]: “A digital service is constituted of a set
of software, hardware, networks, infrastructures, and other digital services. It fulfills a
functional unit such as “book a train ticket”, “send an e-mail to friends”, etc.”

2.2.2 Internet of Things (IoT)

With the rapid development of IoT technology, it has become a promising technology
that can make product management more flexible and efficient. According to ARCEP’s
[16, 17] definition, “The Internet of Things is a set of connected objects and network
technologies that combinephysical objects that have connected sensors,wiredorwireless
digital communication networks, remote storage spaces for the data collected and data
processing applications that engage decision-making processes”.

2.2.3 Building Information Modeling (BIM)

Is an approach to building construction and operation, whose development is being
extended to infrastructures and, more broadly, to civil engineeringworks. It is at the heart
of the work process around a digital model of the structure or a digital twin for the oper-
ation/maintenance of infrastructures. The BIM approach improves data management,
information quality and cost control in the construction process.

2.2.4 Infrastructure Lifecycle Management (ILM))

The life cycle of data consists of four phases: The creation, the hot, warm and cold phase.
Information Life cycle Management (ILM) is a comprehensive approach to managing
the flow of an information system’s data and associated metadata from creation and
initial storage to the time when it becomes obsolete and is deleted [18].

2.2.5 Building Lifecycle Management Platform (BLMP)

As amethodology Based on BLM and BIM technology and Industry Foundation Classes
(IFC) standard, The Building Lifecycle Information Management Platform Based on
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BIM presents a practical and effective way to realize information creating, exchange,
sharing and integration management of all participants of the construction project [19].
The BLMP framework divides Collaboration Workspace into three functions, which are
cooperative service management platform, collaborative work information management
platform, and cooperative design work platform [20, 21].

3 Research Methodology

As a methodology for assessing environmental impacts related to products and their
potential impacts, Life Cycle Assessment (LCA) has been developed as an important
tool for evaluating the energy and environmental performance of products over their
life cycle [22]. Life cycle assessment is a widely recognized method for evaluating
environmental impacts [23]. LCA is defined by the ISO 14040 as the compilation and
evaluation of the inputs, outputs and the potential environmental impacts of a product
system throughout its life cycle.

Our approach, adapted to digital services, was carried out following the general
methodological recommendations of ISO 14040:2006 and 14044:2006. It necessarily
takes into account the following points (Fig. 1):

1. The 4 main steps, respectively: the definition of the objectives and the system, the
analysis of the inventory, the evaluation of the impacts and the interpretation of the
results.

2. All stages of the life cycle of the service and associated equipment: manufacturing,
installation, distribution, use, end of life;

3. The three thirds of the digital architecture: user terminals, communication networks
and data centers.

LCA methodology 
phases

Phase 1: Goal and scope

Phase 2: Life Cycle Inventory 
(LCI)

Phase 3: Life Cycle Impact 
Assessment (LCIA), 

Phase 4: Life Cycle 
Interpreta�on

Equipment lifecycle

Materials

Produc�on Transport 

Component produc�on

Use

End of Life 

Die Packaging Transport

Product system to be 
studied

1.Tier : Terminals & IoT 
Sensors - Data acquisi�on

2.Tier : & User terminals - 
Consulta�on

3.Tier : Network and 
communica�on 

4.Tier : Datacenters - Data 
storage

Fig. 1. Proposed LCA approach, adapted to digital services.
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4 Case Study

4.1 Case Description

This study quantifies the environmental impacts of the digital equipment and infrastruc-
tures which support the monitoring system of a structure: A71 Viaduct on the Loire
River, according to the four bricks illustrated below: data acquisition system; network
and Communication system; consultation system; data Storage system. The descrip-
tion of the global architecture of the system is illustrated in Fig. 2. The components
of the system and communication networks are simplified to make the result readable
and understandable. The equipment listed in Fig. 2, are the components included in the
present study, based on the experimental protocol set up in the framework of EMGCU
Lab activities, to evaluate the services of the monitoring structures.

Fig. 2. Diagram of the equipment needed for bridge monitoring - Bridge Monitoring System
Architecture
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4.2 Function

The monitoring of structures implies to assess their structural health and to detect new
developments early enough to avoid major problems. Sensor data is collected and read
on a periodically basis by the nodes and sent to the gateway via the mesh network nodes.
The gateway then sends the data to the EMGCU server, or to a third-party server. The
data exchange flow consists of the following steps:

– Acquisition of input data from the sensors: bathymetry, water level, flow speed,
camera, temperature, vibrations

– Transfer of input data to the calculation platform (local server)
– Calculation and centralization of the data on the local calculation platform,
– Transfer of the data on the transport network, on RENATER (Internet)
– Transfer of data to the storage platform (Data Center EMGCU)
– Analysis and exploitation of the data

The daily volume of data is estimated at 10 MB.

4.3 Functional Unit

Given the objective of the study, the Functional Unit (FU) is defined. The FU is the unit
of reference used to link the inputs and outputs and the environmental performance of
the system under study. The FU selected for this study is one day of monitoring.

4.4 System Boundary

The assessed system is modeled as 4 interacting sub-systems (Fig. 2).): data acquisi-
tion; network and communication; consultation; and data storage, and each subsystem
is composed of several components. The system studied includes the following steps
(Fig. 4):

• The manufacture of equipment: the manufacture of equipment takes into account the
consumption of rawmaterials, the transport of rawmaterials and the energy consump-
tion necessary for the production of equipment. The values of the coefficients used in
the method come from measurements, from the Ecoinvent 3.7.1 database [24], from
manufacturers or from the literature.

• The use phase: Operation and maintenance: For the reference scenario, the use phase
requires the electricity consumption of the components of the monitoring system.
As much as possible, we have relied on the real electrical consumption (especially
for the sensors). When this information was missing, we relied on of the technical
specifications of the equipment provided by the manufacturer and have reconstructed
each equipment of the subsystems.
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4.5 Inventory Data

Life Cycle Inventory emission factors, related to flows of rawmaterial extracted and base
material used, is extracted from the Ecoinvent 3.7 database. The energy mix considered
is that for France. The model has been developed with OpenLCA [25] in line with the
Ecoinvent database.

4.6 Life Cycle Impact Assessment

Impacts calculation was conducted using ReCiPe [26].

5 Results and Discussion

The following figure present the impact scores for different environmental categories
related to the functional unit defined - one day of monitoring. Impact scores for eigh-
teen impact categories are calculated considering the different life cycle stages of the
monitoring system: production, assembly, transportation, use and end of life. The use
phase includes all steps associated with the acquisition of measurement data transmitted
to the storage system and the consultation of the data by EMGCU project beneficiaries.
Specifically, the electricity consumption for the acquisition system is taken into account.

Impact characterization Method: ReCiPe midpoint H. FPMF : Fine particulate matter formation ,FRSc : 
Fossil resource scarcity ,FAEx : Freshwater ecotoxicity ,FAEt : Freshwater eutrophication ,GW : Global 

warming ,HCTx : Human carcinogenic toxicity ,HnCTx : Human non-carcinogenic toxicity ,IRad : Ionizing 
radiation ,LU : Land use ,MEx : Marine ecotoxicity ,MEu : Marine eutrophication ,MRSc : Mineral 
resource scarcity ,OzFHH : Ozone formation, Human health ,OzFTE : Ozone formation, Terrestrial 
ecosystems ,SOzD : Stratospheric ozone depletion ,TAc : Terrestrial acidification ,TEc : Terrestrial 

ecotoxicity ,WC : Water consumption. 
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Results presented in Fig. 3 shows that for most impact categories, the consultation
system is the most contributing subsystem, along with the data acquisition system. The
most contributing processes are the production of screens for the consultation block, the
production of electricity for the sensors and the production of the electronic components
of the sensor system. The storage system has a low contribution, because we assumed
that data are stored for a duration of one day.

5.1 Sensitivity Analysis Results

The sensitivity analysis focuses on the duration of data storage, considering a storage
of 1 year and 10 years (the initial assumption being 1 day). The emissions table for the
impact category/GlobalWarming (kgCO2 eq) is given in Fig. 4.We find that the duration
of the data storage has a strong influence on electricity consumption. By increasing the
data storage duration, the overall impact scores increase.

Lifetime 1
Jour

1
an

10
ans

Impact Category / Global Warming (kg CO2 
eq)

0,1
2

4
2,73

42
7,27

Fig. 4. Sensitivity analysis - Climate Change for different data storage duration (kg CO2 eq/FU)

5.2 Discussion

The results show that for the baseline scenario with 1 day of storage, the data storage sys-
tem has a significantly lower impact than the other evaluated subsystems. The sensitivity
results show that the impact increases significantly with increasing storage time. This
demonstrates the importance of electricity consumption of data centers, which in our
case is based on rudimentary assumptions. This parameter should be further explored.

While these preliminary results show the importance of data storage time, they
also show the significant impact of the production of equipment, and in particular the
consultation systems (screen). The hypotheses taken for the case study corresponding to
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an experimental system, it would be necessary to carry out a complementary sensitivity
study on the duration of use of the consultation system per FU, in order to get closer to
realistic hypotheses corresponding to an operational situation.

The case study presented here therefore demonstrates that LCA is a valuable tool to
evaluate the environmental impacts of digital services. It allows to highlight the effect
of each practice on the environmental performance of digital services.

6 Conclusions

This study quantified the environmental impacts of complex digital equipment and
infrastructure in the construction and Engineering Construction (AEC) sector, using
a multi-criteria, multi-stage LCA approach. This real-life case study made it possi-
ble to test the methodological and theoretical approach to evaluate the environmen-
tal impacts of a digital service. The model, at this stage, has allowed having an idea
on the environmental performance of the digital service in a case of ’BIMP’ for the
Management-Operation-Maintenance step.

The use of life cycle inventories is derived from different data sources (Impacts
Base, Ecoinvent, manufacturers, etc.). The large amount of data collected on the system
satisfies our initial desire to do a simplified LCA study.

Nevertheless, these first results can be considered as encouraging with regard to the
work carried out by the digital and Green IT community on this subject. This work is
only a beginning; it can be completed within the framework of future analyses that will
be carried out by the research teams and the national community of the Digital LCA.

6.1 Limitations of the Study

The accurate and comprehensive determination of the environmental impacts of digital
equipment and infrastructure is a complex task that faces many limitations due to data
access and associated uncertainties. In addition, this study has identified a number of
complementary works that can be carried out to allow a better understanding and analy-
sis of the environmental impacts of the digital sector, Particularly, the approach should
be extended to other infrastructures project phases (BIM in design, deconstruction,
renovation…) and not only monitoring.
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Abstract. This paper presents the development of a Learning Ecosystem (LE) to
cope with the challenges brought by the characteristic complexity and uncertainty
of research and innovation projects. These projects are made up of consortium
partners who constitute a complex socio-technical system (STT), which works
towards the development of cutting-edge technology by creating new and valu-
able knowledge. Through the creation of a LE grounded in complexity, learning
and knowledge management theories, the project consortium aims to enable an
efficient knowledge exchange and effective learning processes within the system,
which are ultimately conducive to the achievement of the project goals. After a
review of the literature about complex STTs and LEs, the development of the LE
for a specific project taken as a pilot is discussed in detail, elaborating on its com-
ponents, knowledge flows, learning processes, learning tools, and the methods to
assess its effectiveness.

Keywords: Complex socio-technical system · Learning ecosystem · Effective
learning · Knowledge gap · Research and innovation project

1 Introduction

Complexity in engineering has been studied fromdifferent perspectives and different foci
due to the absence of a unique concept or an overarching complexity theory, with works
discussing its source, typology, scope, concepts, etc. [1–3]. The study of complexity has
been associated with challenges arising from uncertainty, iteration, multidisciplinary,
and dynamic behavior, which are all characteristic of research and innovation (R&I)
projects [4]. In this context, the complexity arises not only from the technology embedded
in the subject of the project itself, but also the socio-technical interactions between
actors involved in the project, as well as the social and technological pressures from
external stakeholders which represent the target of the projects’ output [3]. This degree
of complexity is often found in R&I projects financed by the European Union, and calls
for solutions that enable the management of complex socio-technical systems (STS)
while allowing for effective innovation and supporting organizations in being more
adaptive in their response to change and uncertainty [5]. Furthermore, modern views
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on STS aim to promote not only innovation, but also knowledge sharing and learning
within, as creating these opportunities is conducive to an informed decision-making
process along the system [6, 7].

The present work uses complexity theory to describe the organizational context of
the R&I project “Ecosystemic knowledge in Standards for Hydrogen Implementation on
Passenger Ship” (e-SHyIPS) as a complex STT, and to develop a methodology that aims
to address, in particular, the efficient exchange of knowledgewithin the system. Section 2
discusses the characterization of the e-SHyIPS project as a complex STT, identifying its
elements, their interactions, and highlighting the importance of knowledge and learning.
Section 3 reviews the literature on LEs, and Sect. 4 builds on the previous sections to
develop the “e-SHyIPS LE”, detailing its components, learning tools, and measures of
effectiveness. The work finishes with the conclusions and next steps presented in Sect. 5.

2 Complex Socio-technical Systems in Research and Innovation
Projects: The e-SHyIPS Case

When it comes to R&I projects, adopting a socio-technical view is based on the notion
that the actors involved in the project (project consortiummembers) interact andnegotiate
a solution that can be considered “satisfactory” in terms of the actors performance and
the project outcomes, and that the activities conducted by the actors are not only affected
by the technical properties of the project’s subject, but also by the manner in which they
act and interact, ultimately influencing their performance and the project outcomes [4].
Considering the external forces also exerting their influence, this perspective is more
pragmatic and richer as it can provide a better understanding of the reality of a project,
which is of great value for research and practice.

Several succinct definitions of complexity can be found in literature, but, due to the
nature of the concept itself, they manage to capture its dimensions only partially. Thus, a
number of studies are concerned, instead, with describing its characteristics as a way to
grasp the complexity of a certain system [8]. Saurin and Sosa [8] describe a complex STS
as having a particular set of characteristics which include: a large number of dynamically
interacting elements, wide diversity of elements, unanticipated variability, and resilience.

The e-SHyIPS project is a Horizon Europe project that aims to define a pre-
standardization plan for the update of the International Code of Safety for Ship Using
Gases or other Low-flashpoint Fuels (IGF code) pertaining to hydrogen-based fuels
passenger ships, and a roadmap for the boost of Hydrogen economy in the maritime
sector. The scientific and technical contents addressed in the context of the project are
divided into 4 categories called “experimental pillars”. The project consortium is made
up of 14 partners, each with a specific expertise that determines their role and partic-
ipation in the project experimental pillars, which include: vessel designers, regulatory
entities, fuel cells R&D centers, ferry and containership companies, computing centers,
hydrogen suppliers, port operators, and engineering consultants. Several approaches and
scientific research methodologies are used to gather relevant state of the art and to guide
experimental activities, such as literature reviews, theoretical studies, surveys and inter-
views. The project also envisions the involvement of a wide list of external stakeholders
in order to collect baseline information, best practices, expertise, feedback, and more.
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These stakeholders include Advisory Board members and consortia of projects working
in similar topics or “Cluster Projects”. They are expected to be continuously involved in
the project development and to provide constant and rigorous knowledge contributing
to the activities of the consortium. Therefore, the interactions between all actors (exter-
nal stakeholders and consortium partners) involve the flow of knowledge within and
outside of the organization as well as the associated learning activities and processes.
Table 1 gathers all elements of the organizational context and presents them as evidence
to characterize the e-SHyIPS project as a complex STS as per Saurin and Sosa (2013)
[8].

Table 1. Examples of evidence that characterizes the e-SHyIPS project as a complex STS.

Characteristics of complex STS [8] Examples of evidence in the e-SHyIPS
project

1. A large number of dynamically interacting
elements

Number of consortium partners, number of
Advisory Board members, number of Cluster
Projects

2. Wide diversity of elements Types of knowledge exchange, actors and
stakeholders’ types of expertise, types of
learning processes

3. Unanticipated variability Types of decisions taken by the consortium
partners, doubts arising during
decision-making, sources of uncertainty

4. Resilience Adaptations of internal procedures on the
basis of feedback received from external
sources

3 Learning Ecosystems

Knowledge sharing and learning within the system are subjects of modern studies about
complex STS due to their impact in the decision-making and the overall system out-
put [6]. Furthermore, in recent years the learning environment has been approached as
a system, with works highlighting the importance of mapping and understanding all
complex relationships arising between the elements within [9]. The high complexity of
modern learning setups calls for frameworks that can appropriately represent the dynam-
ics between all involved stakeholders and the impact of external influences [10]. In this
context, a LE is defined as consisting of stakeholders incorporating learning processes
and learning utilities within specific environmental borders [11]. The individual behav-
ior of stakeholders contributes positively or negatively to the success of the LE, while
the relationships and interactions between them are related to the flow of information as
well as the transfer and transformation of knowledge [12].
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4 The e-SHyIPS Learning Ecosystem

The present work adopts the LE methodology to accurately represent the complexity
identified in the e-SHyIPS project in order to address the challenges noted in Sect. 2 from
a learning point of view, namely, the multiple knowledge flows and learning processes
taking place between a variety of stakeholders. While the hydrogen maritime economy
is an issue of direct application based off the project, the method described is intended to
focus on areas where there is a high degree of uncertainty and multiple interconnected
elements that are both known and unknown. The development of the e-SHyIPS LE is
guided by 3 main principles: i) giving visibility to processes and outcomes, ii) encour-
aging the diversity of perspectives in the decision-making, and iii) having an efficient
exchange of knowledge. A brief introduction to the e-SHyIPS LE is given in Sect. 4.1,
while the theoretical foundation of the LE is laid out in Sect. 4.2. Finally, Sect. 4.3
describes the proposed methods to assess the effectiveness of the LE, this is, to assess
the learning effectiveness.

4.1 Components

The e-SHyIPS LE (Fig. 1) is created with the involvement of the project consortium and
stakeholders from maritime, technological, and hydrogen sectors. In the highly innova-
tive and dynamic context of the project, this methodology will enable the ecosystem to
react quickly to the changeability needs of hydrogen and fuel-cell fast developing tech-
nologies, as well as to bring together a diverse set of perspectives. In order to achieve
the project objectives, the LE continuously monitors, controls, and pulls the knowledge
gaps identification and resolution, integrates the results from experimental activities, and
promotes the capture of new knowledge. Based on the contents described in Sect. 3, the
components of the e-SHyIPS LE are as follows:

• Learning stakeholders. The 14 members of the consortium represent the learning
stakeholders. Throughout the duration of the project they will engage with each other
as well as external actors.

• Learning contents. The knowledge directly related to the 4 experimental pillars. This
knowledge can be originated from within the ecosystem (internal sources) or from
sources beyond the learning environmental borders (external sources).

• Learning processes. The activities facilitated through the use of specific tools for the
acquisition and creation of knowledge and, as a consequence, the closure of knowledge
gaps. There are 4 main learning processes taking place in the e-SHyIPS LE: i) learn
by experimenting, ii) learn by searching, iii) learn by imitating, and iv) learn by
interacting.

• Learning environmental borders. The boundaries of the ecosystem enclosing the
learning stakeholders (i.e., the consortium members). The learning processes involv-
ing exclusively the learning stakeholders are referred to as endogenous learning,
whereas the learning processes involving the learning stakeholders and interactions
with external forces are referred to as exogenous learning.

Furthermore, the e-SHyIPS LE is affected by the following external forces:
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Fig. 1. The e-SHyIPS learning ecosystem

• The Advisory Board and the Cluster Projects. Actors with whom the learning stake-
holders interact synchronously or asynchronously on a regular basis. They are con-
sidered as not fully external actors, since the consortium has a direct line of commu-
nication with them; but also not fully internal actors, since they are not part of the
learning stakeholders, do not engage in their regular activities, and do not share the
same objectives and attitudes.

• External sources. The external sources fromwhich knowledge can be acquired. These
include academic literature, standards and regulations currently in place, case studies,
and the activities carried out by organizations of interest to the consortium (enter-
prises, similar projects’ consortia, etc.) The feedback received from the European
Commission about the project performance is also a valuable external source.

4.2 Learning Framework

The learning framework lays out the theoretical foundation of the LE as well as the
learning tools developed on the basis of said theory. The interactions and relationships
between the learning stakeholders are described in terms of knowledge flow and learning
processes. The knowledge flow refers to the processes that the learning contents go
through as the learning stakeholders make sense of it, while the learning processes
refer to the activities that facilitate the flow of knowledge [13]. The developed tools
are intended to support the learning stakeholders in the various learning processes. The
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main objective of the learning framework is to support the identification and closure of
knowledge gaps.

Knowledge Flow
The knowledge flow refers to the processes that the learning contents go through as the
learning stakeholders make sense of it. The processes involved in the flow of knowledge
are encapsulated in the concept “KnowledgeManagement”, which refers to the manage-
ment of knowledge within an organization “by steering the strategy, structure, culture
and systems and the capacities and attitudes of people with regard to their knowledge”,
ultimately achieving an organization’s goals by making the factor knowledge productive
[14]. Several models of Knowledge Management covering a wide spectrum of perspec-
tives are abundantly described in literature. Therefore, there is some degree of diversity
in the knowledge flows described by these models depending on the disciplinary con-
text [15]. Those with relevance to context of the e-SHyIPS LE can be grouped into the
following three main stages: i) Knowledge Gap Identification, ii) Knowledge Gap Res-
olution, and iii) Knowledge Capitalization. Each stage is made up of the phases shown
and described in Fig. 2.

Fig. 2. Knowledge flow in the e-SHyIPS learning ecosystem
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Learning Processes and Learning Tools
Once a knowledge gap is identified it can be bridged through the acquisition of existing
knowledge, often from outside the organization, or the creation of new needed knowl-
edge, often within the organization. In line with the boundaries described in Sect. 4.1,
four learning processes, also referred to as “Learn by X”, are put in place in order to
acquire or create knowledge, each one with an associated tool and source of knowledge
(Table 2) which are described as follows:

Table 2. Learning processes with their corresponding tool and source of knowledge

Learn by X Learning tool Source of knowledge

Learn by searching Document library Academic literature, state of
practice and standards

Learn by imitating Repository of observed actions External actors, Cluster
Projects, Advisory Board
members

Learn by interacting Repository of interactions Consortium partners, Cluster
Projects, Advisory Board
members

Learn by experimenting A3 Experiment cards Experiments

1. Learn by searching. Exogenous learning process involving the comparison, integra-
tion, and synthetization of information from external sources [16]. To support the
acquisition of knowledge from the academic literature, state of practice and stan-
dards, a document library has been created as the supporting learning tool. The
documents are added by the consortium partners along with information meant to
facilitate their consultation: general information, keywords, associated experimental
pillars, and associated knowledge gaps.

2. Learn by imitating.Learning process involving the acquisition of knowledge through
passive or active observation of an act followed by its imitation [17]. The dedicated
learning tool is meant to ensure that all relevant observations are recorded in a single
repository, storing those corresponding to external actors (exogenous learning) and
Cluster Projects and Advisory Board members (exo/endogenous learning). These
observations also include information about the associated experimental pillars and
knowledge gaps.

3. Learn by interacting.Type of learning that relies on the experiences of the consortium
partners and their interactions beyond the environmental boundary of the ecosystem
[18]. Similarly to learn by imitating, the dedicated learning tool is meant to ensure
that all relevant interactions are recorded in a single repository, primarily those
with Cluster Projects and the Advisory Board (exo/endogenous learning). Internal
interactions are already recorded during meetings. These interactions also include
information about the associated experimental pillars and knowledge gaps.
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4. Learn by experimenting. Learning process that involves the creation of new knowl-
edge from the development of experiments within the consortium. In order to setup
the experimental plans, the A3 problem-solving approach is used to document, com-
municate, and transfer the created knowledge [19]. The dedicated tool is called the
“A3 experiment card”, which has been adapted for the project and also includes
information about the associated experimental pillars and knowledge gaps.

4.3 Assessing the Effectiveness of the Learning Ecosystem

Being able to assess the effectiveness of the overall LE is as important as laying the
theoretical foundation and developing the corresponding learning tools. The attributes
through which the effectiveness of the ecosystem can be measured are knowledge and
learning; however, these are subjective and intangible concepts whose measurement is
not simple as it depends on several contextual factors arising from the characteristics of
the LE. The measurement of the effectiveness of knowledge management and learning
are current topics of research focused not only on the LEs found in the educational
system, but also in those in the scope of organizational learning.

In the context of the e-SHyIPS LE, the individual knowledge gap is selected as
the unit of analysis to be used in the assessment of its effectiveness. Therefore, the
effectiveness of the ecosystemwill be determined primarily by the number of knowledge
gaps that are successfully closed within a certain time period. Thus, effectiveness is
defined as the degree to which something contributes towards the closure of knowledge
gaps. Considering this, there are two manners in which the effectiveness of the LE can
be measured: i) the performance of the learning tools, and ii) the feedback from the
learning stakeholders making use of the learning tools.

Learning Tools Performance
The performance of the learning tools is measured through their contribution towards the
resolution of knowledge gaps. Thus, a set of KPIs both absolute and relative were defined
for each of the learning tools. These KPIs will be tracked throughout the development of
the experimental pillars. A sample of the KPIs corresponding to the tool “Repository of
observed actions” corresponding to the process “Learn by Imitating” is shown in Table 3
below. The KPIs will be measured and updated regularly, with eventual adjustments to
better track the performance of the learning tools.

Table 3. KPIs to measure the effectiveness of the Learn by Imitating tool

KPIs Description

Absolute • Total number of organizations identified as Cluster Projects
• Number of members belonging to each sector in the Advisory Board

Relative • Number of organizations contacted/Total number of organizations in the cluster
• Number of organizations contacted that contribute towards the closing of
knowledge gaps/Total number of organizations in the cluster
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Feedback from Learning Stakeholders
The effectiveness of the learning tools will also be measured as they are perceived
by the learning stakeholders i.e., measuring the quality of the experience of learning
stakeholders as they use the tools for the closing of knowledge gaps. The proposed
media to collect the feedback are surveys, questionnaires and/or interviews scheduled
every number of months.

• Surveys. The surveys aim to assess the following features:

– Contents. Learning stakeholders’ perception of the contents offered and whether it
facilitates its expected purpose.

– Ease of use. The difficulty of using the tools by the learning stakeholders in order
to fulfill its purpose.

– Availability. The guaranteed access to the tools at any time.

• Interviews. The interviews are meant to have immediate access to the experience of
learning stakeholders as they are using the tools. The interviews also have the purpose
of enabling the tracking of the status and evolution of knowledge gaps.

5 Conclusion and Next Steps

The objective of this work was to capitalize on complexity, learning, and knowledge
management theories to develop amethodology to enable an efficient exchange of knowl-
edge. The e-SHyIPS LE, thus, not only supports the project consortium to work towards
achieving the objectives of the project, but also the overall objective ofR&I projects, such
as those funded by the European Union, to promote learning and to advance the scien-
tific and technological community through the creation and sharing of knowledge. This
methodology represents a pivotal work to create solid learning environments to guar-
antee achieving the project outcomes despite the inherent complexity and challenges
presented by these type of R&D projects.

As for the next steps, the LE is planned to be deployed in the context of the project
and real data is expected to be collected according to Sects. 4.2 (Learning Framework)
and 4.3 (Assessment of the LE effectiveness). General findings will be exploited to
implement the LE in R&I projects dealing with similar complexity or similar complex
STS.
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Abstract. International agreements target a reduction in greenhouse
gas emissions. A major contributor to these greenhouse gas emissions
is the generation and consumption of energy. By a varying supply and
demand of different energy sources including renewables a varying energy
mix results. A difficulty poses the determination of CO2 equivalent emis-
sions for volatile energy types, because different energy sources have type-
specific emission amounts. Within the manufacturing environment, the
challenge is to allocate the resulting energy flows, respectively emission
flows through the existing hierarchical structure.

State of the art provides methods for the calculation of embodied
energy. Life cycle assessment methods can be used to determine envi-
ronmental impact, but are carried out mostly as static analysis. Within
this publication an approach to determine the embodied emissions with
the consideration of volatile CO2 emissions is presented. The goal of the
approach is to provide a path to map the resulting CO2 equivalent emis-
sions to produced goods in a manufacturing context.

Used methods include the analysis of existing methods for energy allo-
cation in products and life cycle assessment methods. An analysis of the
electricity grid has been conducted and a mathematical model for the
calculation of inherent CO2 equivalent emissions has been formulated.
The paper provides a conceptual approach to map volatile equivalent
CO2 emissions to produced goods and can be used to minimize embod-
ied energy in further applications.

Keywords: Embodied energy · Volatile emission allocation · Dynamic
life cycle assessment · Sustainable manufacturing · CO2 emissions

1 Introduction

International agreements e.g., the Paris Agreement target a reduction in emitted
greenhouse gases [15]. Considering greenhouse gases, a distinction can be made
between CO2 and other gases. However, the indication of CO2 equivalency con-
verts the resulting effects of other gases to those of CO2 [6]. Considering the share
of energy consumed within the European Union, data shows approximately 26
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Fig. 1. Source to sink sequence for the mapping of volatile CO2 equivalent emissions

percent of consumed final energy can be allocated in the manufacturing sector
in 2020 [5].

A difficulty herein pose the temporal changes of composed energy sources e.g.,
electricity. While energy sources like oil or natural gas can be stored and vary
only by small amounts in terms of inherent CO2 equivalent emissions, through its
non-storability the mixture of electricity in the electricity grid cannot be deter-
mined statically. By the usage of sustainable electricity sources as photovoltaic
panels or wind, which vary in availability, a volatility in the electricity mix is
introduced. This volatility is mainly caused by the condition, that the power fed
in the energy grid must also be withdrawn at the same time. Missing energy
must then be provided from control reserves or other power plants. However,
these power plants may be less sustainable in terms of associated CO2 equiva-
lent. This publication aims to model this behavior by mapping the resulting CO2

equivalent emissions to produced goods in the manufacturing context as visu-
alized in Fig. 1. The publication highlights the need for a systematic approach
to breakdown emissions and assess intense products and processes. A proposal
is derived from the current state-of-the-art and shows a conceptual approach to
carry out the respective mapping.

2 State of the Art

For the complete flow visualized in Fig. 1 multiple components are needed. For
the individual electricity sources the variable CO2 equivalent within the trans-
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mission network must be obtained. In the manufacturing environment an alloca-
tion algorithm is sought to distribute the resulting emissions. Though, no over-
all methodology is known, existing references indicates methodical approaches.
Thus, in this section these existing approaches are presented.

2.1 Life Cycle Inventory Approach

A widespread calculation approach for the environmental impact of manufactur-
ing goods is the life cycle assessment (LCA) approach. Following the definition of
ISO14044:2006 LCA represents a ’compilation and evaluation of the inputs, out-
puts and the potential environmental impacts of a product system throughout
its life cycle’ [8]. As the name suggests LCA is applicable for the whole product
life cycle and therefore, deals with unknown quality of input data. The gathering
of the most applicable input data is covered by the life cycle inventory. In this
approach within a manufacturing context, each individual manufacturing pro-
cess is seen as an enclosed system. Each system features inputs for material and
energy and outputs for resulting materials, emissions and other outcomes. For
the usage of external resources LCA databases provide an indication of ecologic
consequences per consumed unit. Though, a region specification should be taken
into account [11], the provided values are static and averaged. Hence, inconsis-
tencies can arise in case of a variable resource consumption for resources with
a volatile composition. In general LCA is carried out as a static analysis and
features known limitations [9]. An alternative would be a dynamic analysis i.e.
taking into account the temporal behavior. In particular, a dynamic analysis
should be considered if source and sink both feature a variable behavior. Within
a manufacturing energy provision context, this may be caused by

– On-site energy generation
– Shift working times
– Variable energy consumption of products
– Variable CO2 equivalent of energy sources

In this case a dynamic LCA (DLCA) as proposed by Collinge et al. may be used
to better account for these characteristics [2]. In the given context considering
emissions and the manufacturing phase the existing LCA respectively DLCA
approaches can be considered as too exhausting. Instead, the proposed approach
aims to extend the methodology of the DLCA for the manufacturing phase.

2.2 Electricity Generation and Characteristics

Considering the supply with electricity throughout the day, the CO2 equivalent
emissions vary. This is mainly caused by a varying composition of electricity gen-
eration as well as a continuous energy exchange between control zones. These can
be distinguished by the representation of energy exchanges and are either based
on trades or physical flow [7]. A distinction can be made between financial and
ecologic costs. While plants aim to maximize financial profits, the ecologic costs
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result. However, due a correlation of these costs is implied by the fundamental
characteristics of different generation types. While environmentally-dependant
energy generation plants, e.g. photovoltaic panels or wind power plants create a
low amount of operational costs, they are active most of the time. Commodity-
dependant power plants aim to maximize profits based on the market price and
operational costs and thus act differently to maximize profits. These aspects
are covered by merit order models, which could be validated in various publi-
cations [10,13]. Likewise, the ecologic costs consist of initial costs embodied in
infrastructure and running costs bound in operations [14]. The provision of data
for these costs is covered by life cycle assessment (LCA) calculations as well as
calculations by the Intergovernmental Panel on Climate Change (IPCC). A dif-
ference in these calculations exists in the granularity. While the IPCC provides
calculation values per generation type, the LCA calculations can also be country
specific.

A difficulty in the calculation of inherent emissions in the electricity grid
is the network architecture allowing exchanges between the individual control
areas. By the exchange of electricity between these areas, the emissions are also
exchanged, surfacing a mathematical problem to solve. Hence, a differentiation
must be made between occurring emissions by generation and consumption. To
calculate the specific CO2 equivalent emissions for the electricity grid network
the calculation is based on the absolute released emissions. The mathematical
relationship is trivial given the specific CO2 equivalent emissions c, the amount
of energy E and absolute released emissions C

C = c · E (1)

To calculate the absolute released emissions per control area by consumption,
several steps are needed. In a first step, the released emissions per generation type
must be calculated. The generated energy data per type and specific emissions
for each generation type are needed as a basis. Thus, the control area specific
emissions can be calculated by the sum of Eq. 1 for each generation type. To
solve for emissions by consumption a linear set of equations is sought. Exem-
plary for control area A the absolute emissions by consumption CAcon

result in
consideration of electricity imports CAimp

and exports CAexp
with:

CAcon
=

∑
CAgen

+
∑

CAimp
−

∑
CAexp

(2)

Expanding Eq. 2 by Eq. 1 and rewriting imports and exports per control area
result in a new equation. Notably, control areas can simultaneously import and
export electricity with each neighboring control zone. Declaring energy imports
from B to A as EBA and imports from C to A as ECA yields:

(
EAcon

+
∑

EAexp

)
cAcon

= EAgen
· cAgen

+ EBA · cBcon
+ ECA . . . (3)

With the expansion and known parameters, a set of equations emerges and
enables solving for the control area specific CO2 emissions. The calculation of
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Fig. 2. Energy allocation in products by Rahimifard et al. [12]

the unknown specific CO2 equivalent intensities c can be carried out by setting
up Eq. 3 for each considered control area network node. By writing the equation
set in matrix form and solving by matrix inversion the specific intensities can be
obtained.

A limitation of this approach is the mathematical complexity and the data
availability. Solving for the whole electricity grid network can be computation-
ally expensive, in particular if c is only sought for a specific control area. An
approximation is possible in this case by the assumption, that distant energy
exchanges impact the considered control area less by more separating control
areas. Hence, the approximation can be made by cutting off the calculation
after a defined degree of neighboring control areas. By reaching the cutoff con-
trol area all imports are simply neglected, and the calculation complexity can
be reduced. In practice, the integration of data sources can pose a problem. In
case of unavailable data, the specific CO2 equivalent can only be approximated
by substitution of imported emissions with static LCA data.

2.3 Energy Allocation

The allocation of needed energy in goods originates from the economic input-
output analysis as well as process analysis approaches. From these approaches
the hybrid LCA approaches emerged, which combines these analysis methods as
presented by Crawford et al. [4]. Based on the first documented hybrid analysis
approach by Bullard et al. [1] the concept of embodied energy was introduced
by Costanza [3] within an economic context. Since then, multiple approaches for
specific use cases and product life cycle phases emerged. Rahimifard et al. [12]
used the originally provided approach to allocate energy within a manufacturing
environment. The framework presented by Rahimifard et al. aims to provide an
indication for energy efficiency applications and is visualized in Fig. 2.

As displayed, the energy consumption is split into a part of direct and indirect
energy consumption. The direct energy consumption results by manufacturing
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processes needed to manufacture a product. A distinction for energy efficiency
related purposes can be made between the physical minimum to carry out the
process, namely theoretical energy and all other direct consumption caused by
inefficiencies or auxiliary consumption, namely auxiliary energy. The indirect
energy consumption covers all other consumption needed by the manufacturing
environment e.g., lighting. Caused by the missing causal relationship between
fluctuations in indirect and direct consumption Rahimifard et al. suggested to
average indirect consumption per hour.

3 Proposed Approach

Though, the discussed state-of-the-art approaches are complete in itself, integra-
tion poses several difficulties to consider. A core problem is the integration of the
time intervals of the electricity with the manufacturing systems sensing. Hence,
the occurring manufacturing environments’ properties must be considered.

3.1 Hierarchical Classification

The manufacturing environment can be represented with a hierarchical model.
In the hierarchy, multiple levels can be considered, depending on sensing equip-
ment. The existing energy allocation approaches indicate the usage the need
for manufacturing processes, zones, energy consumers, and products as pointed
out in Fig. 2. Additional references for the hierarchy can be found in ISA-88
and IEC61512-1:2000 which, besides other, both mention manufacturing site,
area and process cells. The hierarchical levels by Wiendahl et al. indicate, the
manufacturing processes are the basement of the levels within a changeable fac-
tory [16]. An assignment of processes to jobs thus provides a transparent path
from the manufacturing site level to individual manufacturing jobs. Extending
the mentioned levels by a buffer for the averaging of indirect consumption the
following hierarchy presented in Table 1 can be derived.

Table 1. Derived hierarchical levels for a multi-level allocation in a manufacturing
environment

Name Function Example

Manufactory Entry point of overall sensed energy times
current CO2 equivalent emissions

Power grid
connected plant

Area Distribution of indirect energy consumption
and unassigned energy flows

Machining area

Energy consumer Actual energy consuming entity with
sensing capabilities

Machine

Indirect buffer Averaging and allocation of indirect flows Losses

Process Manufacturing process caused by a product Milling

Job Container for one or more produced
products

12 pcs of part no. 5
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3.2 Energy Sensing

A requirement for the real-time allocation of emissions within the proposed hier-
archy is an appropriate energy sensing system. To allocate the emissions the
levels manufactory, area and energy consumers must feature a measurement sys-
tem. The sampling rate of measurement must be adapted to the electricity grid
and the processes. While the direct embodied energy relies on the difference
of consumed energy at process start and end, the relative CO2 equivalent by
electricity composition changes in 15 min intervals. Hence, a requirement for the
integration is a sampling rate of energy consumption sensing, which enables the
mapping of CO2 equivalent emissions in relation to the actual manufacturing
process and changing electricity mix.

Another difficulty is the mapping of energy losses. These can occur by a
multitude of reasons and are not explainable in every case. To obtain meaningful
results in terms of emission allocation a representable coverage of consumption
is required. The coverage of measurements can be determined by an energy
transparency key performance indicator. Energy transparency γ in this context
is defined as the total consumption of all energy consuming entities per the
according sensing zones’ consumption. In case of no untraceable losses, this factor
γ would be 1. A factor γ > 1 implies bad matching of sampling rates or an
erroneous hierarchical classification and requires adaption. A factor γ < 1 implies
plausibility of the sensed values, should however, be ideally be close to 1. As a
consequence of losses, an unassignable share also results. As a difference to the
sensed energy consumption, the unassignable share can only be determined by
calculation and shall be carried out for every sensed layer.

3.3 Allocation of Emissions

To integrate energy allocation and real-time emissions, the information output
must be defined. Following the definition of Rahimifard et al. [12] the share of
direct energy consumption is split into theoretical energy and auxiliary energy
consumption. If the theoretical energy efficiency provides no viable information,
this split can be neglected and only the measured direct energy share consid-
ered. The determination of theoretical and auxiliary energy depends also on the
available information of the consuming entity. Considering a large scale manu-
facturing system, a substantial modeling effort would be necessary to obtain the
classification for every consumer. By neglecting this split, the respective energy
sensing can be the relevant information provider.

Combining the discussed indications, a multi-level mapping can be derived.
The calculation of emissions can be carried out based on the discussed
approaches. Combining the energy measurement system with the derived specific
CO2 equivalent intensities, the overall accountable emission can be calculated by
Eq. 1. In order to distribute these emissions, the local zone-wise metering must
be taken into account and an emission flow results.

Considering the allocation of direct and indirect energy consumption, there
is a difference in the difficulty of the allocation. By means direct energy con-
sumption is caused by a manufacturing process and the emission mapping to
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Fig. 3. Real-time emission flow from the manufacturing environment to products

the process is implied. The allocation of indirect emissions lacks the implica-
tion, thus an allocation strategy must be defined. Fundamentally, two allocation
strategies are possible to split the unassignable emissions: (1) by share of allo-
cable energy or (2) by share of other metrics. Other metrics can be chosen if
they provide a better description to split the emissions. An example would be
the allocation of other media consumption by tracing, like pressurized air or
the split based on process times. In explanation the longer a process takes, the
more indirect emissions from e.g., lighting shall be allocated. Otherwise, short-
term processes with high energy respectively emission intensity would wrongly
get penalized. Thus, analogous to LCA, the availability of additional data can
significantly increase the validity of results.

Between the energy consumer and process level, an indirect buffer is located.
If the sampling rates between the sensing equipment on the individual level is
not in sync, discrepancies in the indirect consumption may happen. By averaging
and buffering the indirect consumption, these effects can be mitigated. Visual-
izing the emission flows as Sankey diagram, the buffered emissions thus can be
represented a loop The resulting approach to allocate the resulting emissions of
the electricity grid is visualized in Fig. 3.
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4 Discussion

The proposed conceptual approach enables the real-time allocation of emissions
into manufacturing jobs respectively products. Especially in the context of LCA
benefits in accuracy can result by consideration of real conditions. A limitation of
the approach could be given by the need for smart-metered zone consumption.
The availability of these data would however also increase the energy trans-
parency and provide further value within data-driven manufacturing environ-
ments. Another synergetic relationship with cyber-physical production systems
would be the availability of high quality process data needed for the indirect allo-
cation. This would result in a wider range of applicable indicators, but would
simultaneously introduce another problem. With a rising amount of available
indicators, the possibilities of incomprehensible selections also rise. To maintain
comprehensibility, a policy is needed defining the selection of indirect indicators.

Another possible application of the proposed approach are the usage as key
performance indicator for embodied emissions of products. By also considering
the indirect emissions and external parameters it aims to be a holistic indicator
for environmental impacts. Thus, further usage in optimization problems would
also be possible. However, a known problem in such applications are the needed
predictions of the electricity markets composition.

The presented approach is conceptual, but built upon the intensively
researched energy allocation. Additional validation is needed for industrial appli-
cations with real sensors and the matching of needed sensor sampling rates. The
research contribution of this publication is the application of allocation methods
in a temporal context.

5 Conclusion

In this paper, an approach for the dynamic allocation of CO2 equivalent emis-
sions in products was presented. A literature research revealed there was no
consistent approach to allocate the emissions of volatile energy sources in prod-
ucts. Therefore, several components were researched including (1) state-of-the-
art approaches to tackle this problem, (2) the real-time calculation of specific
emissions of electricity and (3) energy allocation. A proposal was made to inte-
grate these components into a real-time allocation of resulting CO2 equivalent
emissions. The proposed approach allows breaking down emissions to products
and processes.

Potential for further research can be found in practical applications of app-
roach. Possible applications are optimization problems to minimize embodied
CO2 equivalent emissions. The real-time allocation approach enables optimiza-
tion on a global level by considering also implications on indirect energy con-
sumers and energy sources’ conditions. Further usages of the proposed approach
can be made within a practical case study for validation. A major challenge in a
practical application is the availability of data from electricity grid side and the
hierarchical sensing data.
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Abstract. The traditional linear approach to economy has been recognized as not
sustainable any longer. Among the different approaches identified to reverse the
current socioeconomic system, Circular Economy (CE) appears a promising field.
This approach is based on 3 pillars: preservation and enhancement of natural capi-
tal, optimization of resource yields components andmaterials and fostering system
effectiveness. Together with CE, also the concept of Industry 4.0 (I4.0) is gain-
ing traction among manufacturers, academia and policy makers. This manuscript
merges these two concepts through a literature review. More specifically, this
research has been focused on clarifying how manufacturers can be supported in
understanding how to adopt digital technologies to re-design their processes under
circular-driven perspectives. Indeed, from the literature emerged that I4.0 might
benefit circularity both in terms of modalities to deliver value and rationalization
of resources. However, case studies suggest that applications in this sense are still
scarce and mostly oriented to service-based and analytics-related solutions. Three
main gaps have been identified: lack of a structured and practical model to merge
I4.0 and CE that consider the variables characterizing real manufacturing firms,
lack of focus on multi-product and multi-asset when assessing the link between
I4.0 and CE and lack of a quantitative evaluation of the impact of the application
of I4.0 technologies and of the benefits, or pains, to support the transition toward
CE. Hence, the objective of this paper is to set the basis for a tool able to support
manufacturing firms in defining Circular Business practices enabled by Industry
4.0 technologies.
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1 Introduction

The call for overcoming the current take-make-dispose paradigm has now become a
global imperative for Governments, Business and Academia [1]. Among the paths inves-
tigated in literature to achieve an environmentally sustainable sociotechnical system,
Circular Economy (CE) appears as a promising solution, especially for manufacturing

© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023
F. Noël et al. (Eds.): PLM 2022, IFIP AICT 667, pp. 609–619, 2023.
https://doi.org/10.1007/978-3-031-25182-5_59

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-25182-5_59&domain=pdf
http://orcid.org/0000-0002-0818-4620
http://orcid.org/0000-0003-2016-3571
https://doi.org/10.1007/978-3-031-25182-5_59


610 M. Spaltini et al.

companies which can rely of several strategies starting from product design, circular
industrial processes and circular networks within their supply chains (SCs) or districts
[2]. In addition to CE, another relevant trend for both academia and practitioners is rep-
resented by Industry 4.0 (I4.0) paradigm. Despite I4.0 surely benefits firms by improving
economic performances for plants and SCs [3], a structured and practical model enabling
to merge I4.0 and CE that consider the variables characterizing real manufacturing firms
is still missing [4]. Indeed, the implementation of I4.0 technologies might represents a
key enabling factor for new intrinsically more circular Business Models (BMs) [5] and
thus these technologiesmight be used to overcome the barriers highlighted by [6] such as:
Difficulties in disassembly activities; SC complexity; Lack of information causing coor-
dination problem, both internal and among stakeholders; Lack of CE culture in designing
and production processes; Quality concerns about the material used; Lack of capital and
high start-up cost threatening economic sustainability; Limited support from govern-
ments. Therefore, this research aims to investigate how the relationship between I4.0
and CE might be virtuous and how to practically link the two concepts together with no
harm for economic profitability. Hence, the following Research Question (RQ) has been
formulated: “How Industry 4.0 technologies could support manufacturing companies
to embrace CE overcoming the challenges experienced?” This interpolation between
CE and I4.0 is expected to be the key step to develop a framework able to support
manufacturing companies in undertaking a digital transformation process oriented to
reach their environmental sustainability objectives. The contribution is structured as fol-
low. Section 2 describes the research methodology employed to set up the framework.
Section 3 reports the results from the analysis of the state of the art about CE and I4.0
related studies. Section 4 discusses the results proposing a framework for the simultane-
ous adoption and Sect. 5 concludes the contribution by highlighting the main outcomes
and the limitations leading to further research opportunities.

2 Methodology

To understand the relationship between I4.0 and CE, the authors developed a systematic
literature review enriched by a search for industrial cases. In addition other relevant doc-
uments were collected according to the snowball effect [7, 8]. The search was performed
on Scopus database. Three relevant keywords were selected: “Industry 4.0”, “Circular”
and “Manufacturing” followed by an analysis of the most adopted synonyms. “Circular
Economy” has not been selected since the term economy is often substituted by other
more focused word (e.g. Circular Manufacturing). Hence, the string chosen resulted
in (“Industry 4.0” OR “Fourth Industrial Revolution” OR “4th Industrial Revolution”)
AND (“Circular” OR “Closed loop” OR “Cradle to Cradle”) AND “Manufacturing”.
The filters chosen regarded: language, year of publication, subject area of reference and
stage of publication [9].OnlyEnglish documents have included. The time horizon ranged
from 2011 up to 2021. The selection of 2011 is motivated by the relative novelty of the
concept of Industry 4.0 [10]. Concerning the subjects, the authors selected only those
related to manufacturing and technology and business. The Literature Search resulted in
96 documents and 25 of them were accepted for the final review process. The sample of
papers has been reviewed inspired by the classification done by [11] refining it through
an iterative process.
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3 Literature Review Results

In the extant literature, it has been highlighted that due to the higher relative percentage
of activities manually performed and the averagely lower focus on sustainability issues,
the benefits provided by I4.0 could have a greater impact for SMEs thus amplifying
the potential competitive advantage in terms of costs, access to new markets and envi-
ronmental performances [12]. As Shown in Table 2, except for Additive Manufacturing
(AM), the greater contribution to the achievement of circularity in the manufacturing
field is given by IT-related solutions. There are 3 main areas of application: Virtual-
ization of processes (e.g. simulation) [13], optimization and resource reduction (e.g.
AI-based decision making) [14]and Virtualization of resources (e.g. cloud solutions)
[15] (Table 1).

Table 1. Number of papers linking I4.0 technology to a specific Circular approach

I4.0
technology

Rethink Reduce Repair Remanufacture Repurpose Recycle Total

CPS 4 1 3 1 9

IoT 1 4 2 3 3 13

Big data
analytics

2 2 3 3 10

Cloud
computing

3 4 2 1 1 11

Cloud
manufacturing

1 3 2 6

AM 1 4 3 3 1 4 16

Cobotics 2 2

AR/VR 1 1 2 4

AI/ML 4 4 3 11

Advanced
automation

1 1

Blockchain 3 4 1 8

Total 12 30 6 26 2 15

As far as the findings enabled to highlight, Internet of Things (IoT) is considered,
together with AM, the most mentioned technology able to support CE. In fact, the
application of sensors to products and assets are essential to enable their monitoring in
real-time and consequently condition-based or predictive maintenance [16]. According
to [17], IoT technology is a key element for the development of new BMs like sharing
mobility and so to increase the overall usage of assets along their lifecycle. Moreover,
data collected from IoT devices, elaborated through Big Data Analytics models are key
to support firms to define and optimise their sustainability performances [18]. Similarly,
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Cloud-based solutions represent a viable element, on the one hand, to reduce the vir-
tualise computing and production resources [19] and consequently increase the overall
use of the assets along their Lifecycle [20]. On the other hand, [17] underlined that
Cloud Manufacturing can also be an enabler of CE by supporting collaborative design,
process resilience, waste reduction, re-use and recovery of materials. Also, Artificial
Intelligence (AI) is considered a valuable technology to foster CE. In particular, mod-
elling and simulation software are deemed useful to test and predict future behaviour
of complex systems [21]. AI and Machine Learning (ML) have been also implemented
in energy management to reduce the overall energy consumed by assets and achieve
better efficiency [17]. CE enabled by I4.0 technologies could be an opportunity also
for technology consumers. Virtualisation, through Virtual Reality (VR) and Augmented
Reality (AR) systems, is a way to reducing the environmental footprint of manufacturing
firms [13]. Finally, one of the main enablers of CM is determined by the Product-Service
System (PSS) concept [22] which represents an opportunity for manufacturers to pro-
vide the functionality given by the product rather than the product itself and maintain
the ownership [23]. This allows manufacturers to increase the usage of the good and
reduce the physical resources to produce it and even extend the life cycle if supported by
I4.0-based maintenance tools [24]. Literature suggests that also Blockchain technology
has a role in facilitating the transition toward CE. Most of contribution in this direction
are refer to it in terms of Track & Trace capabilities and control along the SCs [25–27].
Moving toward OT solutions, AM is currently considered one of the most disruptive
technologies for business and society [8]. Regardless the purely economic benefits, this
also has a wide range of applications to integrate CE principles. Firstly, [28] argued
that AM can reduce the length of SCs by reducing the distance between consumers and
producers with benefits for transportation emissions. In addition, most of the material
wasted (e.g. metals) in AM processes can be recycled up to 95% of the total scraps [19,
29]. Regarding material and emission reduction, AM generates less scrap than extrusive
methods [30] and allows to produce lightweight geometries without compromising resis-
tance nor other functional proprieties [31]. [30] highlighted that AMhas uses in repairing
and remanufacturing activities too. Concerning collaborative robotics and automation,
these are relevant to support disassembly and repair activities and to perform in unsafe
working conditions [21]. Although literature identifies a variety of solutions supporting
CE through the adoption of I4.0, few examples are available in Industry. Such mismatch
between academia and business suggests that a set of blocking factors impedes firms to
digitalize their processes by encompassing also environmental sustainability. Most of
the case studies collected refer to firms applying I4.0 solutions to enable pay-per-use
BMs. An example is provided by [17] that presented an electric scooter manufacturer
who shaped its newBMby embedding IoT and cloud to enable a sharing service. Similar
examples have also been analysed by [24] in which different pay-per-use/sharing-based
models have been presented. [32] studied the modalities through high value manufactur-
ers are moving to develop circular BMs. [33] collected 11 case studies involving large
multinational firms from different sectors that implemented circular practices. Among
them, several technologies were both embedded in the product offered (e.g.Michelin and
EON ID) but also introduced in operations (e.g. Apple’s disassembly robotic system)
thus strengthening the dual benefit achievable by I4.0. Other common I4.0 application in
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defining sustainable practices refers to predictive maintenance solutions. Such solutions
directly aim at reducing material by extending the lifecycle of products and assets. Evi-
dence from manufacturing Industry is indeed available for both the cases. Several Pay-
per-Use or sharing-based BM specifically included predictive or condition-based repair
services with their strategy [17]. However, also pure predictive maintenance approaches
are spreading as well [34]. Finally, [35] investigated the costs related to unsustainable
approaches in manufacturing and the modalities through which I4.0 plays in support-
ing circular processes. In particular, the study introduced a quantitative methodology to
convert in monetary terms environmental externalities thus supporting manufacturers in
taking more rational and consistent evaluations of investments.

4 Discussion and Framework Proposal

The potentials represented by the I4.0 must be expressed in terms of improvement of
economic performances for companies or SCs but also as elements to overcome themain
barriers identified for the CE adoption [6] such as difficulties in disassembly activities,
SC complexity, coordination problem (both internal and among stakeholders), lack of
CE culture in designing and production processes, quality concerns about the material
used, and high start-up cost threatening economic sustainability. Indeed, a proposed
framework is reported in Fig. 1.

Fig. 1. New framework proposal

Among the major potentialities of I4.0 emerged that is possible to shorter time to
market through visualization and simulation [36], to improve control over production
processes through IoT andBigDataAnalytics [37], to reduce the capital invested through
Cloud Computing and Cloud Manufacturing [38], to design new product through AM
[31], to establish newBMs andRevenue Streams like pay-per-use. [17], andmany others.

Additionally, I4.0 represents an opportunity to foster circularity of products by
extending their lifecycle [8] or by substituting themwith equivalent services [23] creating
new BMs [19]. In parallel, digital technologies enable CE adoption at process level too,
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Table 2. Synergies between I4.0 and CE to overcome CE barriers

I4.0 CE approach Opportunities Barriers addressed

IoT Rethink, repair,
reduce

• Optimize
sustainability
performance

• Increase assets usage
along their lifecycle

• Lack of capital and
high start-up cost

• Quality concerns
about the material
used

Cloud-based
solutions

Recycle,
Repurpose,
Remanufacture

• Virtualize production
resources

• Increase assets usage
along their lifecycle

• collaborative design
waste reduction; re-use;
materials recovery

• Lack of information
causing coordination
problem, both
internal and external

• Lack of capital and
high start-up cost

• Quality concerns
about the material
used

AI/ML • Test and predict
behavior of complex
systems

• assets lifecycle
extension

energy management

• SC complexity

Virtual Reality (VR)
and Augmented
Reality (AR)

Repair, Reduce • Turn part of the costs
from fixed to
variables

• Reduce
environmental
impacts

• Difficulties in
disassembly activities

• Lack of CE culture in
designing and
production processes

Sensors Repair, Rethink • increase the usage of
the good

• reduce the physical
resources to produce
it

• extend the life cycle
• improve maintenance
activities

• Lack of capital and
high start-up cost

• Difficulties in
disassembly activities

• Quality concerns
about the material
used

Sensors Repair, Recycling,
Remanufacturing

• increase the usage of
the good

• extend the life cycle
• improve maintenance
activities

• Lack of capital and
high start-up cost

• Difficulties in
disassembly activities

• Quality concerns
about the material
used

(continued)
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Table 2. (continued)

I4.0 CE approach Opportunities Barriers addressed

AM Reduce, Recycling,
Repair

• reduce the length of
SCs

• reduce transportation
emission and costs

• reduce the overall
need for virgin
material

• reduce scrap
generation

lightweight products
with special geometries
high • functional
proprieties
• ease to repair and
remanufacture
products

• SC complexity
• Quality concerns
about the material
used

• Lack of capital and
high start-up cost

Collaborative
robotics and
automation

Reduce, Repair,
Remanufacturing

• support the
disassembly

• support repair
activities

• perform
unsafe/dangerous
working activities

• Difficulties in
disassembly activities

• Lack of information
causing coordination
problem, both
internal and external

within factories’ boundaries [39] and at SC or network level [40] supporting for instance
the information sharing among several stakeholders [41]. Table 2 summarizes the out-
comes of adopting I4.0 technologies to overcome the barriers emerged while embracing
CE. Nevertheless, the limited availability of concrete robust case studies supporting the
existence of a virtuous relationship between the two concepts suggests that practitioners
still experience some challenges in putting into practice what has been conjectured so far
by academia. It is also proven that such scarce population of empirical implementations
is not due to a low interest toward the topic either from consumer or manufacturer side
[20, 21, 42].

5 Conclusions

The present contribution aimed at investigating how to properly use I4.0 technologies
to overcome the barriers experienced by manufacturing companies while embracing CE
approaches. To address this goal, a systematic literature review has been conducted and
once defined the barriers for adopting CE, the contributions were analysed by studying
the potentialities of each I4.0 technology in this context. Therefore, as seen above in
Table 2, most of the barriers could be solved or reduced through I4.0 technologies. In
future works, the framework proposed in this contribution is supposed to be extended by
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exploring the different manufacturing processes opportunities in order to clarify the best
practices to be implemented in order to use the right technology to overcome a specific
CE barrier emerged in a certain manufacturing process, among the main characterizing
and affecting operations [11], as depicted in Fig. 2.

Fig. 2. Structure of the model conjectured.

Additionally, other two main gaps observed from the literature are still open and
need to be addressed in future studies: i) Lack of focus on multi-product and multi-asset
(e.g. machine, lines etc.) when assessing the link between I4.0 and CE [18]; ii) Lack of
a quantitative evaluation of the impact of the application of I4.0 technologies and of the
benefits, or pains, to support the transition toward CE [43].
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Abstract. Reducing CO2 emissions from aircraft and other artifacts, as well as
minimizing the environmental footprint during theirmanufacture, is one of the cur-
rent challenges facing the aerospace industry. This implies that all manufacturing
companies related to the industry are faced with the need to implement strategies
to manage and control emissions during their supply chain. Under this scenario
arises the proposal of a conceptual framework integrated in a Product Lifecycle
Management (PLM) environment based on the digital control of manufacturing,
oriented to the fulfillment of carbon emission reduction objectives. The theoretical
proposal is based on the use of an industrial Digital Twin (DT), combining the use
of a digital model, a physical model, a CO2 model, and a life cycle analysis (LCA)
module. Those models work in an integrated way to estimate and control the car-
bon footprint with the goal of being able to reduce it. This study seeks to discern
which are the appropriate measurement parameters in the CO2 model. Starting
from the proposed combined measures of manufacturing activities, support tasks,
management tasks and industry suppliers. That will allow estimating the carbon
footprint produced in the manufacture of each part through an LCA database.

Keywords: PLM · Carbon footprint · Digital twin · Aerospace industry ·
Sustainability

1 Introduction

Circular economy, cleaner production or green manufacturing are sustainable strategies
on which research has been conducted in recent years, due to society’s growing concern
to be more careful with the planet.

In this research line, the aerospace industry included action plans to commit to
sustainability in both final products and manufacturing processes. Among these com-
mitments is a movement to decarbonize the entire aerospace industry that includes the
objectives of carbon neutral growth from 2020 and a 50% reduction in CO2 emissions
by 2050, comparing with those recorded in 2005 [1]. This sector produces 2.5% of the
world’s energy-related CO2 emissions [2, 3], reaching 3.8% in the EU [4]. In addition, it
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should be noted that emissions from the sector will increase annually by 5% until 2030,
which may amount to as much as 22% by 2050 [5, 6], which in impact data amounts to
2.6 billion tons of CO2 [7].

After reviewing the literature in search of application methods of these sustainable
strategies, it was observed that although the subject is of interest, there are no frameworks
that allow the implementation of carbon footprint management systems to the assembly
and manufacturing processes industry.

The management of the carbon footprint is closely linked to the concept of “eco-
efficiency”. Eco-efficiency is understood as the ability to create more for less, as pointed
out byMoreira [8], or asClark [9] said, the ability to deliver goods and services at compet-
itive prices that meet the needs of the industry and provide quality of life, progressively
reducing the ecological impact and resource intensity throughout the life cycle.

Other authors, such asOliva, wanted to apply this term eco-efficiency to the industrial
domain and defined it as “reducing the consumption of resources, raw material, energy,
waste and air emissions while maintaining or reducing the costs for manufacturing a
product. For an assembly process, it is a question of balance of environ-mental and
economic benefits in an integrated way” [10].

Currently, the latest advances in eco-efficiency have led to innovative circular econ-
omy strategies, which help to improve functionalities such as the management of effi-
ciency and cost evaluation of assembly processes or the simulation and optimization
of processes as shown in the 3-Layers Model [10, 11]. In the same way that the terms
associated with the circular economy have been the subject of study in recent years, other
concepts such as digital transformation or digital continuity of industrial companies have
been core in the proposals and advances in the sector [12, 13].

With this knowledge, it is possible to understand how the management of an envi-
ronmental impact is carried out in the industrial sector. First, the search for methods to
assess the environmental impact is of interest, such as Life Cycle Assessment (LCA),
standardized in ISO 14040: 2006 [14]. These methods make it possible to optimize
the impacts through plan, do, act and check. Second, it is of great interest to carry out
impact management by taking advantage of the industry’s digital transformation trends
[15]. This transformation enables sustainable and collaborative management in an agile
and flexible way, one of the main challenges for organizations in the implementation of
circular economy strategies.

To facilitate the implementation of carbon footprint management systems in the
industry 4.0 context, the objective of this work is to propose a process-oriented frame-
work based on circular economy strategies. The framework supports the implementation
of a PLM system to carry out the management of the carbon footprint, specifically, for
those dedicated to manufacturing processes. This is an innovative proposal that inte-
grates the circular economy and takes advantage of the challenges of Industry 4.0 and
of the tools of the Product Lifecycle Management (PLM) environments.

To this end, the paper is structured as follows: Sect. 2 reviews previous studies in the
field of PLM, Industry 4.0, and its link to sustainability strategies. Section 3 presents the
proposal of the framework for carbon footprint management in Industry 4.0 components
highlighting the contribution and benefits of the research. Finally, Sect. 4 provides a
discussion of the results and summarizes the conclusions of the work, establishing future
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lines of work. Throughout the study, the terms carbon footprint, CO2 footprint, carbon
contribution, CO2 emissions, among others, will be used as synonyms to improve the
richness and the readability of the paper.

2 Background

The large volume of data to be managed by companies in the product life cycle (quality,
prevention, corporate social responsibility, costs, time, materials, human re-sources,
environmental damage, etc.) makes the use of IT technologies indispensable to carry out
their activities. In this field, multiple research projects have emerged to manage product
and processes information through PLM environments [16]. Specifically, the aerospace
industry devotes part of its interest and research efforts (time and investment) to green
plans, integrating sustainability with the digitization of its processes, as for example
Airbus does with its Digital, Design, Manufacturing & Services (DDMS) project [17].

PLM as enabler for Industry 4.0 has attracted much attention in the last decade,
both from the industrial world and from academia and research. This recent upsurge
is due to the potential benefits that PLM can offer in the face of today’s design and
manufacturing challenges, however, this is still a distant promise for most organizations
[18]. PLMcould be defined as a systematic concept of integratedmanagement of product-
related information and processes throughout the entire product lifecycle, from initial
conception to end-of-life [19, 20], all managed through the methods and tools provided
by the integrated collaborative platform or environment that is the PLM system itself.
This collaborativemanagement is one of the goals of Smart Factories where it is intended
to achieve effective interoperability between all assets and information systems [21].

Product lifecycle management enables the development and control of information
through the efficient storage, processing, collection, and distribution of data throughout
the lifecycle of products (design, manufacturing, logistics, use and end-of-life), pro-
cesses and resources (planning, execution, and disposal) in an organization. In this way,
and with the goals of Industry 4.0, PLM systems become essential to achieve optimal
interconnection and manage digital data together with other available enablers [22]:
Internet of Things (IoT), cloud, big data, smart sensors, artificial intelligent, real-time
data or robotics [23]. It requires agile, dynamic, and collaborative databases, whose
functions can be covered by PLM systems. Furthermore, it makes it possible to han-
dle the digital models of Cyber-physical systems (CPS), thanks to the integration of
increasingly consolidated CAx techniques. In view of this integrated management, it
could be said that the development of PLM has been highly dependent on the evolu-
tion and assimilation of computer-based software or product solutions, starting with
computer-aided design or computer-aided manufacturing applications (CAD, CAM or
CAE), passing through applications related to Enterprise Resource Planning (ERP),
Customer Relationship Management (CRM) or Supply Chain Management (SCM) [20,
24].

Analyzing the studies on carbon footprint management in manufacturing and specif-
ically in the aerospace industry, proposals are limited. Traditionally, they are aimed at
managing energy use to minimize greenhouse gas (GHG) emissions with strategies for
combustion efficiency, gearing ratios in engines, or redesigningwing aerodynamics [25].



First Approach to a Theoretical Framework 623

Some PLM software (Siemens, Dassault Systèmes or Autodesk) do include carbon
footprint calculation modules (such as Environmental Impact Calculator or Product Car-
bon Footprint), but they focus on calculating the system’s contribution to the cli-mate
change category as a product life cycle impact. It is necessary to incorporate a com-
prehensive system that considers, in addition to the calculation to minimize the impact,
the management of holistic strategies and other key innovations for the minimization
of CO2 emissions. That can be implemented in the manufacturing process contributing
to the other stages of the life cycle, such as the production of lighter, fuel efficient,
less polluting and more aerodynamic next generation aircraft, closed-loop recycling,
carbon-neutral technologies,wastemanagement, hybrid-electric architectures, newman-
ufacturing processes, newmaterials, sustainable alternative fuels, among others [26, 27].
From this review, it can be appreciated that the development of tools for environmental
management is still under progress.

3 Materials and Methods

This section describes the framework for sustainability with the integration of a CO2
model, managed through an LCA database, with the industrial Digital Twin of a man-
ufacturing company and its application context. For the development of the concep-
tual proposal, the following steps were carried out and are explained in the following
sub-sections:

• Development of the new carbon footprint estimation process oriented to Industry 4.0,
composed of three interconnected models (physical model, digital model, and carbon
model) (Sect. 3.1).

• Characterization of the carbon model differentiating into groups of activities that
contribute to the carbon footprint and identification of sustainability indicators for
each group of operations (Sect. 3.2).

3.1 Conceptual Framework Proposal

This conceptual framework is proposed for the estimation andmanagement of the carbon
footprint for a machining and metal forming company of aerospace parts.

Processes play a very important role when studying a machining plant, a proper
characterization of them allows to know the production cost, processing time, product
quality, production resources and environmental impact of the whole product. Focusing
the interest on the carbon emission of the parts manufacturing process, the material flow,
the energy flow and the environmental flow in the production and machining processes
must be included in the study [28]. The characterization of manufacturing processes is
strongly promoted to optimize the management of carbon emissions, showing special
interest in the factors with the greatest influence on the carbon footprint in the machining
process, such as materials, machinery, or personnel [29].

Derived from the commitments and objectives of circular economy and emission
reduction set by the aerospace industry [30], the conceptual framework is proposed.
Seeking, in the first place, to estimate the carbon footprint produced during the complete
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manufacturing life cycle of the components of the supplier companies. To be able to
provide, together with the manufactured parts, a study of the CO2 footprint generated
during manufacturing, aided with the use of an industrial Digital Twin. In addition to
this objective, it is intended that the model serves to facilitate the control and monitoring
of carbon consumption throughout the production chain. This contributes to carried
out periodic continuous improvement processes to bring the company closer to the
commitments of circular economy with the help of advances in industry 4.0.

The model is based on the use of a Digital Twin of an industrial plant. Figure 1 shows
the architecture of the base model. It combines the use of a physical model, a digital
model, and a CO2 model, as well as an LCA database to work together to estimate,
control and optimize carbon consumption and emissions.

Fig. 1. A conceptual framework for carbon footprint management (prepared by the authors)

In the conceptual model shown in the figure above, you can see how the information
flows, represented with arrows, derived from the real plant (physical model) and the
digital plant (digital model) are managed and evaluated through the CO2 model and
the LCA database. The information collected from the actual situation and from the
actual data history is collected and processed in the physical model. In addition, this
information feeds the Digital Twin of the plant, where different scenarios are proposed,
based on the information obtained, and process improvements are sought to reduce CO2
emissions.

The next section is centered in the first approach to the components of the CO2
model, which is the core of the framework, and to present the proposed parameters and
indicators involved in the model, as well as the information expected to be obtained.
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3.2 CO2 Model

The next step of the characterization of the theoretical framework is to introduce the
carbon model, which would be the engine for estimating and calculating the emissions
generated during the production of each of the parts.

For the generation of this model, all operations related to the manufacture of the
parts that may have a contribution to its carbon footprint are considered.

The first step to configure the model would be to study all the agents involved in
the life cycle of the plant under study, identifying each of the tasks performed during
manufacturing and the possible carbon contribution they may have.

In this way, aided by the job data obtained from the physical model and the digital
model, it would be possible to map all the operations and processes involved in the CO2
footprint of the plant.

Once the tasks involved have been identified, it is proposed to cluster them into
groups differentiated by the type of activity and the relationship it haswith the production
process. So that it is easier to identify the sustainability indicators that can be measured
in each of them.

The proposed division of groups by task is as follows:

• Manufacturing processes: all the carbon contribution generated by the machinery
and manufacturing processes themselves, i.e., the direct contribution to the carbon
footprint of the part.

Within this grouping, sustainability indicators to be measured are identified, aided
by Zhao’s studies [31], such as:

– Raw material consumption
– Energy consumption (differentiating between renewable and non-renewable)
– Water consumption
– Consumption of additional materials

• Support tasks: All types of activities associated with production but not directly
involved in the manufacture of the part (transport of materials, cleaning of machines,
setting up the warehouse, etc.) but which do produce CO2.

Some of the sustainability indicators to be measured in this group would be:

– Energy, materials, & water consumption in plant cleaning tasks.
– Energy, materials, & water consumption in machinery maintenance tasks.
– Energy consumption in transporting materials.
– Plant air conditioning

• Administrative tasks: All the tasks necessary for the plant to be in operation and
continue with production, from reception, human resources, suppliers, etc.

The following sustainability parameters have been proposed for measurement:

– Energy consumption by supplier management.
– Energy consumption by human resources
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– Energy consumption by communication personnel
– Energy consumption by management personnel.

To obtain, store and maintain all the data obtained from the sustainability indicators,
both physical and digital models are needed as input, so that data can be measured in
both cases, and the use of an LCA database that is able to cover all material flows such
as inventory throughout the life cycle of all the processes carried out in the plant is
necessary [32]. The required information flow is shown in Fig. 2 below.

Fig. 2. CO2 model information flow (prepared by the authors)

The expected output of the proposed carbon model is an estimate as accurate as
possible of the carbon footprint of currently manufactured metal parts.

Once the actual footprint is obtained, the next objective is to take it as a starting
point to, in conjunction with the other two models, realize periodic emission reductions
thanks to the improvements generated in the Digital Twin scenarios that subsequently
materialize in the actual industrial plant.

In this way, the conjunction of the three models, as shown in the conceptual frame-
work, would allow organizations to meet their carbon footprint reduction commitments
during their life cycle, aided by the implementation of a digital model sup-ported by the
advances of Industry 4.0 and the implementation of a PLM.

4 Discussion

Through this work, it was proven that information management with a PLM and vir-
tual representation through an industrial Digital Twin are an important improvement to
address the sustainability parameters of companies.

Through the above study and the development of the circular economy framework,
it has become evident that the need to develop tools to support sustainability strategies
is a reality in the aerospace industry.
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Without the inclusion of technology and innovation in the environmental manage-
ment of the aerospace industry, it would not be possible to achieve the proposed sus-
tainability and emission reduction commitments. Therefore, it is necessary to bring
companies closer to Industry 4.0 and its benefits if mergedwith environmental strategies.

This study has provided a framework to work on for the estimation of the current
carbon footprint in a parts manufacturing company. It also opens the door to the periodic
management of these emissions through the joint use of the three models to achieve
reduction targets.

The possibility of being able to count on the collaboration of a real company for
its implementation provides this conceptual framework with an associated line of work
with which to continue researching and refining the proposal to achieve the development
of a functional tool. The next steps to follow in this line of action would be to launch
an industrial project based on this research. This project would allow us to test the
usefulness and reliability of the framework.

Being able to quantify and subsequently optimize the carbon footprint by using the
Digital Twin of the plant, allows small companies in the aerospace industry to comply
with the environmental requirements of the industry. This brings additional value to
organizations to strengthen their position as suppliers to large multinationals in the
sector.

In a future where digital transformation and continuity are indispensable and the
environment is a constant concern, it is of vital importance for companies to possess
tools that bring them closer to these goals in order not to be left behind compared to
other companies with the same target.

The industry seeks to improve and innovate in production and assembly lines, in
the manufacture of components and intermediate products, and thus favor the digital
transformation of companies thanks to Industry 4.0 tools and PLM environments.

Acknowledgments. The authors would like to recognize M&M Group colleagues and Seville
University colleagues support during the development of this work and thank them for their
contribution.
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Abstract. Digital technology used today within Industry 4.0 open up new oppor-
tunities for most areas of engineering, including the end of life and especially
disassembly process, which was identified as the most critical and strategic step
in the remanufacturing. The aim of this paper is to identify all I4.0 technologies
that have been used in the process of disassembly (with a special focus on sustain-
ability) in order to create a Digital Twin model for disassembly process based on
sustainability indicators. In this research, firstly, we present a literature review on
the related work based on existing I4.0 technologies in the disassembly process
and the issues related to this process. Secondly, an overview of I4.0 technologies
used in the optimization of the disassembly process research is presented. Thirdly,
a discussion about the use of I4.0 technologies in order to have a sustainable dis-
assembly process and a digital twin is presented. Finally, research questions about
the use of I4.0 technologies in a digital twin for disassembly process based on
sustainable indicators were conducted in the conclusion.

Keywords: Digital technology · Industry 4.0 · Disassembly · Remanufacturing ·
Digital twin

1 Introduction

The disassembly process is a critical step in the remanufacturing of end-of-life (EOL)
products [1] that enables a circular economy (CE) [2, 3]. In the framework of sustain-
able development, from an environmental perspective, disassembly process reduces the
use and waste of raw materials, increases the utilization of resources, and reduce pollu-
tion and emissions [4, 5]. From an economical point of view, it can reduce product life
cycle costs [6], helps decrease product recovery value [7] as well as product production
cost. Finally, from a society point of view, it creates new career opportunities and pro-
vides a safer, healthier and more ergonomic work environment [8]. However, due to the
complexity and uncertainties of the disassembly products [9] this process faces several
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challenges (e.g. high cost, difficult sequence planning, operators safety and environmen-
tal impact). The disassembly process can benefit from the digital technologies within the
Industry 4.0 (I4.0) such as Virtual Reality (VR), Augmented Reality (AR), Digital twin
(DTW) or Robotics, in order to be optimized and be cost-efficient. I4.0 technologies can
also be important enablers for industrial sustainability [1, 5] especially for disassembly
process by reducing its energy consumption and its environmental impacts.

In this framework, the aim of this paper is to identify all I4.0 technologies that
have been used in the process of disassembly (with a special focus on sustainability) in
order to create a DTW for disassembly process based on sustainability indicators. In this
research, firstly, we present a literature review on the related works based on existing
I4.0 technologies in the disassembly process and issues related to this process. Secondly,
an overview of I4.0 technologies used in the optimization of the disassembly process
research is presented. Thirdly, a discussion about the use of I4.0 technologies in order to
have a sustainable disassembly process and a digital twin is presented. Finally, research
questions about the use of I4.0 technologies in a digital twin for disassembly process
based on sustainable indicators were conducted in the conclusion.

2 Related Work

2.1 Disassembly Process

The disassembly process is a systematic approach separating a product into parts or
removing its components, subsets or constructive parts [10], it plays a key role in recy-
cling of materials and components [11].However, it is a very critical process due to its
high degree of uncertainty caused by the quality and structure of EOL products [10].
Within the framework of this literature review, the issues concerning the disassembly are
presented in three categories: Cost/Time efficiency, Operator/tasks/safety and Process
information.

Cost/Time efficiency category addresses the issues regarding uncertainty related to
the operating time, sequence planning and the process cost.

Operator/tasks/safety category addresses the issues that concern the disassembly
tasks performed by the operators, their safety, the working environment and conditions.

Process information category deals with issues regarding the decision support infor-
mation (data about design, materials, the usage, maintenance, and repair of a product
throughout its lifecycle).

One of the most promising technologies in overcoming those issues and the
sustainable challenges of the disassembly process is the DTW.

2.2 Digital Twin

The concept of DTW was firstly introduced by the National Aeronautics and Space
Administration (NASA)’s Apollo program in 1962 [12]. Since then, numerous explana-
tions and definitions of this concept have been proposed [12]. [13] defined the DTW as a
virtual model that corresponds to physical entities in the real world. Based on informa-
tion collection and sharing, it can simulate the behavior and performance of the entities
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in real time. It is used mainly for monitoring, diagnostics, prognostics as well as opti-
mization [14]. Which makes it a very good solution for manufactures to improve the
manufacturing process [15]. Despite the big potential gain that a DTW can offer to adopt
a sustainable approach and to improve the sustainability of manufactured products, there
is still a lack of research on this area.

2.3 I4.0 Enabling Technologies in the Disassembly Process

I4.0 relies on technologies that enables the connectivity and interaction between all
stakeholders involved in manufacturing [16]. In the framework of this literature review,
five main technologies were found mostly used in the optimization and problem solving
of the disassembly process. Those I4.0 technologies can be classified into Virtual Reality
(VR), Augmented Reality (AR), Human Robot Collaboration (HRC), Radio Frequency
Identification (RFID) and Operational Research and Optimization-Based approaches.

VR technology is a three-dimensional technology. It is a computer-generated envi-
ronment that provides to the users the feeling of being present throughmultiple synthetic
feedback sent to sensorial channels like virtual, aural, haptic and others [17].

AR technology can be defined as a Human-machine technology that combines three-
dimensional computer generated information and physical real scene, all in real time
[18].

Human-robot collaboration (HRC) is a flexible semi-automated approach that aims
to provide flexibility in order to reduce the uncertainties and havemore adaptability [19].

Radio frequency identification (RFID) is a technology that uses radio waves to
automatically read the digital data encoded in the RFID tags or smart labels [20].

Operational Research and Optimization-Based approaches are approaches based
on analytical and optimizational methods such as algorithms, in order to optimize the
disassembly process.

3 Overview of I4.0 Technologies Used in the Optimization
of the Disassembly Research

The set of 18 documents selected have been analyzed. All the papers were focused on
exploring the roles of I4.0 technologies to support, optimize and resolve issues regarding
the process of disassembly.

Five main I4.0 technologies have been considered: VR, AR, RFID, HRC and Oper-
ational research and optimization-based approaches in the resolution of the disassembly
process issues presented in the related work section.

3.1 Cost/Time Efficiency

Many researchers studied the use of I4.0 technologies in the optimization of the
cost/time efficiency of the disassembly process. In the VR field [21] developed a sys-
tem that integrates a virtual assembly and disassembly model into a Computer-aided
design/computer-aided manufacturing (CAD/CAM) environment in order to evaluate
the products in their design phase for virtual manufacturing. As a result, the cost and
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time of assembly/disassembly (A/D) operations were optimized. [22] represented a real-
time driving model of the virtual human (VH) and analyzed corresponding VH driving
error coming from the Motion Capture System. The simulation results can be used for
process and operation sequence planning, also to optimize operator comfort, visibility,
and access to controls.

Regarding the studies that have addressed the use of AR in order to optimize the
cost/time efficiency, [23] presented an AR-guided product disassembly (ARDIS) frame-
workwith an automatic content generationmodule that translates a disassembly sequence
into AR-based instructions for the human operators.

In the HRC technology, [24] proposed a framework and enabling technologies of
cloud disassembly in combination of cloud manufacturing and robotic disassembly
in order to improve the disassembly efficiency and generate the optimal disassembly
sequence.

The RFID technology was also used in the optimization of the cost/time efficiency
of the disassembly process. The concept of [25] proposed system is that it allows total
control over material flow (fixtures, and their elements) which increased the degree of
flexibility of the process. [26] presented Advanced Repair-to-Order and Disassembly-
to-Order (ARTODTO) model that allowed a lower total cost of the disassembly by
determining how to process every EOL product on hand to meet used product and
component demands and recycled material demand. [27] proposed a method that aims
to facilitate the disassembly strategy and to evaluate the expected profit after product
disassembling. It enables to detect and exclude the elements with hazardous substances
and exclude them from other materials and minimalize the cost.

In the Operational research and optimization based approaches area, [28] proposed
a model based on triple bottom line (TBL) dimensions (i.e. human safety, environmental
safety and business criteria) that included 22 disassembly criteria. The results of the
study implemented for computer disassembly show an improvement in cycle time, a
minimization of the amount of wastes and maximization of recovered materials from
EOL. [6] proposed a development of a disassembly sequence planning (DSP) model
based on a constraint satisfaction problem (CSP) and its solution method, based on a
backtracking algorithm. In order to find all of the feasible disassembly sequences as well
as the optimum sequence for recycling. [29] suggested an ant colony algorithm in order
to obtain a set of optimization program of the disassembly and assembly sequence and
other information in the disassembly process.

3.2 Operator Tasks/Safety

Three I4.0 technologies were used in the category of operator tasks/safety. First, the
VR technology where [30] presented a disassembly task evaluation method. It aims to
quantify and analyze fatigue induced during disassembly sequence simulation by using
the expenditure volume of metabolic and muscle fatigue. [31] developed an operators
training system in A/D that exploits an immersive mixed reality system. The application
allows operating on a 3D model of a machine, defining the A/D constraints that the
operators will respect during the training. Therefore, the operations can be performed
and practiced safely, the experience can be repeated several times and incidents can be
avoided.
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Second I4.0 technology used is the AR technology where [32] presented a model
based on AR (self-disassembly) that can be viewed and followed by the operator, based
on the laboratory tests that have been performed, this model helps improve the time and
costs for industrial maintenance. As well as the development of the operators’ technical
skills and a good evaluation of their working conditions’ safety.

Last I4.0 technology used is the HRC technology. The concept and initial inves-
tigations regarding the implementation of a hybrid disassembly work station with a
compliant robot assistant for the task of unscrewing in disassembly with only simple
tools. Presented by [33] reduces human contact with potentially harmful situations or
substances, adds more flexibility to the process, reduces setup, tool replacement time
and costs.

3.3 Process Information

Regarding the process information category, theVR technologywas used by[34]with the
aim of the prevention and reduction of negative environmental impacts of all activities
related to the production of a newproduct. [34] proposed amethod of ecological-oriented
product assessment performed at early stage of design process in order to improve the
skills and knowledge of future designer about environmental aspects of the designed
product.

Concerning the AR technology, in order to establish an educational environment for
producing robots on line and to deliver enough information for the products assembly
and disassembly [35] studied a real space robot disassembly and assembly processes
and the movement of the robot work in animation.

Regarding theHRC technology, [36] developed a strategy forHRCdisassemblyusing
active compliance monitoring of collaborative robots, that delivers enough information
for the products assembly and disassembly to assist the human operator with complex
disassembly tasks, the collaborative robot compliance capability is used.

Table 1 is inspired by the tables of the eight defined groups of the roles of sim-
ulation to support disassembly under a circular economy perspective by [37] in their
study about how disassembly process simulation tools have been exploited to foster the
adoption of Circular Economy in the Printed circuit board domain through a symmetric
literature review. However, Table 1 summarizes and categorizes all the papers studied
according to three main issues of the disassembly process in terms of: a) the main propo-
sition of the article and its type (method, approach, system, etc.); b) the lifecycle phase
improved through the concerned technology (Design; Assembly; Maintenance; EOL);
c) I4.0 technology used and d) the environmental improvement.

4 Discussion

4.1 Sustainable Disassembly Process

Up to now, the sustainable aspect of disassembly process have been conducted with
special focus on reducing the process time and cost [38]. However, the optimization
of disassembly plan, sequence and time may lead to an important reduction in energy
consumption and environmental impact improvement [8].
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According to the literature review above, [6, 7, 22–24, 30, 35, 36] used different
I4.0 technologies in order to resolve issues regarding the disassembly process and to
optimize the disassembly sequence time and cost. The use of those I4.0 technologies
can lead to a more sustainable disassembly process by improving its environmental
impact through the optimization of the disassembly process. However, other authors
have addressed the environmental aspect in the disassembly in a more direct way in
their studies. For instance, the PCDEE-Circle (perception, cognition, decision, execution
and evolution – circle) framework developed by [4] towards HRC disassembly meet
sustainable manufacturing requirements such as minimizing energy consumption under
the premise of ensuring safety. The sustainable disassembly line presented by [28] allows
minimizing the amount of wastes and maximizing recovered materials from EOL. In the
aim of the prevention and reduction of negative environmental impacts of all activities
related to the production of a new product during its lifecycle. Also, [34] proposed a
method of ecological-oriented product assessment.

Table 1. Literature summary.

Disassembly issues Ref Paper content Lifecycle phase concerned by
the I4.0 technology for
disassembly

I4.0
technology
for
disassembly

Environmental
improvement

Cost/time efficiency [21] A system that
integrates a virtual A/D
model into a
CAD/CAM
environment for
evaluating products in
design phase

Design/Assembly/EOL VR X

[22] A model of a virtual
real-time human for
assembly and
disassembly operation
in virtual reality
environment

Assembly/maintenance/EOL VR X

[23] AR-guided product
disassembly (ARDIS)
framework with an
automatic content
generation module

maintenance/EOL AR X

[4] Perception, cognition,
decision, execution and
evolution – circle
framework and an
approach for HRC
disassembly

EOL HRC X

(continued)
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Table 1. (continued)

Disassembly issues Ref Paper content Lifecycle phase concerned by
the I4.0 technology for
disassembly

I4.0
technology
for
disassembly

Environmental
improvement

[24] A study of the
framework and
enabling technologies
of cloud disassembly

EOL HRC X

[25] A system for
identification of
machining fixtures, and
their elements in an
assembly/disassembly

EOL RFID X

[26] Advanced
Repair-to-Order and
Disassembly-to-Order
model determining
how to process each
and every EOL product

EOL RFID

[27] A method for
facilitating the
disassembly strategy
and evaluation of
expected profit after
product disassembling

EOL RFID

[28] A model based on
triple bottom line
(TBL) dimensions, i.e.
human safety,
environmental safety
and business criteria

EOL OR & OBA X

[6] A method of a
disassembly sequence
planning based on a
backtracking algorithm

EOL OR & OBA X

[29] Ant colony
algorithm-based
disassembly to obtain a
set of optimization
program of the
disassembly and
assembly

Assembly/EOL OR & OBA X

Operator/tasks/safety [30] A disassembly task
evaluation method
That aims to quantify
fatigue by using the
expenditure volume of
metabolic

EOL VR

(continued)
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Table 1. (continued)

Disassembly issues Ref Paper content Lifecycle phase concerned by
the I4.0 technology for
disassembly

I4.0
technology
for
disassembly

Environmental
improvement

[31] An operator training
system in A/D, by
means of a 3D camera
placed on the Human
Machine Disassembly

Design/EOL AR

[32] AR model
(self-disassembly) that
can be viewed and
followed by the
operator

Design/maintenance/EOL AR X

[33] A concept and initial
investigations
regarding the
implementation of a
hybrid disassembly
work station

EOL HRC

Process information [34] A method of
ecological-oriented
product assessment
performed at early
stage of design process

Design/EOL VR X

[35] A study in real space
robot disassembly and
assembly processes
and the movement of
the robot work in
animation

Assembly/EOL AR X

[36] A strategy for HRC
disassembly using
active compliance
monitoring of
collaborative robots

EOL HRC

4.2 Digital Twin for Disassembly Process

Based on the literature review above, decision-making is one of the most important fac-
tors in disassembly optimization. A decision-making based on reliable and up-to-date
information allows for the optimization of disassembly sequences and a proper plan-
ning of the process. Which leads directly to a less costly and more sustainable process
(if environmental issues are taken into consideration). The potential of using DTW is
very high in terms of decision-making. However, at the end of life step there is a lot
of uncertainty regarding the products [9], their traceability and their information (e.g.
information about their recyclability, used materials, management of hazardous sub-
stances, etc.). To face this problem, a DTW based on knowledge can be very interesting.
Whichmeans that the DTWwill rely on knowledge-based technologies that we define as
the technologies based on reference database that includes all the products information
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throughout all its life cycle. The knowledge-based technology will provide the entire
product’s information despite its unknown traceability, which will allow us to avoid the
majority of the disassembly process issues mentioned in the literature review and a good
decision-making.

5 Conclusion

This paper presents a literature review about the use of I4.0 technologies in the disassem-
bly and dismantling processes. After analyzing the set of 18 documents selected, that
focused on exploring the roles of I4.0 technologies to support the process of disassembly
and resolving the issues regarding the cost/time efficiency, operator/tasks/safety and the
process information. Five main I4.0 technologies have been considered: VR; AR; RFID;
HRC; Operational research & optimization based approaches.

In order to construct a DTW for disassembly and dismantling processes, it is very
crucial to implement a variety of enabling technologies such as I4.0 technologies con-
ducted from the literature review. However, in order to have a sustainable disassembly
and dismantling process, it is necessary to rely on indicators of sustainability. Leading us
to the following research questions: Are the I4.0 technologies studied above exploitable
in a framework of the creation of a DTW model based on sustainability indicators in
order to have a sustainable disassembly and dismantling processes? And which sustain-
able indicators can be beneficial in the case of a sustainable disassembly and dismantling
processes?
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Abstract. Evolution of markets induced by strong competitive and technological
pressure that forces companies to constantly evolve to gain in performance and
remain attractive. Customer needs are also evolving and become more complex
with ever shorter deadlines. In this context, the launch of a new product represents
a challenge for companies.

Lean methodology appears as an interesting way for companies to improve
their performance. Native from the manufacturing industry, Lean Manufacturing
has widely demonstrated its effectiveness in improving the performance of pro-
duction workshops. Today it is derived for a large number of activities that are
grouped under the methodology of LeanManagement and are adapted to different
environments such as services, information technologies, software development,
…

Key period for the success of a new product, the upstream phase of the product
life cycle relies mainly on the efficiency of operational and strategic processes as
well as the information systems of the company.

Deploying a Lean approach to improve the performance of the organization in
the launch phase of a new product means intervening in different interconnected
environments: product development, administration and information technology.
An integrated Lean approach that compiles the tools of Lean IT, Lean Office and
Lean Product Development is interesting.

In this article wewill first try to establish the characteristics of integrated Lean
adapted to the first stages of the product life cycle of the companyStäubli Electrical
Connectors SAS by a study case approach. In a second step we will define by a
bibliographic analyze tools of Integrated Lean and their fields of application. The
objective of this article is to show the interest of a global Lean approach in the
upstreamphase of the product life cycle rather than a spitted vision by environment.
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1 Research Methodology

This research work use a BottomUp research strategy based on the Case Study approach
[1]. To introduce this study, we will start by presenting the industrial context and issues
based on the Company Stäubli Electrical Connectors SAS. And then, we will continue
by presenting the framework of this study: the upstream stage of the product life cycle.

1.1 Stäubli Electrical Connectors SAS

Stäubli Electrical Connectors SAS is a company specialized in the manufacture of elec-
trical connectors. These connectors are based on the Multilam® contact technology,
which provide to Stäubli products high performance even in strict environments. Based
in Hésingue (France), the company belongs to the Electrical Connectors division of the
Stäubli Group. This division is composed of six sites, three of them have been histor-
ically located in the Three Border Region (Germany, Switzerland and France) around
the city of Basel. This location is the result of a desire to promote exchanges between
the three sites and to ensure national representation. Stäubli EC SAS is the competence
center of the Group for railways and E-mobility Markets.

Hésingue factory has a complete industrial tool: project and sales teams, design
office, purchasing and quality department, a modern production tool (assembly) and a
complete test laboratory. These resources allow us to manage strong R&D activities.

The range of products developed and manufactured by Stäubli EC SAS is very wide
and varied, from standard products (in the catalog) to specific solutions for customer
applications, including a large part of R&D solution development to follow the markets.
This important product mix implies a great variability in terms of production mean,
volumes and required deadlines. This imposes a great complexity of the Supply Chain
management modes.

1.2 Industrial Issues

Stäubli EC SAS is present on markets that are constantly changing and subject to
strong competitive and technological pressure. The company must continually evolve
to improve its performance by optimizing the cost-quality-delivery triptych. One of the
factor of success is the ability to develop and produce complex and varied solutions to
meet the needs of customers within short deadlines.

Since 2000, the electrical connector market has seen the establishment of new actors
based in low production costs countries, and the opening up of markets has given cus-
tomers access to awide choice of suppliers.Historical and leading players are particularly
sensitive to this competitive pressure.

Among the key cost-quality-delay factors taken into account by customers, product
quality and price are no more the only differentiating factor. Through decisive elements:
delivery time and customer care, are taken into consideration by the customer in the
choice of suppliers. In addition, the market and needs are changing. Now customers are
more looking for global solutions that provide a complete function rather than a supplier
of components to be integrated.
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This change of consumption model is leading to increased product complexity and
changes in manufacturers (specialization and/or change of core business).

The electrical connector market is characterized by a rapid evolution of technologies,
norms and standards as well as the constant arrival of new applications. This evolution
offers interesting opportunities, however to take advantage of these, it is essential to
develop the ability of design more complex products in a shorter time frame.

The company have to adapt to the needs of the Market and their customers: Offer the
right products in the right timeframe. To achieve this objective, Stäubli EC SAS want
to improve its industrial performance and reactivity during the upstream phase of the
product life cycle. Starting with the definition of the specifications before the design of
the product until the first deliveries to the customer.

The launch of a new product represents a key period. The whole success depends
particularly on the performance of the operational processes in place and the ability of
the various stakeholders in the company (Project, Design Office, Purchasing, Planning,
Production, etc.) to communicate effectively each other.

The industrial performance of a company is therefore based on its ability to adapt its
organization, its operational processes and its communication system to meet the needs
of its customers. To perform on the market, companies have to improve their industrial
performance in the upstream phase of the product life cycle.

1.3 Upstream Stage of Product Life Cycle

The concept of product life cycle appeared for the first time in the 1950s and 1960s,
following the analysis of the characteristic evolution of the markets and products, since
their appearance until their disappearance.

The product life cycle is commonly represented by a “life curve”: this bell-shaped
curve represents the three characteristic phases of the evolution of the product during
its life. The first phase represents an expansion phase corresponding to the marketing of
the product and its possible adaptations to needs. The second phase takes the form of a
flat line representing the period of use of the product by users. The last and third phase:
the recession which corresponds to the obsolescence of the product mainly linked to the
technological evolution or to the modification of the consumption practices. The usual
representation shows the evolution over time of the “satisfaction index” translated into
accounting units: sales, turnover, etc. [2].

The upstream phase of the product cycle is particularly interesting for us, because it
condenses key factors of the product (quality/cost/delay) and processes used will depend
the industrial performance of companies.

The “birth” of a new product is closely linked to the innovation process used by
the company. The purpose of representing the innovation process is to describe the
different functions and trades mobilized as well as the mechanism and the different
steps/milestones. The innovation process allows decisions to be made to arrive at the
development of a new product [3].

The innovation process is intended to define the organization of activities throughout
the process and to enable decisionmaking. Each stage becomesmore complex and costly,
as the commitment of the company to product development increases.
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The proper conduct of this process ensures the maturity and viability of the project
and its product.

Nevertheless, this projectmanagement-oriented vision remains distant from the com-
pany operational activities. The link between the “project” activity and the “operational
activity” is very important, because often the same actors act on several projects simul-
taneously in addition to their operational activities outside the project phases. It is also
necessary for project managers to be aware of the operational tasks at all levels of the
project life cycle [4].

We often forget that it is on the operational processes that depend a part of the
industrial performance. Indeed, in the innovation process, the actions allowing the launch
of a product are based on the operational process, its actors and how they communicate
together. In the upstream stage of product life cycle the industrial performance is linked
to the integration of companies’ operational process in their innovation process.

2 Lean Method

In this part, we will first introduce the Lean method as a global approach. In a second
time we will make a focus on its use in the upstream phase of the product life cycle and
try to characterized the Integrated Lean notion.

2.1 Lean Basics

Since its appearance at the end of the 1970s, Lean has demonstrated its effectiveness in
improving the industrial performance of manufacturing companies.

The definition of Lean varies according to the authors. However, it can be defined
as a philosophy or a set of practices aimed at achieving improvements by following the
most economical paths while focusing on reducing waste [5].

The book “Lean Thinking” [6], is a retrospective study of Lean practice, synthesizes
the Lean philosophy into five principles:

– Accurately identify the added value of products, from a customer perspective.
– Determine the value chain of products.
– Establish continuous value flows.
– Pull the flows through the customer.
– Aim for excellence.

Lean has its origin in practices developed by the automotive company TOYOTA
and its production system: The Toyota Production System (TPS). These practices were
analyzed and transposed in the book “The Toyota Way” [7]. The TPS is based on the
elimination of non-value added. Seven types of waste (Muda) have been identified:
overproduction, overstock, unnecessary transport, unnecessary processes, unnecessary
movements, errors and rejects and waiting time. Two other types of non-value added
were also defined: variability (Mura) and work overload (Muri).

In the early 2000s, Lean leaves production workshops and its principles are declined
to different environments. First, in the world of management (Lean Management) and
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Services (Lean Service) and then adapted to many activities as: administrative ser-
vices (Lean Office), product development (Lean Product Development) or Software
development (Lean Software Development) [8].

2.2 Integrated Lean

We have seen that the success of a company is linked to its industrial performance, its
ability to “deliver the right product at the right time at the right price”. All these key
characteristics for the success of a product are defined during the upstream phase of the
product life cycle.

The Lean methodology has now proved its worth in improving industrial perfor-
mance, and its use has been democratized and adapted to different environments.

The use of Lean in the upstream phase of the product life cycle is therefore an
interesting way to improve the industrial performance of Stäubli EC SAS.

When we schematize the upstream phase of the product life cycle (Fig. 1), two
processes appear. The innovation process, which groups together all activities linked to
the project and the operational process, which groups together all the functional activities
of the company. These two processes are interconnected and linked by an ecosystem of
information systems.

Fig. 1. Representation of the different processes that compose the upstream phase of the Stäubli
EC SAS product cycle (Source: Stäubli EC SAS)

The upstream phase of the product life cycle is therefore based on three distinct but
linked environments:

– “Project” environment, which consists of developing new products.
– Company operational environment, which is common to all projects, in the upstream
phase of the product life cycle corresponds mainly to administrative activities.

– Information systems ecosystem: all of the company’s internal communication
resources.
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For each of these environments an adaptation of the Lean methodology exists: Lean
Product Development for new product development [9], Lean Office for administrative
activities [10] and Lean IT for information systems [11].

These different environments are interconnected and inseparable. Each action has
a direct or indirect impact on the other activities in the upstream phase of the product
life cycle. It is therefore difficult and limited effectiveness to conduct a focused and
unilateral Lean approach on a separate environment in this product life cycle phase.

A holistic and integrated approach of Lean in the upstream phase of the product life
cycle and focused to eliminating Lean waste (Muda) seems interesting. A new approach
to improving industrial performance named IntegratedLean.Who integrates components
of Lean IT, Office and Product Development characterized by a global approach in the
upstream stage of product life cycle [11].

3 Integrated Lean Tools

In this part we are going to present our bibliographical analysis work. At first, define
major Integrated Lean Tools and then make the link between these tools and their uses.

3.1 Definition of Integrated Lean Tools

Goal
The aim of this study is to define the major Integrated Lean tools available for the
upstream stage of product life cycle by using the knowledge already present in the Lean
literature.

Methodology
To define the major Integrated Lean tools, we performed a literature review based on
forty articles from Google Scholar Data base (show in annex). The notion of Integrated
Lean in the upstream phase of the product life cycle is new and poorly described in the
literature. We get interested by these components: The Lean IT, Product Development,
Office. For each component of Integrated Lean, we identified the different tools and their
recurrences in the bibliography.

Result
Figure 2 shows the result of the review. Forty-three Lean tools have been identified
in overall. Six tools are found in both three components of Integrated Lean: VSM,
Standard Work, KPI’s, A3 problem solving, Heijunka (reduce variability) and DMAIC.
Some other tools are available in two components: Kaizen, 5S, Just in Time, Kanban
and GambaWalk. Other tools appear only in one components. We also note that the tool
VSM come the most offen in this review.

Analyze
The first observation we can make concerns the representation in the different
components of the integrated Lean of each tool.

Tools common for the three components IT, Product Development and Office are the
most versatile and able to act on the whole upstream stage of product Life cycle. These
six tools defined during our analysis appear as the major tools of Integrated Lean.
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Fig. 2. Recurrence of lean IT/Product development/Office tools

Several tools are present in a recurrent number on two of the three components
of Integrated Lean. Versatile enough to act on several part of the upstream phase of
the product life cycle, these secondary tools of Integrated Lean are useful to improve
numerous activities but not on the whole upstream phase.

The last group of tools that appears from this analysis seems to act only on one
of the components of Integrated Lean. They are specific tools dedicated to specialized
activities and environments. These tools are not part of the Integrated Lean toolbox and
remain dedicated to their components.

We also notice some frequency variations between the principal tools of Integrated
Lean:VSMtool ismuchmore frequent than theDMAIC tool for example. This difference
is perhaps related to the ease of implementation or a particular interest of the authors for
this tool and its value. The last statement concerns the literature review itself. Not all
components of Integrated Lean are at the same level of maturity. Lean Office seems to
be more explored and described than Lean Product Development or IT which promise
interesting opportunities.

3.2 Integrated Lean Tools and Associate Muda

Goal
Now that we have defined the major tools of Integrated Lean, we tried to establish the
link between these tools and their use against Lean waste, the seven Muda.

Methodology
For the six major Integrated Lean tools identified earlier, we reviewed twenty-two article
from Google Scholar database to identify the impacts of each tool on the different Lean
wastes. Specifically, for each integrated Lean tool, we examined the literature to identify
the link between the use of this tool and its efficacy on each Muda.

Results
Figure 3 shows the impact of the six selected Integrated Lean tools on the Lean Muda.

We observe that some tools impact almost all Muda: VSM and A3 problem solving.
The others tools like Standard Work, Heijunka, DMAIC, KPI impact only some Muda.
As in the previous analysis, the tool VSM appear the most often in this review.
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We saw also that the six tools selected as Integrated Lean tools cover all seven
Muda: Inventory and Waiting come back in a more recurrent way in the field of action
of identified tools. Muda Motion seems to be the least impacted.

Tools
/ 

Muda O
ve

r 
  

pr
od

uc
tiv

ity

W
ai

tin
g 

In
ve

nt
or

y

T
ra

ns
po

r-
ta

tio
n

O
ve

r 
pr

oc
es

si
ng

M
ot

io
n

D
ef

ec
ts

 

Authors

VSM X X X X X X 

(Perdana and Tiara, 2020), (Garza-Reyes, Romero, Govindan, Cherrafi and 
Ramanathan, 2018), (Kosasih, Sriwana, Sari and Doaly, 2019), (Guo, Jiang, 

Xu and Peng, 2019), (Jamil and Al., 2020)(Parab and Shirodkar, 2019),
(Maalouf and Zaduminska, 2019)

Standard 
Work X X X (Vajna and Tangl, 2017), (Okpala, 2014)

KPI X X (Leksic, Stefanic and Veza, 2020), (Maulina, 2021)

A3 X X X X X X X (Anouar and Al., 2022), (Flug and Nagy, 2016)

Heijunka X X X (Gerger, 2019), (Aoki and Katayama, 2017), (Bebersdorf and 
Huchzermeier, 2022)

DMAIC X X X 
(Ferreira and  Al., 2019), (Arafeh, 2015), (Guo and  Al., 2019), (De Barros 

and Al., 2021), (Rifqi, Zamma, Souda and Hansali, 2021), (Jamil and Al., 
2020)

Fig. 3. Impacts of integrated Lean tools on the seven Lean Muda.

Analyze
We can draw the following interpretations. VSM et A3 problem solving impact almost
all Muda, they are therefore versatile in treating all Lean wastes. Other Integrated Lean
tools are more specialized against specific Muda. As evoked by the distribution of the
impacts on the Muda: the joint use of these tools would make it possible to reduce all
type of waste define in the Lean literature.

In addition to targeting Muda, some tools are known to act against other forms of
non-value added. Heijunka is a tool used to limit the variability (Mura) and Standard
Work is an efficient way to reduce overburden processes (Muri). The more specific tools
can therefore also have effects on other non-value added than Muda.

Knowledge of the impact of Integrated lean tools on the Muda will allow for a better
choice of tools according to the needs and priority of the company.

4 Conclusion and Opportunities

We are going to conclude on this bibliographical analysis work and open on the limits
and opportunities that it offers.
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4.1 Conclusion

The upstream phase of the product life cycle appears to be a key moment in the success
of a product and the stage that defines the industrial performance of the company. Lean,
is a well-known way to improve industrial performance and is now widely used and
adapted to many environments and activities. This upstream stage composed of three
linked and interconnected environments: operational and innovation processes support
by information ecosystem. A global and common Lean approach on the upstream phase
of the product lifecycle is necessary and interesting. The Integrated Lean, that includes
the components of Lean IT, Office and Product Development. This study based on the
Lean literature allowed to define the major tools of Integrated Lean: VSM, Standard
Work, KPI’s, A3 problem solving, Heijunka and DMAIC. Secondly, we analyzed the
impact of these tools on the Muda of Lean. This enables us to describe that some tools
can cover all the Muda and that others seem to be more specialized.

These elements highlighted by this study will help Stäubli Electrical Connectors
SAS in its deployment of an Integrated Lean strategy.

4.2 Opportunities

This study based on the review of Lean literature shows the limits of the bibliographic
approach: data’s does not come from the field but from the existing state of the art. To
establish and validate conclusions, a field assessment is required. To confirm elements
highlighted in this study. It would be necessary to set up a field study with companies
implementing a Lean approach in the upstream phase of the product life cycle. The
scientific methodology we want to apply is a crossed approach based on “Case study”
method, benchmarking and analysis industrial practices and the “Grounded theory” a
bibliographic approach [12].

The final objective would be to set up a roadmap for the deployment of Integrated
Lean based on the knowledge of the Lean tools and their impacts on Muda associated
with methodology crossing theory of constraints and influence modeling [13].
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Abstract. Toyota Kata (TK) approach emerged to how Toyota can continuously
improve its processes over time. Thus, several western companies started using
this approach to improve their production processes. However, there is a lack of
studies that present and summarize the main opportunities and challenges when
implementing and using TK in practice. Based on this, we present the result
of a Structured Bibliographic Research (SBR) and a conducted SWOT analysis
(strengths, weaknesses, opportunities, and threats) of the TK in a manufacturing
environment. As result, it was possible to analyze eighteen works that discussed
the implementation of the TK in industries. Several common aspects of the suc-
cess, as well as the main barrier, could be identified. In the SWOT analysis, we
demonstrated the main strengths to achieve the benefits of implementing TK. The
weaknesses and threats identified may challenge some organizations. We also
present a first conceptual model that aims to help organizations that want to use
the TK approach in conjunction with others management approaches to improve
its processes. As an implication, this manuscript presents the important steps orga-
nizations have taken to improve its processes. This way opens a new perspective
for managers to lead in process optimization.

Keywords: Toyota Kata · Lean · Process improvement · Structured
Bibliographic Research · SWOT analysis

1 Introduction

Since the publication of the book “The Machine that Changed the World” by [1], the
Toyota Production System titled “Lean Manufacturing” has become a popular method
within western manufacturing companies. However, despite all the efforts of copying
and studying the Toyota improvement method, no organization has ever matched the
performance of its Japanese precursor [2]. Until today, most companies’ efforts were
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directed toward implementing Lean tools to improve operational processeswhile placing
little, if none, attention to the people who improve these processes [3].

To answer why and how Toyota can continuously improve its processes, [2] went to
the company and studied the employees’ routines. The answers found by the author were
published in the book “Toyota Kata: Managing People for Improvement, Adaptiveness
andSuperiorResults” in 2010. In short, the routines, patterns, and their resulting behavior
conducted daily within Toyota are called Kata. The Toyota Kata (TK) approach consists
of two complementary routines called Coaching Kata and Improvement Kata. When
these routines are repeated constantly, they can make the continuous improvement part
of the organization’s culture.

In his work, [2] describes how the routine for process improvement is carried out
by Toyota and presents some brief examples. However, it does not show a detailed case
study on the use of the TK with metrics and results. In addition, the book is a description
of a routine already practiced by Toyota. Thus, an example of its implementation from
scratch is not presented.

Given the importance of the topic, the TK has become the theme of research by
several universities and is used by companies worldwide to improve their processes
Based on this scenario, to complement existing studies and understanding of the TK,
this paper aims to present the result of a Structured Bibliographic Research (SBR) and
SWOT analysis to identify success cases and the main opportunities and barrier when
using the TK in the manufacturing environment. We also present conceptual model that
aims to help organizations that want to use the TK approach to improve its processes.

2 Theoretical Background

2.1 Toyota Kata

Kata means routine or “way of doing” and is described as a repeated pattern and thus
develops skills and a new mindset for continuous improvement. This pattern directly
interferes with the way employees think and behave, as it is a continuous improvement
routine that provides people training based on applying the scientific method for sustain-
ably solving problems [2]. The Toyota Kata approach aims to incorporate continuous
improvement thinking in employees [4]. According to [2], in a process improvement
situation, there is an unknown path between the desired performance (Target Condi-
tion) and the current state of the process (Current Condition). Therefore, continuous
improvement is the ability to walk to the desired condition through a murky territory, be
sensitive to it, and respond to the terrain conditions. The Toyota Kata approach consists
of two complementary routines: The Improvement Kata and the Coaching Kata. The
Improvement Kata is performed by leaner and can be used at all organization levels. It
is divided into four steps, as shown in Fig. 1.

The Coaching Kata routine is practiced by all organizational levels at Toyota. Each
employee is assigned a more experienced mentor (or coach) who provides operational
guidance by generating real improvements or dealing with work-related situations. The
coach conducts cycles with the learner next to a Storyboard, where information and the
PDCA cycle are recorded.
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Fig. 1. The Improvement Kata routine. Source: [2].

3 Methodology

An extended Structures Bibliography Research (SRB) following the Systematic Search
Flow (SSF)method from [5] was conducted to gather information about the utilization of
the TK in manufacturing companies. Leading journals, conference proceedings, master
dissertations, andPh.D. thesiswere searchedusing the keywords that the online databases
Scopus, Web of Knowledge, Engineering Village, and ProQuest offer. The search was
also complemented by exploratory research on Google Scholar. In addition, texts not
available in their entirety were excluded, considering works in English, Portuguese and
Spanish,without limitation of date, and containing the respectivewords in their abstracts,
titles, or keywords. The query used was (“Toyota Kata”); the research was carried out
with the respective query in each of the bases. Table 1 shows the inclusion and exclusion
criteria used in this research.

Table 1. Inclusion and exclusion criteria.

Criteria Explanation

Inclusion The research efforts related to studies that focused on TK, i.e., studies have some
kind of practical implication;

Document type: Articles; Master’s dissertations/PhD thesis;

Language: English, Portuguese and Spanish;

Time: Until March 25, 2022

Exclusion Duplicate in databases;

Documents that are not available online;

It is used only as an example/part of research direction and future perspective/a
quoted expression/in keywords and references;

Non-adequacy to the scope of this study

The searches returned 115 works that were evaluated according to the reading of
their titles, abstracts, and keywords. Of these, 39 were in line with the work context and
were read in full. In the end, 18 works were fully aligned with the research context.
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The synthesis of the results was divided into thematic and SWOT analysis. Thematic
analysis is a common technique for qualitative data, which comprises the organization
of the studies into guiding axes for the research [6]. At last, a SWOT analysis was
conducted. This tool is characterized by the analysis of strengths (s), weaknesses (w),
opportunities (o), and threats (t) [7]. Recently, it has been used to provide comprehensive
synopsis in several areas [8–12]. Its use in this research was because it is considered a
robust approach to summarize the results [13] and allows to present all the information
collected in the literature review also with a visual approach that is useful to better frame
the different instruments [10].

4 Results and Discussion

4.1 Content Analysis

This section presents the main results concerning the bibliographic portfolio. Of the
analyzed works, sevenweremaster’s dissertations/Ph.D. thesis, and eleven were articles.
Table 2 summarizes the analyzed works.

Table 2. Resulting bibliographic portfolio.

Classification Authors

Master’s/Ph.D. thesis [14–20]

Articles [21–31]

In the following paragraphs, the main aspects found in the literature review will be
discussed. First, an overall overview of the prerequisites (e.g. team training) needed
before implementing the TK is presented, followed by combining TK with other
tools/methods. Next, aspects related to continuous improvement, implementation, and
the sustainability of improvements are presented. Then, some works that discuss
qualitative results will be presented.

Before starting to optimize the production systems using the TK, several studies such
as [14, 16, 17, 27] discussed the importance of conducting a training phase. To make
the process more interactive, [14] suggest using a gamification method so that training
takes place in a simple way and with the involvement of all employees. Generally, the
gamification process simulates a production system so that employees are gradually
familiarized with aspects of Lean and TK. [16] work went one step further, and the
improvement team conducted what was called “dry run training” for four weeks to
familiarize them with TK before use. Only after this time did the improvement team
begin using TK to improvise the entire production system. It was also evident that in the
training phases, trainers should encourage students to think and develop new solutions
using the PDCA cycle.

After employees are familiar with the TK approach, most works emphasize that the
transformation process should start small at first, using a pilot group containing only a
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few participants. Routines must be practiced daily so that once the participants learn the
routine, they can become coaches and the process can be expanded. Also important is the
process of sharing the improvements that happen over time. As shown by [20], not only
does this process develops the awareness of other co-workers who will recognize the
benefits of the TK, but managers will also have the opportunity to visualize the results
and recognize the efforts of workers.

Regarding combining the TK with other tools/methods, [14–17, 23, 25] discussed
using the Value Stream Method (VSM) to better characterize the current state, list the
problems, and characterize the states to be reached by the improvement team. [25]
argued that continuous improvement is only achieved when the TK is combined with
the VSM. This way, the improvement team can clearly define the organization’s vision
and the strategy to achieve it. This is in agreement with [4], which says that “trying
to implement continuous improvement in an organization without having a clear and
defined vision is like driving your car without knowing your destination: you are only
wasting gas”.

[21] and [22] jointly used the TKwith TRIZ and theAgilemethodology, respectively.
According to [21], by combining the two concepts, the focus of the TK shifts from
minor incremental improvements to continuous innovation. Similarly, [22] combines
the TK with the Agile methodology to reduce uncertainties in organizations’ annual
goal planning. Thus, the TK allows different work teams to be aligned to achieve the
same objective. In addition, short PDCA cycles break the work into small batches, which
provide quick feedback, and rework is reduced to small actions.

[28] applied a Project-based Learning theoretical model to teach Process Design
through TK patterns in a Computer Numerical Control (CNC) Laboratory by Mechan-
ical Engineering undergraduate students. The students use a systematized routine with
small experiments and reflections on the actions performed. [29] combined FailureMode
andEffectsAnalysis (FMEA)with TK. The proposedmethodwas validated in an electric
grill product company. As result, TK changed the way of thinking and it was perceived
by the multifunctional team. [26] used the TK to re-design business processes in a man-
ufacturing company. According to the authors, adopting the TK to complex innovation
projects can achieve remarkable results and might be an alternative to the implementa-
tion of software-related frameworks, like, e.g., SCRUM, particularly in manufacturing
companies that already have successfully applied problem-solving routines.

Most authors cited that TK is often seen as synonymous with a continuous improve-
ment routine. [14] state that routines of improving processes are needed to create clear,
realistic, and reachable targets. Learning from previous experience for improvement is
of great importance in this matter. Similarly, [23] argued that the level of learning and
the continuous improvement process drops to zero if the work team does not establish
challenging target conditions. Thus, it is necessary for everyone involved to change their
way of thinking from the traditional way, in which the more assertive or predictable the
steps, the better, to how it is necessary to use the PDCA method and experiments to
reach the intended results.

The case study of [24], demonstrated that using the TK to improve industrial pro-
cesses allowed the team of workers to end up assuming their routines of continuous
improvement and finding solutions to reach the target condition. In contrast, [19] argues
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that management participation is necessary for the continuous improvement routine to
happen efficiently. It is because the goal of the TK is to run small incremental improve-
ment cycles, and managers often expect a significant change overnight. Thus, everyone
must participate in the process so that expectations are aligned.

Regarding implementation and sustainability of the TK, [20] identified that compa-
nies often pay much attention to the tools instead of the people and how they think. The
author also makes it clear that the focus of implementing the TK must be on people.
In this sense, the author even says that people who are not aligned with the intended
objectives should be disconnected from the organization.

About qualitative data, [15] used the TK in a company to reduce theWork in Progress
(WIP) of a specific production process. As a result, the author highlights that it was pos-
sible to group processes and form a work cell, thus significantly increasing productivity.
[23] used the Improvement Kata approach to analyze and solve a problem in the area of
Occupational Safety and Heath in a unit of the Social Service of Industries. As result,
the error in filling out documents decreased and there was an improvement in lead time.
[24] presents a case study of applying the TK in a wood industry to optimize a work
cell. As a result, the authors highlight that the work team developed a new routine of
continuous improvement and developed their solutions to reach each established target
condition. Thus, they ably reduced the lead time. [17] developed a systematic for imple-
menting Lean Maintenance by associating the five Lean principles with the TK. The
systematic was implemented in a thermoplastics company in the area of road signs. As
a result, it was possible to implement the main lean tools in the maintenance sector in
shorts cycles. [18] used the TK to improve the fuel tank painting process in the motor-
cycle manufacturing industry. In this study, the use of the TK met expected expectations
with a reduction in paint usage, reduction of failures, and development of a routine
of continuous improvement of the employees. [30] applied the TK along with Kaizen
events to improve a restaurant’s processes. This methodology reduced the main impact
of the problem’s effects (such as customer complaints, process reworking, extra-cost,
and delays, among others).

[19] compared and evaluated three methods (TK, daily Kaizen events, and monthly
meetings) to carry out continuous improvement in industries. For this, three sectors of
the wood artifact manufacturing industry were selected. As result, the improvement in
teams’ performance over time was better when using methods in which monitoring took
place more frequently, thus obtaining better performance.

4.2 SWOT Analysis

Table 3 highlights the main results found in the studied publications by a SWOT
(strengths, weaknesses, opportunities, and threats) analysis of the TK approach. The
SWOT analysis is focused on using the Toyota Kata approach in manufacturing sys-
tems as a whole and not focused on solving a specific problem. Many factors influence
(facilitate or inhibit) the use of this approach, such as the creation of an operational
improvement routine, and employee engagement, among others [31]. However, the use
of this approach can be elevated by using strengths, opportunities, and potential obsta-
cles. Based on [32], the following classification was adopted for the SWOT dimensions:
benefits obtained by use of TK (Strengths); potential benefits that can be achieved by the
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Table 3. SWOT analysis results.

Strengths Weakness

- Reduce processing time, WIP, stocks, and
the implementation of a one-piece flow system
[14, 15]
- Generating innovative solutions, decreasing
the effects of psychological inertia, and
offering guidance on where reasonable
solutions can be found [21]
- TK provides focus and organizational
alignment without replanning, teams work in
different obstacles aligned to achieve the same
goal, and short PDCA cycles divide the work
into small batches [22]
- Develop a vision of what is expected [16]
- It’s a new routine of continuous
improvement and developed solutions to reach
each established target condition [24]
- short experiments stimulated improvement
as a routine among those involved in the
process, as it required the participation and
involvement of people to think of innovative
solutions and not just apply pre changes [17,
20]
- To learning by experience and by trial and
error under guidance is most effective in
conveying organizational culture and
developing specific patterns of behavior [31]
- Improves processes and communication
among collaborators [26]

- Lack of direction, non-use of the value
stream mapping tool, and lack of routine
meetings with the work team [25]
- Management often expects a significant
change. However, the approach aims to run
small incremental improvement cycles [19]
- leaders often think that improvements only
happen on the shop floor and do not feel they
need to participate in the process actively
- It is hard for everyone involved to set clear
target conditions at the beginning of the
process [14]
- leaders feel that the benefits of implementing
the TK will bring quick and fast results, when
in fact, the results take some time to appear
[16]

Opportunities Threats

- A form of learning based on constructivism
must be used [20]
- Start small with a pilot group and daily
routines. Employees must be encouraged and
recognized when using the TK routine.
Leaders must participate in the process [20]
- It should be disseminated to all
organizational sectors with training on lessons
learned to ensure its sustainability [20]
- For complete immersion, gamification can
be used to create a type of Lean Game [14]
- can provide benefits in the implementation
of lean service for companies [31]

- Improvements tend to slow down with more
complex challenges [14]
- Accompanied by an increase in the daily
workload and stress [16]
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use of TK (Opportunities); difficulties and/or barriers in the use of TK (Weaknesses);
potential failures/problems caused by the use of TK (Threats). The benefits perceived in
the strengths section, in general, are already known and studied in articles in the litera-
ture. In the opportunities dimension, future research can focus on analyzing the potential
advantages obtained in some areas, such as the implementation of Lean Game/Service.
Moreover, in the weaknesses and threats dimensions, barriers, difficulties, and problems
encountered in TK. These dimensions open a range of possibilities for future research.

5 Conceptual Model

From theSBRandSWOTanalysis, itwas possible to develop afirst conceptualmodel that
connect manufacturing problems with the best combination between the TK approach
and others management approaches. This conceptual model aims to help companies
that want to improve its processes using the TK approach. Figure 2 briefly presents the
training phase, TK patterns, the combination of the TK approach with other tools and
the expected results on the manufacturing environment.

Fig. 2. Conceptual model for implementing the TK approach. Source: Authors

6 Conclusion

This paper aimed to perform a literature review and a SWOT analysis about the use of
the TK to better understand how these concepts are used in practice by organizations
other than Toyota. Following the Systematic Search Flow (SSF) method, it was possible
to understand better how the TK is used in the manufacturing environment. From the
analysis of the studies, it is evident that the TK can be used to improve the efficiency of
production systems. However, to get there, some steps must be taken. It must be clear to
managers that improvements will not happen overnight. It takes time for those involved
to learn and understand the concepts of the Toyota Kata approach. Once the approach
becomes part of the employees’ routine and personal daily lives, the process will become
natural.

The SWOT analysis demonstrated the strengths that allow the achievements of the
benefits provided by the implementation of the TK. The main aspects are processes
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improvements, development of innovative solutions, focus and alignment, new routines
to solve problems, using short experiments, and improvement of communication among
workers. In contrast, theweakness and threats can be a challenge for industries, especially
for those who expect quick results. The conceptual model presented can be used by
companies that want to start using the TK approach combined with other methodologies
to improve its processes.

With this study, it was possible to identify that the TK can and should be used
by organizations that aim to develop a new mentality of problem-solving by workers
to continuously improve its processes. However, the authors recognize that this study
has some limitations, such as: (i) the keyword employed for the literature search phase
may have left the research spectrum too open, especially in the exploratory research
using google scholar, which brought up numerous pages of results, (ii) some works
that only presented conceptual models were left out, but they may also contribute to
the understanding of the subject, (iv) few studies presented discussions about western
companies, and (v) content analysis may generate interpretation bias.
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Abstract. Resource consumption is expected to reach 167 Gigatonnes by 2060
doubling the amount accounted in 2017. More than ever, manufacturing com-
panies are asked to rapidly face this issue to limit their negative impacts on the
entire society. Factories are supposed to act on their internal operating activities to
enhance the quality of both products and processes reducing as much as possible
the industrial waste generated. Among all, the zero-defect manufacturing prin-
ciples represent an opportunity towards this direction, but companies necessitate
to rely on their existing assets, both digital and physical, to create value based
on that. Therefore, this contribution aims to develop an operating database based
on a structured data model enabling to link, and reason over, three main areas
(i.e. material, process, function) influencing the final product quality. These areas
were identified in an already validated ontology, GRACE, considering them as the
key elements to be kept under consideration to evaluate the impacts on product
quality facilitating to make zero-defect oriented decisions. Indeed, the developed
model, to be useable by a manufacturing company, was aimed to ensure to be
data source independent, to embed these four areas, to include all the internal
processes (i.e., pre-assembly, assembly) of a factory, and to transform abstracts
ideas into operative actions. The data model development procedure is described,
and its application was performed in a case study (i.e., an assembly line). This
application enabled to validate it highlighting the key requirements for a discrete
manufacturing company to embrace zero-defect manufacturing.
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1 Introduction

Resource consumption is increasingly rising, supposing to reach 167 Gigatones by 2060
doubling the amount accounted in 2017 [1]. This problem requires to be rapidly faced by
the entire society, and especially by manufacturing companies due to their high resource
intensity characteristic [2] which leads also towards an augment of waste and pollu-
tion generation [3]. Regarding the waste, the enhancement of process quality can be a
great driver towards waste reduction and the concept of “zero defect manufacturing” is
gaining momentum representing a cornerstone in this domain [4]. Actually, the “zero
defect manufacturing” (ZDM) is easily adoptable in discrete manufacturing companies,
advancing the traditional qualitymanagement techniques like Six Sigma and Lean [5]. In
this context, the ZDMconcept relies on a set of inspection activities covering the different
parts of the products to be manufactured [4]. Data collection and management represent
a fundamental element to monitor product and process quality enhancing the company’s
sustainability attitude [6]. Indeed, data mining technique was adopted to investigate and
analyse the causes (e.g. the equipment status) affecting the product quality during the
production process to strengthen the ZDM benefits obtainable by discrete manufactur-
ing companies [7]. Nevertheless, especially in discrete manufacturing companies, data
sources are heterogeneous and complex to be managed in a coordinated way. For this
reason, it is required to reduce the complexity and create interoperable systems enabling
the exchange of the right data, at the right time to provide useful information to end
users based on an appropriate data analysis.

Data collection, analysis and sharing are easily achievable in the contemporary era
thanks to the diffusion of the key enabling technologies characterizing the Industry 4.0
(I4.0) paradigm. Among them, in the context of product quality management relying
on a ZDM approach, a digital twin has been developed based on the R-MPFQ model
(Resource, Material, Production Process, Function, Quality) [8]. This model has been
linked to an ontology developed in a European project “inteGration of pRocess and quAl-
ity Control usingmulti-agent technologies (GRACE)”, whichwas aimed at clarifying the
main entities to be kept into account in integrating process and quality control. The main
gap observed was the difficulty in translating this standard methodology into concrete
actions implementable by a factory by relying on the data gathered from its information
systems. In the European Project QU4LITY https://qu4lity-project.eu/, focused on ZDM
in the I4.0 era, an operative data model has been developed by relying on the already val-
idated ontological model. This model aims at supporting the decision-making process
of both managers and operators facilitating them in performing the proper corrective
actions to improve product quality. This contribution will explain how a holistic seman-
tic data model has been developed and how it can be used to monitor the product quality
and systematically detect the causes fostering ZDM.

The remainder of the paper is structured as follows. Section 2 presents the theoretical
background explaining the MPFQ model in its detail and how it is linked with the
concept of zero-defect manufacturing. Section 3 elucidates the data model development
and application in a concrete case. Section 4 concludes the contribution by highlighting
the main implications to practice and theory underlining the open opportunities based
on the limitations of this research.

https://qu4lity-project.eu/
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2 Research Context

2.1 Quality Management and Zero-Defect Manufacturing

The concept of zero-defect manufacturing is gaining momentum being it considered an
opportunity for factories to create more eco-friendly and more efficient production lines
with zero defects [9]. This is extremely important, especially for discrete manufacturing
companies which are forced to increase the customization level of products ensuring the
quality of both products and processes, thus limiting the products defects [10]. Indeed,
process control and monitoring may empower product quality reducing defected parts
since process degradation andmalfunctions can cause defects on both parts and products
[11]. Actually, zero-defect manufacturing strategies can be of two types: (i) zero-defect
prevention, according to which knowing in depth the production process conditions and
the machine state it is possible to prevent a defect, and (ii) zero defect compensation,
according to which a downstream change of the process is made to avoid reworking
activities [12]. In both cases, information sharing through integrated information and
communication solutions may benefit the efficiency improvement by limiting processes
and products defects, thus enhancing their quality [13].

2.2 MPFQ Ontological Model

As just mentioned, quality management can be highly enhanced by the proper use and
sharing of information and knowledge which can be facilitated by the availability in
factories of integrated and/or interoperable systems [14]. Nevertheless, interoperability
among systems still represents an issue for several manufacturing companies causing
semantic misalignment which indirectly is linked to a limited capability to reuse and
share knowledge in a factory [15]. To tackle this issue, ontologies have been developed
with the final aim to create a common and shared view over knowledge representation
that facilitates the communication among distributed entities [16].

In the context of quality management, an ontology (i.e. GRACE ontology) has been
developed, that aimed at covering the knowledge about the resources in production lines,
the production process, and the testing of the produced products to link this knowledge
with the distributed quality controls [17]. Based on this ontology, to furtherly focus the
attention on product quality, the MPFQ model has been created, which stands for Mate-
rial, Process, Functions and Quality, covering the key areas influencing product quality
[18]. Recently, it has been added the R of Resources to the MPFQ model, considered
as the industrial assets required to produce the products, to differentiate the industrial
assets from the other elements included in the model [8].

Although the ontology generated represents a comprehensive picture supporting
knowledge sharing for quality management issues, its concrete operationalization is still
missing. Therefore, based on this generated and validated scientific knowledge, a rela-
tional datamodel has been elaborated in this contribution to overcome the key limitations
emerged so far. This model has been developed by operationalizing the ontology so far
created with the final goal to enable the exploitation of data coming from the factory
information systems to take informed decisions.
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3 Data Model Development and Application

The R-MPFQ modelling approach has been used in the QU4LITY project with the goal
to model assembly and quality processes by using, as pilot, the Lodz Dryer factory of
Whirlpool (WHR). The first main action of the QU4LITY WHR team was to map the
WHR Lodz Dryer factory assembly processes and the final product to understand where
and how the R-MPFQ model could be generated. Starting from the bill of material
of a dryer and the experience of the quality team of the Lodz factory, the dryer was
decomposed into six sub-units, and then the relations between components of each
sub-unit were identified. The assembly process mapping aimed not only to model the
organization (sequential or parallel) of the final product as well as the sub-units assembly
processes but also to organize how the processes and related operating resources are
harmoniously structuredwithin the assembly sequences and how the “Function” element
is generated. This aspect is very important for theQU4LITYproject because it represents
what a customermainly perceives from a dryer, either in a positive or negative sense. The
outcome of this activity has been the MFQ model of the product itself, which represents
the key element on which the entire operational modelling is based.

Figure 1 represents the MFQ model of a dryer where rectangular boxes are the main
functional units of a dryer (M), the orange hexagons show some Quality indicators (Q),
the light blue hexagons are the external elements and the arrows are themain functions (F)
generated by each functional unit. To report an example explaining the functional model,
the Quality element “noise” is generated by the air flow, mechanical and hydraulic sub-
units of the dryer, while the chassis has the function of stopping or reducing the noise. If
“noise” is perceived as a critical aspect for customers, it means the previously mentioned
sub-units should be investigated deeper to find out the key elements in terms of material,
process or function that allow reducing noise and achieving zero-defect manufacturing.
A detailed graph was implemented for each sub-unit of the dryer.

Fig. 1. Functional model of a dryer
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The next step was the creation of the R-MPFQ model for the dryer and all its sub-
units. Figure 2 depicts a small part of the developed model referring to the heat pump
sub-unit where the different colours of the boxes represent the four elements of the
model. For instance, the compressor (M) is placed on the silent block (M) by the pick
and place process (P). The function (F) of the silent block serves to hold the compressor
and to reduce the noise (Q) of the compressor that, on the contrary, generates noise (Q)
and consumes energy (Q). The pick and place process may impact on the noise if the
compressor is not properly assembled on the silent block. All these Quality elements
(noise, energy consumption, leakage) are measurable during the assembly process.

Fig. 2. MPFQ model of heat pump sub-unit

Along with the creation of this model, it was needed to define the data ontology
model able: (i) to represent the R-MPFQ model; (ii) to represent any type of assembly
process, pre-assembly, testing, typology of resources, type of operations, etc.; (iii) to
turn in an operational object capable of transforming logical abstraction concepts into
concatenations of events and data; (iv) to transform the information in a “standard”
format. Therefore, to ensure all these issues, the team started to create the relational
database from the ontological model of manufacturing developed under the project
GRACE [17]. This model was deeply analyzed to check if it was able to represent
all the requirements listed before. A revised ontology model was defined integrating
new concepts in the initial one, such as “Measure”, “Resource” or “Function”, based
on other existing IOF ontologies (link). In parallel, based on this ontology, a relational
database operative for the factory was developed. The result was the development of
an ontological model represented by the graph in Fig. 3 which has been “transformed”
into relational entities [19], representative of reality. This “transformation”means giving
each entity an operational value and transforming abstract entities into physical entities
clarifying the relations among them based on normalized information.
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Fig. 3. The final ontological data model

Once the relational data structure and its alignment with the ontological model have
been finalised, the description of all the parts that compose the assembly process started
and, in particular, the following entities were defined and related:

– Journal: it describes the production of a product instance belonging to a production
order executed in the assembly line.

– Journal Details: it describes the execution of an operation by a single station.
– Operation: a job executed by one resource.
– Process: a single process composing an operation.
– Resource: an asset that can perform a certain range of processes.
– Function: a feature of the product or the process that can be measured.

The relationships were defined based on the ontological model and this composition
of the entities led to the development of two types of representations: the “Static” one,
where the system is described by the relations between the entities, and the “Dynamic”
one, which enables to correlate and associate the events that occurred during the exe-
cution of the single process along a timeline. This correlation is possible thanks to the
information about the connection with the production tracking. The product tracking
hence is easily linked to process and product measures.

Once the series of tables representing ontological entities were developed and their
links were defined, the relational process was then translated into a relational database
system. In particular, by introducing the R-MPFQ model fused with Autonomous Qual-
ity (AQ) control loops in production, it was addressed unresolved problems in the vertical
integration of data management (from data gathering to visualization and decision mak-
ing), enabling a holistic vision to be achieved. To this end, a set of solutions (see Fig. 4),
namelyQU4LITYCloudSolutions,were built to provide a seamless solution to exchange
data using the R-MPFQ ontology model, enabling a semantic enriched data exchange
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from on-premises data lakes to enable the Cloud Data Storage using a time-based app-
roach: QU4LITY Cloud Bridge and Q-Ontology Enabler. The former, QU4LITY Cloud
Bridge, built on top of Node.js and Sequelize (an open-source ORM Object/Relational
Mapper), offers a REST API layer to ease the interfaces between R-MPFQ relational
database and other processing and visualization components within the pilot, taking
care of any data decoding/encoding needs (i.e. IEEE754 data encoding). The latter, the
so-called Q-Ontology Enabler, consisting of a set of scripts built with Python, delivers a
powerful tool to enable semantic interoperability between legacy data and newly engi-
neered R-MPFQ Ontology with extreme ease. Indeed, thanks to the ontology built, only
input data format has to be mapped for the scripts to work.

Fig. 4. QU4LITY Cloud Bridge and Q-Ontology Enabler positioning

Subsequently, to support the decision-making on the shopfloor, a dashboard
QU4LITY trend cockpit was developed as a Web-based application to query the
QU4LITY cloud bridge and report the measurements and the results according to the
relations defined with the R-MPFQ model. Thanks to this implementation, it is possible
to carry on some R-MPFQ analysis starting from the selection of a Quality indicator,
then of a material or a process looking at a certain timeframe as visible in Fig. 5. In the
example, the end-user is interested in investigating the energy consumption of the drum.
The application, leveraging on the R-MPFQ model and the related database, can show
all the materials, functions and processes/resources involved in the energy consumption
of the drum.

Then, the end-user can select an item and can analyze the data collected as shown
in Fig. 6, where the data about drum concentricity are plotted and the relative CPK
(Process Capability Index) is assessed. In the same way, the end-user can retrieve data
about processes or functions and find out trends or critical values impacting the Quality
of the final product negatively.

The Qu4lity trend cockpit, integrated with the R-MPFQ model, the ontology data
model and the operative relational database, allows the autonomous ZDMwhich entails
humans in the loop. Therefore, different stakeholders’ profiles such as Quality manager,
product development team and industrial engineer can exploit this Quality system to
make fast and effective analysis on production and process quality, to correlate con-
sumers’ needs with products and processes quality metrics and to take decisions based
on data and trends. This advancement was possible thanks to the transformation of the



670 C. Turrin et al.

Fig. 5. QU4LITY trend cockpit interface

Fig. 6. Data analysis

R-MPFQ model from an abstract model to an operating one as integrated into the onto-
logical model. Usually, for companies, the measurements are associated “vertically” to
specific parameters of specific objects. In an ontological model, the measurements may
be considered as enlarged covering a broader area, thanks to the correlations established
among entities both directly and indirectly. Indeed, the measurement of an element
means to measure a chain of process elements and functional elements that enable to
reach a certain result, which is possible thanks to the new developed model.

Additionally, on one side, the manufacturing sector does not use the functional
model of the product represented as composed by elements of varied nature (mechanical,
hydraulic, electric, etc.). This functional model hence has never been used as a lever, in
the manufacturing world, to understand how good the product production is and thus,
this operational model facilitates the opening towards this direction. On the other side,
also quality management is still limited to only part of the parameters which might be
explored thanks to this model. Indeed, sophisticated data analysis tools such as neural
networks should be used for issues like the monitoring of those parameters enabling to
make the manufacturing company knows what makes the final customer be satisfied or
dissatisfied referring to the production process.
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4 Conclusions

This contribution enabled to highlight the main challenges that might be faced when an
ontological model needs to be concretely adopted by an industrial company and thus, it
needs to be transferred into an operational data model highlighting also the key benefits.
More specifically, considering that ontologies are created to develop standards aiming
at facilitating systems interoperability and thus, knowledge sharing within the factory
boundaries, these must be easily adoptable by companies and need to be transferred into
their industrial contexts. Therefore, the transformation process, required to generate a
data model starting from an ontological model, is deeply described in this contribution
with the aim to share the knowledge on how to develop a solution enabling to exploit
the data collected from heterogeneous data sources characterizing many manufacturing
companies. Such a process required the involvement of a team with different knowledge
on products and processes of Lodz Dryer factory, on ontologies definition, and on data
models and relational database development. The close collaboration of the team was
mandatory to achieve this result.

Last, the final operational data model is under validation by WHP in the Lodz Dryer
factory. As highlighted in the application part of this contribution, it should facilitate
the analysis of the data collected from the assembly lines with the ultimate goal to take
corrective actions on the shop floor by acting directly on those, often hidden, elements
influencing customers’ perspectives. The first results are very promising and based on
these tests, WHPwill decide to extend this methodology into other factories of its group.
Moreover, an additional user-friendly application is under development with the aim to
support operators in their daily activities reaching zero-defect manufacturing.

This research was funded by the European Project QU4LITY (GA. 825030) https://
qu4lity-project.eu/.
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Abstract. Model-Based System Engineering (MBSE) supports the conceptual-
ization of systems, proposes independence between knowledge conceptualization
and tools, and fosters reusability and interoperability. There are several research
works oriented to define ontologies in the manufacturing domain, but only a few
consider their use in an Ontology-based Engineering (OBE) perspective, or con-
sider a framework to manage the whole lifecycle of the models in supporting
software tools.

Models for Manufacturing (MfM) is an OBE methodology which helps to
define and manage ontologies to capture not only explicit domain knowledge,
but also implicit and tacit knowledge from domain experts, which are crucial
for design and decision support tools. The ontology models lifecycle is managed
through a Model Lifecycle Management (MLM) system where the tool agnostic
MfM metamodels are implemented.

This paper shows the implementation of one of the MfM metamodels, the
Scope metamodel, in a commercial software tool which covers one of the MLM
main functions, the editing function, and demonstrates the ontology scope model
definitionwith an example. The purpose of this evaluation is to demonstrate that the
MfMmethodology canbe applied to a largely used standard language implemented
in COTS (Commercial Off-the-Shelf) tools.

Keywords: Models for Manufacturing (MfM) ·Model Lifecycle Management
(MLM) · 3-Layer Model (3LM) · Ontologies ·Manufacturing modelling

1 Introduction

In order to secure a short time-to-market, products and manufacturing systems need
to be designed collaboratively in a shorter time, often reusing existing product designs
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and industrial resources. Ontology-Based Engineering (OBE) emerges as a new app-
roach from earlier Knowledge-based Engineering techniques thanks to the technologi-
cal advancements in computer science. This allows to enhance multidisciplinary design,
realistic simulations and trade space exploration of complex systems.

Models for Manufacturing (MfM) is a recent OBE methodology [1] for defining
and replicating data, functions and behaviors of complex manufacturing systems using
computer-aided graphical modelling authoring tools. It is derived from the concept
of MBSE methodology, using models and their associated behavioral abstraction for
enabling a more robust engineering definition [2].

Different tools, languages and formalisms can be used to design and develop ontolo-
gies [3]. MfM methodology fosters the design of ontologies not only to capture explicit
domain knowledge, but also implicit and tacit knowledge from domain experts. This
crucial part of the conceptualization process needs to be well addressed, in order to
enable intelligent design support tools development in its full potential, and use them in
complex system design processes.

MfM methodology proposes a 3-Layers Model (3LM) architecture, which is
described in detail in Sect. 2.1. It consists of a Data layer, an Ontology layer, and a
Service layer, where the Ontology layer is the core, and where knowledge is captured
and managed through four model types: Scope model, Data model, Behavior model and
Semantic model. The authors have published several research papers for modellingman-
ufacturing systems in the aerospace industry using MfM methodology [4–6], including
functional and data models deployed using data structures available in commercial PLM
systems [7]. Nevertheless, MBSE implementation challenges in lifecycle management
systems still need to be covered [8].

The lifecycle of the ontology models created using MfMmethodology are proposed
to be managed through a Model Lifecycle Management (MLM) system, implementing
the MfM metamodels defined for each type of model independently of any commercial
software tool and modelling language [9]. Further details of MfM metamodels can be
seen in Sect. 2.2.

The five basic functions of an MLM system, based on a PLM system, are [10, 11]:
editing or visualizing, vaulting, workflow management, configuration management and
interfacing to other systems. This paper demonstrates the Scope metamodel implemen-
tation in UML standard and in Dassault Systems commercial software MagicDraw,
to evaluate it regarding MLM editing functionality. The purpose of this evaluation is
to demonstrate that the MfM methodology can be applied to a largely used standard
language implemented in COTS (Commercial Off-the-Shelf) tools.

The Scopemodel of the Industrial SystemDesign (ISD) ontology, which was created
to support the industrial system reconfiguration in concept phase [12], will be reused
as an example to demonstrate the MLM toolset implementation in MagicDraw. A sim-
ilar implementation can be done for the rest of the metamodels supporting the MfM
methodology, and will be part of the future work. The next sections are structured as
follows: Sect. 2 provides an overview of MfMmethodology and the details of the Scope
metamodel; Sect. 3 describes the Scope metamodel implementation in UML standard



Evaluation of a Commercial MLM Tool to Support MfM Methodology 675

and MagicDraw tool; Sect. 4 shows the ISD scope model as example model in Magic-
Draw; and Sect. 5 discusses the commercial software solution used asMLMand outlines
further work to be done.

2 Review of Models for Manufacturing (MfM) Methodology

2.1 3-Layers Model (3LM) as Framework

Models for Manufacturing methodology described in [1] is based in a 3-Layers Model
framework as shown in Fig. 1. The 3LM guarantees the independence between the three
layers, holding Service Layer, Data Layer and Ontology Layer isolated from each other.

Fig. 1. 3-Layers Model (3LM) framework.

Each layer collects the same type of items. The Data layer collects all the informa-
tion in terms of databases and interfaces: legacy databases related to legacy software,
commercial software databases, clouds, data lakes and many others. The Ontology layer
holds the Company knowledge in the form of scope, data behavior and semantic models,
and will be described in detail in Sect. 2.2. The Service layer holds the software services,
legacy or commercial, like authoring tools, simulation tools, visualizers, data analytics
services, dashboards, and space design exploration tools.

The ontologies in the Ontology layer are created using four model types: Scope
model, Data model, Behavior model and Semantics model. The first step is to create the
Scope model, which defines the limits where the ontology is valid and contains all main
objects of the Data model and system behavior.

The next step is to create the Data model, which defines the information managed in
the selected scope. The Behavior model comes after, defining the system behavior for
simulation. Finally, a Semantic model is created to support the Data model instantiation
with real data coming from different databases, different languages or formats.

2.2 MfMMetamodels

The MfM methodology follows a set of golden rules:

• MfM methodology is agnostic against tools, and does not define any preferred tool.
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• MfMmethodology encourages tools with easy to write models and very easy to read,
understand, share, and discuss by skilled engineers on the topic.

• MfM methodology encourages a mechanism to manage the model’s lifecycle,
configuration and effectivity using PLM tools to fulfil this requirement.

To fulfil these rules, all the concepts of the ontology layer models have been for-
malized in metamodels using the Meta-Object Facility (MOF) standard from the Object
ManagementGroup [9]. The ScopeMetamodel, DataMeta-model, BehaviorMetamodel
and SemanticMetamodel have been defined in a first version, as well as the relationships
between them [13]. The metamodels do not include information related to the diagrams
visualization (positions of elements, size, etc.).

The formalization of all the ontology layer concepts became evident when a Model
Lifecycle Management (MLM) was proposed to support MfM method implementation.
The MLM would allow each instantiated concept to change and evolve during a project
or use case development, managing the life cycle not only of the objects of the different
use cases (the models), but also of the formalized concepts independently. The Scope
Metamodel, object of this paper for implementation in a commercial MLM toolset, is
detailed in the next subsection.

2.3 Scope Metamodel

The Scope model contains the definition of the main system functions and main data
objects. Figure 2 shows the metamodel for the Scope model (‘scope’ package). The
root class of the ‘scope’ package is “ScopeModel” which is composed of a main ‘root’
activity that is decomposed into sub-activities.

The “Activity” concept defines the system functions or activities performed; “Means”
concept defines the resources or means needed and used for realizing an “Activity”;
“DataObject” concept (from the ‘data’ package) contains the data objects required
(‘input’) or produced (‘output’) by activities.An “Activity” class can be a “ComposedAc-
tivity” (see ‘parent’ and ‘child’ roles) or an “ElementaryActivity” (an activity without
children; from the ‘behavior’ package). The latter is a key concept in the MfM Behavior
metamodel.

An Activity may require different “Means” for its realization. Sometimes, the differ-
entMeans that are used in sub-activities can be grouped in a singleMeans, easier to asso-
ciate with the parent activity. For example, ““CAx” (Computer-aided technologies)” can
be used to group ““CAD” (Computer-aided design)”, ““CAD/CAM” (Computer-aided
design/manufacturing)” and ““CAPP” (Computer-aided process planning)” systems. On
the other hand, a DataObject can belong to an aggregate set of objects (‘parent’-’child’
relationship) or have some other types of relationship with other objects (role ‘related’
in Fig. 2).
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Fig. 2. Metamodel of the Scope model.

3 Scope Metamodel Implementation in MagicDraw

3.1 Context

UML is a modelling language of general purpose defined by OMG group [14] used to
specify and document the elements of systems to be used across application domains
and platforms. It is widely used in industry and academia as the standard language for
describing software systems.

As described in Sect. 2.2, MfM metamodels are described in MOF (MetaObject
Facility), to ensure a language and tool-agnostic application ofMfMmethodology.MOF
is a standardized description of metamodels, foundation of OMG industry-standard
environment [15]. As UML language is MOF-based, we can implement MfM MOF-
metamodels in UML language.

MagicDraw commercial solution implements UML standard profile, and provides
means to adapt domain-specific profiles using a DSL engine, making it possible to create
custom diagrams and specification elements [16]. In projects created by the modelling
tools developed by Dassault Systèmes, the UML model is an implementation of the
OMG UML 2.5.1 metamodel, covering the whole UML specification and also extends
it by introducing some additional Elements (like Diagram) [17].

3.2 Implementation

The implementation proposed for the Scope Metamodel in UML 2.5.1 specification
is described in Fig. 3. In UML 2.5.1 metamodel, an “Activity” is a kind of Behavior
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that is specified as a graph of nodes interconnected by edges. A subset of the nodes
are executable nodes that embody lower-level steps in the overall “Activity”. “Object
nodes” hold data that is input to and output from executable nodes, and moves across
object flow edges. Control nodes specify sequencing of executable nodes via control
flow edges. Activities are essentially what are commonly called “control and data flow”
models. Such models of computation are inherently concurrent, as any sequencing of
activity node execution is modelled explicitly by activity edges, and no ordering is
mandated for any computation not explicitly sequenced [14]. This is the reason why the
Scope Metamodel “Activity” is implemented in UML “Activity” Metaclass.

Fig. 3. Mapping between Scope metamodel and UML Activity syntax.

The “Means” concept in the Scope Metamodel defines the resources or means used
for realizing an “Activity”, and can be represented by any “Type” which is a generic
UML metaclass grouping the classifiers used as type for a parameter defined as input or
output of anActivity. The same rationale can be applied to the “DataObjects” in the Scope
Metamodel, thereforewe propose the same representation. Finally, the ScopeMetamodel
“ScopeModel” is proposed to be implemented as a UML “Package” Metaclass, in order
to contain all the scope model knowledge and information.

4 Example of Scope Model in MagicDraw

To illustrate an MfM ontology model in MagicDraw, we will use the Industrial System
Design ontology (ISD ontology) which has been presented by the authors in previous
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work to support the Industrial System Design in the concept phase [13]. In this previous
work, the scope models were described using RAMUS software and IDEF0 modelling
language [18] implementing MfM Scope meta-model in the scope models shown in
Fig. 4.

Fig. 4. ISD ontology scope models from previous work, with knowledge represented in IDEF0.

The knowledge in the scope model of the ISD ontology is now modelled in Magic-
Draw with UML, following the Scope Metamodel implementation defined in Sect. 3.2.
In the ISD ontology, the scope is the activity “Create Conceptual Industrial System
Design” of the industrial system design process. Figure 5 shows this top level activity,
which is a Composed Activity of MfM Scope Metamodel.

Fig. 5. Top-level Activity diagram “Create Conceptual Industrial System Design”.

The activity receives as input the “As-Designed Product Structure”, “Existing Indus-
trialResourcesStructure”, “Companymethods&procedures” and the “Industrial System
Requirements”, which are DataObjects of MfM Scope Metamodel. It also receives as
input the “PLM systems” and “OBE systems” supporting the activity, which are Means
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in the MfM Scope Metamodel. The activity provides as output the “As-Planned Product
Structure”, the “Build Process” and the “Industrial Resources Structure”, all of them
DataObjects of MfM Scope Metamodel.

The white-box activity diagram of “Create Conceptual Industrial System Design”
activity is shown in Fig. 6, with the following Elementary Activities ofMfMScopeMeta-
model: “Reuse & Modify Product Elementary Objects”, “Define, Reuse & Modify Pro-
cess Elementary Objects”, “Define, Reuse &Modify Resource Elementary Objects” and
“Generate Optimal Process Sequence”.

Fig. 6. Activity diagram “Create Conceptual Industrial System Design”.

The activity “Reuse & Modify Product Elementary Objects” uses the “As-Designed
Product Structure” input to define the Product Elementary Objects which are the first
product split including interfaces. They are received as input in the activity “Define,
Reuse & Modify Process Elementary Objects” which provide the Process Elementary
Objects needed to manufacture, assemble or transport each Product. A Product Change
Request can be sent back if no process can be defined for a given product.

TheProcessElementaryObjects are received as input in the activity “Define,Reuse&
Modify Resource Elementary Objects” defining the Resource Elementary Objects from
the existing industrial system capability to fulfill the processes. A Process Change
Request can be sent if no resource can fulfill the process.

The three sets of elementary objects are received as input in the activity “Generate
Optimal Process Sequence” where different process sequences are generated and opti-
mized considering business rules and precedence constraints. This activity provides the
final outputs “As-Planned product structure”, “Build Process” and “Industrial Resources
Structure”.

5 Discussion and Further Work

Models for Manufacturing methodology aims to be an agnostic methodology success-
fully applied in different industrial and non-industrial cases for ontology-based engi-
neering. The MfM metamodels define an independent link with any modelling software
covering as minimum MfM metamodels.

To support the lifecycle of the MfM models and to establish a collaborative envi-
ronment, an implementation in UML 2.5.1 standard enabled by MagicDraw software
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was shown covering all concepts of the Scope Metamodel. An example has been made
with the ISD ontology, showing the knowledge captured in previous scope models now
captured using MagicDraw. As a general conclusion MagicDraw may be used to cover
MLM function of editing or visualizing to support the MfM method of the knowledge
contained in a scope model. Nevertheless, the UML implementation enabled by Magic-
Draw can only be effectively used to model the Scope, complementing the implemen-
tation with a specific extension that allows to effectively capture the different semantics
of the DataObjects and Means.

Further work will focus on this extension though a stereotype of UML to improve
the Scope metamodel implementation. This will allow the use of MagicDraw as editing
software for MfM scope models in different use cases. The same exercise will be made
for the rest of the metamodels supporting the MfM methodology, in order to enable a
wider implementation of MfM methodology in different industrial cases.

Acknowledgement. The authors would like to thank Sevilla University, Airbus andM&MGroup
colleagues for their support and contribution during the development of this work.
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Abstract. Batik production processes use large quantities of water that are cur-
rently not evaluated. The Indonesian government has set the direct water use
standard in the batik production process, but a method for assessing this water use
indicator is needed. In this paper, we report work on developing an approach for
assessing water used in the batik production process as an integral part of the batik
fabric design process. The input parameters used in the approach are available in
the design process, while the output parameter is the total direct water used in the
production process of batik fabric made using a batik design. Three batik fabrics
with different designs were selected as a case study. The production process model
of the three designs was developed and implemented in a discrete event simulation
software package. To validate the simulation results, data related to water use in
batik production from batik factories were obtained using an online survey. The
output of the proposed approach can be used as data for water use analysis to carry
out process improvement in batik production processes.

Keywords: Water use assessment · Batik production process · Product design

1 Introduction

Batik production is a wet textile process. Over 47,000 manufacturers undertake batik
production in Indonesia, spread across 101 industrial centers [1]. Although most are
small and medium sized enterprises, they make a significant contribution to Indonesia’s
economic development [2]. However, the batik industry uses large quantities of water
that currently are not evaluated [3]. In response, the Indonesian government proposed
green industry standards for the batik industry in 2019. These include two indicators of
water use: direct water use and wastewater reuse ratio [4]. The unit used for the indicator
of direct water use in the production process is liters of water per square meter of fabric
per color (l/m2/color). Therefore, the mechanism used to assess the direct water used in
batik production must consider the fabric design.

The literature on sustainablewater use highlights severalmethods for assessingwater
used in manufacturing processes [5]. The goal of these methods is to identify potential
improvements for stakeholders and decision-makers [6]. However, current methods sup-
port neither the operational assessment of direct water use in batik production nor the
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evaluation of alternative scenarios to reduce water use considering product design, and
production order and planning issues such as production volumes. This paper reports
research on developing an approach to assess water used in batik production that is
specific to each batik fabric design based on operating conditions at the design stage.
The remainder of this paper proceeds as follows. Section 2 provides a literature review
concerning the characteristics of batik production processes and previous research on
water use in the textile processing industries. The proposed approach, which is evaluated
through a single case study, is introduced in Sect. 3, while Sect. 4 presents a discussion
of the results. The conclusion is provided in Sect. 5.

2 Literature Review

2.1 Characteristic of Batik Production Processes

The batik production process produces colored and patterned fabric called “batik fabric”.
The design and manufacture of this fabric is both an art and a craft, and part of an
ancient tradition [7]. Batik fabrics are made with the wax-resist dyeing technique which
forms pattern motifs by applying wax and dyes to the fabric [8]. A batik design is
characterized by its color, composition, and pattern. Batik patterns have hundreds of
variations and unique features [9] and can be applied to various types of fabric. However,
cotton fabric is more commonly used [10]. The main auxiliary materials used in the
batik production process are wax and dyes. Batik wax is made of ingredients including
residues of pine-gumdistillation, resin fromShorea Javanica, paraffin,microwax, animal
fat such as Kendal which is fat from cows, coconut oil, beeswax, and lancing wax
[11]. Based on the tools used for applying hot wax, batik fabrics are divided into three
types: written, stamped, and combination. As regards dyes, two types of dye are used:
synthetic and natural. Most batik manufacturers prefer synthetic dyes because natural
dyes do not have asmuch color variation and have longer processing times [8]. Data from
several studies suggest that the most widely used synthetic dyes in the batik production
process are Remazol, Naphthol, Indigo Soluble, Direct, and Reactive [2, 12]. Other
auxiliary materials for producing batik fabrics are soda ash (sodium carbonate), water
glass (sodium silicate), sulphur, and chlorine.

Batik production consists of three main processes (dyeing, waxing, and dewaxing)
and three additional processes (fabric preparation, bleaching, and finishing). Dyeing is
a process in which color is transferred to the fabric to add permanent and long-lasting
color. The dyeing process can be carried out with various dyeing techniques such as
dipping, smocking, dabbing, spraying, and painting. More than one color can be applied
to the fabric in each dyeing process, depending on the color combination in the product
design. Waxing is a process in which hot wax is applied to fabric to prevent dye from
penetrating, and so color change in, areas of fabric which are covered by wax. Dewaxing
is the process for removing wax from the fabric by dipping it in a vat of boiling water that
melts the wax. The rinsing process is carried out in the process of dyeing and dewaxing.
This process is also done in fabric preparation, bleaching, and finishing processes. The
batik production process can be started from either the dyeing or waxing process. In
addition, the dyeing, waxing, and dewaxing processes can be repeated several times
to form a finished batik design [13]. The source of water used by most Indonesian



An Approach for the Assessment of Water Use in Batik Production 685

batik manufacturers is groundwater. Water is used in every stage of the batik production
process except waxing. Most water used in the batik production processes is discharged
to rivers as wastewater, while water absorbed by the fabric evaporates in the drying
process. Visually, wastewater produced in the batik production process has color and is
highly polluting due to synthetic dyes and other chemical materials [14].

2.2 Water Use in the Textile Processing Industries

A large and growing body of literature has investigated water use in the textile pro-
cessing industry because it not only uses a large amount of water but also is one of the
main producers of industrial wastewater in many countries [15]. Hussain and Wahab
[16] categorized research on water uses in the textile industry into wastewater treat-
ment and reuse, production equipment, process and chemical innovations, and advanced
water analysis and saving tools. A considerable amount of literature has been published
on wastewater treatment and reuse in textile processes, including the batik production
process [13]. These studies propose several possible treatment processes for wastewater
including physical, oxidation, and biological methods [17]. Further work reports meth-
ods for managing water use in textile processing through innovations; however, capital
investment is identified as a central barrier for applying these methods [16].

Meanwhile, methods used for analyzing water use in textile processes are life cycle
assessment (LCA) and water footprint assessment [16]. LCA focuses on identifying
potential environmental impacts due to water use, while the water footprint assessment
method is used to quantify the volume of water needed to produce a product [18, 19].
In the water footprint assessment method, a product’s water footprint is divided into
three components: green water, blue water, and grey water footprints. The green water
footprint is the volume of rainwater consumed during the production process [20]. In
the Indonesian batik industry this is not considered unless rainwater is used as a water
source. The blue water footprint is the amount of surface and ground water used in
the production of the product and disposed of as wastewater. Finally, the grey water
footprint is the theoretical volume of water required to dilute a critical pollutant load
to meet water quality standards [19]. The total water footprint of a product includes
its direct and indirect water footprints [19]. The direct water footprint is the volume of
water consumed or polluted when producing a product, while the indirect water footprint
refers towater consumed to produce rawmaterials and energy for the production process,
sometimes referred to as virtual water [19, 20]. However, the grey and indirect blue water
footprints were out of scope in this research.

The water footprint method has been applied to a number of textile applications. For
example, Chico et al. [21] calculated the total water footprint of a pair of jeans based
on the types of textiles and production methods. Zhang et al. [22] used it to evaluate the
total water footprint of three kinds of zipper. Handayani et al. [10] examined the total
water footprint of a natural-colored batik fabric. Other authors investigated the total
water footprint in the ready-made garment (RMG) production in Bangladesh [23]. In
addition, Wang et al. [24] introduced a methodology of water footprint assessment for
the Chinese textile manufacturing sector. They calculated the blue water footprint by
summing the volume of freshwater appropriated in all processes. In contrast, Lévová
and Hauschild [25] developed a method to calculate an impact score for water use
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based on LCA. In quantifying the amount of water used in the production process, this
method considers the negative effects of removing the water from the water source,
changing water quality, and causing a time delay between extraction and discharge.
This model was applied in the textile industry to select the production site and the type
of chemicals and was also employed in a study by Nursanti et al. [26] to assess the
impact of water use in a batik factory. However, these studies did not consider the use of
water in the production process and the characteristics of the production process system
in detail based on operating conditions. These studies also did not evaluate different
what-if scenarios for reducing water use that considers product design, production order
and production planning, such as production volumes. Adjusting production orders and
production plans are practiced to reduce water use [22].

3 Proposed Approach

3.1 Research Methodology

An inductive methodology was used to identify requirements (Sect. 3.2) for the pro-
posed approach. These informed the development of a conceptual model (Sect. 3.3) of
the production process for the three batik designs that were selected as case studies.
The WITNESS discrete event simulation system was used to implement the conceptual
model (Sect. 3.4) and enable the quantification and visualization of direct water use.
For validation, outputs of the approach were compared with data on water use in batik
production from factories in Central Java, Indonesia, obtained with an online survey.

3.2 Requirement Definition

The purpose of the proposed approachwas to assess directwater used in batik production,
based on operating conditions, at the design stage. This allows water to be incorporated
into the design assessment process and provides opportunities for identifying process
improvements. Using the approach, experiments with alternative production scenarios
can be carried out to explore how they affect water use. The input parameters used in this
approach were the information available during the design process of a batik pattern and
its production process, including the type of batik, production process flow, techniques
used in each process, and the dye used in each dye application process. Three batik
fabrics with different designs were selected as case studies, as shown in Fig. 1. The
first design is a written batik fabric [27], the second is stamped [28], and the third is a
combination fabric [29]. The first design was a traditional one, the second modern and
the third a combination of the two. Data to support the model, including water used in
each process and the size of each batik fabric, was gathered from a previous study by
Nursanti et al. [26]. Each piece of batik fabric was 2.75 m long and 1.15 m wide. The
volume of water used in the dye application and color fixation was assumed to be the
same for all types of dyes and dye application techniques and used to process one piece
of fabric. This assumption was made due to data availability. In addition, the number of
pieces of equipment used in each process was assumed to be one except for the rinsing
process in the dyeing and dewaxing processes which use two water tubs.
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Fig. 1. (a) First batik design; (b) Second batik design; (c) Third batik design

3.3 Conceptual Model

The conceptual model presents the batik production processes as described in the lit-
erature review; the production process of batik fabric varies depending on the pattern
made. The process flow for each dyeing process also varies depending on the technique
and dye used. In addition, the model shows in detail the processes in batik production
that use water. The conceptual model is shown in Fig. 2. There are three production
process flows in the model: one for each of the three batik designs. Waxing, dyeing,
and dewaxing processes are carried out several times. The bleaching process is carried
out to produce the second batik design. In processes that use water, water was added
and discharged each operation. The volume of water for wetting, rinsing, bleaching, and
wax removal is the capacity of equipment used, which can be used to process more than
one piece of fabric. The number of fabrics processed or the batch size in each operation
varies. The water used in each operation is discharged if it is concentrated due to dyes,
waxes, and other substances that dissolve.

3.4 Implementation

The model of the batik production was implemented in the Witness discrete event simu-
lation package. The production flow for each design was defined by the routing through
the different processes. The routing of the different fabrics as they proceed through the
various processes was controlled by the input/output logic at each production stage. The
model was run until all pieces of fabric were processed into the final products. It was
run 100 times for each case study with different production volumes and batch sizes.
Together with the production process flow of the case study, the production volume and
batch size were defined and set up each time the model was run. The production volumes
used ranged from five to one hundred pieces of fabric. One of a range of batch sizes (10,
20, 30, 40, and 50 pieces of fabric), which is the number of pieces of fabric processed
per operation at the workstation for wet, rinse, bleach, and remove wax, was used in
each simulation. The volume of water for each process used was from Nursanti et al.
[23].

The simulation results for all three batik designs are shown in Fig. 3. Figure 3(a)
presents water use to produce one piece of batik fabric for each specified production
volume and batch size per operation. It can be seen that water used to produce a piece
of batik fabric decreases if the production volume increases and the production volume
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Fig. 2. Conceptual model

exceeds the number of pieces of fabric processed per operation at each workstation. In
addition, the total water used graphs that are presented in Fig. 3(b) indicate that there
are fixed, semi-variable, and variable water uses. Fixed water usage is the volume of
water used for a given operation regardless of production volume. Semi-variable water
use is fixed for a given production volume but increases when that production volume
is exceeded. In contrast, the variable water use is water that fluctuates with production
volume. The total water use from this assessment can be used as input data to analyze
the water use of a batik design.
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Fig. 3. (a) Water use per piece of fabric; (b) Total water use if the batch size per operation is 30
pieces of fabric (the fabric size is 2,75 m long and 1,15 m wide)

4 Discussion

Figure 4 presents the water used to produce one square meter of batik fabric based on
the simulation and survey results. Since the size of the fabric used in batik factories
varies, the unit of fabric used to present the data in the figure was the square meter. The
data obtained from the survey was the average water use per day, the average production
volume per day, and the type of batik produced in several batik factories. However, the
batik patterns and the number of batik designs made in these factories were unknown.
Thus, in calculating water use per square meter of fabric, all batik fabric made in a batik
factory were considered to have the same production process. The batik production
process varies depending on the design of the pattern, as shown in this paper.

According to the survey results, water used in the production of written batik fabric
is high because the production volume is low. However, as in the simulation results,
the water used to produce written batik fabric is greater than the water used for the
stamped batik fabric production process. In addition, if the fabric produced about 270
square meters, the water used to make combination batik fabric in the simulation results
is close to the value of water used in the production process of combination batik fabric
in the survey results. The water use per square meter in the simulation results is higher
because the production equipment used in batik factories varies such as the size of the
tubs, and the batch size per operation at each workstation also varies.
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Fig. 4. Water use per square meter of fabric based on simulation results and survey results

5 Conclusions

An approach for evaluatingwater use in batik production processes based on information
available in the process of designing a batik pattern and its production process has been
proposed in this paper. The data determined when designing a batik pattern and its
production process are the batik production processes carried out and the sequence of
the processes, the technique used in each process, and the type of dye used in each dye
application process. Production volumes are determined later in production planning.
In addition, to calculate water consumption in the production process, historical data is
needed, such as the number of products processed, and the volume of water used per
operation at each workstation. The output of this approach is the total direct water used
to produce batik fabric made using a batik design. Two limitations of the research are
(i) only three production processes of batik designs were used as a case study, and (ii)
limited water use data was obtained from batik factories. However, this study’s findings
provide much room for further progress in determining the strategies to improve water
sustainability in the batik production process. Results from the proposed approach can
be used as data for water use analysis of each batik design produced in a batik factory
so that process improvement can be carried out. In addition, the proposed approach can
facilitate the evaluation of water use based on green industry standards for the batik
industry since the batik production process is not generalized. In future work, other
factors related to water used in batik production will be considered in the approach. The
approach also will be applied to assess water use in batik production processes in several
batik companies.
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