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Abstract. Nowadays, there is an increased interest in recommender sys-
tems in different fields, since they allow personalizing the delivery of
content according to the needs and preferences of each user. This paper
proposes a recommendation approach that suggests books according to
their metadata and explicit feedback given by users to them. First, we
reuse a public dataset of books and use k-means to identify different
groups of books based on their information. Second, we analyze the vari-
ation between these groups to predict the rating that a specific user
would give a book. Third, we use the collaborative filtering technique to
represent books, using the information of the user’s rating and the group
of the book to be recommended. Finally, users will receive an enhanced
explainable response, i.e. a list of books with relevant metadata, i.e., the
output could be helpful for users to understand the delivered recommen-
dations. The original book’s metadata was enriched using information
available on DBPedia, a well-known RDF-based Knowledge Graph fed
from Wikipedia. Results include experiments of clustering and predic-
tion techniques because our approach considers the information of the
user’s ratings and the available information of the books to the recom-
mendation, facilitating the understanding of the outputs.This approach
achieves a good performance using Precision, Recall, and F-measure to
measure the quality of the recommendations, and MAE to measure the
prediction’s accuracy.

Keywords: Books · Collaborative filtering · K-means · Knowledge
graph · Recommender system

1 Introduction

Every day, users employ search engines to find resources such as books, arti-
cles, products, services, software, and people. Many of these resources also are
accessible in specialized data sources such as institutional web pages, document
repositories, and databases. However, it is not easy for users with specific needs
to search and find relevant resources due to the large number of online resources
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and data sources distributed all over the web. To alleviate this situation, rec-
ommender systems are one of the most popular applications provided by the
industry.

In many contexts, the Recommender Systems (RS) are helpful to address the
problem of delivering relevant material to users. RS can leverage the information
available on resources and users to find similar resources according to the topic
of interest and the user’s profile. For example, integrating RS in e-learning envi-
ronments enables students to enrich their learning process with online resources,
reducing the time for selecting the right resources. In e-commerce, RS help cus-
tomers find products to purchase.

RS are tools capable of filtering relevant information according to the needs
and data of a specific user. For a target user, these systems identify the prefer-
ences, interests, and opinions of other users with similar interests or preferences
as him/her. Different information filtering techniques are used for recommenda-
tion, including collaborative filtering, content-based, demographic, knowledge-
based, and hybrid approaches. In this article, we focus on studying the first
filtering strategy, which is, Collaborative Filtering (CF).

CF is the most popular technique for recommending appropriate items to
a user. It uses a rating matrix that represents the user’s tastes for an item in
the past; that is, it uses the available ratings given by similar users. To discover
suitable information for a target user, CF-based recommender systems can be
designed by following two approaches [1]: (a) Memory-Based, which generally
uses the K-Nearest Neighbor (KNN) algorithm to predict the rating of users
using similarity measures (for example, Cosine, Pearson, Jaccard); these models
are simple to implement, and the results are easy to understand [2]. (b) Model-
Based, which uses a model to predict the rating of the registered users. Some
examples of these models are those based on matrix factorization methods [3],
bayesian models [4], clustering [5], and knowledge graphs [6]. The matrix fac-
torization methods present good performance but the main problem with these
methods is that may be very difficult to understand and explain the recommen-
dations [7].

In addition to the lack of explanation of traditional RS, there are other asso-
ciated problems such as scalability, data sparsity, and cold-start [2]. To address
these issues, mainly the cold-start (new item), that is when no users of the system
have rated the new item yet, this paper proposes a recommendation approach
that suggests books according to explicit feedback (also called ratings) given by
users and metadata of the books.

1.1 Related Work

Recommendation systems have been successfully implemented in domains such
as e-commerce [8], e-learning [9], tourism [10], social networks [11] and health
[12]. Likewise, interest in RS has increased due to information overload since
they are at the forefront of personalizing content, adapting its delivery to the
needs and preferences of each user.
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In this section, we review proposals related to the use of CF and the k-means
algorithm in recommendation systems. Later, we introduce the use of knowledge
graphs in this kind of application.

CF-Based Recommender Systems Using K-means Clustering Algo-
rithm. In the educational field, there are some researches where k-means had
been used to cluster learners or items. According to [13], RS could have a key
role to build virtual communities of similar interest. In this context, we highlight
three proposals: (1) [14] propose a system that recommends suitable courses to
learners based on their learning history and past performance. (2) [15] face the
problem of low user satisfaction and long response time in traditional online
English education platforms. Here, clustering is used to cluster the learners and
a CF algorithm selects a set of relevant course materials for learners according to
their English level. (3) [13] carried out a comparative study between K-Nearest
Neighbors and K-means; the comparison is made to identify the most efficient
algorithm in terms of prediction and accuracy.

In another field, e-commerce, for the recommendation of movies, we found
three proposals: (1) [16] designed a recommender system that uses the concept
of typicality to improve accuracy and predict ratings of the user based on ratings
of neighbours. (2) Another similar proposal is presented by [17] that is based on
user and item clustering to recommend movies for an active user. (3) [18] analyze
two similarity measures: KL Divergence and Euclidean distance; the results show
that CF using Euclidean distance metrics for similarity measure performs well
than the KL divergence.

To alleviate the sparsity and the new user problem, in [19] presents a CF-
based system in which users are clustered based on their personality traits. In
the proposed method, users with similar personalities are placed in the same
cluster using the k-means algorithm.

According to the analysis of the presented works, we can conclude that the
k-means clustering algorithm has been used to group users, and thus deal with
the cold-start problem of the new user. In the case of [13], K-means turns out to
be better than KNN, and in [16] it turns out to be better than Topic Modelling.
Furthermore, according to [15] user satisfaction is significant and the response
times of the proposed system are acceptable. Unlike these works, our proposal
uses K-means to deal with the cold-start problem of the new item, which means
that the recommendation system will be prepared to offer recommendations
when new books are added to the base.

Use of Knowledge Graphs in Recommendation. A Knowledge Graph
(KG) contains pieces of knowledge that describe the entities of a domain, their
attributes, and semantic relations between them [20].

According to [21], Artificial Intelligence will drive the next industrial technol-
ogy revolution, and KGs comprise the main foundation of this revolution. Last
years, knowledge graphs have been increasingly applied not only in academia
but also in several industries [22].
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The growing interest in KGs is because data structures organized as graphs
facilitate the integration and querying of data from different sources. In addi-
tion, a graph allows describing complex relationships between data and reduces
the chances of information-meaning problems occurring. These features facili-
tate the implementation of applications such as search engines, recommenders,
question/answering systems, chatbots, and others.

Regarding recommendation, in a previous work [6], we found that features of
a KG can be leveraged by a recommender system to overcome the problems faced
by collaborative and content-based filtering approaches. Mainly, when there are
no data about users or items, a knowledge-based RS can take advantage of
domain knowledge and data available in open RDF-based KGs.

In this work, we use data available in DBPedia for the final stage of the
recommendation, that is, to generate sets of items including key information
that help the user to make a better decision.

1.2 Main Contributions

We reuse an online dataset of books, and to understand its structure, we carry
out a dataset analysis to identify relationships between features and detect
anomalies in the data. Next, we use unsupervised learning to analyze the related
metadata to the books so that the preferences of a target user can be predicted
according to books that other similar users have rated. Then, a model-based CF
approach is used through a method of matrix factorization based on clustering
for the prediction of books.

Also, to help users understand the output generated by a recommender sys-
tem, the latest generations of RS include the use of Knowledge Graphs. Using
knowledge of a given domain or cross-domain, and using structures of related
entities as a graph, the system could make recommendations with some domain
knowledge and tell the user why such items are recommended [6]. In this paper,
in addition to proposing a CF-based recommendation approach, we try to take
advantage of the data from the RDF-based graph named DBPedia which is fed
from Wikipedia content. Specifically, in our proposal, we use the graph data to
enrich the books’ metadata to be recommended and generate outputs with the
necessary information so that the user can take action as soon as the recommen-
dations are received.

The paper is structured as follows: Sect. 2 includes materials and methods;
Sect. 3 encloses the results of the experiments; and Sect. 4 shows the conclusions
of this paper.

2 Material and Methods

In this section, we present two subsections: the data preparation realized for the
experiments and the recommendation proposed approach. Programming and
experiments were performed using the R language.
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2.1 Data Preparation

For the experiments, we use two sources of data: (1) A dataset1 available in the
Kaggle repository that contains users’ ratings for books and books’ metadata;
and (2) DBPedia2 which is a repository that contains structured and machine-
readable descriptions of millions of entities such as people, organizations, books,
etc. The first dataset named goodbooks-10k was used for generating the recom-
mendation model, and the second dataset was used to enrich the first one and
explain the recommendation outputs.

Data for Recommendations. The dataset goodbooks-10k is made up of five
CSV files with 981,756 ratings provided by 53,424 users on 10,000 books. From
the original dataset, we use three files: ratings.csv, books.csv, tags.csv. The first
file contains all users’ ratings of the books, the second file contains 23 variables
with information on the books such as the book identifier, best book identifier,
the number of editions for a given work, author, publication year, ISBN, lan-
guage, title, image URL, and details about the rating. Finally, tags.csv contains
the tags users have assigned to that books.

From dataset analysis, we find that users tend to give positive ratings to
books. Most of the ratings are in the 3–5 range, while very few ratings are in the
1–2 range. Furthermore, the largest number of books corresponds to the years
of publication from 2000–2016. Next, we proceeded to perform a processing of
our data set in which:

– Some variables that do not provide relevant information about books were
removed from the file books.csv

– Duplicate ratings were removed.
– Users who rated fewer than 5 books were removed.
– 25% users were selected from the original dataset for experiments setting.
– Genres attribute is calculated by grouping similar tags.

Once the data processing has been carried out, a final data set is obtained.
Table 1 shows the information of the final data set used for generating the
recommendations.

Table 1. Descriptive information of the final data set

Entity Count

#Users 8,902

#Books 9,497

#Ratings 231,119

Scale 5-stars

#Book attributes 13

1 https://www.kaggle.com/zygmunt/goodbooks-10k.
2 https://www.dbpedia.org.

https://www.kaggle.com/zygmunt/goodbooks-10k
https://www.dbpedia.org


94 P. Valdiviezo-Diaz and J. Chicaiza

Data for Improving Explanations. To enrich descriptions of books, we anno-
tate the original data using the Tagme API3. From the books’ titles, the API
finds candidates between the Wikipedia pages that match the title. After a semi-
supervised process of checking, we find the equivalent Wikipedia pages for 4,548
books which represents one in two resources that make up the population. Next,
from this corpus, we select 3,129 books that are part of the books set that was
used for generating the recommendations. The metadata of these books was used
to enrich the explanation of the recommendations given to the user.

From the set of verified pages, we implement queries using the SPARQL lan-
guage and the DBPedia Endpoint to extract additional data from each book
such as: abstract, type of work (book, novel, series, collection, etc.), publisher,
author’s page, country and external links where the user can find detailed infor-
mation about books and its authors.

Data collected from DBPedia is used at the final stage of the recommender
system to provide users with organized and dynamic information about the books
that can be interesting for them.

2.2 Recommendation Approach Based on Books Clustering

In the proposed approach, the neighbour of an item is found based on the appli-
cation of K-means. Unlike traditional approaches which use similarity measures
based on memory for computing the neighbours of an item, in this case, we
compute with a clustering algorithm, which makes it more efficient to generate
a more similar neighbourhood set to the target item.

Three phases are part of this approach: (1) book clustering (2) rating pre-
diction, and (3) book recommendation and visualization.

Books Clustering. To generate the books clusters according to their charac-
teristics we used the K-means algorithm. The first step is to find the optimal
number of clusters. We determine the optimal number of clusters using the elbow
method [23], obtaining as result 4 clusters as the most optimal. The next step is
to cluster each book based on its similarity using the K-means algorithm. Books
with the most common characteristics are grouped into the same cluster. We
evaluated the grouping using silhouette score [24], with which we obtained a
value of 0.613.

From the cluster analysis, we can highlight the following:

– 23% of the books are in Cluster 1, whose year of publication is mostly in
the range 2006–2009. Most of the books correspond to the genre: fantasy,
historical-fiction and science-fiction. This group contains books with few qual-
ifications followed by cluster 4. This means that the number of users’ ratings
on those books is small.

3 https://sobigdata.d4science.org/web/tagme/tagme-help.

https://sobigdata.d4science.org/web/tagme/tagme-help


Clustering Techniques and Knowledge Graphs 95

– In Cluster 2, about 5% of the books are grouped, most of which correspond
to the year 2006. The genre of book that stands out the most in this group
is fantasy followed by historical-fiction. These books have the highest ratings
compared to other groups. However, although it is the smallest cluster, it is
the group that has the books that have received the most ratings from users,
that is, this group focuses on the most rated books.

– 61% of the books are in cluster 3, the largest number of books of this group
correspond to the years 2003–2016, this group also contains the older texts.
A considerable amount of books is related to genres: fantasy, mystery, horror,
and memoir. In this group are the less frequently rated books.

– 11% of books belong to cluster 4, most of which correspond to the year 1999–
2002, the genre of book that stands out the most in this group is fantasy and
science-fiction, Moreover is the group with the lowest ratings.

Rating Prediction. We proceed to make the predictions of the ratings of the
books that have not been seen by users using the CF technique, for we generate
a predicted rating matrix using the Probabilistic Matrix Factorization (PMF)
[25] method. We selected this method because it provides good prediction and
recommendation results, as well as a higher scalability [26]. PMF factorizes the
rating matrix into two matrices that represent the users and items in a latent
factor space of dimensionality k [27], in our case, k value will be the optimal
number of clusters.

The prediction of rating is computed by the dot product between user feature
vectors and book feature vectors that belong to a specific cluster. Therefore, for
the predictions, all books of the dataset are not considered but only the books
of the cluster where the target book is located.

The predicted rating that the user u will give to the book belonging to a
given cluster ic is computed as shown in the following equation:

r̂(u, ic) = pu · qTic (1)

where: pu is the latent user vector, and qic is the latent items vector of a given
cluster.

Table 2 shows an example of how the CF matrix is represented with the group
obtained for each book.

Table 2. Example collaborative filtering matrix

Book1 Book2 Book3 Book4 Book5

User1 4 0 0 0 2

User2 0 3 0 0 0

User3 0 1 3 0 5

Clus 1 Clus 2 Clus 1 Clus3 Clus4
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Books Recommendation and Visualization. We generate a recommenda-
tion list made up of books that a user has not read and rated, and which belong
to the same cluster, the books with a high rating prediction are used to compile
the recommendation list, and then those are recommended to the target user.
The idea is to optimize the recommendation algorithm such that it generates
faster recommendations without affecting the recommendation quality.

For a given user, the recommender generates a list of books made up of the
identifiers of the books that may interest him/her the most. With this base infor-
mation, we query the system’s database in order to retrieve relevant attributes
of each book.

The system database contains the book’s data, obtained from the Kaggle
dataset, and other metadata that was obtained from DBPedia. Thanks to this
additional data, we were able to create a result preparation and visualization
service. The service returns the user with basic information on each book, but
also it allows the user to refine the results, due to the links associated with key
metadata such as country, type of work, genre, author, and country. In the next
section, we illustrate the type of output that the user receives from our system.

3 Results

In this section, we describe the experimental settings to evaluate the effectiveness
of the approach. We have tested our recommendation algorithm on the book
dataset. We used cross-validation to obtain improved results.

3.1 Experimental Results

To analyze the behaviour of the system and the quality of the predictions, we
use Mean Absolute Error (MAE) [28], and to measure the quality of recommen-
dations, we use Precision, Recall, and F-measure.

The results were compared with two different algorithms: traditional CF
based on items (IBCF), and the Bayesian non-negative matrix factorization
(BNMF) algorithm, using the same sample of users. IBCF estimates the user’s
rating for the target item based on ratings given by the user to other simi-
lar items [29]. BNMF is based on factorizing the rating matrix into two non-
negative matrices whose components provide an understandable probabilistic
meaning [26].

During the experiments, we set the following hyperparameters for each CF
algorithm.

– IBCF was used with the cosine similarity to determine the nearest neigh-
bours to the target book and predict the target user’s rating. The number of
neighbours of a book was nn = 30.

– With BNMF a vector of K components to each user and each item is nec-
essary, therefore we have the following hyperparameters: k = 8, α = 0.8 and
β = 3, number of iterations = 120.
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– Cluster-based CF (the proposed approach) was started with: number of
latent factors (optimal number of clusters) k = 4, α = 0.02 and β = 0.02,
number of iterations = 80.

These hyperparameters were selected to maximize the accuracy of the CF
algorithms for the quality measures used.

Table 3 contains the prediction quality values for the dataset used in the
experiments with each CF approach.

Table 3. MAE Results

Algorithm MAE

IBCF 0.6804

BNMF 0.5932

Cluster-based CF 0.5684

According to results shown in Table 3, our approach based on clustering provides
more accurate predictions, since the MAE value is lower compared with IBCF
and BNMF. We believe that this improvement is because the proposed approach,
unlike baselines used, predicts based on those items most similar to the target
item that belong to the same cluster.

In addition to obtaining acceptable predictions, our approach has the advan-
tage of providing understandable item vectors since they are clustered according
to their similar features. This allows us to easily explain the recommendations.

Figure 1 contains the quality values for Precision and Recall. We can observe
that Cluster-based CF and IBCF provide better precision than the BNMF algo-
rithm. On the other hand, when the number of recommendations increases, the
precision is better with Cluster-based CF compared to other algorithms. This
figure shows also that when the number of recommendations increases, BNMF
exhibits better performance in recall compared to IBCF and Cluster-based CF
algorithm.

Figure 2 shows the F-Measure value obtained for each algorithm. F-Measure
combines precision and recall to measure the performance of the recommender
system. The F-measure value of Cluster-based CF is the highest among the three
algorithms when the number of recommendations is greater than 5. Moreover,
Fig. 2 shows that when the number of recommendations increases, the F-measure
value of both approaches (IBCF and Cluster-based CF) increases.

From the results shown in Figs. 1 and 2, it seems that Cluster-based CF is
better than the IBCF and BNMF in terms of MAE, precision and F-measure.
Moreover, cluster-based CF shows a behaviour similar to BNMF in recall when
the number of recommendations increases.
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Fig. 1. Precision and recall results of each CF algorithm

Fig. 2. F-measure results of each CF algorithm

3.2 Output Presentation

Figure 3 illustrates how recommendations are displayed to a target user. Here our
recommendation proposal generates the top-3 list of books that could interest
him/her the most. If the predicted rating for a given recommended book meets
the relevance threshold of 4, then it will be displayed to the target user.

By providing extra and relevant information about each top book, users could
be able to understand and refine results using facets like author, country, type
of work, and genre. Likewise, if the user wishes, he/she could go to Wikipedia or
DBpedia to review additional information on a specific book. Finally, a rating
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Fig. 3. Top-3 of the recommended books for a target user. The screenshot is what the
target user receives when interacting with the system.

heatmap of each work is generated automatically, so the user can know which is
the book with the highest proportion of ratings by each scale value [1 : 5].

We believe that this type of output will allow users to understand the rec-
ommendations and support the suggestions provided by the algorithm.

3.3 Discussion

The cluster-based CF approach mainly allows dealing with the coldstart (new-
item) problem. Every time the system receives a new book, it will be classified
using the clusters; thus the system could recommend to the user a set of books
based on the prediction of ratings for similar books belonging to the same cluster.
However, as occurs in most recommendation systems based on CF, one of the
limitations of our approach occurs when there are unregistered users, who have
not yet rated any book (new user coldstart problem). To alleviate this problem,
in the future we will try to complete the proposed approach by clustering user
information too, in such a way that we obtain a hybrid approach.

The experimental results also show that our approach can achieve good
results when the user-item matrix is sparse. On the other hand, the scalabil-
ity issue has been addressed by grouping books sharing common features so that
only a smaller subset of books needs to be considered during the recommenda-
tion.
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4 Conclusions

This paper presented a CF-based recommendation approach designed to alleviate
the cold-start problem of new items. The proposal employs a clustering algorithm
to compute several features of books and build an item list that provides rec-
ommendations close to the users’ preferences. In addition, the approach allows
the user to understand the recommendation output which is enhanced with the
data collected from a knowledge graph. In this way, our approach allows users to
get easily interpretable results and provides them with a better understanding
of the recommendations.

We tested the cluster-based CF approach using the book dataset and two
CF baselines: the IBCF memory-based algorithm and BNMF model-based algo-
rithm. The results showed an improvement in the proposed approach with
respect to other CF algorithms in MAE. Likewise, it gets better precision results,
especially when the number of recommendations is low. Hence, the results
obtained with cluster-based CF are considered acceptable, since the approach
allows predicting the rating a book could have considering the explicit feedback
given by users and books metadata.

As future work, we plan: a) to extend the proposal to face the cold-star prob-
lem of new-user by using domain knowledge and connecting open or queryable
data on the web, b) to make more experiments applying other model-based algo-
rithms by using large-scale datasets, and c) to extend the proposed approach to
large-scale cases like distributed ones to determine if the quality of the recom-
mendations improves and the user experience.
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