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Abstract. Tuning an algorithm requires to evaluate it under different
configurations on several problem instances. Such evaluations are costly.
A way to reduce the configuration time when developing tuners is to use
surrogate models, which map configuration-instance pairs to the approx-
imate algorithm performance and thus allow to replace algorithm runs
by fast calls to the model. Most applications of surrogate models found
in the literature focus on predicting algorithm running time; much less
effort has been devoted to predicting the quality of solutions of optimiza-
tion algorithms. In this paper, we present a comparative study of surro-
gate models for predicting solution quality. We evaluate several surrogate
models from the literature, including random forests, gradient boosting
methods, and neural networks, and compare ways of handling differ-
ent classes of parameters, data imputation strategies, and codification
of instances. We demonstrate for two heuristic algorithms that the best
models can accurately reproduce effects observed when tuning with the
ground truth. Our code is available (https://github.com/gutodelazeri/
oracle).

Keywords: Automatic algorithm configuration · Surrogate models ·
Optimization algorithms

1 Introduction

Selecting the best algorithm among a set of candidates for solving a problem is
a common challenge, since often several algorithms of complementary strengths
are available, or algorithms are parameterized. Following the seminal work of
[36] algorithm selection can be described as a mapping from a problem space P
to an algorithm space A that maximizes some performance measure m(p, a) for
p P P, a P A. Here we are interested in selecting a single algorithm that has the
best expected value with respect to some distribution over the problem space,
a common approach in automatic algorithm configuration or tuning [24,25,32].
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Often the algorithm space consists of a family of parameterized algorithms aθ,
with parameter settings θ from some parameter space Θ “ Ś

iP[n] Θi, where Θi

is the domain of parameter i P [n]. Thus the problem of automatic algorithm
configuration is to find the best configuration

θ∗ “ argmaxθPΘEP [m(p, aθ)] (AAC)

for some distribution over the problems P. For stochastic algorithms the problem
space P can be understood as composed of instance-seed pairs together with
an appropriate distribution. Parameters are often real or integer, but can also
be ordinal, categorical, or conditional (i.e. only effective for specific settings of
enabling parameters).

Solving problem (AAC) even approximately is hard, in particular because
obtaining the measure m(p, a) requires running an algorithm on a problem
instance, which can take considerable time, often minutes or hours. As a con-
sequence, the (second-level) problem of selecting among optimizers for prob-
lem (AAC) is even harder. On a family of parameterized optimizers this is also
known as the problem of hyperparameter tuning. It can be made more tractable
by providing a surrogate function m̂ for measure m for some representative first-
level configuration problems. Such surrogate functions are required to be:
1. fast to evaluate;
2. accurate in the sense that predicted values allow to correctly rank the per-

formance of algorithms on instances;
3. handle all parameter classes, including numerical, categorical, and conditional

parameters;
4. have a high fidelity in the sense that hyperparameter optimization on surro-

gates correctly predicts the behaviour under ground truth m.

Note that requirement 4 goes beyond simple accuracy, since we require the model
to represent the ground truth on the level of observable effects, as opposed to
just taking an accurate model as the ground truth for comparing hyperparameter
optimizers. Clearly, as a function of the accuracy, this will be limited to effects
of a minimal effect size. This requirement should allow to quickly assess the per-
formance of new optimizers during design and test, and speed up benchmarking
of optimizers.

In this paper we compare several representative models from the literature
and evaluate their accuracy and ability to reproduce effects observable when
comparing tuners. The paper is organized as follows. In the remainder of this
section we discuss related work. We then introduce in Sect. 2 a selection of models
for surrogate functions. Section 3 presents an experimental comparison of these
surrogate models for tuning (hyper-)optimization algorithms. We conclude in
Sect. 4.

1.1 Related Work

Approaches to surrogate functions make different assumptions on the domain
and co-domain of the function to be modeled, on access to additional informa-
tion such as derivatives, or bounds, and use different surrogate models. [17], for
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example, assumes a continuous, compact parameter space, a continuous function
that is expensive to evaluate, with no additional information, and a model which
is a weighted sum of radial basis functions centered at the samples plus a polyno-
mial term. This is a form of black-box optimization, and many other approaches
to black-box optimization assume real-valued parameters (e.g. [7,18,30]), some
of which can be extended to handle integer parameters [8], or categorical and
boolean parameters [1,4,41]. Approaches also differ in assumptions on the cost of
evaluation. Expensive functions can take hours to evaluate, and thus the number
of evaluations is typically limited to a few hundred, while for less expensive func-
tions thousands of evaluations are common [38]. Other additional information
that can be exploited in so-called gray-box optimization are objective functions
of a known form (e.g. a sum of squares) the possibility of obtaining faster, less
accurate samples in multi-fidelity objective functions [2], or assumptions on con-
tinuity (e.g. the knowledge of the Lipschitz constant [33]). Typical surrogate
models include linear regression, kernel-based techniques (e.g. the radial basis
functions mentioned above), Gaussian processes, (gradient-boosted) regression
trees, random forests, and neural networks [9,31,39].

Most of the above approaches are concerned with optimization, and often
follow some sequential model-based strategy, that successively acquires a promis-
ing sample (e.g. of best objective function value or highest information gain),
updates the model, and returns the best sample when the computational budget
is spent. In contrast, in this paper we are concerned with static surrogate mod-
els that represent typical tuning landscape well, as outlined in the introduction
(requirements 1–4).

A collection of 110 hyperparameter optimization benchmarks, with 2 to 26
continuous, integer, categorical, or ordinal parameters has been introduced by
[15]. It focuses on ease-of-use, reproducibility and benchmarks with multiple
fidelity levels. All except six benchmarks which use random forests as a surrogate
model are provided in a form of lookup tables. Closer to our work, [5] introduce
a benchmark consisting of four expensive real-world problems (e.g. wind farm
layout) that take from 2 to 60 seconds per evaluation. Two of these problems
are continuous, two have mostly categorical variables. Besides comparing tuners,
they compare mean errors of seven surrogate models on the best 1K of random
samples, as well as samples collected during tuning on two problems. Experi-
ments show that random forests [34] and gradient boosted regression trees (via
XGBoost [6]) are among the best models, and these models tend to be more
accurate when trained on random samples.

[11] have compared eight models to construct surrogate benchmarks for
hyperparameter tuning, namely linear and ridge regression, two forms of support
vector machines, Gaussian processes, random forests, and gradient boosted trees.
Models have been built from 2K to 20K samples collected during the execution of
four tuners on nine datasets. The datasets have 3 to 36 categorical and continu-
ous parameters, with a dimension in [4, 82] after one-hot encoding of categorical
variables. Results show gradient boosted trees and random forests to have best
accuracy, as measured by root mean square error (RMSE) and Spearman’s rank
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correlation, followed by Gaussian processes, with random forests giving the most
“similar” tuned values. Even with similar values, however, a consistent ranking
of tuners on ground truth and surrogate models is not guaranteed. [14] extends
the former work to algorithm configuration by handling conditional variables
by imputation of default or midpoint values, imputation of censored data, and
explicitly handling of randomized algorithms. Quantile random forests serve as a
surrogate model. There are 11 scenarios with about 10–300 parameters and 30–
300 instance features, with nine scenarios predicting runtime. Experiments show
a reasonable reproduction of the rank of tuners over the course of the tuning
process.

Different from most of the above approaches, here we are interested in models
for parameter spaces (requirement 3) when instances features are not available,
and on approximating objective function values as opposed to running time,
which is the focus of most of the literature on models for algorithm tuning.

2 Surrogate Models for Optimization Algorithms

In this section we present the selected procedures for data pre-processing and
surrogate models. Concerning data pre-processing, all selected models are able
to handle real and integer parameters, so we have to define only how to handle
categorical and conditional variables to attend requirement 3. For categorical
variables, if the underlying surrogate model is not already able to handle them
directly, we test three encoding strategies: one-hot, binary, and by-index encod-
ing. In all three a variable with n categories is first mapped to an integer i P [n].
Then, for one-hot encoding i is mapped to ei, where ei “ (0, . . . , 1, . . . , 0) is the
ith unit vector, i.e. to n new binary variables; for binary encoding i is mapped to
its base-2 representation (i)2, leading to �log2 n� new binary variables; for index
encoding, i is used directly. The categorical variables include the instances. Since
the instances may have a considerable influence on the predicted variable, and
the number of instances is limited, we study two further strategies for this case:
instance-wise models, where we build an individual model for each instance,
and a combined model for all instances where we treat the instance as a nor-
mal categorical variable. For conditional variables, we impute values, and test
three strategies: imputing a fixed, chosen from the parameter’s domain uniformly
at random, imputing the default value, and imputing random values. We have
excluded out-of-domain, quantile, or mean imputation since previous work found
no significant differences to default imputation, which is similar to our strategy.

From previous work it is also clear that tree-based models are often competi-
tive [12,27]. Thus we include random forests and gradient boosted trees. We have
chosen two widely used implementations, random forest run [3] and ranger [44].
[16] have studied models for tabular data over real, integer and categorical fea-
tures, and have found two deep neural network architectures, namely ResNet
and FT-Transformer, as well as gradient boosted trees to be among the best
models. Therefore we include these two neural network architectures, as well
as two implementations of gradient boosted trees, namely CatBoost [35] and
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XGBoost [6]. We did not include Gaussian process models in our study, since
previous work indicate that random forest perform better with large parameter
spaces with both numerical and categorical parameters [11].

The ResNet consists of a number of residual blocks, each block consisting of
two layers: a linear layer followed by a rectified linear unit (ReLU), and a second
linear layer. The residual blocks are followed by a final ReLU and a linear layer
that maps to the regression variable [19]. The FT-Transformer consists of a num-
ber of transformer blocks, each consisting of the typical multi-head attention with
query-key-value layers followed by a linear layer [42]). Categorical variables are
handled as proposed by [16], who propose a specific embedding for each possible
value. The number of layers of both architectures, as well as several other param-
eters are tuned following [16], as explained below in the experimental section.

Finally we include an interpolated tabular model, that uses Shephard’s
method of inverse distance weighting [37] with a definable cutoff after considering
the k closest samples. Closest samples are found by using the ball tree structure
from scikit-learn. For distance weighting we use the heterogeneous Euclidean-
overlap metric of [43]: for numerical parameters, the distance is defined as dif-
ference in parameter values, normalized to [0, 1]; for categorical parameters the
distance is 0 when parameter values are equal, and 1 otherwise. Undefined cat-
egorical values always have distance 1 to all other values.

All models are trained to learn to predict objective function values from the
ground truth data, i.e. our approach can be classified as pointwise learning-to-
rank (as opposed to learn to rank pairs or larger subsets of inputs directly).

3 Experimental Results

The main goal of the experiments is to compare the performance of the selected
models for modeling optimization landscapes. We use two measures to judge
performance. First, we measure the accuracy of the models in ranking pairs of
parameter settings. This is done by comparing pairs of samples from the test
set using the predicted and ground truth values. The accuracy is then defined
as the number of correctly predicted orders over all pairs. Accuracy values a are
in [0, 1] and are related to Kendall’s tau [29] by τ “ 2a ´ 1.

We first report on the effects of instance representation and pre-processsing
in Sect. 3.2. In Sect. 3.3 we analyze accuracy as measured by the relative root
mean squared error and Kendal’s τ . Finally, we measure the performance by the
fidelity with which the different models are able to reproduce effects that can be
observed on the ground truth data. For this experiment we have selected three
parameters of irace and compare it on different settings. These experiments are
explained in Sect. 3.4.

3.1 Methodology

We have done the experiments using the tuner irace [32]. The irace configura-
tor applies iterated racing, where in each iteration candidate parameter settings
are run on a number of instances, statistically significantly worse configurations
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are discarded, and new configurations are sampled according to a distribution
of good parameter values, which evolves with each candidate parameter set-
ting. These distributions are represented by their marginal distributions on each
parameter and converge to the best settings. If not otherwise specified we run
irace with default parameters, and run all tests with three fixed budgets. We
have chosen a maximum budget of 3K evaluations, the smallest possible budget
for irace of 780 evaluations, and an intermediate budget of 1890 evaluations.
Therefore the results do not depend on the concrete computing platform or the
running time. When running times are mentioned they have been obtained on
a PC with a 12-core AMD Ryzen 9 3900X processor with 32 of main memory,
running Ubuntu Linux 20.04. All models run in a server that responds queries on
parameter settings by irace, generated by a wrapper that replaces the algorithm
to be tuned. Our code is available at https://github.com/gutodelazeri/oracle.

Configuration Scenarios. We evaluate all surrogate models on two config-
uration scenarios, namely ACOTSP and LKH. Both are heuristic algorithms
for the symmetric traveling salesperson problem (TSP). We use 10 Random
Uniform Euclidean TSP instances with 2000 cities, generated using the port-
gen instance generator from the 8th DIMACS Implementation Challenge [28].
Both ACOTSP and LKH scenarios are part of the AClib benchmark library
for algorithm configuration [26]. The ACOTSP scenario implements ant colony
optimization algorithms for TSP [10]. We use ACOTSP version 1.03, available
at [40]. It has 4 real, 4 integer, and 3 categorical parameters; 5 of these param-
eters are conditional. The LKH scenario concerns the Lin-Kernighan-Helsgaun
algorithm for TSP [20–22]. We use LKH version 2.0.9 [23]. It has 12 integer and
9 categorical parameters, all of them unconditional. In both scenarios we use no
additional instance features, since we are only interested in building surrogate
models for the selected instances. We test, however, the case of a separate model
for each instance, see below, which arguably corresponds to the best possible set
of features for the selected instances.

Models. We summarize the selected models in Table 3.1. All models use their
default parameters, with the exception of the neural networks, which are tuned
using the process proposed by [16], and PyRFR, which uses the configuration
found by [13].

Model Instances Categoricals Imputation

Interpolation split, merged model-defined model-defined

CatBoost split, merged model-defined model-defined

XGBoost split, merged binary, one-hot, index fixed, default, random

skranger split, merged binary, one-hot, index fixed, default, random

PyRFR split, merged binary, one-hot, index fixed, default, random

FT-Transformer merged model-defined model-defined

ResNet merged model-defined model-defined

https://github.com/gutodelazeri/oracle
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Datasets. For each of the above scenarios we created a dataset by sampling
5K configurations uniformly at random for each instance, for a total of 50K
samples with their corresponding (ground truth) objective function value. In
both scenarios objective function values were obtained by fixing the seed of
the pseudo-random generator to 1, i.e. we limit ourselves here to studying a
deterministic version of both algorithms. The cost metric for both scenarios is
the objective function value obtained after a running time limit of 10 s. Samples
for ACOTSP have been obtained with a single trial (tries=1), those for LKH
with a single run (RUNS=1).

In the experiments, these datasets are split into a training set, a test set,
and a validation set. We use three sizes of the training set, namely 300, 3K, and
30K samples. Training sets are generated to be laminar, i.e. smaller training sets
are contained in larger ones. The remaining samples are evenly split among the
test and the validation set. The test set is used for tuning the architecture of
the neural networks (FT-Transformers and ResNets). We study all models with
these three sizes, except for the models based on neural networks which require
a higher number of samples and therefore are trained only with a training set of
size 30K. To evaluate accuracy in Sects. 3.2 and 3.3 we select 5K samples from
the test and validation set.

For handling categorical variables we study three ways of encoding them, as
mentioned above: binary encoding, one-hot encoding, and encoding by the index.
These encodings are applied to all models which cannot handle categorical data
directly, namely gradient-boosted trees as implemented by XGBoost, and ran-
dom forests as implemented in skranger and PyRFR. skranger has support for
declaring variables to be categorical. However, these variables have to be numer-
ical. For this reason, we test in skranger all encodings, but declare the encoding
variables as categorical. We set handling of categorical values in skranger to con-
sider all partitions (respect_categorical_features="partition"), since the
number of values in the dataset is small, and testing all partitions will give the
best possible splits.

For handling different instances we test two strategies: training a surrogate
model for each instance individually, or training a single surrogate model for all
instances. These strategies are called “split” and “merged”, respectively, in the
experiments below. For “merged” models the instance is added as an additional
categorical variable to the dataset, and is subject to the above transformations
of categorical variables, when applicable.

In summary, the XGBoost model and the random forests (skranger, PyRFR)
require imputation of missing values and encoding of conditionals; CatBoost,
and the neural networks can handle all parameters as given. Furthermore, the
interpolation baseline also does not need any pre-processing.

3.2 Effects of Instance Representation and Pre-processing

In a first experiment we analyze the influence of the representation of the
instances, the parameter imputation for conditional variables, and handling of
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categorical variables. Table 1 shows for the three different sample sizes the aver-
age relative root mean squared error (RRMSE) R and the average Kendall’s τ
for the different strategies. Averages apply only to the models for which different
strategies have been applied (see Table 3.1). In the comparisons below we report
p-values of sign tests comparing errors and τ values over all models.

Table 1. Relative root mean squared error R and Kendall’s τ for different sample sizes
N , and different representation, imputation, and encoding strategies.

N Instance Imputation Encoding
Merged Split Default Fixed Random One hot Binary Index
R τ R τ R τ R τ R τ R τ R τ R τ

300 0.26 0.48 0.27 0.46 0.14 0.50 0.14 0.47 0.14 0.51 0.26 0.47 0.27 0.45 0.26 0.48
3000 0.15 0.63 0.16 0.61 0.08 0.67 0.09 0.67 0.09 0.63 0.15 0.64 0.16 0.61 0.15 0.62
30000 0.07 0.78 0.08 0.76 0.04 0.78 0.04 0.78 0.05 0.75 0.07 0.79 0.08 0.75 0.07 0.78

We can observe that errors decrease and Kendall’s τ consistently increases
with increasing sample sizes. For 30K samples all RRMSE are below 0.1, and
the value of Kendall’s τ above 0.75. Turning to representation of instances, we
find that using a single model (strategy “merged”) is better than strategy “split”
which models each instance individually (all p ă 0.001). Note that since we
have 10 instances, each individual model is built with only 10% of the samples.
We next look at the imputation strategy. In this case averages are only over the
ACOTSP scenario, since scenario LKH does not have conditional variables. Here
differences are only significant for larger sample sizes, and indicate that imputing
fixed or default values tends to be better than imputing random values for 3K
samples (all p ă 0.004) and for 30K samples (all p ă 0.001), but not significantly
different from each other. Finally we turn to the encoding. Here we find that
binary and index encoding are not significantly different (all p ą 0.02), but for
larger sample size one-hot encoding performs better than the other strategies
(all p ă 0.001 for 3K and 30K samples).

Based on these results, we focus in the remaining experiments on a single
model, and fix imputation and encoding strategies, where they apply, to “fixed”
and “one-hot”, and compare the resulting seven models.

3.3 Accuracy of the Surrogate Models

Table 2 shows RRMSE and Kendall’s τ for the seven selected models, both sce-
narios and all three samples sizes, except for the neural networks, which have
been trained only with 30K samples. Again we can see that RRMSE decreases
and Kendall’s τ in agreement increases with the sample size. We also can see that
the error for scenario LKH is considerably higher than for ACOTSP. A sample
size of 300 seems inadequate for a good prediction, and increasing the number of
samples to 3K and then 30K quality improves considerably, in particular for sce-
nario LKH, although it remains harder to predict, with RRMSE values of about
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0.1. The baseline model using interpolation shows worse performance, although
it is not far off from the other models. Overall both two gradient-boosted trees
and the random forest pyRFR work well, and the Transformer-based neural
network has the best performance.

Table 2. Relative root mean squared error R and Kendall’s τ for different sample sizes
N , and both scenarios for all seven selected models.

Scen. Model 300 3K 30K
R τ R τ R τ

ACOTSP Interpolation 0.14 0.57 0.10 0.67 0.07 0.78
ACOTSP skranger 0.14 0.49 0.09 0.68 0.05 0.79
ACOTSP PyRFR 0.13 0.50 0.08 0.71 0.04 0.81
ACOTSP XGBoost 0.13 0.54 0.06 0.72 0.03 0.79
ACOTSP CatBoost 0.12 0.66 0.07 0.74 0.03 0.82
ACOTSP ResNet ´ ´ ´ ´ 0.02 0.80
ACOTSP FT-Transformer ´ ´ ´ ´ 0.02 0.84
LKH Interpolation 0.45 0.15 0.36 0.30 0.19 0.71
LKH skranger 0.45 0.36 0.29 0.52 0.12 0.77
LKH PyRFR 0.44 0.45 0.23 0.59 0.09 0.83
LKH XGBoost 0.43 0.48 0.24 0.66 0.09 0.80
LKH CatBoost 0.45 0.44 0.20 0.65 0.10 0.78
LKH ResNet ´ ´ ´ ´ 0.10 0.74
LKH FT-Transformer ´ ´ ´ ´ 0.09 0.80

3.4 Agreement in Reproduction of Effects

In this section we assess how well the surrogate models can replicate the observ-
able effects caused by changing the default configuration of irace. We have
selected the three parameters shown in Table 3 and set them to the two listed
levels, with all remaining parameters kept at their defaults. Then we compare
the ground truth (i.e. irace executing the algorithms) to the results obtained
using the surrogate models trained with 30K samples. For the comparison we
ran irace with the three budget values 780, 1890, and 3000 as explained above,
and replicate each run 10 times with different seeds for irace. The best obtained
configuration is then evaluated on all 10 instances.

To compare the models, we follow [13] and introduce scores that reflect the
concordance of effects in surrogate models with the ground truth. For each of the
three budgets and two scenarios, we compare the objective values found by the
best configuration for a high and low level of one of the three parameters. The
comparison is based on a Mack-Skillings test with a confidence level α “ 0.05
and Bonferroni correction for multiple tests. In each case we attribute a score
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Table 3. Selected parameters of irace with a brief description, and the tested levels.

Parameter Description Levels

firstTest No. of instances evaluated before first statistical test 2, 10
elitistLimit Max. no. of statistical tests without elimination 1, 5
confidence Confidence level of statistical test 0.2, 0.95

Table 4. Overall scores for all seven models, three effects, and two scenarios.

Model Confidence ElitistLimit firstTest
ACOTSP LKH ACOTSP LKH ACOTSP LKH

CatBoost 0.17 0.00 0.00 0.00 0.00 0.33
FT-Transformer 0.17 0.00 0.00 0.00 0.00 0.33
Interpolation 0.17 0.00 0.00 0.00 0.33 0.33
PyRFR 0.17 0.00 0.00 0.00 0.00 0.33
XGBoost 0.33 0.33 0.00 0.00 0.00 0.33
resnet 0.33 0.17 0.00 0.00 0.00 0.33
skranger 0.33 0.17 0.00 0.00 0.00 0.33

that is 0, if the low level is significantly higher, 0.5 if both levels are statistically
not different, and 1 if the high level is significantly higher. To compare a model
to the ground truth, we report the average absolute distance of the model’s
scores to the scores of the ground truth. In this model, a score of 0 corresponds
to complete agreement with the ground truth, and a score of 1 to complete
disagreement.

Table 4 shows the results. We can see that there is overall a very good agree-
ment of models and ground truth, with scores never higher than 0.33, with one
exception. Models of best accuracy, as reported in the previous section, also have
best scores, with two exceptions: the interpolation baseline has also a compara-
ble score, while XGBoost is slightly worse on parameter “confidence”. A closer
look at the ground truth shows that for parameter “elitistLimit” the effects are
not statistically significant. This explains the good scores for all models, which
also find no effect, but limits the scope of the conclusions. In contrast, setting
parameter “firstTest” to the high level is in four of six cases statistically different,
and the models are able to reproduce this effect mostly.

We finally have a look at evaluation times, to see to what extent requirement 1
is satisfied. Average evaluation times per call to the models ranges from 1ms to
about 160ms with two neural networks being the slowest to evaluate (without
using a GPU). Therefore, in our experiments speedups range from 50 to 10000.
Since the evaluation times are independent from algorithm execution times and
grow only slowly with the number of samples, clearly speedups will grow with
algorithm execution times.
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4 Conclusions

In this paper we have compared surrogate models for the tuning of optimization
algorithms, including several strategies for handling categorical and conditional
variables, if the underlying model cannot represent them directly, and two ways
for handling instances, namely by a single model or by per-instance models. We
find that a one-hot encoding with a fixed value imputation and a combined model
work best. Among the models one based on random forests (pyRFR) and two
gradient-boosted trees (XGBoost, CatBoost) work well. A neural network (FT-
Transformer) has the overall best performance. This also holds when evaluating
the agreement of the surrogate models to the ground truth with the effects of
changing tuner parameters, although XGBoost performs worse in this setting.
Overall we can confirm that models that have been found to work well in the
literature for surrogate models for hyperparameter optimization and execution
time, also work well for objective function values, and that neural networks
maybe an interesting alternative, which confirms findings of [16] with regard to
tabular data. In future work, we plan to extend the scope of this study to more
scenarios and a broader selection of tuners and models.
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