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Preface

This volume contains the papers selected for presentation at the 19th International
Conference on Distributed Computing and Intelligent Technology (ICDCIT 2023) held
during January 18–22, 2023, in Bhubaneswar, India.

Starting from its first occurrence in 2004, the ICDCIT conference series has grown
to an annual conference of international repute and has become a global platform for
computer science researchers to exchange research results and ideas on the foundations
and applications of distributed computing and intelligent technology. ICDCIT strives
to provide an opportunity for students and young researchers to be exposed to topical
research directions of distributed computing and intelligent technology.

ICDCIT is broadly organized into two tracks: Distributed Computing (DC) and
Intelligent Technology (IT). The DC track solicits original research papers contributing
to the foundations and applications of distributed computing,whereas the IT track solicits
original research papers contributing to the foundations and applications of Intelligent
Technology. Each track has a separate Program Committee (PC) including PC chairs,
who evaluate the papers submitted to that track.

This year we received 55 full paper submissions–18 papers in the DC track and 37
papers in the IT track. Each submission considered for publicationwas reviewed by three
(IT track) or four (DC track) PC members, with the help of reviewers outside of the PC.
Based on the reviews, the PC decided to accept 29 papers–20 regular papers and nine
short papers - for presentation at the conference, with an acceptance rate of 36.36% for
full papers. The DC track PC accepted six regular papers and one short paper, with an
acceptance rate of 33.33% for full papers. The IT track PC accepted 14 regular papers
and eight short papers, with an acceptance rate of 37.83% for full papers. ICDCIT 2023
adopted a double blind review process to help PCmembers and external reviewers come
to a judgment about each submitted paper without bias. Additionally, each paper that was
in conflict with a chair/PC member was handled/reviewed by another chair/PC member
who had no conflict of interest with the paper.

We would like to express our gratitude to all the researchers who submitted their
work to the conference. Our special thanks go to all colleagues who served on the PC, as
well as the external reviewers, who generously offered their expertise and time to help
us select the papers and prepare the strong conference program.

We were fortunate to have seven distinguished invited speakers – Maurice Herlihy
(BrownUniversity, USA), NeerajMittal (University of Texas at Dallas, USA), Rajkumar
Kettimuthu (Argonne National Laboratory, USA), John Augustine (Indian Institute of
Technology Madras, India), Sanjay Madria (Missouri University of Science and Tech-
nology, USA), Mukesh Mohania (IIIT Delhi, India), and P. Radha Krishna (National
Institute of TechnologyWarangal, India). Their talks provided us with the unique oppor-
tunity to hear research advances in various fields of DC and IT from the leaders in those
respective fields. The abstracts related to the invited talks were also included in this
volume.



vi Preface

We wish to express our thanks to the local organizing committee who worked hard
to make this conference a success, especially our organizing chair Krishna Chakravarty.
We also wish to thank the organizers of the satellite events as well as the many student
volunteers. The School of Computer Engineering, Kalinga Institute of Industrial Tech-
nology (KIIT), the host of the conference, provided various support and facilities for
organizing the conference and its associated events.

Finally, we enjoyed institutional and financial support from KIIT for which we are
indebted. We express our appreciation to all the Steering Committee members, and
in particular Subhasis Das and Samaresh Mishra, whose counsel we frequently relied
on. Thanks are also due to the faculty members and staff of the School of Computer
Engineering, KIIT, for their timely support.

January 2023 Anisur Rahaman Molla
Gokarna Sharma
Pradeep Kumar
Sanjay Rawat
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Correctness Conditions for Cross-Chain Transactions

Maurice Herlihy

Computer Science Department, Brown University, Providence, RI, USA
mph@cs.brown.edu

Abstract.Modern distributed data management systems face a new chal-
lenge: howcan autonomous,mutually-distrusting parties cooperate safely
and effectively? Addressing this challenge brings up many questions
familiar from classical distributed systems. Nevertheless, many of these
questions requires subtle rethinking when participants are autonomous
and potentially adversarial.

We propose the notion of a *cross-chain deal*, a newway to structure
complex distributed computations that manage assets in an adversarial
setting. Deals are inspired by classical atomic transactions, but differ in
important ways to accommodate the decentralized and untrusting nature
of the exchange.

This talk is intended for a general audience.
Joint work with Barbara Liskov and Liuba Shrira.

https://orcid.org/0000-0002-3059-8926


Harnessing Concurrency in Multicore Systems

Neeraj Mittal

Department of Computer Science, The University of Texas at Dallas,
Richardson, TX 75080, USA
neerajm@utdallas.edu

Abstract. Until two decades ago, general-purpose processor manufac-
turers were able to achieve regular improvements in CPU performance
by using traditional approaches such as increasing the clock speed of
the CPU, increasing the length of the instruction pipeline or increasing
the size of the cache and/or the number of cache levels. These steady
improvements in CPU performance, and to a lesser extent in memory
and disk performances, enabled building of ever-faster mainstream com-
puter systems. As a result, most classes of software applications enjoyed
regular (and free) performance gains for several decades without even
releasing new versions or doing anything special. Many of the traditional
approaches for boosting CPU performance have now hit a Brick Wall,
a term often used to describe the inherent physical limitations faced by
hardware designers in boosting CPU performance further. The transistor
count, which is the number of transistors in an integrated circuit chip,
continues to increase as per the Moore’s Law. To make use of these large
number of additional transistors available on a chip and due to traditional
approaches offering only limited gains, major general-purpose processor
manufacturers (Intel,AMDandPowerPC) have turned to hyper-threading
and multi-core architectures to improve hardware performance. A con-
sequence of this trend is that the free ride that software programs have
enjoyed for around four decades is finally over, and most current soft-
ware applications will not benefit from this enormous parallel processing
power offered by a modern computing device unless they are rewritten in
a way that enables a program to distribute its tasks across several cores.
Even a program written for a multi-core system may fail to scale well
with the number of cores if poorly designed and coded.

Even though concurrency has been around for many decades, writing
a concurrent program that runs correctly on a multi-core system is still
known to be very hard, let alone writing a concurrent program that scales
well with the number of cores. Not surprisingly, concurrent programming
is largely the skill set of elite programmers often with doctoral degree in
concurrent computing or related area. In this talk, Iwill present the current

https://orcid.org/0000-0002-8734-1400


Harnessing Concurrency in Multicore Systems xv

research on designing high-performance concurrent programs suitable
for multi-core systems. I will also talk about the current research on
using the new memory technology, called persistent memory (Pmem),
that combines the low latency of main memory and the persistence of
hard disk to design fault-tolerant concurrent programs.



From File Transfers to Streaming: Enabling Distributed
Science in the Exascale Era

Rajkumar Kettimuthu

Argonne National Laboratory Lemont, IL 60439, USA
kettimut@mcs.anl.gov

Abstract. Extreme-scale simulations and experiments can generate large
amounts of data, whose volume can exceed the compute and/or storage
capacity at the simulation or experimental facility.Moreover, as scientific
instruments are optimized for specific objectives, both the computational
infrastructure and the codes are becoming more specialized with the pro-
liferation of AI workloads and accelerators. Distributed science is now
a norm rather than an exception and it requires the rapid and automated
movement of large quantities of data between federated scientific facil-
ities. Traditionally, file-based data movement formed the backbone of
distributed science and is still the predominant mode of data exchange
across facilities. Near real-time analysis of streaming data (from scien-
tific instruments) at remote facilities is emerging as a key requirement
with recent technological advances that allow scientific instruments to
generate data at rates that can exceed tens of gigabytes per second.
In this talk, I will discuss our work in high-speed data movement for
enabling distributed science in the Exascale era–ranging from moving
a petabyte (large number of files) between two scientific facilities in a
day to memory-to-memory data streaming between federated scientific
instruments at 100 gigabits per second.

https://orcid.org/0000-0002-0046-9883


Three Vignettes from the Distributed Trust Paradigm
of Computing

John Augustine

Institute of Technology Madras, Chennai, India
augustine@cse.iitm.ac.in

Abstract.Byzantine fault tolerance has been studied extensively for over
four decades. Much of the work is centered on Byzantine Agreement
and related problems like State Machine Replication. These works have
established mechanisms for trustworthy computation in distributed envi-
ronments despite the presence of malicious nodes. Does this distributed
trust paradigm make sense in broader contexts? In this talk, we will look
at three vignettes from disparate domains that provide us with affirmative
evidence.

We will begin with classical distributed graph computing in the con-
gested clique model and show how we can approach the problem of con-
nectivity despite the presence of Byzantine nodes. We will then present a
fully decentralized mechanism to build sparse overlay networks that are
resilient to Byzantine failures. We will conclude with techniques for rank
aggregation wherein we obtain a global ranking by aggregating pair-wise
comparisons of voters over a set of objects. Our approach provides reli-
able ranking as long as the proportion of Byzantine voters is strictly less
than a half.

These are joint works with Soumyottam Chatterjee, Arnhav Datar,
Anisur Rahaman Molla, Gopal Pandurangan, Arun Rajkumar and Yadu
Vasudev. They have appeared in DISC, SPAA, and NeurIPS–all recently
in 2022.

https://orcid.org/0000-0003-0948-3961


Machine Learning for Emotion Prediction, Ideology
Detection and Polarization Analysis Using COVID-19

Tweets

Sanjay K. Madria

Department of Computer Science, Missouri University of Science
and Technology, Rolla, MO 65409, USA

madrias@mst.edu

Abstract. The adversarial impact of the Covid-19 pandemic has cre-
ated a health crisis globally all over the world. This unprecedented crisis
forced people to lockdown and changed almost every aspect of the regular
activities of the people. Thus, the pandemic is also impacting everyone
physically, mentally, and economically, and it, therefore, is paramount
to analyze and understand emotional responses during the crisis affect-
ing mental health. Negative emotional responses at fine-grained labels
like anger and fear during the crisis might also lead to irreversible socio-
economic damages. In this talk, I will discuss a neural network model
trained using manually labeled data to detect various emotions at fine-
grained labels in the Covid-19 tweets automatically. I will discuss about
a manually labeled tweets dataset on COVID-19 emotional responses
alongwith regular tweets data. A customQ&A roBERTamodel to extract
phrases from the tweets that are primarily responsible for the correspond-
ing emotions has been designed. None of the existing datasets and work
currently provide the selected words or phrases denoting the reason for
the corresponding emotions. Further, we propose a deep learning model
leveraging the pre-trainedBERT-base to detect the political ideology from
the tweets for political polarization analysis. The experimental results
show a considerable improvement in the accuracy of ideology detection
when we use emotion as a feature.

https://orcid.org/0000-0002-2768-3660


AI for Personalized Education

Mukesh K. Mohania

Indraprastha Institute of Information Technology Delhi,
New Delhi 110020, India
mukesh@iiitd.ac.in

Abstract. Online courses and learning systems have gained tremendous
popularity over the last fewyears.While their ease of access and availabil-
ity make them a very useful medium for knowledge sharing and learning,
they do not keep the learners and their learning abilities in mind. The
“one size fits all” approach to learning content and the question paper
does not work in a large virtual classroom consisting of diverse students
with different skill profiles, learning styles, aptitudes and capabilities. In
a traditional classroom, teachers who interact closely with students are in
a position to evaluate the pace and depth of the curriculum being taught
and can also suggest learning content to students not being able to cope
with the general classroom teaching. Such suggestions and guidance are
absent in current online learning systems. In this talk, we aim to address
how AI can help in (1) making content smarter through learning con-
tent analytics and automatic content tagging, (2) generating diverse but
semantically related questions for evaluating the student’s knowledge,
(3) assisting in short answers evaluation, and finally (4) understanding
the student’s learning style/capacity through learning data analytics, thus
enabling the adaptive and personalized education on Big Data platform.



Attention-Based Representational Learning for Social
Network Analysis

P. Radha Krishna

National Institute of Technology Warangal, Telangana 506004, India
prkrishna@nitw.ac.in

Abstract. Social networks carry high-level complex structural and
semantic information in the formof nodes and edges.Network representa-
tions help in improving the analytical tasks such as community detection,
link prediction and information propagation. Low dimensional feature
representations generate features automatically and reduces the human’s
manual efforts in feature extraction. In this talk, heterogeneous network
representation learning models for influence propagation are discussed
and some thoughts on research questions will be presented. A focus will
be laid on the aggregating various types of semantic information based
on their importance and weightage to avoid semantic confusion and also
employing an attention-based mechanisms though meta-path learning.

https://orcid.org/0000-0001-8298-7571
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Abstract. We present the problem of finding a maximal independent
set (MIS) (named as MIS Filling problem) of an arbitrary connected
graph with luminous myopic mobile robots. The robots enter the graph
one after another from a particular vertex called the Door and move
along the edges of the graph without collision to occupy vertices such
that the set of occupied vertices forms a maximal independent set.

This paper explores two versions of the MIS filling problem. For the
MIS Filling with Single Door case, our IND algorithm forms an MIS
of size m in O(m2) epochs under an asynchronous scheduler, where an
epoch is the smallest time interval in which each participating robot
gets activated and executes the algorithm at least once. The robots have
three hops of visibility range, Δ + 8 number of colors, and O(log Δ)
bits of persistent storage, where Δ is the maximum degree of the graph.
For the MIS Filling with Multiple Doors case, our MULTIND algorithm
forms an MIS in O(m2) epochs under a semi-synchronous scheduler using
robots with five hops of visibility range, Δ+ k +7 number of colors, and
O(log(Δ+k)) bits of persistent storage, where k is the number of doors.

Keywords: Distributed algorithms · Multi-agent systems · Mobile
robots · MIS · Filling problem · Luminous robots

1 Introduction

1.1 Motivation

The coordination among large number of autonomous mobile robots or agents
has gained significant interest in recent years. Under the framework of “Look-
Compute-Move” cycles, the robots can perform various tasks such as exploration
[1], gathering [6,7,12], pattern formation [5,17], dispersion [2,14], scattering
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[10,15] and others. In this work, we consider the underlying environment as
a graph, and the robots can stay at the nodes and move along the edges.

In general, maximal independent set (MIS) of a network graph play a sig-
nificant role in decomposing the network into clusters of low diameter, which is
often very useful in designing and implementing distributed divide and conquer
algorithms. MIS vertices can also be used as a network backbone for deploying
communication infrastructure. For example, information dissemination in a low
latency system where all robots form a network should be located at MIS vertices
so that all other vertices are just one hop away.

The Filling problem, introduced by Hsiang et al. [11], considers the robots
enter via particular vertices and fill an environment (graph) composed of pixels
(vertices) and robots occupy every pixel (vertex). Later Hideg et al. [9] presented
the Filling problem for an arbitrary connected graph. It is of interest to cover
the entire graph but using a smaller number of robots. Thus forming an MIS
by the robots that enter the graph becomes a natural extension. We call this
problem the MIS Filling problem.

In this paper, we consider luminous robots, that are mobile robots possessing
externally visible persistent memory (or lights). Each vertex can contain at most
one robot at a time. We say a collision happens when two or more robots move
to the same vertex. Only one robot can travel along one edge at a time. In
this problem, the robots enter the graph one by one through a specific vertex
called the Door and move in the graph along the edges from one vertex to
another while avoiding a collision. The objective is only to occupy vertices that
form an MIS. We solve two flavors of the problem: graphs with a single Door
under an asynchronous (ASYNC) scheduler and graphs with multiple Doors
under a semi-synchronous (SSYNC) scheduler. We use epochs to denote the
time complexity, where an epoch is the smallest amount of time required for all
the participating robots to activate once. On each activation a robot executes
a Look-Compute-Move (LCM) cycle. In ASYNC, the cycles are independently
executed within finite but unpredictable time. In SSYNC, time is discretely
separated into rounds, and a subset of the robots are activated in each round
and finish the execution of a cycle in the same round. Having multiple Doors
instead of just one offers redundancy in situations where a Door can be blocked.

1.2 Related Works

Kamei and Tixeuil [13] solve two variations of the maximum independent set
(MAX IS) placement problem for grid networks. The first one assumes knowl-
edge of port-numbering for each node. It uses three colors of light and a visi-
bility range of two. The other one removes the assumption of port-numbering
and uses seven colors of light and a visibility range of three. Barrameda et al.
[3] proposed algorithms for uniform dispersal or filling problem on any simply
connected orthogonal space using identical asynchronous sensors. They present
two algorithms; one for the single door, where sensors have one unit of visibility
range and two-bit of persistent memory, and the other for multiple doors, where
sensors have two units of visibility and a constant amount of persistent memory.
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They also prove that oblivious sensors cannot solve the problem deterministi-
cally even if they have unlimited visibility. For multiple doors, they show that
the problem is unsolvable if the visibility range is less than two, even if sensors
have unbounded memory. Further, even with unbounded visibility and memory,
they show that the problem is unsolvable if the sensors are identical. Barrameda
et al. [4] extended the problem of uniform dispersal for orthogonal domains with
holes. They solve the problem when robots have a visibility range of six with-
out any direct communication among themselves. Later, they solve the problem
using direct communication among robots to reduce the visibility radius with-
out increasing the memory requirement. Hideg and Lukovszki [8] solve the filling
problem in orthogonal regions, where the robots enter the region through entry
points, called doors. They propose two algorithms with run-time O(n), one for
single door and the other for multiple door case. Later Hideg and Lukovszki [9]
presented the Filling problem for an arbitrary connected graphs in asynchronous
setting where the goal is to fill the entire graph using myopic luminous robots.

The algorithm proposed by Hideg and Lukovszki [9] cannot be directly
applied to MIS Filling problem, as the communication and movement of robots
in PACK algorithm are limited to one hop. For starters, one needs to maintain a
two hop gap between the chain of robots, while simultaneously ensuring that the
chain never crosses itself. The chain crossing problem does not arise if the chain
is closely packed at one hop distance, and it becomes challenging in the presence
of multiple chains. Also, at no point we can allow more than the size of MIS of
robots to enter the graph, since that would render the problem unsolvable. We
show that our algorithms handle these additional requirements and correctly
form an MIS. The state-of-the-art results and ours’ are presented in Table 1,
where m is the number of robots that form MIS. The steps represent the total
movement of robots throughout the execution of the algorithm. The number of
nodes and the grid dimensions are represented by n, L, and l, respectively.

Table 1. The state of the art of previous results PACK [9], BLOCK [9] and MIS
placement on grid [13] with our proposed algorithms IND and MULTIND.

Algorithm PACK [9] BLOCK [9] Algo 1 [13] Algo 2 [13] IND MULTIND

Scheduler ASYNC ASYNC ASYNC ASYNC ASYNC SSYNC

Problem Filling Problem Filling Problem MAX IS Placement MAX IS Placement MIS Filling MIS Filling

Topology Connected graph Connected graph Grid network Grid network Connected graph Connected graph

Number of doors Single Multiple (k) Single Single Single Multiple (k)

Visibility range 1 hop 2 hops 2 hops 3 hops 3 hops 5 hops

Memory (in bits) O(log Δ) O(log Δ) O(1) O(1) O(log Δ) O(log(Δ + k))

Number of colors Δ + 4 Δ + k + 4 3 7 Δ + 8 Δ + k + 7

Time complexity O(n2) epochs O(n) epochs O(n(L + l)) steps3 O(n(L + l)) steps O(m2) epochs O(m2) epochs

1.3 Contributions

In this paper, we propose two algorithms, IND and MULTIND, corresponding
to single and multiple doors.
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– Algorithm IND solves the MIS Filling problem in graphs with a single Door
under an ASYNC scheduler using robots with a visibility range of 3, Δ + 8
number of colors, O(log Δ) bits of persistent storage in O(m2) epochs, where
Δ is the maximum degree of the graph, and m is the number of robots that
form an MIS.

– Algorithm MULTIND solves the MIS Filling problem in graphs with multiple
Doors under an SSYNC scheduler using robots with a visibility range of 5,
Δ+k +7 number of colors, O(log(Δ+k)) bits of persistent storage in O(m2)
epochs, where m, Δ, and k are the number of robots, the maximum degree
of the graph and number of Doors, respectively.

Rest of the paper is organized as follows. Section 2 discusses the necessary
definition and the underline model. Section 3 describes the IND algorithm for
single Door case. Section 4 describes the MULTIND algorithm for multiple Doors
case. Section 5 is the discussion section and finally concluded in Sect. 6. The full
version of the paper is available in the following reference [16].

2 Model

In this paper, we model the environment as a graph. We say that the graph
contains a set of vertices that are connected to Doors from where robots can
enter. The number of Doors in the graph is unknown to the robots, but they
are equipped with colors to distinguish themselves if they enter the graph from
different Doors. We assume a maximum of k Doors are attached to the graph.

Graph: We consider an anonymous graph, i.e., the nodes of the graph are
indistinguishable from each other. Each vertex v of the graph contains port
numbers corresponding to the incident edges from [1, 2, . . . , δ(v)], where δ(v) is
the degree of the vertex v. Given an anonymous connected port labeled graph
H = (V ′, E′), we construct a graph G = (V,E) with k Doors, that adds two
auxiliary vertices {di, d

′
i} corresponding to each Door that is connected to dis-

tinct vertices {v1, v2, . . . , vk} ⊂ V ′. We have a path di → d′
i → vi corresponding

to each Door di. The robots enter the graph through the Door, and a new robot
appears at the Door immediately after it becomes empty. We say a vertex is free
if none of the vertices adjacent to it are occupied by any robot. Since we add a
buffer vertex corresponding to each Door, all the vertices in the original graph
H are free vertices in the beginning.

Robots: The focus is on completing the task using robots with minimal capabil-
ities operating under certain adversarial conditions. The robots are autonomous
(no central or external control), myopic (they have limited visibility range),
anonymous (without distinguishable features or identification) and homogeneous
(they all have the same capabilities/execute the same program). Additionally,
the robots are luminous, i.e., they have a light attached to them that can display
various colors that represent the value of a state variable. The light works as a
mode of communication between the robots.
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Time Cycle: Each robot operates in the Look-Compute-Move (LCM) model,
in which the actions of the robots are divided into three phases.

– Look: The robot takes a snapshot of its surroundings, i.e., the vertices within
the visibility range and the colors of the robots occupying them.

– Compute: The robot runs the algorithm using the snapshot as the input and
determines a target vertex or chooses to remain in place.

– Move: The robot moves to the target vertex if needed. A robot moves two
hops in a single move phase.

Assumptions: We have the following assumptions regarding the knowledge of
a robot and the properties of the underlying graph.

– The robots have no knowledge of the graph but an upper bound of Δ, the
maximum degree of the graph.

– For a robot placed at v with a visibility range of z, the port numbers of all
the vertices in its visibility range are visible.

– Movement of robots is non-instantaneous.
– A robot knows all the colors, but it can only display one color corresponding

to the Door via which it enters the graph. Note that this color corresponding
to the Door is only used by one robot at a time, but all robots that come from
the same Door can display it when the need arises. (We use unique colors for
each Door to determine a hierarchy among them.)

Note that we use directions and port numbers interchangeably throughout
the paper. Each port number corresponds to a DIR color, also the direction
towards Successor or Predecessor.

Problem: We define the MIS filling problem formally as follows:

Problem 1 (MIS filling problem). Given an anonymous connected port labeled
graph G = (V,E) with k Doors, the objective is to relocate robots that appear at
Doors such that at termination, the robots occupy a set of vertices V1 (V1 ⊂ V )
that forms a maximal independent set of G.

3 Algorithm for MIS Filling with Single Door

We now describe the IND algorithm inspired by the PACK algorithm [9] and
use the concept of the Virtual Chain Method [10]. The robots move throughout
the graph like the depth-first search (DFS). We assume that the robots operate
under an asynchronous (ASYNC) scheduler. An epoch is the shortest time in
which each robot present in the graph not in the Finished state is activated
at least once and performs an LCM cycle. Note that, an epoch may contain
multiple cycles for some robots, but not for all. The length of an epoch may
vary depending on the activation schedule of the robots. Each robot requires a
visibility range of 3 hops, O(log Δ) bits of persistent memory, and Δ + 8 colors.
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3.1 Preliminaries

Colors: The colors used by the robots are described here.

– ON - Used initially when a robot arrives at the door.
– DIR - Δ colors corresponding to a port number in [1,Δ].
– CONF - Used to confirm that the first DIR color has been seen and received.
– CONFC - Used to confirm that CONF color has been seen and received.
– CONF2 - Used to confirm that the second DIR color is seen and received.
– CONF3 - Used to confirm that the Packed state is achieved.
– WAIT - Used by a Leader while waiting for the Packed State.
– MOV - Used when a robot is in motion.
– OFF - Used by a robot in the Finished state.

Note that a DIR color pointing toward a successor is the special color to indicate
the leadership transfer.

Definition 1 (k hops Neighborhood of a vertex v). For a vertex v, we define
k-hops Neighborhood of v to be the set of all vertices that are k hops away from
v and denote it by Nk

v .

Definition 2 (k hops Visibility Set of a robot r). For a robot r placed at a vertex
of the graph, we define the k hops Visibility Set of r to be the set of all vertices
within k hops from the current location of r. We denote it by V k

r .

3.2 IND Algorithm

In this section, we present the rules for the robots that they follow to form a
chain with robots occupying alternative vertices successfully. We say a vertex is
free if none of its neighbors contain a robot. The first robot that enters the graph
is called the Leader robot. Any robot that enters the graph after the Leader, is
called follower robot. We define Packed state as the state of a chain where all
the alternative vertices are occupied by robots. We define it formally as follows:

Definition 3 (Packed state). Let L be a positive odd integer and P =
{v1, v2, . . . , vL} be a path starting from the Door at v1 and the leader at vL
such that every second vertex of P , i.e., v1, v3, . . . , vL−2 is visited by the Leader.
A chain of robots is in a Packed state if the vertices v1, v3, . . . , vL−2 are occupied
by follower robots.

Table 2 lists down the variables used in our algorithm. Only the Leader is
allowed to move in the Packed state. WAIT color is used by the Leader as soon
as it reaches its target vertex to indicate that it is waiting for the chain to
reach the Packed state. The packed state ensures that the Leader can choose a
target such that no other robot will occupy neither the target nor any of the
adjacent vertices. Secondly, the Leader (Predecessor) r1 needs to communicate
the directions it will take to its follower (Successor) r2 so that r2 can know in
which direction r1 has moved. The Color variable represents the color displayed
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Table 2. List of variables used in algorithms IND and MULTIND.

Variable Description

State State of the robot - None/Follower/Leader/Finished

Target Directions to the target vertex

NextTarget Directions to the vertex to which the robot has to move after reaching
the Target vertex (Used by Followers)

Successor Successor robot

Predecessor Predecessor robot

Color Color displayed by robot’s light

Entry Previous location of the robot/location of the follower stored in terms
of directions

by the robot’s light, and the Target variable represents directions to the target
vertex. The NextTarget variable represents directions to the next target after
reaching the target vertex. Entry variable represents the direction of the two
hops a robot moved so that the robot knows the location of its follower.

We explain communication between Predecessor and Successor and the
restoration of the Packed state after movement with an example as shown in
Fig. 1.

Communicating the Movement Directions: The robots establish the Pre-
decessor and Successor relationship by their order of arrival at the Door. A
Predecessor communicates its destination to a Successor by showing the colors
corresponding to the port numbers at the vertex. Suppose r1, r2 and r3 are
located at e, c and a as shown in Fig. 1.

Fig. 1. Communication of color from r1 to r2

r1 determines that it will move to vertex g. Now, it has to communicate
that to r2, so that r2 can follow r1. First, r1 shows the DIR color corresponding
to port 1 as it wants to take the path ef − fg, and r2 responds by showing
the CONF color. Then r1 sets its color to CONFC to confirm that it has seen
the CONF color. Now, r2 also sets its color to CONFC to inform r1 that it is
ready to receive the second color (CONFC color is used to distinguish between
two DIR colors that can be the same). Next, r1 shows the DIR color of port 1
corresponding to edge fg. r2 confirms that it has seen the color by setting its
color to CONF2. Once r1 sees CONF2, it can move to g after setting its color
to MOV. Now, r2 does the same process to communicate DIR colors to r3.



10 S. Pramanick et al.

Restoration of Packed State After Movement: We describe this module
with the Fig. 1. After the leader r1 moves to G with color MOV, E becomes
empty, so the Packed state is now distorted. So r1 changes its color to WAIT.
Now, r2 moves to E with color MOV after communicating DIR colors to r3. So,
C becomes empty. After that, r3 moves to C with color MOV without commu-
nicating DIR colors as it does not have any successor at this movement. As soon
as r3 leaves the Door, a robot r4 is placed at the Door with color ON. After r3
reaches C, it sees r4 with color ON and r3.Color = MOV. So, it changes its color
to CONF3. Now, r2 also changes its color to CONF3 after seeing r3.Color =
CONF3 and r2.Color = MOV. The leader r1 sees r2 with color CONF3 and
r1.Color = WAIT, so it understands that the Packed state is achieved. Now, r1
looks for new target to move to.

Transferring the Leadership: The current leader r1 transfers its leadership
if either of the two scenarios occurs. First, r1 gets stuck, i.e., there are no other
free vertices left to move to from the current vertex of the leader. Secondly,
for each free vertex v ∈ V 2

r1 , r1 finds at least one vertex v′ ∈ N2
v ∩ V 3

r1 with a
robot not in Finished state. In both cases above, r1 transfers the leadership to
its successor r2 by communicating the direction pointing to r2. Since r2 knows
the directions to r1.Target, it can realize that the DIR color corresponds to the
reverse direction of the virtual chain.

Detailed Description: When a robot first appears at the Door, it initializes to
the None state and sets color ON. Let r1 be the first robot that appears at the
Door. r1 does not find a robot on any adjacent vertices, so it changes its state
to Leader. Now r1 is the Leader and chooses a target vertex two hops away and
moves to it with color MOV. As soon as the Leader r1 leaves the Door, the next
robot r2 appears at the Door. At this time, r1 is still in motion and is nearest to
r2. r2 sees this and becomes the follower of r1 and sets r2.Color = ON, where
r1.Successor = r2 and r2.P redecessor = r1. After r1 reaches its target, it sets
r1.Color = WAIT to indicate that it is waiting for Packed state. When r2 sees
r1.Color = WAIT and r2.Color = ON, r2 changes its color to CONF3. r1 now
chooses a new free vertex (if any) as r1.Target and communicate its directions
to r2 as described above. When r1 gets confirmation from r2 (r2 sets its color to
CONF2), r1 moves to r1.Target with color MOV and again changes its color to
WAIT to indicate that it is waiting for the chain to be in Packed state.

When the chain is in Packed state, the leader r1 chooses a free vertex v from
V 2
r1 as target, if all v′ ∈ N2

v ∩ V 3
r1 are either unoccupied or having robots at Fin-

ished state. Then, r1 communicates the directions of r1.Target to r2 as follows.
r1.Target contains two DIR colors (One and Two), for two hop movement. r1
displays DIR color corresponding to r1.Target.One by setting r1.Color. r2 sees
this and stores the direction in r2.NextTarget.One. r2 confirms that it has seen
the first DIR color by displaying CONF color. r1 confirms that it has seen CONF
on r2 by setting r1.Color to CONFC (confirmation of confirmation). r2 sees
CONFC on r1 and in turn, sets r2.Color to CONFC to show that it is ready to
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receive the second DIR color. The second DIR color r1.Target.Two is displayed
by r1 and is seen by r2. r2 stores this second direction in r2.NextTarget.Two
and sets r2.Color to CONF2 to send confirmation that the second direction of
r1 is received. Once r1 has seen CONF2 in r2, it moves two hops to r1.Target
in Move phase by setting r1.Color = MOV. After reaching to r1.Target, r1 sets
r1.Color =WAIT. Now r2 sets r2.Target based on the information stored in
r2.NextTarget. r2 needs to reach the old position of r1.

Finally, when the Leader r1 can no longer find free vertices to move to, it
communicates this information to its follower r2 using the DIR color that points
towards r2. Then, r1 changes its color to OFF and goes into the Finished state,
and r2 becomes the Leader and continues exploring the graph.

When a robot moves to its target vertex, it sets r.Entry to the directions
of the two hops it moved under Entry variable (so that the robot knows the
location of its follower).

3.3 Analysis of IND Algorithm

Here, we present a few lemmas that establish the robots’ behavior and the cor-
rectness of the IND algorithm.

Lemma 1. There can be at most one Leader robot, and the Leader robot r1
moves to a free vertex v ∈ V 2

r1 such that every v′ ∈ N2
v ∩V 3

r is either unoccupied
or occupied by robots in Finished state.

Proof. In the rules for Transferring the Leadership, when a Leader r1 signals
to its successor r2 that it is stuck, r2 can become the Leader only after the
previous Leader r1 has switched to Finished state (recognized by OFF color on
r1). The first robot placed becomes the Leader, and the robots appearing next
can become a Leader only after the previous one reaches the Finished state.
Therefore, there can be at most one Leader at any time during the dispersion.

A free vertex has none of its adjacent vertices occupied by a robot. As the
current Leader r1 can only move when the chain is in a Packed state, it chooses a
vertex in V 2

r1 that is free by checking all the vertices adjacent to potential target
vertex are not occupied by any robot. This can be done since the robots have a
visibility range of 3. Further, there is no possibility of this target vertex or any
vertex adjacent to it being occupied by any other robot as the Leader is allowed
to move only when the chain is in the Packed state. If there is a free vertex
v ∈ V 2

r1 as a potential target, then every 2 hops neighbor v′ of v (v′ ∈ N2
v ∩V 3

r1),
that is visible to r1 needs to be either free or occupied by robots in Finished
state. Due to this condition, a chain does not cross itself as shown in Fig. 2. If no
such free vertex v is found, then r1 transfers the leadership to r2 and switches
to Finished state. ��
Corollary 1. The Leader r moves to a free vertex v such that every vertex
v′ ∈ N2

v ∩ V 3
r is either unoccupied or occupied by a robot in the Finished state.

Consequently, the chain never crosses itself.
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Lemma 2. The Robots do not collide.

Lemma 3. No two robots in the Finished state occupy adjacent vertices.

From Lemma 3, we can say that when a robot enters the Finished state,
none of the vertices adjacent to it are occupied by a robot which means that
eventually, all the vertices occupied by robots form an independent set.

Remark 1. If a vertex is occupied by a robot in the packed state, it remains
occupied thenceforth.

Theorem 1. Algorithm IND fills a maximal independent set.

Lemma 4. Algorithm IND fills an MIS of G with luminous robots having a
visibility range of 3 hops, O(log Δ) bits of memory, and Δ + 8 colors.

Now we analyze the time complexity of the algorithm in terms of epochs. To
find the total time required by the algorithm, we first individually establish the
time-bound on the movement of robots. Consider a chain containing i robots
{r1, r2, . . . , ri}, where r1 is the Leader and the foremost robot in the chain.
The robots r1, r2, . . . , ri are on alternative vertices on the path from the vertex
occupied by the Leader to the Door vertex. Suppose the chain is in the Packed
state. We determine the time required for two consecutive movements of the
Leader. We first determine the time required for all the robots in the chain to
occupy the position of their Predecessor. As a result, a new robot appears at
the Door, increasing the size of the chain. Next, we find the time required for
the robots in the chain to set their colors to CONF2, indicating that they have
received the movement direction of their Predecessor. We also find the time
required for the chain to reach in the Packed state again after the leader of the
chain moves.

Lemma 5. Algorithm IND takes at most i epochs for all the robots in a chain
of length i to perform one MOVE operation.

Proof. Once the chain is in the Packed state, the leader robot r1 moves to its
target vertex in one epoch and r1 sets its color to WAIT. By the next epoch,
r2 observes that r1 has left its previous vertex, so it moves to v. In a cascading
manner all Successors move to their Predecessors location. Thus in the worst
case, it takes i epochs for all the robots in the chain to move. ��
Lemma 6. Algorithm IND takes at most 7i epochs for the robots in a chain of
length i to reach the Packed state after movement.

Proof. As per the algorithm description, the communication between a Prede-
cessor rp and its Successor rq by showing a series of seven colors: first DIR color
at rp, CONF at rq, CONFC at rp, CONFC at rq, second DIR color at rp, CONF2
at rq and CONF3 at rq. A leader can only move when the chain is in the Packed
state. For a chain to be in the Packed state, the Successor of the leader robot has
to show CONF3 color. The process of communication of colors starts from the
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new robot ri+1 that appears at the Door. It takes at most seven epochs for the
communication between ri and ri+1. Similar communication happens between
all i pairs of consecutive robots on the chain. So it takes at most 7i epochs for
the chain to reach Packed state. ��
Lemma 7. Algorithm IND takes at most 4 epochs to transfer leadership from a
leader to its Successor.

Proof. Now consider the situation where the Leader r1 cannot find any free
vertices two hops away. If r1 is at the Door, it sets its color to OFF and switches
to Finished state; the maximal independent set is filled. Otherwise, r1 switches
to the Finished state by setting the DIR towards its follower. r2 sees the DIR
color and sets r2.Color to CONF. r1 sees the CONF color, it switches to color
OFF. r2 becomes the new Leader once it sees the color OFF at r1. In total,
this needs at most 4 epochs because of the sequence of colors (DIR, CONF and
OFF) and final state change at r2. ��
Theorem 2. The algorithm IND runs in O(m2) epochs.

Proof. For an MIS of size n, we can have a chain of length at most n. For each
increase in a chain of length i, it takes at most 7i epochs from Lemma 5 and 6.
Also, we can have at most m leadership transfers. From Lemma 7, each transfer
of leadership takes at most 4 epochs. So in total we need,

∑m
i=1 7i+4m = O(m2)

epochs. Therefore, after at most O(m2) epochs, an MIS of vertices of the graph
becomes filled. ��

The corollary below follows from Corollary 1 in [9].

Corollary 2. (i) Assume that there are no inactive intervals between the LCM
cycles and that every LCM cycle of every robot takes at most tmax time. Then
the running time of the IND algorithm is O(m2tmax). (ii) The IND algorithm
needs O(m2) LCM cycles under an FSYNC scheduler.

4 Algorithm for MIS Filling with Multiple Doors

The MULTIND is largely similar to algorithm IND with a few modifications. It
works under a Semi Synchronous (SSYNC) scheduler, where a subset of robots
is activated in each round, and each activated robot finishes its LCM cycle in the
same round. We define an epoch similarly as the minimum number of rounds
where all robots are activated at least once. Note that an epoch can have a
variable number of rounds. The graph has a maximum of k number of Doors.
The robots do not have any knowledge about the number of Doors. The visibility
range of the robots is five hops. Each robot has O(log(Δ + k)) bits of persistent
memory and Δ + k + 7 colors where Δ number of DIR colors, CONF, CONFC,
CONF2, CONF3, MOV, ON, OFF and k number of WAIT colors denoted by
WAIT-1, WAIT-2, . . ., WAIT-k representing that a robot is waiting as well as
their rank. All the robots entering from a particular Door can only display the
WAIT color corresponding to that Door. The WAIT colors can be compared
against each other to establish dominance between the robots. Initially, a robot
has color ON when placed at the Door. The MULTIND runs in O(m2) epochs.
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4.1 The MULTIND Algorithm

The Leader robots need to avoid collision with other Leader robots and the
follower robots in chains. The robots use the hierarchy among the k WAIT
colors to avoid collision with another Leader robot. The Leader robots also avoid
cutting through a chain to avoid collision with follower robots in another chain.
In the multiple Door situation, the Leaders display the WAIT-i color instead
of the WAIT color used in a single Door case. In the Look phase, if a Leader
robot ri with color WAIT-i sees any other Leader rj with color WAIT-j such
that j < i, then we say that the Leader robot rj dominates Leader robot ri.
The Leader robot rj is said to be the dominating and the Leader robot ri is said
to be dominated. Note that another Leader robot can dominate a dominating
Leader robot at the same time. If no other robot dominates a Leader robot, it
can choose a target.

The rest of the model is the same as in the Single Door case. The robots can
be in any one these states during execution: None, Leader, Follower, Finished.
When the robots appear at the Door, they are initialized with the None state
and color ON. We define Pk(vi, vj) as the set of vertices that are part of all the
paths from vi to vj of length k. Note that there can be multiple paths of length
k, and we include vertices of all those paths. The additional rules apply to the
Leader as follows.

Movement of a Leader Robot: If a chain is in Packed state, the correspond-
ing leader rL chooses a free vertex in V 2

rL as a target in one of the following
ways.

– If V 5
rL has a dominating leader r′

L of some other chain, then a free vertex
v ∈ V 2

rL is chosen such that v /∈ P5(rL, r′
L). If no such vertex v is found, then

rL transfers the leadership to its successor by pointing the direction towards
the successor and goes into the Finished state by changing its color to OFF.

– If rL is the leader dominating some other leader r′
L in V 5

rL , then a free vertex
v ∈ V 2

rL is chosen such that every vertex v′ ∈ N2
v ∩V 2

rL is either unoccupied or
occupied with robot in Finished state. If no vertex v is present, rL transfers
its leadership to its successor.

– If V 5
rL does not have any other leader robot, then a free vertex is chosen

as a target such that every vertex v′ ∈ N2
v ∩ V 2

rL is either unoccupied or
occupied with a robot in Finished state. If no free vertex exists, rL transfers
the leadership to its successor.

After the target is fixed for a leader rL, it communicates the target to its suc-
cessor using DIR colors. After getting confirmation from its successor, it moves
to the target with the color MOV and waits for the chain to be in the Packed
state with the respective WAIT color. Additionally, irrespective of whether a
Leader robot is dominated, the target chosen is such that the Leader robot does
not cut through a chain while moving to that target vertex. We ensure that
the vertex between the target vertex and the current vertex does not have more
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Fig. 2. A chain rL − r2 − r3 − r4 · · ·
does not cross itself

Fig. 3. Two chain do not cross each
other

than one of its neighboring vertices occupied, at least one of which is an active
robot (a robot not displaying OFF color) other than the current Leader robot.
As shown in Fig. 3, rL and r′

L are the dominating and dominated Leader at an
instance, and v is a free vertex two hops away from rL. rf1 and rf2 are some
followers of some other chain. rL does not reach to v even if rL is the dominating
Leader, as rf1 and rf2 is not in Finished state. As shown in Fig. 2, a Leader rL
sees a free vertex v two hops away. But rL cannot reach to v (self cross) as the
two hops neighboring vertices are occupied by r3 and r4.

4.2 Analysis of MULTIND Algorithm

We establish correctness of the MULTIND algorithm by the following lemmas
and theorems.

Lemma 8. A Leader robot always moves to and occupies free vertices.

Proof. Since the robots have a visibility range of 5 hops, a Leader robot can
choose a target vertex such that none of its neighboring vertices are occupied by
a robot that is not a Leader. Also two leaders do not occupy adjacent vertices.
For a leader rL, if there is another Leader r′

L within 5 hops visibility of rL,
one of them dominates the other. Let rL be the dominating robot. MULTIND
algorithm ensures that r′

L does not choose a vertex as its target in the path
where it is being dominated. So, either r′

L finds a target on some other path
where is not getting dominated or transfers the leadership (in case of no such
target is there). So, the dominating Leader rL can choose a free vertex as its
target from the path P5(rL, r′

L). Hence, the robots cannot choose target vertices
such that they are adjacent. ��
Lemma 9. The Robots do not collide.

Consequently, we can state the following corollary.

Corollary 3. A chain does not cross itself. Moreover, two chains do not cross
each other.
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Lemma 10. No two robots in the Finished state occupy adjacent vertices.

Theorem 3. Let G be a connected graph G with k Doors. Algorithm MULTIND
fills an MIS of vertices in O(m2) epochs of G under an SSYNC scheduler, without
collisions, by mobile luminous robots having the following capabilities: visibility
range of 5 hops, persistent storage of O(log(Δ + k)) bits, and Δ + k + 7 colors.

Proof. By Lemma 9 and Lemma 10, the filled vertices in G form a MIS and
the filling is done without collisions. The robots require O(log(Δ + k)) bits of
memory to store the following: State (4 states: 2 bits), Target (directions to the
target vertex: 2�log Δ	 + �log k	 bits), NextTarget (directions to the vertex to
which the robot has to move after the Target vertex is reached: 2�log Δ	 bits).

The colors used by the robots are Δ colors to show the directions to the
target of the robot, that also acts as a special color to switch to the Finished
state. Initially, when a robot is place for the first time at Door, it is colored with
ON. There are k numbers of WAIT colors - one for each Door. There are three
additional colors (CONF, CONFC, and CONF2) for confirming that the robot
saw the signaled direction and confirmations of the Predecessor or the Successor,
one color MOV used during the movement, one color CONF3 to indicate that
the chain is in Packed state and the OFF color.

Consider a graph where all the k vertices that are connected to Doors node
form a clique. In this case, only the Leader corresponding to the highest color
Door would occupy one of the nodes of the k-clique. In this particular case, only
one of the Doors remain active, and robots at all other Doors would go into the
Finished state. So the multi-Door case would behave as a single Door case and
thus replicate the time-bound for a single Door case. Thus, from Theorem 1 it
follows that, MULTIND solves the MIS Filling problem in a graph with multiple
Doors in O(m2) epochs. ��

5 Discussion

On the Requirement of the Colors: We need at least Δ colors. If there are
less than Δ colors, there exists two ports that are marked by the same color,
resulting in a collision on movement to an already visited port, or one port may
never get visited. In the absence of k colors corresponding to the k Doors, it may
lead to a deadlock or collision between different chains. We use only a constant
number of colors for communicating the directions for the robot movements.

While we need Δ colors to communicate the port numbers, we can minimize
the number of colors at the cost of increasing round complexity. We can use
Hoffman encoding to reduce the number of colors used for the port numbers from
Δ to a constant number of colors. Now, a sequence of colors would represent a
port number instead of a particular color and increases time complexity by a
factor of the size of the largest encoding.
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One Hop vs Two Hops Movement: Our model considers that a robot moves
two hops in one LCM cycle. While moving, the color of the robot is set to MOV.
However, we can easily avoid this 2 hops movement of a robot by replacing the
color MOV with two colors, MOV1 and MOV2. After a robot chooses its target,
it sets its color to MOV1 for the first hop and then changes its color to MOV2
before reaching the target.

Minimality of Visibility Range: For the single Door case, a robot having a
visibility range of two fails to avoid placing robots in adjacent nodes. Consider a
graph as shown in Fig. 4(i). Initially, a robot appears at the Door vertex A; then
it moves to C a vertex two hops away. If the robots only have a visibility range of
two, then r1 can go to E without realizing that E and C are connected, resulting
in a configuration that is not an independent set. With a visibility range of two, a
robot cannot determine whether a robot is present at the neighbor of the target
vertex. Hence we need a visibility range of three for a single Door case.

Fig. 4. Robots occupy adjacent nodes for (i) a single Door and visibility range two;
(ii) multiple Doors and visibility range four.

Similar to the single Door case, consider the graph in Fig. 4(ii) for the multi-
Door case. If the robots have a visibility range of four, then the robots at A and
F may simultaneously move to occupy C and D and result in a configuration
with robots occupying adjacent vertices.

6 Conclusion

In this paper, we presented and analyzed two algorithms for solving two flavors
of the problem of filling a maximal independent set of vertices in an arbitrary
connected graph using luminous mobile robots. The first algorithm IND for
graphs with a single Door works under an asynchronous scheduler. It uses robots
having three hops of visibility range, Δ + 8 number of colors, and O(log Δ)
bits of persistent storage and solves the problem in O(m2) epochs. The second
algorithm, MULTIND, works in graphs with k (> 1) Doors. It forms an MIS
under a semi-synchronous scheduler using robots with five hops of visibility
range, Δ + k + 7 number of colors, and having O(log(Δ + k)) bits of persistent
storage, completing in O(m2) epochs. It is open to extend this algorithm to
the generalized asynchronous scheduler. The model of attaching robot splitting
Doors to a graph is a new direction in multi-robot coordination problems, and
many other graph problems can be explored under the same model.
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Abstract. A scientific workflow is modeled as a Directed Acyclic Graph
where the nodes represent individual tasks and the directed edges repre-
sent the dependency relationship between two tasks. Scheduling a work-
flow to achieve certain goal(s) (e.g.; minimize makespan, cost, penalty,
and energy; maximize reliability, processor utilization, etc.) remains an
active area of research. In this paper, we propose an efficient scheduling
algorithm for workflows in heterogeneous multi-processor systems that
takes into account makespan, energy consumption, and reliability. We
name our methodology as Wait Aware Normalized Metric Scheduling
(henceforth mentioned as WANMS). The proposed approach is a list
scheduling algorithm consisting of two phases namely, Task Ordering
and Allocation. In the task ordering phase, it tries to find out an opti-
mal ordering of the tasks based on the maximum execution cost starting
from the current node. In the allocation phase, a task is assigned to a
processor based on a normalized linear combination of finish time of the
tasks and reliability or based on energy depending on the wait time of
the task. Additionally, WANMS is designed in such a way so that it
can satisfy any given reliability constraint while minimizing makespan
and energy. The proposed algorithm has been analyzed to understand
its time and space requirements. Experimental evaluations on the real-
world and randomly generated workflows show that WANMS dominates
state-of-the-art algorithms in terms of both makespan and energy in most
cases and at least one objective in the rest of the cases. In particular,
we observe that for high reliability constraints the schedule produced
by WANMS Algorithm leads to up to 18% improvement in makespan
and 13% improvement in energy on an average compared to the existing
algorithms.
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1 Introduction

Many real-world complex functionalities of real-time applications in different
domains including industrial automation [15], robotics, cyber physical system [1]
etc. requires multiprocessor systems to execute. In all these cases, the application
that typically runs consists of many tasks and there exists dependency between
two of them. Such workflows often modeled as directed acyclic graph (henceforth
mentioned as DAG) where each node represents a task and there is a directed
edge from one task to the other task if the second one has a dependency on
the first one [6]. These scientific workflows are common in different disciplines
including Epigenomics in Biotechnology [17], Cybershake in Earthquake Engi-
neering [4] and many more. As there are inherent dependency among the tasks,
so failure of one task may leads to the failure of the entire workflow. Hence,
reliability is a very important criteria that one scheduling algorithm needs to
fulfill.

Another important criteria of a scheduling algorithm is to minimize the
energy consumption. More importantly, this criteria become prevalent for bat-
tery operated devices where the availability of energy is limited such as mobile
robots, drones etc. Hence, developing energy efficient and reliable scheduling
algorithms remains an important research directions. There exists a large body
of work on this problem [2,3,7,9,14]. For any scheduler with high reliability, the
purpose is to minimize the faults as much as possible during execution. These
faults may be for different reasons including network failure, hardware failure,
temperature variation and so on. In the literature, the reliability has been mod-
eled in the context of a multi-processor system by exponential distribution [8].
The transit fault during the time interval t can be given as e−λ·t where λ is the
parameter of the exponential distribution and this signifies that the reliability
decreases with the increase of the execution time.

Other important aspects of a scheduling algorithm include makespan and
energy consumption. The makespan is defined as the difference between the
finish time of the last job and the start time of the first job in the schedule.
Several scheduling algorithms have been proposed whose goal is to minimize
the makespan of the schedule. For most cases, the HEFT algorithm [10] leads
to a schedule that results into minimum makespan value. Also, there are other
scheduling algorithms that considers reliability and energy consumption such as
Least Energy Cost (LEC) [5,12] and Maximum Reliability (MR) [5,13]. Also
there are several studies that considers all reliability, energy consumption, and
makespan [9,12,14,16]. In the literature, the state-of-the-art DAG scheduling
algorithms are HEFT, LEC, MR, LRDSA [9], and ESRG [12]. All these algo-
rithms serve some purpose while working on the same input. The most closest to
our study is ODS [5] which considers all three objectives: makespan, reliability
and energy consumption.

In this paper, we have proposed a novel scheduling algorithm for scheduling
workflows in a multi-processor system. In particular, the contributions of this
paper is as follows:
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– We study the problem of scheduling a workflow in a multi-processor system
considering the energy consumption and makespan under a given reliability
constraint.

– We propose a scheduling algorithm that allocates task nodes based on a task’s
wait time according to a linear combination of its finish time and reliability
or on its energy consumption. Formally, we call our algorithm as Wait Aware
Normalized Metric Scheduling (WANMS). Additionally WANMS is designed
so as to satisfy a given reliability constraint.

– We perform an extensive set of experiments to evaluate the performance of
the proposed scheduling algorithm and compare with many existing solutions.

The rest of the paper is organized as follows. Section 2 describes the systems
model and defines the problem formally. Section 3 contains the description of the
proposed scheduling algorithm. Section 4 describes the experimental evaluation
of the proposed scheduling algorithm. Finally, Sect. 5 concludes our study and
talks about future research directions.

2 Systems Model and Problem Formulation

In this section, we describe the system’s model and describe our problem for-
mally. For any positive integer n, [n] denotes the set {1, 2, . . . , n}. Initially, we
start by describing a multiprocessor system.

Multiprocessor System. We consider a set of m heterogeneous processors,
denoted by P = {u1, u2, . . . , um} and each connected with all the other pro-
cessors resulting a complete graph. Each processor runs for a given range of
frequencies. Let fuk,min and fuk,max denote the minimum and maximum frequen-
cies that the kth processor runs for. For convenience, we normalize the maximum
frequency to one i.e., fuk,max = 1 for all k ∈ [m]. The rest of parameters for the
processors will be discussed subsequently.

Task Graph. The application under consideration can be modeled as a DAG
denoted by G(V,E), where V denotes the set of vertices: {v1, v2, v3, . . . , vn} and
each task node vi, i ∈ [n], represents a task of the application. E denotes the
set of edges of our task graph. A directed edge between task node vi to vj

indicates a precedence relationship between vi and vj i.e., vj cannot start unless
it has received the necessary output data from vi. The weight of the edge (vi, vj)
denoted by w(vi, vj) gives an idea of the communication time between the two
tasks.

Now, we present a few definitions and terminology that will be subsequently
required for the rest of the paper.

Definition 1 (Predecessor of a Task). For any task vi, its predecessor
task(s) is denoted by pred(vi) and defined as the set of incoming neighbors of the
node vi in the task graph G(V,E). Mathematically, pred(vi) = {vj : (vj , vi) ∈
E(G)}.
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Definition 2 (Successor of a Task). For any task vi, its successor task(s) is
denoted by succ(vi) and defined as the set of outgoing neighbor(s) nodes of the
node vi in the task graph G(V,E). Mathematically, succ(vi) = {vj : (vi, vj) ∈
E(G)}.
Definition 3 (Entry Task). The entry task in the task graph is denoted by
ventry. It is a redundant node added to have a proper notion of first task. For
all vi such that pred(vi) = ∅, we add a directed edge from ventry to vi with zero
weight.

Definition 4 (Exit Task). The exit task is denoted by vexit. It is a redundant
node added to have a proper notion of last task. For all vi such that succ(vi) = ∅,
we add a directed edge from vi to vexit with zero weight.

Timing Metrics. Here, we discuss the start, execution, finish times associated
with executing a task on a processor. Let Ts[vi, uk] and Tf [vi, uk] denote the start
and finish times of executing the task vi on the processor uk. Let Texec[vi, uk]
denote the execution time of executing vi on uk at the maximum frequency,
which can be determined through WCET analysis method (Worst Case Exe-
cution Time) during the analysis phase [11]. Running the processor at a lower
frequency f decreases the time proportionately. Once a task starts on a proces-
sor, it will run to completion i.e., we do not assume pre-emption. This leads us
to the Eq. 1:

Tf [vi, uk] = Ts[vi, uk] +
Texec[vi, uk]

f
(1)

Due to the task dependencies, a task needs to transfer data to its successor
nodes. Let the time required to communicate the data between tasks vi to vj

be denoted by Tcomm[vi, vj ]. As discussed earlier, the weight of the edge (vi, vj)
denotes the communication time from the task vi to vj . Additionally, we assume
that the communication time is negligible if both tasks are scheduled on the
same processor. This leads us to Eq. 2.

Tcomm[vi, vj ] =

{
w(vi, vj), if vi, vj are allocated on different processors
0, otherwise

(2)

A task can start on a processor if and only if both the below conditions hold:

– It has received output from all of its predecessor task(s).
– The processor on which it is scheduled is not executing another task i.e., it is

idle.

This leads us to Eq. 3.

Ts[vi, uk] =

{
0, if vi = ventry

max{avail[uk],maxvj∈pred(vi)
{Tf [vj , uk′ ] + Tcomm[vj , vi]}}, otherwise

(3)
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where avail[uk] denotes the earliest time that the processor uk is free after
executing its previous task and vj is assumed to be scheduled on processor uk′ .
The makespan is defined as the total time required to complete the execution of
the task graph. Since vexit is the last task to be scheduled and ventry is the first
task, the makespan can be given by Eq. 4, assuming that vexit is executed on uk

and ventry on uk′ and combined with Eq. 3.

makespan = Tf [vexit, uk] − Ts[ventry, uk′ ] = Tf [vexit, uk] (4)

Energy. The power consumption of a processor consists of frequency dependent
dynamic consumption, frequency independent dynamic consumption and static
consumption components [5]. The frequency dependant dynamic component is
the dominant one and can be written as:

P = γ · c · v2 · f (5)

where, γ is the activity factor, c is the loading capacitance, v is the supply
voltage, and f is the operating frequency. Since f ∝ v, we see that P ∝ fα. Let
Puk

denote the sum of the frequency independent dynamic consumption and
static consumption components and P f

uk
denote the overall power consumed by

uk when operated at frequency f which can be written as:

P f
uk

= Puk
+ cuk

· fαuk (6)

where, cuk
, αuk

denote the processor constants for uk.
Energy consumed will be obtained by taking the product of power and exe-

cution time as shown below.

Ef
vi,uk

= P f
uk

· Texec[vi, uk]
f

(7)

where, Ef
vi,uk

denotes the energy when the task vi is executed on uk with fre-
quency f . Now, the total energy consumption is defined as the sum of the energies
consumed by each processor which is given in Eq. 8.

E(k, f) =
n∑

i=1

E
f[i]
vi,k[i]

(8)

where, k and f are both vectors of n-dimension. k is a vector whose ith element
tells us which processor vi is scheduled on and f is a vector whose ith element
tells us which frequency the processor is operating on.

Reliability. As in many other works [5,12] we study dominant transient faults
related to processor frequency which can be modeled by exponential distribution
as shown in Eq. 9.

λuk
(f) = λuk

· 10
duk

(1−f)
1−fuk,min (9)
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where, λuk
denotes the average number of faults per second at the maximum

frequency and duk
is a constant specific to the processor. The reliability is mod-

eled using a Poisson distribution, with parameter λuk
(f). Let, Rf

vi,uk
denote the

reliability when the task vi is executed on the processor uk operated with the
frequency f and this is given by Eq. 10.

Rf
vi,uk

= e−λuk
(f)·Texec[vi,uk]

f (10)

The task graph executes successfully when all the tasks execute successfully.
Hence, the reliability of the task graph is the product of the reliability of all the
tasks, assuming failures are independent as given by Eq. 11.

R(k, f) =
n∏

i=1

Rf[i]
vi,k[i]

(11)

From Eq. 9 and 10, we can easily observe that both λuk
(f) and Rf

vi,uk
are

increasing functions of f . Hence for maximum reliability, each processor must
run at its maximum frequency. Furthermore, for each task vi, there is a processor
with minimum value −λuk

· Texec[vi, uk] that gives maximum reliability value
Rvi,max. Hence, the maximum reliability of the application is denoted by Rmax

and expressed in Eq. 12.

Rmax =
n∏

i=1

Rvi,max (12)

Problem Formulation. Given a task graph G(V,E) and a heterogenous proces-
sor platform P, we wish to allocate tasks to processors that minimizes makespan
and energy under a given reliability constraint (Rreq ≤ Rmax). The problem can
now be mathematically formulated as:

Minimize
{
makespan
E(k, f)

Subject To: R(k, f) ≥ Rreq

From the formulation of the problem it is clear that this boils down to the
problem of finding the appropriate values of the vectors: k, f. In our solution
approach, instead of dealing with both vectors simultaneously, we fix them one
by one.

3 Proposed Scheduling Algorithm

In this section, we describe the proposed scheduling algorithm. As mentioned
previously, we first begin by determining the task-processor allocation. Our pro-
posed approach is a list scheduling heuristic divided into two phases, namely
Task Ordering and Processor Allocation. After the processor allocation, we fix
the operating frequencies of the processors. First we describe the task ordering
phase.



26 A. Tekawade and S. Banerjee

3.1 Task Ordering

First we state the notion of up-rank value in Definition 5 of a task and this has
been used subsequently.

Definition 5 (Up-rank Value). Given a workflow G(V,E), the up-rank val-
ues of the tasks can be computed by traversing the graph in a bottom up manner.
For any task vi, let urv(vi) denotes its up-rank value and this can be computed
using Eq. 13.

urv(vi) =

⎧⎪⎨
⎪⎩

1
m · ∑m

k=1 Texec[vi, uk], if vi = vexit

1
m · ∑m

k=1 Texec[vi, uk]+
maxvj∈succ(vi){w(vi, vj) + urv(vj)}, otherwise

(13)

Basically, the up-rank value of the task vi gives an estimate of the maximum
duration execution path from vi to vexit. Now, the task order can be found
by sorting the tasks in decreasing order based on the computed up-rank value.
We denote this ordering of the tasks by ρ. Here, we want to highlight that the
obtained ordering is in favour of lower makespan but may not be optimal.

3.2 Processor Allocation

In this sub-section, we assume that the processors are running at their maxi-
mum frequency and task ordering is known from the first phase. Now we begin
allocating tasks one-by-one in order. After allocation of a processor to a task till
its finish, its time requirement is divided into two phases:

– Idle Phase: In this case, the task is waiting to obtain the output from its
predecessor task(s).

– Execution Phase: In this case, the task is getting executed on the processor.

Combining the time associated with the above two phases, we get the wait time
of a task which is stated in Definition 6.

Definition 6 (Task Wait Time). Given a workflow G(V,E), the wait time of
a task is defined as the amount of time for which a task is allocated to a processor.
For any task vi, let W (vi) denotes its wait time and this can be computed using
Eq. 14.

W (vi) = max
vj∈pred(vi)

{w(vj , vi)} +
1
m

·
m∑

k=1

Texec[vi, uk] (14)

The first part in Eq. 14 gives an idea of how much time a task has to remain
idle on a processor till all the output(s) from all its predecessor task(s) are
received and the second part is the average execution time over all the pro-
cessors. Naturally, tasks having longer waiting time are prone to be on their
allocated processor for longer durations. Thus, to make the makespan shorter,
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better idea is to allocate these tasks to the processors with lower finish time.
We sort the tasks based on decreasing order of their waiting time in an array
W []. Then, we allocate the first �(0 ≤ � ≤ n) tasks based on a weighted nor-
malized linear combination of task’s finish time with weight α and reliability
with weight (1 − α), where the normalization is done using min-max normaliza-
tion. The remaining tasks are allocated on the basis of their energy consumption.
Formally, we name our algorithm as the Wait Aware Normalized Metric Schedul-
ing (WANMS). Algorithm 1 presents this idea in the form of pseudocode. Here
Tvi,min, Tvi,max,Rvi,min,Rvi,max denote the minimum and maximum values of
finish time and reliability, respectively, of executing task vi over all processors.

Algorithm 1: WANMS scheduling algorithm
Input: Task graph, processor parameters, reliability constraint.
Output: Task-processor Mapping vector(k).

1 Compute the up-rank values urv(vi) using Equation No. 13. ;
2 Compute the ordering ρ by sorting the up-rank values in descending order. ;
3 Calculate W (vi) according to Equation No. 14;
4 Sort the tasks in decreasing order of waiting time value in array W[]

and break ties based on the ordering in ρ;
5 makespan ←− 0; reliability ←− 1; energy ←− 0;
6 for vi ∈ ρ do
7 if vi ∈ [W [1], W [�]] then
8 Assign vi to processor satisfying

u∗
k ←− min

k∈[m]
{α · Tf [vi,uk]−Tvi,min

Tvi,max−Tvi,min
+ (1 − α) · (

Rvi,max−Rfuk,max
vi,uk

Rvi,max−Rvi,min
)} ;

9 else

10 Assign vi to processor satisfying u∗
k ←− min

k∈[m]
E

fuk,max
vi,uk ;

11 k[i] ←− u∗
k;

12 energy ←− energy + E
fu∗

k
,max

vi,u
∗
k

;

13 reliability ←− reliability · Rfu∗
k
,max

vi,u
∗
k

;

14 if vi = vexit then
15 makespan ←− Tf [vi, u

∗
k];

16 if reliability ≥ Rreq then
17 return k, makespan, reliability, energy ;

3.3 Analysis Based on the Parameters of Algorithm 1

By varying the parameters of our algorithm � from 0 to n and the weighting
factor α from 0 to 1, we can get a family of solutions. For example, if � = n
and α = 0, we get the maximum reliability allocation. Hence, for any reliability
constraint, there always exists an allocation by the WANMS Algorithm that



28 A. Tekawade and S. Banerjee

satisfies the given constraint. The value of α can be set empirically depending
on the reliability constraint. If the reliability constraint is very tight, we choose
small values of α giving more weight to reliability metric than the finish time.
In our experiments described in Sect. 4 we vary α from 0.0 to 1.0 in steps of 0.1.
On the contrary, the ODS Algorithm cannot achieve high reliability constraints.
This is because ODS Algorithm allocates tasks to the processors depending on
the out-degree based on either of the below metrics:

u∗
k =

⎧
⎪⎨

⎪⎩

min
k∈[m]

Tf [vi, uk] + α · (1 − Rfuk,max

vi,uk ) · Texec[vi, uk] if vi ∈ [OD[1], OD[�]]

min
k∈[m]

E
fuk,max
vi,uk otherwise

where, OD[] is an array in which tasks are sorted in decreasing order of out-
degrees. Since the reliability metric (Rfuk,max

vi,uk ) always occurs in combination
with Tf [vi, uk] and Texec[vi, uk], we can see that Rvi,max and hence Rmax can
never be achieved. Like WANMS, ODS also produces a family of solutions by
varying �, α. Lastly, if � = n and α = 1, WANMS boils down to HEFT and
if l = 0, we allocate all tasks only based on energy consumption and this is
precisely what LEC does.

Having determined the processor allocation (k), we proceed to find the oper-
ational frequencies (f) for the various processors. For this, we use the SOEA
method that gives the optimum energy consumption under a given reliability
constraint and processor allocation [5]. Each solution from WANMS satisfying
the reliability constraint is fed into SOEA which reduces the operating frequen-
cies from maximum value consequently bringing the reliability down to exactly
Rreq.

3.4 Complexity Analysis

Calculating the up-rank values and wait times for a task vi takes O(m +
|succ(vi)|) and O(m + |pred(vi)|) as seen from Eq. 13 and 14. Since
|succ(vi)|, |pred(vi)| ≤ n, the time required for one task is atmost O(m + n).
Hence, the total time required for all the tasks will be O(n · (m + n)). Then,
sorting takes additional O(n · log n). For each task-processor pair, calculating
the finish time takes O(|pred(vi)|) or atmost O(n) time as seen from Eq. 1 and
3. Hence, over all task-processor pairs, we get a complexity of O(n2 · m). The
complexity of SOEA is O(log(Lo/ε) ·m · log(Lf/ε) ·n), where Lo, Lf relate to the
frequency range under consideration and ε denotes the accuracy of the reliability
constraint [5]. Finally, by varying the constants �, α the overall time complexity
of WANMS+SOEA is O(Lα ·n2 ·m(n+log(Lo/ε) · log(Lf/ε))), where Lα denotes
the number of iterations over α. As for the space complexity, we need extra O(n)
space to store the up-rank and wait time values.

4 Experimental Evaluation

In this section, we describe the experimental evaluation of the proposed solution
approach. First, we start by describing the example task graphs.
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4.1 Task Graphs

We perform the experimental evaluation of our proposed scheduling algorithm on
the below mentioned workflows which are widey used in literature for comparison
[5,11,12].

– Fast Fourier Transform (FFT): FFT applications exhibits a high degree
of parallelism and has been used in many previous studies. For any given
positive integer ρ, the number of nodes is n = (2 + ρ) × 2ρ − 1 [10]. In our
experiments, we consider task graphs with ρ = 4 or n = 95.

– Gaussian Elimination (GE): Compared to FFT, GE applications exhibit
low degree of parallelism. For a given positive integer ρ, the number of tasks
can be given by the following equation: N = (ρ2+ρ−2)/2. In our experiments,
we consider task graphs with ρ = 16 or n = 135.

– Random Workflow: As the name suggests, random graphs are generated in
a random fashion. The degree of parallelism is random. In our experiments,
we consider n = 100.

4.2 Experimental Setup

We implement the proposed solution approach with on a workbench system with
i5 10th generation processor and 32 GB memory in Python 3.8.10. Processor
parameters are set randomly in the ranges: Puk

∈ [0.4, 0.8], cuk
∈ [0.8, 1.3], f ∈

[0.3, 1.0], αuk
∈ [2.7, 3.0], λuk

∈ [10−6, 10−5], duk
∈ [1, 3] which reflect the real-

world characteristics, such as for Intel Mobile Pentium III and ARM Cortex-A9
as in [5]. The number of processors is set uniformly at random from the interval
[20, 40]. Additionally, ε in SOEA is set to 10−5 as in [5]. We set the task graph
parameters as in [5,11] where Texec[vi, uk] ∈ [10, 100] and w(vi, vj) ∈ [10, 100].

4.3 Algorithms Compared

We compare the performance of the proposed scheduling algorithm with the
following existing solutions from the literature:

– Out Degree Scheduling (ODS) [5]: This is one of the state-of-the-art algo-
rithm for workflow scheduling in multiprocessor system that takes makespan,
energy and reliability into consideration by allocating task nodes based on
their out-degree. ODS has a similar time and space complexity as WANMS.

– Energy Efficient Scheduling with Reliability Goal (ESRG) [12]: This
is another state-of-the-art algorithm that minimizes for energy under relia-
bility constraint. Many existing studies have also compared their results with
this method.

– Heterogeneous Earliest Finish Time (HEFT) [10]: This is one of the
earliest study on the workflow scheduling in multiprocessor system and has
been used by many authors for performance comparison of their proposed
algorithm. This algorithm minimizes makespan by allocating a task to the
processor with least finish time at each step.
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– Maximum Reliability (MR) [5,13]: As the name suggests, this algorithm
assigns each task to the processor that leads to the maximum reliability
(Rvi,max) without considering makespan or energy consumption.

– Least Energy Cost (LEC) [5,12]: As the name suggests, this algorithm
assigns each task to the processor that leads to the least energy consumption
without considering makespan or reliability.

We would like to highlight that we do not consider LRDSA for comparison
because it assumes that all processors run at the same frequency. The energy
can be decreased by changing this frequency, but it is not able to precisely
control the value of reliability, hence making it impossible to take reliability as
a constraint [5].

4.4 Experimental Description

The reliability constraints for each experiment are set as η · Rmax, where η is
set from 0.9 to 0.99 in steps of 0.01 (low reliability constraint) and from 0.991
to 0.999 in steps of 0.001 (high reliability constraint). For each constraint, the
experiment is run for 10 instances. In general HEFT, LEC and ODS Algorithms
cannot achieve high reliability constraints. In such cases, we take the maximum
value of η as long as the constraint is satisfied from all the instances run and
replace the algorithm with MR for the remaining values of η. In both the cases,
we report the average value over all the instances that satisfies the constraint.
From the set of solutions generated by ODS and WANMS, we take the solutions
which satisfy the reliability constraint and further pass it through SOEA for
energy optimization. Out of these solutions, we choose the ones with the least
energy. This set of experiments is to demonstrate that WANMS always achieves
the least energy and gives significant improvement for high reliability cases.

Additionally, we choose the solution with best makespan from ODS+SOEA
and denote its corresponding energy by E. Then, we choose the solution with
best makespan value from the WANMS+SOEA with energy ≤ E. This set of
experiments is to demonstrate the fact that WANMS gives the least makespan
value and additionally dominates ODS in terms of energy. We call this the best
makespan solution. Since HEFT, LEC and MR Algorithm do not consider fre-
quencies, we also pass them through SOEA to determine the operational fre-
quencies. ESRG Algorithm determines both frequencies and processor-allocation
together.

4.5 Experimental Result with Discussions

Now, we describe the experimental results along with the observations. Figure 1
shows the reliability ratio vs. makespan and reliability ratio vs. energy consump-
tion plots for the FFT workflow with ρ = 4. In particular, in Fig. 1(a) and (b),
we show the plots for the best makespan solutions and in Fig. 1(c) and (d) we
show the plots for the best energy consumption solution. From Fig. 1(a) we can
conclude that if we increase the reliability ratio up to η = 0.995 for WANMS
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the makespan decreases and beyond this limit makespan increases sharply. We
also observe that among all the algorithms WANMS leads to the least makespan
value. As an example, for the low reliability solutions, when the reliability ratio
value is 0.9 the makespan and energy values for the ODS Algorithm is 778 and
3345, respectively. The same for the WANMS Algorithm is 728 and 2604, respec-
tively. So, the improvement in terms of makespan and energy is approximately
6.42% and 22.15%, respectively. However, when the value of the reliability ratio
has been increased to 0.997, we observe that the ESRG is the best among the
existing solution methodologies. For this, the makespan and energy values are
958 and 3063, respectively. The same for WANMS Algorithm is 750 and 2700,
respectively. The improvement in terms of makespan and energy are 21.7% and
11.8%, respectively. When we are considering the best energy solutions, for the
reliability ratio 0.9 the makespan and the energy values obtained by ODS, LEC
and the proposed algorithm are exactly coinciding with each other. Hence, the
proposed methodology is as good as the state-of-the-art methods. When we
increase the value of the reliability ratio to 0.997, the makespan and energy
consumption by the ESRG Algorithm is 958 and 3063, respectively. The same
for WANMS Algorithm is 780 and 2246. So the improvement in the front of
makespan and energy is 18.58% and 26.6%, respectively.

Fig. 1. Reliability ratio vs. makespan and energy consumption plots for the best
makespan and energy solutions for the FFT Workflow (ρ = 4)



32 A. Tekawade and S. Banerjee

Figure 2 shows the reliability ratio vs. makespan and reliability ratio vs.
energy consumption plots for the GE workflow with ρ = 16. From Fig. 2(a),
we can observe that, in case of the best makespan solutions the schedule gener-
ated by WANMS Algorithm leads to the least makespan value for any reliability
ratio. When we are considering the best makespan solution and the value of η
is set to 0.9, the makespan and the energy consumption by the ODS Algorithm
is 1619 and 4676, respectively. The same for the WANMS Algorithm is 1533
and 4262, respectively. The improvement in the front of makespan and energy is
5.3% and 8.8%, respectively. When the value of the reliability ratio is increased
to 0.991, the ESRG Algorithm is found to be the best among the existing solu-
tion approaches. For this algorithm the makespan and energy values are 2280
and 4995, respectively. The same for the WANMS Algorithm is 1984 and 3098,
respectively. In this case the improvement in the front of makespan and energy
is 36.3% and 18%, respectively. When we are considering the best energy solu-
tions, we find that WANMS coincides with LEC achieving the lowest energy
value slightly better than ESRG followed by ODS. For the reliability ratio value
is 0.9, the makespan and the energy values for WANMS are 2068 and 2673,
respectively. The same obtained by ESRG is 2059 and 2690, respectively. How-
ever, when the reliability ratio has been increased to 0.991 the makespan and
energy consumption values for ESRG are 2280 and 4995, respectively. The same
for the proposed approach is 1948 and 3098, respectively. So, the improvement in
the makespan and energy consumption front is approximately 14.5% and 18%,
respectively.

Figure 3 shows the plots for the RANDOM workflow for the best makespan
and reliability solutions. In this workflow also our observations are consistent
with the previous two workflows. For the best makespan solutions when the
value of η is set to 0.9, the value of the makespan and the energy for ODS are
1549 and 3391, respectively. However, the same for the WANMS Algorithm is
1513 and 3179, respectively. So, the improvement in case of makespan and energy
is 2.3% and 6.2%, respectively. When the value of the reliability ratio is increased
to 0.996, the value of the makespan and the energy consumption of the ESRG
Algorithm will be 1705 and 2925, respectively. The same for WANMS Algorithm
is 1468 and 2700, respectively. So the improvement in makespan and energy front
is 13.9% and 7.6%, respectively. Equivalently, when we are considering the best
energy solution and the value of the reliability ratio is 0.9 the value of the
makespan and the energy for the ODS Algorithm is 1651 and 2233, respectively.
However, the same for WANMS and LEC are 1650 and 2143, respectively. So, in
this case the WANMS again achieves the least energy and additionally dominates
ODS in terms of makespan. For the high reliability solutions when the reliability
ratio has been increased to 0.996, we observe that the performance of the ESRG
Algorithm is the best among the existing methods. So, for this algorithm the
value of the makespan and energy are 1705 and 3056, respectively. However,
the same for the proposed solution approach is 1561 and 2494, respectively. So
the improvement in the makespan and energy consumption front is 8.45% and
18.4%, respectively.
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Fig. 2. Reliability ratio vs. makespan and energy consumption plots for the best
makespan and energy solutions for the GE Workflow (ρ = 16)

In conclusion, we see from the best makespan solutions that WANMS gives
the least makespan value among all the methods, and always outperforms the
ODS Algorithm in terms of energy consumption. From the best energy solutions,
we see that WANMS performs at least as good as the other methods. For high
reliability constraints, both best makespan and best energy solutions significantly
dominate the next best ESRG method in terms of both makespan and energy.
In general, the makespan decreases with increasing reliability constraint, but as
the constraint becomes tighter, lesser solutions generated by WANMS will satisfy
the constraint and hence the best makespan solution out of these may be inferior
when compared to a looser constraint. The energy consumption increases as the
reliability constraint becomes higher.
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Fig. 3. Reliability ratio vs. makespan and energy consumption plots for the best
makespan and energy solutions for the Random Workflow (n = 100)

5 Concluding Remarks

In this paper, we have proposed a scheduling algorithm for workflows in a multi-
processor system whose goal is to minimize makespan and energy consumption
for a given reliability constraint. We have analyzed the proposed approach to
understand its time and space requirements. We perform a number of experi-
ments with real-world workflows to show the effectiveness of the proposed solu-
tion approach. We have also observed that our proposed solution approach out-
performs many of the existing solution approaches. In the future, we will try to
include fault-tolerance in our model for reliability constraints greater than Rmax

and also study the problem of assigning frequencies to processors in this case.
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Abstract. Fog computing is a three-tier architecture that provides an
emerging technology aiming to reduce the delay and energy consumption
between IoT (end) devices and the cloud. The fog layer is close to IoT
devices; hence the tasks of time-sensitive applications are offloaded from
the end devices to the fog nodes. Efficient offloading and scheduling of
the tasks (i.e., the order in which tasks are executed at a fog node) jointly
minimize waiting and response time. Given a set of fog nodes and a set
of tasks, how to select a fog node and how to effectively schedule the
tasks to minimize delay is a challenging problem due to heterogeneous
nature of the fog environment. To deal with this challenge, we need to
jointly offload and schedule the tasks by ranking the fog nodes and the
tasks respectively. Although some papers have addressed task offload-
ing and scheduling jointly, none of them have used performance-based
ranking. In this paper, we propose a scheme that uses the multilevel Mul-
tiple Criteria Decision Making (MCDM) technique for fog node selection
during offloading and determining order of task execution in scheduling.
The proposed scheme is based on Entropy-based Technique for Order of
Preference by Similarity to Ideal Solution (E-TOPSIS), which incorpo-
rates delay, energy, and reliability to rank the fog nodes as well as tasks.
Through extensive simulations, we show that the proposed scheme out-
performs some existing (baseline) algorithms.

Keywords: Fog computing · Task offloading · Task scheduling ·
Delay · Energy · Reliability · MCDM techniques

1 Introduction

Internet of Things (IoT) is one of the most extensively used technology today,
making our lives simpler and more manageable by introducing connected intelli-
gence into our homes, offices, automobiles, etc. By 2025, the number of connected
IoT devices is expected to reach 75.44 billion [11]. These devices have limited
storage, computing power, and battery life, making them difficult to process the
data. Thus, they require cloud computing which has limitless storage and com-
puting power. However, the distance between the IoT devices (end devices) and
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the cloud results in high latency, security issues, and network congestion which
affects delay-sensitive applications such as smart transportation, smart health
care, and fire detection & fighting [15]. Therefore, these applications do not
function well on Cloud-IoT architecture [2]. Thus fog computing was introduced
in which fog nodes (FNs) are deployed at the edge of the network of the IoT
devices. Fog forms a mini cloud close to the IoT devices, with lower processing
power, energy, and storage capacity compared to cloud servers [13]. When the
tasks are generated at the IoT devices, they are usually offloaded to the FNs
for their execution rather than sending them to the far cloud and therefore, the
delay and energy consumption are reduced significantly [20,23].

Task offloading is a mechanism for transferring a full or fraction of a locally
originated task to an FN or a remote cloud for processing. Given a set of m FNs
and a set of n (n >> m) tasks, selecting the best FN for a task to be offloaded
is challenging. Moreover, multiple tasks may be offloaded to a single FN at a
time. So determining the order of their execution on the offloaded FN (referred
to as task scheduling) is equally important as it impacts various quality of ser-
vice (QoS) parameters, including delay, energy consumption and reliability. It is
noteworthy that in a fog environment, task offloading and task scheduling are
the two main operations in order to provide IoT services efficiently. Depending
on the application scenario, selecting the best FN and order of execution of tasks
on an FN can be pretty different, which creates a decision-making problem [12].
To deal with this, various performance parameters must be included for choos-
ing a correct alternative, and in this situation, the MCDM (Multiple Criteria
Decision Making) approaches can be very effective. This is an efficient method
that has been successfully applied to solve various decision-making problems in
different domains such as grid computing, cloud computing, and many real-time
applications, e.g., employee recruitment and determining the path for humanoid
robots [4,24].

In this paper, we consider a joint problem of task offloading and scheduling
and propose a method that uses the MCDM technique. The objective is to mini-
mize delay and energy consumption and also to maximize the reliability of FNs’
operation. We use Entropy-based Technique for Order of Preference by Simi-
larity to Ideal Solution (E-TOPSIS) to find the best FN during offloading and
ranking of the tasks during scheduling. The proposed algorithm is extensively
simulated and the results are compared with two baseline algorithms to show
the effectiveness with respect to various performance metrics such as delay and
energy consumption.

Many research works have been carried out on the individual aspects of task
offloading and task scheduling in fog environment, a review of which can be found
in [1,3,6,10,13,21]. Quite a few papers [5,7,9,14,17] have also dealt with these
issues jointly on fog platform. For examples, Guo et al. [5] proposed a recursive
computation offloading algorithm in a fog radio access network that jointly opti-
mized the offloading and scheduling by reducing the average execution delay of
tasks. Ju et al. [9] offloaded the task based on their deadline and used Particle
Swarm Optimization (PSO) to schedule them. As a result, the proposed solution
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reduced the number of missed-deadline requests and the completion time. The
authors of [7] proposed an Energy-Effective Task Offloading (EETO) method
that prioritizes tasks based on multiple QoS criteria and used the Lyapunov
optimization technique to make efficient scheduling decisions for those prioritized
tasks. Sellami et al. [17] proposed a deep reinforcement learning approach for
task offloading and scheduling in an SDN-enabled IoT network, reducing latency
and assuring energy efficiency. In the vehicular network, the mobility-aware task
offloading takes optimal time to decide where and when to offload the tasks to
minimize system costs [14]. They also proposed a Cooperative Task Offloading
Scheduling strategy which prioritizes the tasks and schedules them according to
their requirement. However, none of them have considered a performance-based
selection through a decision-making system such as MCDM or MADM (Multiple
Attribute Decision Making) to the best of our knowledge. Moreover, the existing
works have not considered a delay, energy, and reliability as the decision-making
factors together.

The rest of the paper is organized as follows: Sect. 2 presents the system mod-
els. The proposed method is presented in Sect. 3. Section 4 discusses the change
in the path of results due to the migration of IoT devices. The extensive simu-
lation of the proposed algorithm is presented in Sect. 5, and finally, we conclude
our paper in Sect. 6.

2 System Model

This section introduces the software-defined network (SDN) based IoT-enabled
fog architecture with core components: the Cloud, Controller, FNs, and IoT
devices, Fig. 1. The SDN is a combination of the data plane and the control
plane, which stores the information of the FNs. As a result, the controller is
responsible for offloading decisions. The tasks which are not time-sensitive and
require huge storage and resources are offloaded to the cloud directly. The exe-
cution of time-sensitive tasks is carried out locally and remotely on FNs. Here,
we only consider the offloading of time-sensitive tasks. We assume ‘n’ number
of IoT devices and ‘m’ number of FNs, where n >> m. We also consider that
the FNs are heterogeneous and create clusters. Each cluster has an access point
(AP) that builds a connection between the IoT devices and the fog devices.
The IoT devices generate different tasks, and a fraction of them is offloaded to
their nearby cluster. In this work, we consider that the network functions in the
time-frame manner, each of frame length ‘t’ [23], where task offloading and task
scheduling operates in alternate time frames. The tasks are generated continu-
ously, independent of the time frame. Initially, the controller decides the optimal
FN, and the tasks are offloaded. The tasks are merely queued and do not exe-
cute on the FNs during task offloading. In the subsequent time frame, the FNs
independently execute task scheduling and determine the order of execution of
their tasks. At this time frame offloading decision-making process is halted. The
subsequent sections describe the task offloading, delay, energy, and reliability
models.
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Fig. 1. SDN-based IoT-enabled fog architecture.

2.1 Task Offloading and Scheduling Model

Consider a set of n IoT devices and a set of m FNs. Let us assume that there exist
multiple clusters of FNs. The tasks generated by the IoT devices are offloaded
to the FN of the nearby cluster. Let each ith device generate a task of size li,
i ∈ {1, 2, . . . , n}. Any task to be offloaded is expected to be indivisible, which
implies that it is offloaded partially or fully to a single FN only. Let α be the
fraction of a task to be offloaded to an FN where α = 0 value indicates no
offloading (i.e., the task is completely executed on the local device itself), 1
represents the full offloading, and the value between 0 to 1 is partial offloading.
Let ηj be the CPU cycles of jth FN for processing a bit of data, ωj be the CPU
frequencies of FN j, and θj be the energy consumption per CPU cycle of jth FN.
Let all such information be kept with the controller. As n >> m multiple tasks
are offloaded to a single FN of a cluster at an instance of time. The tasks must
be scheduled based on their ranking. We have not considered downloading time
and energy consumption during this period. The common terminologies used in
this paper are summarized in Table 1.

2.2 Delay Model

Delay is the most critical offloading criterion as it is the main reason to introduce
the middleware technology, fog computing. As we have already mentioned that
a task may be offloaded fully or partially, the delay is calculated as the sum of
the local processing time, transmission time and remote processing time of the
task. The transmission time for downloading results is assumed to be negligible.
Now, the time required to process the data locally at the ith IoT device is given
as follows:
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Table 1. Parameters used for simulation.

Notation Descriptions

n Total number of IoT devices

m Total number of FNs

li size of the task i generated by ith IoT device

ηi CPU cycles for processing 1 bit of data at IoT device i

ηj CPU cycles for processing 1 bit of data at FN j

ωi CPU frequency of IoT device i

ωj CPU frequency of FN j

θi Energy consumption per CPU cycle of IoT device i

θj Energy consumption per CPU cycle of IoT device j

β Shape parameter of Weibull distribution

γ Scale parameter

�0 White noise power

gj
n Channel gain

pt Transmission power

σ Path loss factor

rij Data transfer rate to transfer ith task to jth FN

di =
(1 − α)liηi

ωi
(1)

where, α is the fraction of the task, li is the size of the ith task generated by
ith IoT device, ηi and ωi is the CPU cycle and CPU frequency of ith IoT device
respectively.

The transmission time is calculated by Eq. 2, where rij is data rate to transfer
the ith task to jth FN and it is calculated by Shannon formula given in Eq. 3
[22]

dt =
αli
rij

(2)

rij = Bj log2(1 +
pt ∗ gj

n

�0
) (3)

where, Bj is the bandwidth occupied by FN, pt is the transmission power, gj
n is

the channel gain between IoT device and FN, and �0 is the white noise power.
The delay of the task offloaded to the FN is calculated as follows:

dj =
αliηj

ωj
(4)

Following Eq. 1, 2 and 4 the total delay (D) of a task is calculated as follows:

D = di + dt + dj (5)
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2.3 Energy Model

Energy is the most important goal for all types of devices, especially those that
are battery-powered. Different types of services use different amounts of energy.
The increase in energy consumption during the partial offloading of the task is
compensated by the sub-task executed at the local device. Let Ei be the energy
consumption of the ith IoT device due to local execution is given as:

Ei = (1 − α)liηiθi (6)

Further, the partial task is offloaded to the FN. Hence, the energy consumption
to transfer a task is Et and energy consumption of the jth FN to execute the
partially offloaded task is represented by Ej .

Et =
αlj
rij

(7)

Ej = αljηjθj (8)

Therefore, the total energy consumption (E) to execute a task is given as the
sum of Ei, Et and Ej through Eq. 6, 7 and 8 respectively.

E = Ei + Et + Ej (9)

2.4 Reliability Model

In reliability analysis, we use the Weibull distribution [16], which is one of the
most often used probability distributions for measuring the chance of failure of
an electronic device such as FN. Failure density function f(τ) is the probability
of failure occurring over time which is represented in Eq. 10. Here, the τ is
equivalent to the total delay D.

f(τ) =
β

γ

(τ

γ

)β−1

e−(τ/γ)β

(10)

Let reliability function R(τ) be the probability of an item operating for a certain
amount of time without failure and the failure rate or hazard function h(τ) be
the frequency of a device failure in a unit amount of time. Then R(τ) and h(τ)
are calculated using the following equations

R(τ) = e−(τ/γ)β

(11)

h(τ) =
f(τ)
R(τ)

(12)

=
β

γ

(τ

γ

)β−1

(13)

where, β is the shape parameter, γ is the scale parameter or characteristic life
(or mean time to failure (MTTF))

β =

⎧
⎪⎨
⎪⎩

device failure rate decreases with time, β < 1
device failure rate is constant, β = 1
device failure rate increases with time β > 1
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3 Proposed Method

As mentioned in the system model, the network functions in the time-frame
manner in which task offloading and task scheduling operates in alternate time
frames. The offloading and scheduling decisions are taken in every odd and even
time frame, respectively. The proposed method is applied in each time frame as
follows. We use delay, energy consumption and reliability as the criteria (param-
eters). First, we obtain the weights for all these criteria by applying Entropy
Weight Method (EWM). The weights are then fed to E-TOPSIS to find the
ranks of the FNs in the odd time frame and the task is offloaded to the highest
ranked FN in the cluster. The same weights are also fed to E-TOPSIS in the
even time frame to obtain the ranks of the tasks. The tasks are then executed
in ascending order of the ranks. In the subsequent sections, we detail the pro-
posed method with illustrative examples as needed for task offloading only. An
illustration of the proposed method for task scheduling can be similarly made.

3.1 Evaluate Relative Weights Using EWM

The EWM is based on Shannon entropy [18], which derives relative weights
of criteria. Shannon entropy is a probabilistic measure of information uncer-
tainty. According to the information theory, weight and information entropy are
inversely related i.e., lower information entropy indicates a higher weight to the
criteria. The weight calculated by the entropy-based method is input to the
TOPSIS, and it is detailed as follows [19].

Step 1: Build a decision matrix Amk for m number of FNs and k number of
decision criteria as:

Amn =

C1 C2 . . . Ck⎡
⎢⎢⎣

⎤
⎥⎥⎦

FN1 a11 a12 · · · a1k

FN2 a21 a22 · · · a2k

...
...

. . .
...

FNm am1 am2 · · · amk

Illustration 1: Let us consider a task offloading example with five FNs (FN1,
FN2,..., FN5) and three criteria delay, energy consumption and reliability. We
also assume a random decision-making matrix as shown in Table 2.

Table 2. Decision matrix.

Fog nodes Delay Energy Reliability

FN1 3.912 11.383 0.858

FN2 1.100 2.379 0.987

FN3 6.636 14.350 0.643

FN4 1.209 3.584 0.985

FN5 1.705 7.579 0.971
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Step 2: The range of values for each criterion is different. The decision matrix
is normalized in order to make a consistent comparison using below formula.

njl =
ajl√∑n
j=1a

2
jl

(14)

Step 3: Probability of each criterion for the specific alternatives is calculated
using characteristic proportion as follows:

cjl =
njl√∑n
j=1njl

(15)

Step 4: With the value of characteristic proportion, the entropy value is calcu-
lated as follows:

el =
−1

ln (k)

n∑
j=1

cjl. ln (cjl) (16)

Step 5: Degree of divergence for each criterion is calculated as follows:

ddl = 1 − el (17)

Step 6: To determine the weight of each criterion, entropy weight is determined
using the degree of divergence as given below.

we(l) =
ddl∑m

l=1(ddl)
where,

m∑
l=1

we(l) = 1 (18)

Illustration 2: The entropy weight of each criterion obtained by Eq. 18 is
presented in Table 3.

Table 3. Obtained entropy weights.

Fog nodes Delay Energy Reliability

entropy weight (we(l)) 0.565 0.407 0.026

3.2 TOPSIS for Ranking the FNs

TOPSIS is a systematic method that is reasonably simple and fast. The rank of
the FNs is determined using the TOPSIS.

Step1: Create the weighted normalized decision matrix (Xjl) using the normal-
ized matrix and weighted entropy as follows (Table 4):

xjl = njl ∗ we(l) (19)
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Table 4. Weighted decision matrix.

Fog nodes Delay Energy Reliability

FN1 0.274 0.228 0.011

FN2 0.077 0.047 0.013

FN3 0.465 0.288 0.008

FN4 0.084 0.072 0.013

FN5 0.119 0.152 0.013

Step2: Determine the positive ideal solution (PI) for indicating the best FN and
the negative ideal solution (NI) for indicating worst FN as given below.

PI = max{x1l, . . . , xkl}for beneficial criteria (20)
NI = min{x1l, . . . , xkl} (21)

These values of PI and NI are just opposite for the cost criteria.

Step3: Determine the separation measure from a positive and negative ideal
solution, SPj and SNj , respectively using following equations.

SPj =

√√√√
m∑

j=1

(xjl − PI)2 and SNj =

√√√√
m∑

j=1

(xjl − NI)2 (22)

Step4: Rank the nodes based on the value of relative closeness (the node with
the highest relative closeness value is selected because it is nearest to the best
ideal solution and farthest from the worst ideal solution) as follows:

Cj =
SNj

SPj + SNj
(23)

Illustration 3: The above steps are used by the weighted normalized matrix
and Table 5 presents the rank of FNs using E-TOPSIS. The requested task is
now offloaded to the highest ranked FN i.e., FN5.

Table 5. Final result of E-TOPSIS.

Fog nodes SPj SNj Cj Ranks

FN1 0.190325 0.431071 0.693714 3.0

FN2 0.064822 0.543896 0.893510 2.0

FN3 0.480181 0.360597 0.428885 5.0

FN4 0.369519 0.399471 0.519475 4.0

FN5 0.018439 0.589615 0.969676 1.0
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4 Migration

After offloading the task to the best FN (using the aforementioned method), the
IoT device may move to another location. In this situation, the task is computed
at the offloaded node (prior cluster), and the result is migrated from the previous
AP to the current AP. Compared to the result’s migration, migrating the task
to another cluster will cause higher delay and energy usage. We consider the
following two cases for the change of location of IoT devices which are shown
in Fig 2. Steps 1, 2, and 3 depict case 1, in which an IoT device moves around
AP-A, while steps a, b, c, d, and e depict case 2, in which an IoT device moves
to AP-B at any moment after offloading a task to an FN in fog cluster 1. The
details of the cases are as follows.

Fig. 2. Migration of IoT device and their result.

Case 1: IoT device moves around the AP-A

1. Offload task to the FN selected by the controller in fog cluster 1.
2. Send the result to the AP-A.
3. AP-A sends the results back to the IoT device.

Case 2: IoT device moves anytime after offloading task to FN of fog cluster 1,
towards the AP-B

1. Offload task to the FN
2. IoT device moves from fog cluster 1 (prior cluster) to fog cluster 2 (current

cluster)
3. Result send to AP-A
4. Migrate result to AP-B
5. AP-B sends the result back to the IoT device.
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5 Results and Discussions

In this section, we investigate the performance of our proposed method through
extensive simulations and compare the results with the state-of-the-art Fair Task
Offloading (FTO) algorithm [25] and Priority-aware Genetic Algorithm (PGA)
algorithm [8] for offloading and scheduling respectively. We assume that the
transmission power to offload the task is 100 mW and channel noise power is
−100 dBm. The channel gain parameter is defined as (dj

n)−σ, where dj
n is the

distance between the IoT device and the FNs and σ = 4 is the path loss fac-
tor. The rest of the simulation parameters are given in Table 6. We have sim-
ulated the results 20 times and the average value is taken into account. The
ranks evaluated using E-TOPSIS and Preference Ranking Organization Method
for Enrichment Evaluations (PROMETHEE II) are indicated as TopRanks and
ProRanks, respectively in Table 7 and Table 8.

Table 6. Simulation parameters.

Parameters Values

li 0.5–16 MB

ηi 100 cycle/bit

ηj 200–2000 cycle/bit

ωi 1 GHz

ωj 1–15 GHz

θi 1.5 ∗ 10−9 J/cycle

θj [1–10]∗10−9 J/cycle

�0 −100 dBm

Bj 10 MHz

pt 100 mW

σ 4

5.1 Task Offloading

For simplicity, we consider a cluster of 5 FNs and a single IoT device that has
to offload its task to any one of the efficient FNs in the cluster. According to E-
TOPSIS the highest ranked FN is FN5 and thus, the task is offloaded to it. The
FN3 is the highest ranked using PROMETHEE II. The delay and energy con-
sumption are shown in Fig. 3 with varying sizes of the tasks. It is clearly observed
that our proposed method outperforms both the FTO and PROMETHEE II.
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Table 7. Ranks of FNs in a cluster.

Fog nodes Delay Energy Reliability TopRanks ProRanks

FN1 0.19691 1.319 0.999612 2 4

FN2 0.254802 2.364 0.999351 4 3

FN3 0.247804 2.989 0.999386 5 1

FN4 0.3866 1.196 0.998507 3 2

FN5 0.090124 0.483 0.999919 1 5

Fig. 3. Delay and Energy consumption for task offloading.

5.2 Task Scheduling

Here we consider five tasks in the queue for a single FN, and the E-TOPSIS
determines the order of execution of the tasks. The order of tasks execution
using E-TOPSIS is T1 → T3 → T4 → T2 → T5 and PROMETHEE II is
T5 → T4 → T2 → T1 → T3 which are presented in Table 8. The performance
evaluation based on delay and energy consumption is compared with PGA and
is presented in Fig. 4 with varying numbers of tasks. This is clear from the figure
that E-TOPSIS outperforms.

Table 8. Ranks of tasks at an FN.

Tasks Delay Energy Reliability TopRanks ProRanks

T1 0.068409 3.212 0.999953 1 4

T2 0.132022 4.917 0.999826 4 3

T3 0.103413 1.47 0.999893 2 5

T4 0.111324 5.725 0.999876 3 2

T5 0.320172 4.021 0.998975 5 1
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Fig. 4. Delay and Energy consumption for task scheduling.

5.3 Complexity

Let m be the number of FNs and k be the number of criterion. For calculating
the delay, energy consumption and reliability of each FN, it takes O(m) time.
Building the decision matrix takes O(mk) time and normalization takes O(m2k)
time. Further, the EWM is done in O(k) time. After calculating EWM, the cal-
culation of weighted normalized matrix takes O(mk) time. Then for calculating
Eqs. 20–23, it takes O(mk) time. Finally, sorting of m FNs takes O(mlogm) time.
Therefore, the offloading takes O(m2k). Similarly, scheduling of n tasks from n
IoT devices takes O(n2k) time. Thus, the proposed scheme requires O(m2k) time
assuming n = m.

6 Conclusion

We have presented a common method for task offloading and scheduling in an
IoT-enabled fog network. The method is based on MCDM, which uses EWM for
calculating criteria weights and TOPSIS for ranking the FNs and tasks as well.
Through simulation results, we have shown that the proposed method outper-
forms two baseline algorithms with respect to delay and energy consumption.
We have also explained how the results of the executed tasks to be migrated due
to change of location of any IoT devices with two case studies.
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Abstract. An industrial robot is an automatic multi-purpose manip-
ulator, programmable in three or more axes. A program written in a
high-level programming language controls these robots, many of these
programs involve multiple tasks controlling different robots. Data races
are a common problem in concurrent and multi-threaded programming
and they are of big concern for the multi-task industrial robotics pro-
grammers too. We present a static analysis method for detecting data
races in multi-task programs for industrial robots. We propose a tech-
nique based on a relation that models when two or more statements
from a task occur in between two or more statements in another task.
Our static analysis is preceded by a manual, dynamic analysis step for
ensuring consistency among tasks for one of the constructs which involves
a task waiting for a particular duration. We define a set of not-occurs
in-between rules to detect whether two statements in different tasks may
race with each other. We have developed a prototype implementation of
our tool for the Rapid programming language that is used to program
industrial robots of ABB. Rapid has all the features of a typical pro-
gramming language for industrial robots and hence our race detection
framework will generalize to any programming language for industrial
robots.

Keywords: Data race · Multi-task programs · Industrial robots

1 Introduction

Industrial robots are controlled by programs that handle inputs and signals from
the controller and provide control commands for robot arm movements. Apart
from high level programming languages, a popular class of programming lan-
guages and frameworks have emerged to program these robots [4,5,13]. Many
robotics applications need parallelism where two or more robots execute their
functionality simultaneously. ROS (Robotics Operating System) [9] also has con-
structs like nodes along with a publish/subscribe mechanism which is used by
multi-threaded programs for inter-thread communication. Such executions are
meant to manipulate objects and tools in the real world, making them safety
critical in nature. Safety standards for industrial robots [1] also mandate use of
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rigorous testing and verification techniques to ensure that the robot operations
are reliable.

Two or more tasks in a multi-task program for industrial robots execute in a
pseudo parallel fashion, by sharing and exchanging information on work objects,
digital signals, variables, and actions to be done in parallel or in sequence etc.
Robot programming languages like Rapid [13], KRL [4], VAL3 [5] etc. support
multi-tasking. Each task has a set of modules and the programs associated with
the tasks read from/write to a set of persistent variables which are global vari-
ables shared by the tasks. The languages provide various constructs for synchro-
nization and interleaved execution of the tasks.

Multi-task programs written in these languages also have concurrency prob-
lems like data races [2] while reading from and writing to shared data resources.
A data race occurs when two or more tasks in a multi-task program access
the same memory location concurrently, and at least one of the accesses is for
writing, and the tasks are not using any exclusive locks or other mechanisms
to control their accesses to that memory. Since these robots operate in safety
critical environments, data races can lead to unexpected accidents.

We propose a static data race detection technique for multi-task programs
that manipulate industrial robots using a notion of “not-occurs-in-between” rela-
tion on statements or block of statements among tasks in a multi-task program.
A statement or a block of statements s2 in task t2 does not occur in between
a statement or a block of statements s1 in task t1 if it is not possible for t2
running s2 to preempt t1 running s1. If s1 and s2 cannot occur in between each
other, data race will not happen among s1 and s2. We have defined conditions
that ensure that a statement cannot occur in between another based on the
constructs available in Rapid programming language. These“rules” take care
of many of the typical synchronization constructs that programs for industrial
robots use.

Along with our static data race detection framework, we introduce a dynamic
analysis step in order to ensure wait time consistency among tasks. Some pro-
gramming languages for industrial robots have a wait time construct that ensures
that a particular task waits for the given time unit. The duration of the wait
is decided by the programmer and is not amenable to static analysis as it is
specific to a particular application and its requirements. We ensure that if such
a construct is present in a program, a pre-processing step of checking that it is
consistent and if not, fine tuning the wait time to ensure consistency, is done
before our static analysis framework is invoked.

We have implemented a race detector framework for the Rapid programming
language of ABB [13]. Typical programming languages for industrial robots like
[4,5] have special data-types to identify points in the 3D plane, Move instruc-
tions, programming constructs, tasks and multi-tasking features like synchro-
nization. Hence our definitions and algorithms will generalize to other program-
ming languages for industrial robots. Our framework parses a multi-task Rapid
program to extract all the relevant information and then implements a set of
rules on this information to identify or rule out the presence of data races. Our
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technique is sound in the sense that it identifies all possible potential data races
and when it concludes that the given program is non-racy, it is indeed provably
free of any data races.

The paper is organized as follows. Related work is discussed in Sect. 2. Multi-
task Rapid programs, their structure and data races are explained through an
example in Sect. 3. Semantics of multi-task programs are explained in Sect. 4.
Our algorithm and the prototype implementation is explained in Sect. 5 and
experiments are discussed in Sect. 6. Section 7 finally concludes the paper.

2 Related Work

Data races are a common issue in all concurrent and multi-threaded programs.
The techniques for detecting data races can be broadly classified as being
dynamic or static based on whether they execute the program or not respec-
tively. While dynamic race detection techniques find real data races, they might
not succeed in finding all of them. Static race detection algorithms have been
proposed as sound techniques that are capable of detecting all potential data
races [16].

Early work in this area is by Leslie Lamport where an algorithm for detecting
data races was proposed based on a “happens-before” relation [8]. A partially
ordered happens-before relation is checked to be consistent with a total order-
ing of events and the paper proposes notions like clock synchronization that
have been found to be useful in checking for inconsistencies related to races. [3]
defines the notion of high level data races. Their dynamic race detection app-
roach is mainly based on a property called “view consistency” in multi-threaded
programs, which permits detecting high level data races that can lead to an
inconsistent program state.

The Eraser algorithm [7,10] which has been implemented in the Visual
Threads tool [6] to analyze C and C++ programs, is another example of a
dynamic algorithm that examines a program execution trace for locking pat-
terns and variable accesses in order to predict potential data races. The algo-
rithm maintains a lock set for each variable, which is the set of locks that have
been owned by all threads accessing the variable in the past. New accesses lead
to refinement of the lock sets and they use the changes in the lock sets to detect
data races. Each new access causes a refinement of the lock set with the set of
locks currently owned by the accessing thread. The set is initialized to the set of
locks owned by the first accessing thread. If the set ever becomes empty, a data
race is possible.

[11] provided practical methods to analyze data races and transactionality
in Priority Ceiling Protocol(PCP) programs. Their analysis of linear equalities
can be considered as one instance of an analysis framework which generalizes
the functional approach from programs with procedures to programs with pro-
cedures, interrupts, priorities and resources following the PCP protocol.

Recently, [16] proposed a way to statically detect data races in RTOS (Real
Time Operating System) applications that use a variety of non-standard synchro-
nization constructs. They present a relation that formalizes when two individual
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statements may interleave with other scheduler commands and be racy with
each other in a multi-threaded RTOS program. Their analysis consists of a pre-
analysis followed by the main analysis for checking a set of rules or conditions,
where the occurrence of the pattern of at least one rule is enough to assure that
the given multi-threaded RTOS program is free from potential data races.

Programs controlling industrial robots like those written in Rapid [13] and
VAL3 [5] are multi-task programs that run in the RTOS of the underlying con-
troller platform. Our proposed algorithm extends the technique in [16] to the
setting of programs for industrial robots with complex data types, motion com-
mands and multiple tasks, resulting in a sound, static race detection algorithm
for detecting data races. In addition, to cater to real-time wait constructs, we
run a pre-processing dynamic analysis to ensure that wait time between tasks is
set correctly.

3 Multi-task Industrial Robot Programs: An Overview

As mentioned earlier, many languages for manipulating industrial robots sup-
port multiple tasks that can execute in a (semi-)parallel fashion. We present a
brief comparison of three languages that are popular for programming indus-
trial robots with multiple tasks in Table 1. We found that Rapid programming
language of ABB is the most widely used and has several different constructs
to write complex functionality for programs with multiple tasks. Our technique
has been prototyped to work on Rapid and can extend to all the other languages
too. We now describe the Rapid programming language in detail.

A program in Rapid can support multiple tasks to enable one or more robots
to execute different functionalities [14]. Each task t has a name, an optional
task to run in the foreground of t, an optional type and a program to execute
when it runs. The task in the foreground of t has higher priority than t and
if no such foreground task is set, t has highest priority. A program associated
with a task is grouped into modules and executes the functionality of an indus-
trial robot. The program is written in Rapid and involves variables including
persistent variables which are global variables shared by tasks, target points for
robot movements, movement instructions and other program constructs [13]. A
programming language like Rapid supports up to ten tasks, with at most one
of them being involved in motion/movement functionality at a particular time
during execution. If no foreground tasks are configured, then all the tasks have
the same priority. In such a case, the statements of each task are executed in a
round robin way, interleaved such that one instruction from each task is executed
at a time.

Rapid also supports multi-move programs where more than one task can be a
motion task [15]. Task priorities cannot be configured in multi-move programs,
they are otherwise similar to multi-task programs. Multi-move programs are
broadly classified into independent, semi-coordinated and coordinated synchro-
nized movements based on whether several robots are working independently or
on the same work object or working with different work objects respectively.
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Table 1. Comparison among three multi-task programming languages

Feature Rapid KRL VAL3

Program Program modules
and system
modules in a task

A SRC file and a
DAT file of the
same name

A sequence of
instructions, local
variables and
parameters

Data-types num, bool, string,
robtarget

integer, real,
Boolean,
character, AXIS,
E6AXIS,
FRAME, POS
and E6POS

bool, num, string,
dio, aio, sio

Variable num, bool, string
and PERS
variables

Starts with ‘$’ Identified by
name, type size
and scope

Signal Digital inputs and
digital outputs

Starts with ‘$’ Present

Constant Initialized with
CONST

Initialized in a
data list,
preceded by the
keyword CONST

No previous
declaration is
needed

Motion
Programming

linear, circular,
joint motions

point-to-point,
linear and circular
motion

Present

Inputs, Outputs SETAO, SETDO,
SETGO

ANIN, ANOUT,
PULSE, SIGNAL

Present

Multi-tasking Multiple tasks
and multi-move
tasks

Present Synchronous and
asynchronous
tasks

Global variables,
Sub-programs,
Functions

Present Present Present

Variables declared as persistent variables in a Rapid program are considered
as global variables and they are available for use by all tasks, i.e., each task can
read the values of the variables, make local copies of them, initialize them locally
and write back values to the persistent variables. Like all other multi-tasking pro-
grams, multi-task programs in Rapid for industrial robots also support standard
features for inter-task communication. More details are given in Sect. 4.

1 BEGINTASK <Task1 , Null >

2 MODULE Module1

3 CONST robtarget Target_10 :=[[326.494 , 0, 634.740] ,

[0.104 , 0, 0.983, 0],[-1, 0, -1, 0],[9E+09, 9E+09, 9E

+09, 9E+09,9E+09, 9E+09]];
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4 CONST robtarget Target_20 :=[[474.642 , 0, 298.999] ,

[0.087 , 0, 0.996 , 0], ...];

5 CONST robtarget Target_30 :=[[17.446 , 0, 764.740] ,

[0.809 , 0, 0.587, 0],[0, -1, 0, 4], ...;

6 PERS bool obstacle :=FALSE;

7 PROC MAIN()

8 IF do1=1 THEN

9 obstacle :=TRUE;

10 Path_backward;

11 ELSE

12 Path_forward;

13 ENDIF

14 ENDPROC

15 PROC Path_forward ()

16 MoveL Target_10 ,v1000 ,z100 ,MyTool\WObj:=wobj0;

17 MoveL Target_20 ,v1000 ,z100 ,MyTool\WObj:=wobj0;

18 ENDPROC

19 PROC Path_backward ()

20 MoveL Target_10 ,v1000 ,z100 ,MyTool\WObj:=wobj0;

21 MoveL Target_30 ,v1000 ,z100 ,MyTool\WObj:=wobj0;

22 ENDPROC

23 ENDMODULE

24 ENDTASK

25 BEGINTASK <Task2 , Null >

26 MODULE Module1

27 CONST robtarget Target_10 :=[[195.6535 , -502.4544 ,

902.740] ,[0.617 , 0, 0.786,0],[-1, 0, -1, 4],[9E+09, 9E

+09, 9E+09, 9E+ 09,9E+09, 9E+09]];

28 CONST robtarget Target_20 :=[[576.642 , -502.4544 ,

408.999] ,[0.087 , 0, 0.996, 0],[-1, 0, 0, 0], ...;

29 CONST robtarget Target_30 :=[[] ,[] ,[] ,[]];

30 PERS bool obstacle;

31 PROC main()

32 IF obstacle=FALSE THEN

33 Path_forward;

34 ELSE

35 Path_backward;

36 ENDIF

37 ENDPROC

38 ENDMODULE

39 ENDTASK

Listing 1.1. A Rapid program with two tasks

Consider a multi-task Rapid program given in Listing 1.1, with two tasks Task1
and Task2 of equal priorities executed by two different robots. The two robots
check for the presence of an obstacle in line 8 (represented by the digital signal
do1) and if the obstacle is not found, a particular robot can move forward (line
12). If an obstacle is found (do1=1) then the robot checking for the obstacle
moves backward (line 10). Forward movement in the presence of an obstacle
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will cause an accident. The robots communicate the detection of an obstacle by
updating a common, persistent variable that they share called obstacle. The
two tasks essentially execute the same check for the presence of an obstacle,
update the value to indicate the presence/absence and decide to move forward
or backward based on the value.

3.1 Data Races in Multi-task Programs

When two or more tasks communicate with each other by reading from and
writing to values of global, persistent variables, they need to ensure that read
and write accesses to the variables are protected. Unprotected read/write accesses
can lead to data races resulting in undesired errors. Along with the programming
languages listed in Table 1, ROS (as an operating system) also provides features
for multi-task programming and synchronization/communication among tasks.
Programmers often misunderstand, misuse or omit these constructs resulting in
unprotected accesses to global variables.

Fig. 1. Simulation: Robots executing the program in Listing 1.1

For example, in the program in Listing 1.1, since priorities are not set, the two
tasks execute their respective programs in an interleaved fashion. Task1 begins
execution—after initializing obstacle to false (line 6), followed by Task2 declare
the same (line 30), Task1 checks for the presence of an obstacle (line 8) and before
the next statement updating the obstacle can be executed, Task2 resumes its
execution (line 32). It could have been the case that do1=1 and Task1 should
have executed line 9 to update the value of the variable obstacle and move
backward, all as a continuous sequence of statements to be executed by Task1.
Instead, the interleaved executions continue and Task2 ends up moving forward
while the variable obstacle is true. This leads to an erroneous move depicted as
follows: The if do1=1 statement of Task1 returns true but before the value of
obstacle is set to true, Task2 takes over and its check for obstacle being false
also passes. Now the control goes back to Task1, which sets obstacle to true
and the next statement of Task2 moves forward. This results in the second robot
moving forward in the presence of an obstacle, causing undesired behaviour as
illustrated in Fig. 1. We term this as a data race on the variable obstacle and
develop a sound static program analysis techniques to detect such data races.
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Table 2. Wait and synchronization constructs in rapid

Wait constructs Synchronization constructs

WaitSyncTask: To synchronize several
program tasks at a special point in each
program

SetDO-ISignalDO: To set a digital
output signal in one task, order and
enable interrupts from the same digital
output signal in another task

WaitUntil TestAndSet: Used together
with a normal data object of the type
Boolean, as a binary semaphore, to
retrieve exclusive access to specific code
or system resources

SetDO-WaitDO: Used to set the value of a
digital output signal in one task and
wait until the same digital output is set
in another task

WaitUntil: Used to wait until a logical
condition is met.

Dispatcher: A persistent string variable
containing the name of the routine to
execute in another task

WaitTime: Used to wait for a given unit
of time

IEnable-IDisable: Used to enable and
disable interrupts during program
execution

4 Semantics of Multi-task Programs and Data Races

Data races are common in concurrent multi-threaded programming. Two state-
ments are involved in a data race if they are conflicting accesses to a shared
memory location and can happen “simultaneously” or one after another. By
statically analyzing the data races, we mean analyzing the code during com-
pile time without any run time overheads. The following subsections shows how
we statically analyze and detect the data races specifically for multi-task Rapid
programs for industrial robots.

We work with a multi-task Rapid program [13] and its semantics given by
its state as it runs in the controller. The tasks can use a variety of instructions
and functions to communicate with other tasks (as given in Table 2). A set of
persistent variables, interrupts, and system generated digital inputs and outputs
are used for synchronisation among tasks.

Given a multi-task Rapid program R, we consider all the parameters that
constitute the in-memory state of R. This includes information about the various
tasks (their priority and task in the foreground (if any)), currently executing task
and the tasks that are waiting, the values of all the variables including persistent
variables, the resources (work objects, flex pendants, digital signals etc.) and the
tasks that are holding a resource at a particular point in time, and finally, the
location counter in the running task. These parameters will be extracted during
parsing and will be used to detect the presence of potential data races by our
proposed algorithm.
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4.1 Data Races in Multi-task Programs

Let R be a multi-task Rapid program. Consider a statement or a block of state-
ments s1 in task t1 and another statement or block of statements s2 in task t2,
consisting of shared variables and the read/write accesses to the variables in R.
We say that s1 and s2 are involved in a data race in R if they access a persistent
variable and at least one of them is a write access. Also, s2 occurs-in-between s1
if there is an execution of s1 in which statement/s of s2 occurs sometime between
or before the statement/s of s1.

Typically, wait and synchronization constructs are used by programmers in
multi-task programs to ensure that statements or blocks of statements do not
occur in between each other. Races can be ruled out by ensuring that statements
accessing persistent variables do not occur-in-between as per the above definition
by using appropriate wait or synchronization constructs. The example in Sect. 3
was devoid of any such constructs resulting in a data race on the persistent
variable obstacle.

5 Static Race Detection Algorithm

We describe our static analysis based algorithm for detecting data races in multi-
task Rapid programs in this section. The crux of our algorithm is a set of rules
that can be checked to ensure that (blocks of) statements in two different tasks
that access persistent variables do not occur in between each other. Our rules
are sound in the sense that when they conclude that two (blocks of) statements
do not occur-in-between, they will hold in all inter-leavings, ensuring absence of
data races between the concerned statements.

5.1 Rules for Checking Occurs-in-Between Property

We propose the following rules under which a statement/block of statements s1
in a Rapid program task t1 cannot occur in between another statement/block
of statements s2 in another program task t2. For each wait and synchronization
construct given in Table 2, there is a corresponding rule that prescribes when s1
and s2 do not occur-in-between as per the semantics of the construct.

– C1 (Synchronizing between tasks): Identical synchronization points are
set in the code by using the WaitSyncTask instruction after executing s1 in
t1 and before executing s2 in t2.

– C2 (Accessing shared resources by using a flag): s1 in t1 and s2 in t2
are enclosed in a block beginning with setting the persistent variable flag to
true with the instruction WaitUntilTestAndSet and ending with resetting
the flag to false and there will not be any instruction in between s1 or before
s1 in t1 which will cause the program control to transfer from t1 to t2.

– C3 (Polling among tasks): Each of the following conditions must hold.
1. A Boolean persistent variable is set to true before the execution of s1 in
task t1. 2. In task t2, before executing s2, a WaitUntil instruction is used
along with the same Boolean persistent variable as used in t1.
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– C4 (Waiting using interrupts): Each of the following conditions must
hold.
1. A persistent digital signal is set in the program of first task using SetDO
instruction after s1. 2. In t2, before executing s2, an ISignalDO instruction
is declared with the same persistent digital signal as declared in t1 and it is
used as an interrupt to start the second task t2.

– C5 (SetDO-WaitDO block): Each of the following conditions must hold.
1. There is a SetDO instruction after executing s1 in t1 with a persistent
digital signal. 2. There is a WaitDO instruction in task t2 before executing s2
with the same persistent digital signal with the same value as in task t1.

– C6 (Using a dispatcher): A digital signal is used by t1 after the execution
of s1 to call another task t2, indicating specifically that a particular routine
which may contain s2 could be executed in the called task (t2).

– C7 (IEnable-IDisable block): s2 will be inside an IEnable-IDisable block
for a common interrupt.

Our algorithm parses a multi-task Rapid program detecting persistent vari-
ables, wait and synchronization constructs and applies the above rules to check
for data races. The soundness of our rules, proved in the next section, guarantee
that the algorithm will never miss a potential data race.

5.2 Proof of Soundness of the Rules

Let R be a multi-task Rapid program. Let s1 and s2 be two instructions (can be
a block of statements also) in tasks t1 and t2 respectively in R, that satisfy one
of the seven conditions above. Then we argue that s2 will not occur-in-between
s1. Proof (by contradiction) of soundness for conditions C1, C2 and C5 are
given below. Proof of soundness for the rest of the rules are similar.

Soundness of rule C1: Suppose s1 and s2 satisfy the condition C1, and
suppose there is an execution of R in which s2 occurs in between s1. Let us say
s1 is executed by t1 and s2 is executed by t2. The only way in which s2 can occur
in between s1 is if the synchronization points are set in the code by using the
WaitSyncTask instruction before executing s1 in t1 and before executing s2 in
t2 with the same synchronisation identity points. But this is not possible since
the condition says that synchronization points are set in the code by using the
WaitSyncTask instruction after executing s1 in t1 and before executing s2 in t2
with the same synchronisation identity points.

Soundness of rule C2: Suppose s1 in task t1 and s2 in task t2 satisfy the
condition C1, and suppose there is an execution of R in which s2 occurs in
between s1. The only way in which s2 can occur in between s1 is as follows:

– s1 in t1 and s2 in t2 are enclosed in a block beginning with setting of a
persistent variable flag to true with the instruction WaitUntilTestAndSet
and ending with resetting the flag to false. Also, there will be a Wait
instruction in between s1 or before s1 in t1 which will cause the program
control goes from t1 to t2. This is not possible since the condition says that s1
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in t1 and s2 in t2 are enclosed in a block beginning with setting the persistent
variable flag to true with the instruction WaitUntilTestAndSet and ending
with resetting the flag to false and there will not be any Wait instruction
that will meet the above property.

Soundness of rule C5: Suppose s1 and s2 satisfy the condition C5, and
suppose there is an execution of R in which s2 occurs in between s1. Let us
say s1 is executed by t1 and s2 is executed by t2. The only way in which s2
can occur in between s1 is if there is a SetDO instruction after executing s1
with a persistent digital signal in task t1 and there is a WaitDO instruction in
task t2 before executing s1 with the same persistent digital signal with a
different value as set by t1. This is not possible since the condition says that
there should be a SetDO instruction after executing s1 in t1 with a persistent
digital signal and there is a WaitDO instruction in t2 before executing s2 with
the same persistent digital signal with the same value as set by t1.

Our static race detector algorithm checks the occurrence of each rule in a
multi-task Rapid program considering all pairs of tasks one by one. Since C1
and C2 consists of checking the occurrence of the same Wait instructions in all
the tasks, it can be applied on any multi-task or multi-move Rapid program,
with or without priorities among tasks. Rest of the rules are applicable only in
programs with two tasks as s2 in t2 completely depends on s1 in t1.

5.3 Implementation

Fig. 2. Static data race detector framework
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Figure 2 outlines the steps of our static data race detector framework. Input
to our framework is a syntactically correct multi-task Rapid program, which
is parsed to extract all the persistent variables, statements that access these
variables, the type of access (read/write), synchronization constructs, wait con-
structs etc. as given in the program. The output from the parser is directly given
to a static data race detector where it checks for the occurrence of all the seven
rules one by one. Occurrence of the pattern of at least one rule in the input
multi-task program is sufficient to say that the program is data race free. Oth-
erwise, the static race detector outputs the list of possible potential data races
among tasks along with the list of statements.

One of the constructs, WaitTime, takes as argument a time value (in sec-
onds) specifying the duration for which a task needs to wait before resuming
its execution. We understand from the online developer’s forum of programmers
of industrial robots that this construct is typically not used by programmers
but is present in the syntax of the programming language. Since this construct
takes a real-time value as argument, we cannot propose sound rules for statically
detecting data races in programs with this construct. We run a pre-processing
step that involves a dynamic wait time consistency check before giving the pro-
gram to parser.

Dynamic WaitTime consistency checking involves the following steps. Assume
we have a multi-task Rapid program with wait construct WaitTime of x units in
one of the tasks. We need to ensure that x units of waiting by a particular task is
sufficient for other tasks to finish executing the statements that are programmed
to execute, and there are no unwanted inter-leavings that occur. In order to
ensure this, we need to check the program execution logs (through a watch
window) of an actual simulation (through flex pendent outputs) for the values of
shared variables. If the outputs match, we can conclude that the WaitTime of x
units is consistent among the tasks. Otherwise we need to change the value of x
and repeat the process until x become consistent among tasks. After this step,
we can give the program directly to static data race detector. We illustrate this
step using a small example below.

1 BEGINTASK <Task1 , Null >

2 PROC MAIN()

3 IF do1=1 THEN

4 obstacle :=TRUE;

5 Path_backward;

6 ELSE

7 Path_forward;

8 ENDIF

9 ENDPROC

10 ENDTASK

11 BEGINTASK <Task2 , Null >

12 PROC main()

13 WaitTime 2;

14 IF obstacle=FALSE THEN

15 Path_forward;
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16 ELSE

17 Path_backward;

18 ENDIF

19 ENDPROC

20 ENDTASK

Listing 1.2. A Rapid program with two tasks with WaitTime

In the example given in Listing 1.2, there is a WaitTime of 2 units in Task 2
before checking the obstacle value in line no 13. This WaitTime is inconsistent
since it is not enough for Task 1 to set the obstacle value to True within that
time. As a result, robot 2 collides with the obstacle and we conclude that there is
WaitTime inconsistency among the tasks. So we manually update the WaitTime
by one unit each in an iterative manner. In this example, a WaitTime of 5 units
happens to be consistent among the tasks. This WaitTime consistent program
is given to the parser.

The output from the parser is directly given to a static data race detector
where it checks for the occurrence of all the the seven rules one by one. Occur-
rence of at least one rule in the input multi-task program is sufficient to say that
the program is data race race free. Otherwise static race detector outputs the
list of possible data races among tasks.

The check is done per pair of tasks that share a wait or synchronization
construct, as defined in the input program. When there are more than two
tasks that share a variable, Rapid provides synchronization points using the
WaitSyncTask command which is checked by rule C1.

Table 3. Experimental results

Example program Synchronization/Wait construct used Rule applied

Obstacle program WaitUntil TestAndSet C2

Quadrant program SetDO-WaitDO C5

Flex loader WaitSyncTask C1

Exhaust pipe WaitSyncTask C1

6 Experimental Results

We have implemented the static race detector algorithm depicted in Fig. 2 in
Java by first writing a parser for Rapid programs that have multiple tasks, fol-
lowed by checking of the proposed rules. The complete implementation along
with examples illustrating each of the seven rules are available at https://
github.com/GithubAmeena/Robotic-static-race-detector.git. While the proto-
type implementation has been done for Rapid, it can smoothly be extended to
other programming languages that support multi-task programs. The prototype
implementation was tried out on several different examples of multi-task Rapid

https://github.com/GithubAmeena/Robotic-static-race-detector.git
https://github.com/GithubAmeena/Robotic-static-race-detector.git
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programs including all the examples available with the licensed version of Robot-
Studio and some in-house examples. Table 3 shows our experimental results in
some of the programs in Rapid. Our implementation was able to successfully
analyze each of the programs for data races. We now illustrate the working of
our prototype implementation on a few of them in detail.

Fig. 3. Race detector output of rule C5 applied in quadrant program

Quadrant program given in Listing 1.3 is a multi-task Rapid program con-
sisting of two tasks that we worked on internally. Task t1 is a motion task and
t2 is a non-motion task, both t1 and t2 runs in parallel since priorities are not
set among them. In t1 there is an if statement in lines 6 and 7 (consider these
statements as s1 which checks for the values of the x-coordinates of two points
in the 3D plane (both are declared as persistent variable among the tasks). At
the same time, t2 resets the values of the same coordinates to zero in lines 22
and 23 (consider this statements as s2) and as a result, data race will happen
since s2 in t2 occurs-in-between s1 in t1 and a wrong path will be drawn dur-
ing simulation. In order to avoid this racy situation, we applied rule C5 where
a SetDO instruction was included after executing s1 (line 8) with a persistent
digital signal do1 in t1 and a corresponding WaitDO instruction was included in
t2 (line 21) before executing s2 with the same persistent digital signal do1 with
the same value do1=1 as set by t1. Our tool subsequently reported absence of
any potential data race as seen in Fig. 3.

Obstacle program is the one discussed in Sect. 3. In this program, if we con-
sider the if statement inside main of t1 as s1 and the if statement inside main
of t2 as s2, then the problem here is the occurrence of s2 in between s1. In order
to avoid this unexpected behaviour, we can use any of the seven conditions as we
discussed in Sect. 5. For example, if we apply C2 in the program by putting s1 in
t1 and s2 in t2 inside a block beginning with setting the persistent variable flag
to true with the instruction WaitUntilTestAndSet and ending with resetting
the flag to false, and there will not be any instruction in between s1 or before
s1 in t1 which will cause the program control to change from t1 to t2. As a result
s2 will not occur-in-between s1 and the program will be data race free.

Flex loader is a real-time demo example available in ABB RobotStudio [12]
consisting of four tasks (robots) working in a synchronized way using the concept
of TaskList. Tasklist is a list of available tasks to do a particular job at a given
point in time. Here all the four tasks are grouped into four different task lists
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and along with the wait construct WaitSyncTask in all appropriate places in
the program. Our tool did not report any potential data race in this example.
Exhaust Pipe is also a real-time demo example available in ABB RobotStudio [12]
consisting of three tasks in a synchronized way using the concept of TaskList.
Here we applied rule C1 to again conclude that there are no potential data races.

1 BEGINTASK <Task1 , Null >

2 MODULE Module1

3 CONST robtarget Target_10 :=[[326.494 , 425, 634.740] ,

[0.104 , 0, 0.983, 0], [-1, 0, -1, 0], [9E+09, 9E+09, 9E

+09, 9E+09, 9E+09, 9E+09]];

4 CONST robtarget Target_20 :=[[ -474.642 , 265, 298.999] ,

[0.087 , 0, 0.996, 0], [-1, 0, 0, 0], [9E+09, 9E+09, 9E

+09, 9E+09, 9E+09, 9E+09]];

5 % PROC MAIN()

6 IF Target_10.trans.x>0 and Target_20.trans.x<0

7 Path_Q1_Q2;

8 SetDO, do1,1;

9 ENDPROC

10 PROC Path_Q1_Q2 ()

11 MoveJ Target_10 ,v1000 ,z100 ,MyTool\WObj:=wobj0;

12 MoveJ Target_20 ,v1000 ,z100 ,MyTool\WObj:=wobj0;

13 ENDPROC

14 ENDMODULE

15 ENDTASK

16 BEGINTASK <Task2 , Null >

17 MODULE Module1

18 PERS robtarget Target_10.trans.x ;

19 PERS robtarget Target_20.trans.x ;

20 PROC MAIN()

21 WaitDO, do1,1;

22 Target_10.trans.x:=0;

23 Target_20.trans.x:=0;

24 ENDPROC

25 ENDMODULE

26 ENDTASK

Listing 1.3. Quadrant Program Highlighting Rule C5 among Tasks

7 Conclusion and Future Work

We have proposed a static data race detection technique for multi-task programs
controlling industrial robots using an occurs-in-between relation for (block of)
statements in a task and another statement/block of statements in a second task.
The static race detector framework is prototyped with ABB’s Rapid program-
ming language and can be used to detect potential data races in a sound way.
While our framework is prototyped on Rapid, the technique can be extended to
other robot programming languages that support multi-tasking too.
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Abstract. Consider the control-flow model of transaction execution in a dis-
tributed system modeled as a communication graph where shared objects posi-
tioned at nodes of the graph are immobile but the transactions accessing the
objects send requests to the nodes where objects are located to read/write those
objects. The control-flowmodel offers benefits to applications in which the move-
ment of shared objects is costly due to their sizes and security purposes. In this
paper, we study the ordered scheduling problem of committing dependent trans-
actions according to their predefined priorities in this model. The considered
problem naturally arises in areas, such as loop parallelization and state-machine-
based computing, where producing executions equivalent to a priority order is
needed to satisfy certain properties. Specifically, we study ordered scheduling
considering two performance metrics fundamental to any distributed system: (i)
execution time - total time to commit all the transactions and (ii) communication
cost - the total distance traversed in accessing required shared objects. We design
scheduling algorithms that are individually or simultaneously efficient for both
the metrics and rigorously evaluate them through several benchmarks on random
and grid graphs, validating their efficiency. To our best knowledge, this is the first
study of ordered scheduling in the control-flow model of transaction execution.

1 Introduction

Concurrent processes (threads) need to synchronize to avoid introducing inconsisten-
cies while accessing shared data objects. Traditional mechanisms of locks and bar-
riers have well-known downsides, including deadlock, priority inversion, reliance on
programmer conventions, and vulnerability to failure or delay. Transactional memory
(TM) [16,37] has emerged as an attractive alternative. Using TM, program code is split
into transactions, blocks of code that appear to execute atomically. Transactions are
executed speculatively: synchronization conflicts (or failures) may cause an executing
transaction to abort: its effects are rolled back and the transaction is restarted. In the
absence of conflicts (or failures), a transaction typically commits, causing its effects to
become visible to all threads. Several commercial processors support TM, e.g., Intel’s
Haswell [22] and IBM’s Blue Gene/Q [14], zEnterprise EC12 [27], and Power8 [8].

TM has been studied extensively formultiprocessors, where processors operate on a
single shared memory and the latency to access (read/write) shared memory is the same
(and negligible) for each processor. However, recently, the computing trend is shifting
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. R. Molla et al. (Eds.): ICDCIT 2023, LNCS 13776, pp. 67–83, 2023.
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toward distributed multiprocessors, where the memory access latency varies depending
on the processor in which the thread executes and the physical segment of memory that
stores the requested memory location. Therefore, the recent research focus is on how
to support TM in distributed multiprocessors. Some proposals in this direction include
TM2C [13], NEMO [26], cluster-TM [3,24], GPU-TM [10], and HYFLOW [38].

TM is beneficial in distributed systems where data is spread across multiple nodes.
For example, distributed data centers can use TM to simplify the burden of dis-
tributed synchronization and provide more reliable and efficient program execution
while accessing data from remote nodes. Distributed TM (DTM) designed for such sys-
tems need to execute transactions effectively by taking into consideration the system’s
infrastructure. The network structure can play a crucial role in the DTM performance,
since the data transactions access has to be reached across the network in a timely man-
ner.

In this paper, we study ordered scheduling (ORDS) problem in distributed multipro-
cessors. We model distributed multiprocessors as an n-node connected, undirected, and
weighted graph G, where each node denotes a processor and each edge denotes a com-
munication link between processors. A set of w shared objects S := {S1, S2, . . . , Sw}
reside on the (possibly different) nodes of G. We consider the control-flow model [33],
where objects are immobile but transactions send access requests to the nodes the
required objects are located. Consider a set T := {T (v1, age1), T (v2, age2), . . .} of
transactions mapped (arbitrarily) to the nodes of G with each T (vi, agei) accessing
an arbitrary subset of the shared objects S(T (vi, agei)) ⊆ S, where age is an exter-
nally provided parameter that is unique for each transaction providing a priority order.
We say transaction T (vi, agei) is dependent on T (vj , agej), agej < agei, if at least
an object read/write by T (vi, agei) is being written by T (vj , agej). The ORDS prob-
lem is to commit the dependent transactions in the age order. For example, transaction
T (vi, agei) that depends on T (vj , agej), agej < agei, commits only after T (vj , agej)
has been committed. Non-dependent transactions can execute and commit in parallel.

ORDS naturally arises in applications where producing (dependent) executions
equivalent to a priority order is needed to satisfy/guarantee certain properties. Example
applications include speculative loop parallelization and distributed computation using
state machine approach [31]. In loop parallelization [32], loops designed to run sequen-
tially are parallelized by executing their operations concurrently using TM. Providing
an order matching the sequential one is fundamental to enforce equivalent semantics
for both the parallel and sequential code. Regarding state machine approach [19], many
distributed systems order tasks before executing them to guarantee that a single state
machine abstraction always evolves consistently on distinct nodes, e.g., Paxos [23].

ORDS has been studied heavily in multiprocessors [11,31] where execution time is
the only metric of interest. However, those studies focused on empirical studies and they
do not extend to distributed multiprocessors as they do not consider latency. Recently,
Poudel et al. [29] studied for the first time the ORDS problem in a distributed multipro-
cessor. However, they considered the data-flow model where transactions are immobile
but the objects are mobile. Since the data-flow model is direct opposite of the control-
flow model, the contributions in [29] do not apply to the control-flow model.

Contributions. In this paper, we design ORDS scheduling algorithms in the control-
flow model and establish complementary results compared to [29]. We consider the
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synchronous communication model [6,7] where time is divided into discrete steps. We
optimize two performance metrics: (i) execution time – the total time to execute and
commit all the transactions, and (ii) communication cost – the total distance messages
travel to access shared objects. A transaction’s execution finishes as soon as it commits.
The presented algorithms determine the time step when each transaction executes and
commits. We measure the efficiency using a widely-studied notion of competitiveness
– the ratio of total time (communication cost) for a designed algorithm to the minimum
time (communication cost) achievable by an optimal scheduling algorithm.

Specifically, we have the following five contributions:

1. We provide an impossibility result showing that the optimal execution time and opti-
mal communication cost can not be achieved simultaneously. (Sect. 3)

2. For the offline version, we provide two algorithms, one with optimal execution time
and another with 2-competitive on communication cost. (Sect. 4)

3. For the partial dynamic version with the knowledge of transactions and their priori-
ties but not the shared objects, we provide an O(log2 n)–competitive algorithm for
both execution time and communication cost. (Sect. 5)

4. For the fully dynamic version with transactions arriving over time, we provide
an O(D)–competitive algorithm for both execution time and communication cost,
where D is the diameter of the graph G. (Sect. 6)

5. We implement and rigorously evaluate the designed algorithms through micro-
benchmarks and complex STAMP benchmarks on random and grid graphs, which
validate the efficiency of the designed algorithms. (Sect. 7)

Techniques. For the offline version, the optimal time algorithm sends access requests in
parallel following the shortest paths in G. The 2-competitive communication cost algo-
rithm sends (combined) access requests through a minimum Steiner tree that connects
the graph nodes containing the required objects.

In the partial dynamic version (with the knowledge of transactions and their pri-
orities but not the shared objects), the proposed algorithm exploits the concept of dis-
tributed directory protocols [17,35]. Particularly, the directory protocol technique based
on the hierarchical partitioning of the graph into clusters is used. This technique guar-
antees that the object access cost for a transaction is within an O(log2 n) factor from
the cost of minimum Steiner tree for that transaction. The directory protocol technique
is then extended to the dynamic version guaranteeing O(D)-competitiveness without
knowing transactions and their priorities a priori. This bound is interesting since the
hierarchical partitioning technique used in the partial dynamic version is shown to only
provide O(D log2 n)-competitive bound for the fully dynamic version. Therefore, the
dynamic algorithm uses the directory protocol running on a spanning tree.

Related Work. Gonzalez-Mesa et al. [11] introduced the ORDS problem for multi-
processors and Saad et al. [31] presented three improved algorithms and evaluated
them through empirical studies. Transaction scheduling with no predefined ordering
is widely-studied in multiprocessors providing provable upper and lower bounds, and
impossibility results [1,34], besides several other scheduling algorithms that were only
evaluated experimentally [39]. The multiprocessor ideas are not suitable for distributed
multiprocessors as they do not deal with a crucial metric, communication cost.
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Many previous studies on transaction scheduling in distributed multiprocessors,
e.g., [2,4–7,35,36], considered the data-flow model. The papers [17,35,40] focused on
minimizing communication cost. Execution time minimization is considered by Zhang
et al. [40]. Busch et al. [4] considered minimizing both execution time and communi-
cation cost. Busch et al. [5] considered special topologies (e.g., grid, line, clique, star,
hypercube, butterfly, and cluster) and provided offline algorithms minimizing execution
time and communication cost. Recently, Busch et al. [7] provided dynamic (online)
algorithms. However, all these works have no predefined ordering requirement.

Some papers considered the hybrid model that combines data-flow with control-
flow. Hendler et al. [15] studied a lease based hybrid DTM which dynamically deter-
mines whether to migrate transactions to the nodes that own the leases or to demand
the acquisition of these leases by the node that originated the transaction. Palmieri et al.
[28] presented a comparative study of data-flow versus control-flow models.

2 Model and Preliminaries

Graph. We consider a distributed multiprocessor G = (V,E,w) of n nodes (repre-
senting processing nodes) V = {v1, v2, . . . , vn}, edges (representing communication
links between nodes) E ⊆ V × V , and edge weight function w : E → Z

+. A
path p in G is a sequence of nodes (with respective edges between adjacent nodes)
with length(p) =

∑
e∈p w(e). We assume that G is connected and dist(u, v) denotes

the shortest path length (distance) between two nodes u, v ∈ G. The diameter D :=
maxu,v∈G dist(u, v), the maximum shortest path distance between two nodes u, v ∈ G.
The communication links are bidirectional – messages can be sent in both directions.
Both the nodes and links are non-faulty and the links deliver messages in FIFO order.
There is no bandwidth restriction on the edges, i.e., the messages can be of any size
and any number of messages can traverse an edge at any time. The k-neighborhood of
a node u ∈ G is the set of nodes which are at distance ≤ k from u.

Communication Model. We consider the synchronous communication model where
time is divided into discrete steps such that at each time step a node receives messages,
performs a local computation, and then transmits messages to adjacent nodes [5–7]. For
an edge e = (u, v) ∈ E, it takes w(e) time steps to transfer a message msg from u to
v (and vice-versa); the communication cost contributed by msg is w(e).

Transactions. Let S = {S1, S2, . . . , Sw} denote thew shared objects residing on nodes
of G. Each object has some value which can be read/written. The node of G where an
object Si is currently positioned is called the owner of Si, denoted as owner(Si). A
transaction T (vi, agei) is an atomic block of code mapped at node vi which requires a
set of objects S(T (vi, agei)) ⊆ S and has priority agei. To simplify the analysis, we
assume that each object has a single copy (for both read/write). We assume that each
node runs a single thread and issues transactions sequentially.

Control-Flow Model. The model works in two steps:

i. Object Access Phase: Transaction T (vi, agei) sends access request to the owner
node of each object Si ∈ S(T (vi, agei)) and the owner node of Si replies back a
success or failure message to vi. A success message for Si means that T (vi, agei)
was able to read/write Si, whereas a failure message means denied access.
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ii. Validation Phase: If transaction T (vi, agei) receives success message from owner
node of each Si ∈ S(T (vi, agei)), then it commits. If T (vi, agei) receives at least a
failure message, then it either aborts or waits.

Transaction Execution and Conflicts. For an access request received for Sj from
T (vi, agei), owner(Sj) handles that request by allowing T (vi, agei) to read or write
(update) Sj and replies a successmessage back to vi. If owner(Sj) receives two access
requests for object Sj at the same time and at least one of them is a write request, con-
flict is said to be occurred between transactions accessing Sj . owner(Sj) handles such
type of simultaneous access requests by denying at least one request. In case owner(Sj)
denies the access request, it replies a failure message back to node vi.

Performance Metrics. Let E be an execution schedule following an algorithm A.

Definition 1 (Execution Time). For a set of transactions T , the total time for E is the
time elapsed until the last transaction finishes its execution in E . The execution time of
algorithm A is the maximum time over all possible executions for T .

Definition 2 (Communication Cost). For a set of transactions T , the communication
cost of E is the sum of the distances messages travel during E . The communication cost
of A is the maximum cost over all possible executions for T .

The ORDS Problem. Each transaction T (vi, agei) is assigned age, agei, before it is
activated, and the age signifies the transaction commit order under dependencies. Fol-
lowing [11,29,31], parameter age is (i) unique – no two transactions can have the same
age, (ii) non-modifiable – it never changes once assigned, and (iii) externally determined
– it does not depend on transaction execution.

For transaction T (vi, agei), S(T (vi, agei)) := write(S(T (vi, agei))) ∪
read(S(T (vi, agei))). We say T (vi, agei) is dependent on T (vj , agej), agej <
agei, if (write(S(T (vi, agei))) ∩ S(T (vj , agej)) �= ∅) ∨ (read(S(T (vi, agei))) ∩
write(S(T (vj , agej))) �= ∅). I.e., at least an object read/write by T (vi, agei) is being
written by T (vj , agej). T (vi, agei), if dependent on T (vj , agej), can commit only after
T (vj , agej) commits. Formally,

Definition 3 (The ORDS problem). Given a set of transactions T := {T (v1, age1), T
(v2, age2), . . .} mapped (arbitrarily) to the nodes of G, commit dependent transactions
in T in the increasing order of age in the control-flow model.

3 Impossibility Result

Consider a star graph G as shown in Fig. 1 with eight rays going out from the center
node. Let there be three nodes on each ray (except the center node). Additionally, let the
end nodes of consecutive rays are connected. Suppose there are six objects a, b, c, d, e,
and f positioned on six consecutive end nodes, and a transaction T is mapped at the
center node and it requests all six objects. All edges have unit weight.

Theorem 1. There are transaction scheduling instances for which execution time and
communication cost cannot be minimized simultaneously in the control-flow model.
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Fig. 1. (i) Transaction T accessing objects in parallel through blue colored paths, (ii) T accessing
objects sequentially again through blue colored paths. (Color figure online)

Proof. When transaction T sends object access requests in parallel, they can be reached
in 3 steps. In next 3 steps, T gets reply messages from all the object nodes, and in one
additional step, it can execute and commit. This gives optimal execution time of 7 steps.
However, total communication cost becomes 36 (3 steps to reach requests to objects
and 3 steps to receive replies back). Alternatively, let T sends the object access request
(combined) first to a and then to b, c, d, e, f in order. Moreover, the reply from a is also
sent together with the (combined) request towards b and so on with others. Thus, when
the request reaches f , the replies from a, b, c, d, e also reach there. Now, from f , all the
replies traverse the ray connecting f and T . The communication cost becomes 11 steps,
which is optimal. Total execution time becomes 11 + 1 = 12, which is sub-optimal. ��

4 Offline Algorithms

In this section, we study the offline version of the ORDS problem. We present two algo-
rithms, one called OFFEXEC that achieves optimal execution time and another called
OFFCOMM that is 2-competitive on communication cost.

Execution Time Algorithm OFFEXEC. OFFEXEC accesses required objects for each
transaction in parallel. All transactions in T are initiated at time step t = 0. Therefore,
at t = 0, all the transactions in T send requests to access the required objects to the
respective owner nodes following the shortest paths. Each owner node then replies suc-
cess message for every request (after performing the read/write operation) respecting
the age order and dependency of the transactions at corresponding owner node.

For transaction T (vi, agei) at node vi, let S(T (vi, agei)) ⊆ S be the set of objects
it needs. T (vi, agei) sends corresponding access requests to owner(Sj) of each object
Sj ∈ S(T (vi, agei)) following the shortest path from vi to owner(Sj). After the access
request reaches owner(Sj), owner(Sj) sends success message back to vi as soon as
T (vi, agei) is able to read/write that object respecting the age order. Specifically, there
can be two cases: (i) There is no T (vk, agek), agek < agei, in T which also wants to
access Sj , then owner(Sj) immediately sends success message back to vi (ii) There
is another transaction T (vk, agek), agek < agei, in T that conflicts with T (vi, agei)
while accessing Sj , then owner(Sj) sends success message to vk first and to vi in the
next time step. When vi receives success messages from all owner(Sj), T (vi, agei)
finishes its execution and commits.
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Let tSj

i be the time step at which owner(Sj) of object Sj ∈ S(T (vi, agei)) replies
successmessage back to node vi corresponding to the request sent by T (vi, agei). Then,
t
Sj

i = max{t
Sj

prev(T (vi,agei))
+ 1, dist(vi, owner(Sj))}, where t

Sj

prev(T (vi,agei))
is the

time step at which owner(Sj) replies to the dependent transaction of T (vi, agei) that
is immediately previous to T (vi, agei) in the age order. For the lowest aged transaction
T (v1, age1), t

Sj

1 = dist(v1, owner(Sj)).
Let CTi be the time step at which transaction T (vi, agei) ∈ T commits. Then,

CTi =

{
CTprev(T (vi,agei)) + 1, if t′i < CTprev(T (vi,agei))

t′i + 1, otherwise.

where CTprev(T (vi,agei)) is the time at which the transaction dependent to T (vi, agei)
that is immediately previous to T (vi, agei) in the age order commits and

t′i = max
Sj∈S(T (vi,agei))

(tSj

i + dist(vi, owner(Sj))).

For the lowest aged transaction T (v1, age1), CT1 = maxSj∈S(T (v1,age1)) 2 ·
dist(v1, owner(Sj)) + 1.

Theorem 2. OFFEXEC achieves optimal execution time.

Proof. The execution time depends on two factors. First, how long does a transaction
take to access required objects and second, when does each transaction commit? In
OFFEXEC, each transaction accesses required object using the shortest path in G which
is thus optimal. Now, we need to show that each transaction commits at the earliest
possible time. First, let there is no conflict between any transactions in T . Then all
the transactions can access required objects in parallel and as soon as each transaction
receives success messages from the owner nodes of each required object, it can commit.
The total execution time becomes

max
T (vi,agei)∈T

{

max
Sj∈S(T (v1,age1))

2 · dist(vi, owner(Sj)) + 1
}

which is optimal.
Now, let there are conflicts between transactions in T when accessing objects. Let

T = {T (v1, age1), T (v2, age2), . . . , T (vn, agen)} be the set of transactions. Let a
dependency graph H = (VH , EH) holds the dependency between the conflicting trans-
actions where the nodes VH represent transactions in T and the directed edges EH rep-
resent dependencies between the transactions. The edge (T (vi, agei), T (vj , agej)) ∈
EH , where agei < agej , represents a dependency between T (vi, agei) and T (vj , agej)
such that T (vj , agej) can commit only after T (vi, agei) commits. The ORDS problem
requires the dependent transactions to commit in their age order. The diameterDH ofH
provides the longest chain of dependent transactions and the total execution time of any
optimal algorithm will be the time required by all the transactions that belong to DH to
commit. During the execution of OFFEXEC, for each transaction T (vi, agei), if there is
no any dependent transaction in H or all the dependent transactions in H have already
been committed, then T (vi, agei) can commit as soon as it receives success messages
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from the owner nodes of all required objects. Note that both, object access requests and
success messages, are sent through the shortest paths in G. When the highest age trans-
action that belongs to DH of H commits, OFFEXEC finishes. Hence, the total execution
time is optimal. ��

Theorem 3. OFFEXEC is k-competitive in communication cost, where k is the maxi-
mum number of shared objects accessed by a transaction in T .

Communication Cost Algorithm OFFCOMM. In OFFCOMM, we convert the execution
of each transaction to a Minimum Steiner Tree (MST) [20,21]. Steiner trees have been
extensively studied in the context of weighted graphs [12]. Given a graph G = (V,E)
and a subset P ⊆ V , a Steiner tree spans through P . The Steiner tree problem in our
case is to find a Steiner tree that connects all the vertices of P with the minimum possi-
ble total weight. Computing MST is known to be NP-Hard. We follow the algorithm of
Takahashi and Matsuyama [18] which provides 2(1− 1/|P |)–approximation for MST.
The algorithm of [18] constructs a Steiner tree as follows:

– Start from a participant node in P .
– Find the next participant that is closest to the current tree.
– Join the closest participant to the closest node of the tree.
– Repeat until all nodes in P are connected.

Now, we discuss how MST is constructed for each transaction in T . Let
S(T (vi, agei)) ⊆ S be the set of objects required by a transaction T (vi, agei) ∈ T .
Let Pi ⊆ V contains node vi and the owner node of each object Sj ∈ S(T (vi, agei))
(i.e., Pi := (∀Sj∈S(T (vi,agei))owner(Sj))∪vi). Now, the problem is to find a MST that
connects the nodes in Pi which is constructed by following the algorithm of [18] and is
denoted as MSTi. Then, T (vi, agei) sends object access requests in MSTi. The total
message cost incurred by transaction T (vi, agei) is 2.|MSTi|. That means, messages
visit each edge of MSTi exactly twice, one for sending access request and the other for
receiving reply (success or failure) message from each owner node.

Instead of sending requests individually to access the objects in S(T (vi, agei)),
T (vi, agei) sends them collectively in MSTi. Each neighboring node recursively sends
the request to the next neighbor in MSTi until the request reaches all the owner nodes
of the required objects. To be specific, if vp, vq ∈ MSTi be any two owner nodes of
objects which share a common path from vi up to some intermediate node vs, then the
requests to vp and vq from vi are sent collectively up to vs as a single message. The
request is then divided into two at vs and they are forwarded separately towards vp and
vq. When all the access requests reach respective owner nodes, the reply messages are
collected in the opposite direction. Here, each intermediate node which had initially
sent access requests to the neighboring nodes later collects the reply messages from
those neighboring nodes and returns them collectively to the ancestor node. When vi

receives reply messages from all the neighboring nodes in MSTi, T (vi, agei) commits
(provided that all the reply messages are success messages).

The OFFCOMM algorithm works as follows. It produces a conflict-free execution
schedule. At time step t = 0, each transaction T (vi, agei) sends access requests to
required objects following its corresponding MSTi. When the access request reaches
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owner(Sj), owner(Sj) sends success message back to vi as soon as T (vi, agei)
is able to read/write that object respecting the age order of the dependent trans-
actions. Let distMSTi

(vi, vj) represents the distance between nodes vi and vj fol-
lowing the shortest path in MSTi. Then, for each T (vi, agei) ∈ T , owner(Sj)
of each Sj ∈ S(T (vi, agei)) replies success message to vi at time step: t

Sj

i =
max{t

Sj

prev(T (vi,agei))
+ 1, distMSTi

(vi, owner(Sj))}, where t
Sj

prev(T (vi,agei))
is the

time step at which owner(Sj) replies to the dependent transaction of T (vi, agei) that
is immediately previous to T (vi, agei) in the age order.

The commit time step CTi for each T (vi, agei) is:

CTi =

{
CTprev(T (vi,agei)) + 1, if t′i < CTprev(T (vi,agei))

t′i + 1, otherwise.

where CTprev(T (vi,agei)) is the time at which the transaction dependent to T (vi, agei)
that is immediately previous to T (vi, agei) in the age order commits and t′i =
maxSj∈S(T (vi,agei))(t

Sj

i + distMSTi
(vi, owner(Sj))).

Theorem 4. OFFCOMM is 2-competitive in communication cost.

Proof. Let MSTi be the minimum cost Steiner tree constructed for transaction
T (vi, agei) in OFFCOMM. Let distMSTi

(vx, vy) be the shortest path distance between
vx and vy in MSTi. If dist(vx, vy) be the shortest path distance in G, then we have:
distMSTi

(vx, vy) ≤ 2 · dist(vx, vy). Since OFFCOMM follows the shortest paths in
respective MSTs for accessing required objects, the communication cost CT (vi,agei)

of executing each transaction T (vi, agei) ∈ T is: CT (vi,agei) = 2 · C
T (vi,agei)
opt ,

where C
T (vi,agei)
opt is the cost of any optimal communication algorithm for execut-

ing T (vi, agei) that accesses required objects following the shortest paths in G. If
Ctotal and Copt be the total communication costs of OFFCOMM and any optimal
algorithm, respectively, such that Copt =

∑
T∈T CT

opt, then, Ctotal =
∑

T∈T CT =
∑

T∈T 2 · CT
opt = 2 · Copt. ��

Theorem 5. OFFCOMM is r-competitive in execution time, where r is the maximum
stretch of MST computed for each transaction in T which is given by:

r = max
T (vi,agei)∈T

{

max
Sj∈S(T (vi,agei))

distMST (vi, owner(Sj))
dist(vi, owner(Sj))

}

.

5 Partial Dynamic Algorithm

Here we study the partial dynamic version of the ORDS problem, where a priori knowl-
edge on transactions and their priorities is available, but not the shared objects they
access and their locations. All transactions arrive at time t = 0. Thus, the following two
tasks are additional to the offline version:

i. Determine the owner nodes of all the shared objects that a transaction requests.
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ii. Determine the node where the next transaction in the commit order is located and
the path to reach that node.

We present an efficient algorithm PARTDYN using distributed directory protocol
technique [2,9,17,30,35]. We compute two distributed queues, the first helps trans-
actions accessing required objects and the second helps sending commit messages to
the next dependent transaction in age order. The first is called distributed object queue
where object access tours are constructed for each transaction. The second is called dis-
tributed transaction queue that satisfies the commit order of transactions. Each trans-
action sends commit message to the next transaction in order following the path in its
respective transaction tour in the distributed transaction queue. We use the hierarchy-of-
clusters-based overlay tree (OT ) (discussed next) for the computation of both queues.

Overlay Tree OT Construction. The well-known approaches for OT construction are
based on either a spanning tree or a hierarchy of clusters on G. The spanning tree was
used in directory protocols [2,9] and the hierarchy of clusters was used in directory
protocols [17,35,36].

Both approaches work, however, hierarchy-of-clusters-based overlay trees are more
suitable to control communication costs (and hence the execution time) compared to the
spanning-tree-based overlay trees. Therefore, in the following, we discuss the construc-
tion of hierarchy-of-clusters-based overlay tree OT . In a high level, divide the graph
G into a hierarchy of clusters with H1 = �logD� + 1 layers such that the clusters
sizes grow exponentially (i.e., 2�, 0 ≤ � ≤ H1). A cluster is a subset of nodes, and
its diameter is the maximum distance between any two nodes. The diameter of each
cluster at layer �, where 0 ≤ � < H1, is no more than f(�), for some function f , and
each node participates in no more than g(�) clusters at layer �, for some other function
g. Moreover, for each node u in G, there is a cluster at layer � such that the (2� − 1)-
neighborhood of u is contained in that cluster.

There are known algorithms, such as a hierarchical sparse cover of G, that give a
cluster hierarchy Z of H1 layers with f(�) = O(� log n) and g(�) = O(log n). This
construction was used in the directory protocol, SPIRAL, by Sharma et al. [35], where
additionally, each layer � is decomposed into H2 = O(log n) sub-layers of clusters,
such that a node participates in all the sub-layers of a layer but in a different cluster
within each sub-layer, i.e., at each layer � a node u participates in g(�) = O(log n)
clusters. Suppose a node in each cluster is designated as the leader of the cluster. Con-
necting the leaders of the clusters in the subsequent levels gives OT .

An upward path p(u) for each node u ∈ G is built by visiting leader nodes in all the
clusters that u belongs to starting from layer 0 (the bottom layer in Z) up to layer H1

(the top layer in Z). Within each layer, H2 sub-layers are visited by p(u) according to
the order of their sub-layer labels. The upward path p(u) visits two subsequent leaders
using shortest paths in G between them. Lets say two paths intersect if they have a
common node. Using this definition, two upward paths intersect at layer i if they visit
the same leader at layer i. The lemmas below are satisfied in the construction of [35].

Lemma 1. The upward paths p(u) and p(v) of any two nodes u, v ∈ G intersect at
layer min{H1, �log(dist(u, v))� + 1}.
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Fig. 2. Illustration of computation of distributed object queue for transaction T (v3, 3) requiring
objects (a, b, c). T (v3, 3) sends objAccess(SR(T (v3, 3)))message in its upward path to cluster
C1,1 which recursively sends it to C2,1. C2,1 contains the owner node of object a (i.e., v4),
thus sends objAccess(a) message to v4. Then, after removing a from SR(T (v3, 3)), C2,1 sends
objAccess(SR(T (v3, 3))) message to cluster C3. C3 sends the message downward until the
requests reach nodes v5 and v6. Later, all three nodes v4, v5, and v6 reply success messages
which are combined at clustersC1,3 andC2,1, and finally reach node v3. Then T (v3, 3) commits.
The edges traversed by the messages are highlighted in red. (Color figure online)

Lemma 2. For any upward path p(u) for any node u ∈ G from the bottom layer upto
layer � (and any sub-layer in layer �), length(p(u)) ≤ O(2� log2 n).

Computing Distributed Transaction Queue. We denote the distributed transaction
queue by DTQueue(T ). To construct DTQueue(T ), each transaction T (vi, agei)
sends a findT (T (vi, agei)) message in its upward path p(vi) in OT . The
findT (T (vi, agei)) message contains information about the required objects by
T (vi, agei) and moves upward until it meets the similar messages sent by it’s previous
and next conflicting transactions in age order. When two messages findT (T (vi, agei))
and findT (T (vj , agej)) meet at some node vk, it can easily be found that whether
T (vi, agei) and T (vj , agej) conflict with each other or not by looking at the infor-
mation of required objects for each of them. When such meetings happen for all
findT (prev(T (vi, agei)), findT (T (vi, agei)), and findT (next(T (vi, agei))), 1 ≤
i ≤ n, the computation of DTQueue(T ) is completed.

The upward paths p(vi) and p(vj) for the two consecutive dependent transactions
T (vi, agei) and T (vj , agej) intersect at some node vk at some layer l > 0. Transaction
T (vi, agei) sends a commit message to T (vj , agej) by first sending it upward in p(vi)
up to vk and then sending the message downward in p(vj) from vk up to node vj . The
following theorem follows from the hierarchy of clusters based OT .

Theorem 6. If d is the shortest path distance between nodes vi, vj ∈ G, then the dis-
tance between vi, vj following the upward paths p(vi) and p(vj) in OT is O(d · log2 n).

Computing Distributed Object Queues. Distributed object queue for each transac-
tion T (vi, agei) ∈ T is denoted as DOQueue(T (vi, agei)). DOQueue(T (vi, agei))
contains object tour(s) to access the object(s) requested by T (vi, agei).

DOQueue(T (vi, agei)) is constructed as follows. Let SR(T (vi, agei)) ⊆
S(T (vi, agei)) be the set of objects required by T (vi, agei) that are not present on
vi. T (vi, agei) sends objAccess(SR(T (vi, agei))) message in its upward path p(vi).
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Let at some level l > 0, objAccess(SR(T (vi, agei))) reaches a cluster with node vj

that contains an object Sj ∈ SR(T (vi, agei)). Then the leader of the cluster (say vl)
forwards objAccess(Sj) to the node vj downward in the path p(vj). The leader also
removes object Sj from SR(T (vi, agei)) and forwards objAccess(SR(T (vi, agei)))
message upward in the path p(vi) if SR(T (vi, agei)) is not empty. This process con-
tinues until SR(T (vi, agei)) becomes empty and by that time, the computation of
DOQueue(T (vi, agei)) is completed.

Later, during the execution of T (vi, agei), when the object access request
objAccess(Sj) reaches the owner node of Sj , owner(Sj), T (vi, agei) performs read
or write operation on Sj . After the read or write operation is completed, vj replies a suc-
cess message back following the previous path in the opposite direction (i.e., upward
from vj to the leader node vl in p(vj)). Each leader node when receives reply messages
from the owner nodes of objects, combines them into a single message and sends it back
downward in the path p(vi) to node vi. The leader node waits to combine the reply mes-
sage until it receives reply messages from all the paths that it has sent previously the
access requests. Figure 2 illustrates this idea.

Algorithm PARTDYN. PARTDYN starts with computing distributed object queues
DOQueue(T (vi, agei)) for each transaction T (vi, agei) ∈ T and distributed trans-
action queue DTQueue(T ). DOQueue(T (vi, agei)) contains object tours to access
all the required objects in S(T (vi, agei)).

All the transactions that do not depend on any lower aged transactions start exe-
cution at time t = 0. T (v1, age1) starts at t = 0 and sends object access requests
recursively following object tours in DOQueue(T (v1, age1)). Then, for each object
Sj ∈ S(T (v1, age1)), objAccess(Sj) reaches the owner node owner(Sj). T (v1, age1)
performs read or write operation on all Sj and a successmessage from each owner(Sj)
is replied back following the object tours in the backward direction. T (v1, age1) com-
mits after it receives success messages from all the owner nodes of required objects
(possibly in combined form). Let T (v1, age1) commits at time step t1 > 0. T (v1, age1)
sends commit message commit(T (v1, age1)) to the next conflicting transaction in age
order next(T (v1, age1)) = T (vk, agek), agek > agei, by following upward paths
in DTQueue(T ). When T (vk, agek) receives commit messages from all the depen-
dent transactions, T (vk, agek) executes and commits at time step tk > t1 and sends
commit(T (vk, agek)) message to next(T (vk, agek)). The process continues until the
highest aged transaction T (vh, ageh) commits at some time step th.

Theorem 7. PARTDYN is O(log2 n)-competitive in both execution time and communi-
cation cost.

6 Fully Dynamic Algorithm

Here, we study ORDS with no a priori knowledge on transactions, their priorities, the
shared objects they access, and their initial locations. Additionally, transactions arrive
at different nodes of G arbitrarily over time. Once a transaction arrives at some node
vi, it knows the priority (i.e., age) of that transaction and the objects needed by it.
We present an algorithm DYN that achieves O(D) competitive ratio in both execution
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time and communication cost. Algorithm DYN works on top of a spanning-tree-based
overlay tree, denoted as OTST . Let vroot be the root node of OT ST . For any node v,
the upward path p(v) in OT ST is the path obtained by connecting the parent nodes in
ST from node v up to the root vroot. DYN executes in two phases:

– Phase 1 – Object Advertisement in which each node of graph G is advertised with
the locations of all the objects.

– Phase 2 – Transaction Execution in which transactions are executed and commit-
ted according to age order.

Phase 1 – Object Advertisement. The object advertisement phase makes each node
of G know the locations of all the shared objects. Later, when a transaction at node vi

needs some object Sj , vi can forward object access request to the owner node of that
object. The ownership of each object is advertised in the form of a hash map where
each key-value pair represents (objID, nodeID), where objID is the ID of an object
located at node v ∈ V and nodeID is the ID of v.

Execution starts from leaf nodes of OT ST . Each leaf node vl sends a hash map
(objID, nodeID). If vl contains no object, vl sends an empty hash map. Also, if vl

contains more than one object, it sends a hash map with multiple key-value pairs. When
a parent node vp1 receives hash maps from all its child nodes, vp1 merges those into
a single hash map and appends new key-val pair(s) if it contains any object(s). The
updated hash map is then sent upward to the next parent node vp2. vp2 again merges
all hash maps into a single one after receiving from all the child nodes. This process is
repeated until the current node is the root vroot. When vroot receives hash maps from all
of its child nodes, it merges them into a single hash map and replies back the updated
hash map to all the child nodes recursively. This phase ends when all the leaf nodes
receive updated hash map containing all (objID, nodeID) pairs.

Lemma 3. Phase 1 finishes in O(D) time steps with communication cost O(n).

Phase 2 – Transaction Execution. Let H be the height of OT ST ,H ≤ D. As soon as
transaction T (vi, agei) is initiated, it sends an arrival message Tarrival(T (vi, agei), ti)
to vroot following the upward path p(vi), where ti is the time step at which T (vi, agei)
arrives at node vi. Let Tt(vroot) be a list maintained by vroot which contains the infor-
mation of pending transactions at time step t sorted by arrival time. The arrival message
Tarrival(T (vi, agei), ti) sent from node vi reaches vroot in≤ H time steps. Thus, when
vroot receives a transaction arrival message Tarrival(T (vi, agei), ti) at some time step
tr ≥ ti, it includes T (vi, agei) in Tt(vroot) at time step t′i = ti + H .

Let T (vx, agex) ∈ Tt(vroot) be the lowest aged transaction in Tt(vroot) at time
t. vroot sends startExec(T (vx, agex)) message to node vx to execute T (vx, agex).
T (vx, agex) sends object access requests to the owner nodes of S(T (vx, agex)). When
T (vx, agex) successfully accesses all the required objects in S(T (vx, agex)), it com-
mits and sends a commit message to vroot. After that, vroot removes T (vx, agex) from
Tt(vroot) and schedules next conflicting transaction in the age order to execute. Note
that, vroot can schedule multiple transactions together which are not dependent on any
lower aged transactions or receive commit messages from all the dependent transactions
during the execution. Phase 2 finishes when all transactions in T commit.
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Fig. 3. Time and communication (log scale) in micro-benchmarks on random graphs.

Fig. 4. Time and communication (log scale) in STAMP benchmarks on grid graphs.

Lemma 4. In Phase 2, each transaction finishes its execution in O(D) time steps with
communication cost O(D)-competitive.

Combining Lemmas 3 and 4, we have,

Theorem 8. DYN isO(D)-competitive in both execution time and communication cost.

Proof. DYN executes in two phases, Phase 1 and Phase 2, sequentially. Phase 1 finishes
inO(D) time steps. In Phase 2, each transaction in T spendsO(D) time steps to execute
and commit. So, for all n transactions in T , it takes O(n · D) time steps to execute
and commit. In total, both Phase 1 and Phase 2 of DYN end in O(D) + O(n · D) =
O(n · D) time steps. Since, transactions need to follow the age order to commit, any
optimal algorithm requires at least O(n) time steps to execute and commit. Hence,
DYN is O(D)-competitive in execution time. The same analysis works to show O(D)-
competitive in communication cost. ��
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7 Evaluation

We have implemented OFFEXEC, OFFCOMM, PARTDYN, and DYN and evaluated them
using a set of micro- and complex benchmarks. The experiments were performed on an
Intel Core i7-7700K processor with 32 GB RAM, simulating two different communi-
cation graphs, namely random and grid whose diameters range from 3 to 6 and 6 to 44,
respectively. The results presented are the average of 10 runs.

Results on micro-benchmarks: We experimented against three micro-benchmarks
bank, linked list, and skip list. Figure 3 provides the results in random graph.

Results on STAMP benchmarks: We experimented against intruder, genome, and
vacation benchmarks from STAMP [25]. Figure 4 provides the results in grid graph.

Results Discussion. For both random and grid graphs, OFFEXEC has the minimum
execution time (which is optimal) in all the benchmarks. The execution time for OFF-
COMM is higher than OFFEXEC but always within factor 2 of optimal. Similarly, in all
the benchmarks, OFFCOMM has the minimum communication cost, which is with in
factor of 2 from optimal. The experimental results in all the benchmarks show that the
execution time of PARTDYN is always within O(log2 n) factor compared to OFFEXEC.
Moreover, the execution time in DYN is always within O(D) factor. The communi-
cation cost results follow the same pattern. In fact, the results are substantially better
than the theoretical bounds for both PARTDYN and DYN. In all the results, we can see
that DYN has less execution time and less communication cost than PARTDYN. This is
because of D < log2 n in the experiment.

8 Concluding Remarks

In this paper, we have studied the ordered scheduling problem of committing transac-
tions according to their predefined priorities in the control-flow distributed transactional
memory, minimizing execution time and communication cost. The control-flow model
is important because in many applications, the movement of data is costly due to its
size and security purposes. We have provided a range of algorithms considering this
problem in the offline and dynamic settings. As a future work, it will be interesting to
deploy the algorithms in real distributed system(s) and measure the wall clock results.
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Abstract. We study the graph realization problem in the Congested Clique in
a distributed network under the crash-fault model. We focus on the degree-
sequence realization, each node v is associated with a degree value d(v), and
the resulting degree sequence is realizable if it is possible to construct an overlay
network with the given degrees. This paper focuses on the message and round
complexity of deterministic graph realization in the anonymous network. It has
been shown by Kumar et al. [ALGOSENSORS 2022] that the graph realization
can be solved using O(n2) message and O(f) round without the knowledge of
f , of which f nodes could be faulty (f < n). However, their algorithm works
for KT1 (Knowledge Till 1 hop) model where nodes know their neighbors’ IDs;
or in the KT0 (Knowledge Till 0 hop) model, in which each node knows the
IDs of all the nodes in the clique, but doesn’t know which port is connecting to
which node-ID. In this paper, we extend the result to KT0 when the network
is anonymous, i.e., the IDs of the neighboring nodes are unknown. We present
an algorithm that solves the graph realization problem in the KT0 model with
matching performance guarantees as in the KT1 model.

Keywords: Graph realizations · Congested-Clique · Distributed algorithm ·
Fault-tolerant algorithm · Crash fault · Time complexity · Message complexity

1 Introduction and Related Work

Graph Realization is one of the fundamental problems in distributed computation that
has been explored recently. It has been extensively studied in the literature of the
sequential setting for over half a century. Generally, graph realization problems involve
constructing a graph that attains certain properties. The area is mostly focused on real-
izing graphs with specified degrees [15,26,27], some other properties like connectivity
[18–20], flow [25] and eccentricity [9,36] have also been studied.

Degree sequence realization is the most elevated graph realization problem. Mainly,
a sequence of degree D = (d1, d2, . . . , dn) with non-negative numbers is known as
realizable if there exists a graph of n nodes whose sequence of degree matches the
given degree sequence D. In 1960 Erdös and Gallai [15], for the first time established
the complete characterization of the problem. They showed that D is realizable if and
only if

∑k
i=1 di ≤ k(k − 1) +

∑n
i=k+1 min(di, k) for every k ∈ [1, n]. Later in 1962,

Havel and Hakimi [26,27] found the definitive solution independently. They gave a
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recursive algorithm that can determine whether a given D is realizable and compute a
realizing graph when it is realizable (see Sect. 3 for more detail).

In recent past, Augustine et al. [3] studied the graph realization problem in dis-
tributed fault-free networks for the first time. They built the overlay networks by adapt-
ing graph realization algorithms. For a given network V = {v1, . . . , vn} of n nodes,
where each vi is assigned a degree di. They created an overlay graph G(V,E) such that
d(vi) = di in G, and for any edge e ∈ E, at least one of e’s end points knows the
existence of e. This is known as implicit realization. Notice that, in implicit realization
for any edge, at least one end point must be aware of its existence. Therefore, a node
may not fully realize the graph. It is crucial to know the entire overlay graph in most of
the P2P overlay applications. This setting is known as explicit realization. In this, both
endpoints of any edge in the realized graph are aware of the edge which is a special
case of implicit realization.

The problem is easy if there are no node failures. However, the problem becomes
more difficult if some nodes in the network are faulty. We extend our work in the faulty
setting (crash fault) where nodes may crash at any time during the communication
with each other or before/after communication takes place. Fault-tolerant computation
has always been a popular area of research in distributed computation. It is becoming
more popular with the prevalence of P2P networks that encourage high decentralization.
Often such researches are focused on maintaining connectivity [6], recovery, or ensur-
ing the resilience of the network, i.e., the number of faults a network can tolerate [44].
In the area of P2P overlays, a lot of research exists to create overlays that provide struc-
ture and stability. These are best captured by overlays such as Chord [43], CAN [42],
and Skip Graphs [2]. Overlays are specifically designed to tolerate faults [5,17]. For
more details on P2P overlays and their properties, interested readers may follow the
surveys [38,39].

Our work is focused on Congested Clique in the distributed network which was
introduced by Lokter et al., [37]. It is well-studied, in both the faulty and non-faulty
settings [12,40]. The Congested Clique model is explored widely for many fundamental
distributed problems [7,8,11,14,22,23,28,29,32,33]. Distributed networks are faulty
by nature. There are various faulty models such as clean crash, crash fault, omission
failure, Byzantine failure, etc. In all these node failure settings, the two fundamental
problems of agreement and leader election are studied extensively [1,4,10,13,16,21,
24,30,31,34]. The main challenge in a faulty setting is to ensure that all the nodes have
the same view across the network. Faulty nodes may lead to an increase in the number
of rounds or messages or both to ensure the correctness of the protocol. Thus, in our
work, we focus on developing an algorithm to minimize the time complexity and the
message complexity, simultaneously, in the Congested Clique with faulty nodes.

Our Contributions and Comparison with Previous Work. In [35], Kumar et al.
showed that if the nodes have knowledge of their neighboring nodes (known as KT1

model) then at least Ω(n2) messages and Ω(f) rounds are required for any determinis-
tic fault-tolerant graph realization algorithm, where f is the number of faults such that
f < n. The lower bound is essentially tight, simultaneously. They provided a determin-
istic algorithm for graph realization that uses only O(n2) messages and O(f) rounds.
Overall, their algorithm works in the following way. In the first phase, which consists
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of only two rounds, each node sends the message containing its ID and input degree
twice (in two consecutive rounds). Based on the frequency of the received messages,
each node locally creates an initial faulty list and a degree sequence. In the second
phase, through sharing the information received in the first phase the same final degree
sequence is generated, efficiently, for all non-crashed nodes. The non-crashed nodes
then realize the overlay graph using a final degree sequence via the Havel-Hakimi algo-
rithm. This method is not readily applicable to the KT0 model in which the IDs of the
neighboring nodes are unknown. In real-life applications, the nodes may not be aware
of the neighbors initially. In this paper, we study the graph realization problem in KT0

model and answer one of the questions asked in the paper [35] - “is it possible to remove
the assumption of known IDs, that is, would it be possible to achieve optimal round and
message complexity if the IDs of the clique nodes are not known?” We show that even if
the model is KT0, O(n2) messages and O(f) rounds bound is still achievable. We also
prove that these bounds are optimal, simultaneously. While our algorithm is simple and
the idea is similar to [35], the analysis is involved. In particular, we show the following
main results.

Theorem 1. Consider an n-node Congested Clique with KT0 model, in which f < n
nodes may crash arbitrarily at any time. Given an arbitrary n-length degree sequence
D = (d1, d2, . . . , dn) as an input such that each di is only known to one node in the
clique. Then there exists a deterministic algorithm that solves the fault-tolerant graph
realization problem in O(f) rounds and using O(n2) messages such that f is unknown
to the network.

Theorem 2. Any algorithm that solves the distributed graph realization with f crash
failures in an n-node Congested Clique requires Ω(f) rounds in some admissible exe-
cution.

Theorem 3. In the CONGEST model, any algorithm that solves the distributed graph
realization problem of n node network (with or without faults) requires Ω(n2) messages
in some admissible execution.

Paper Organization: Section 2 presents the model and definitions. In Sect. 3, we pro-
vide a brief description of the sequential Havel-Hakimi solution for the graph realization
problem. Section 4 contains the fault-tolerant graph realization problem and matching
lower bounds. Finally, we conclude with some interesting problems in Sect. 5.

2 Model and Definitions

We consider the distributed computing model used in [35] except the network is anony-
mous in which a node does not know the IDs of its neighbors initially. This model is
known as KT0 (knowledge till 0 hop). On the other hand, [35] used the KT1 (knowl-
edge till 1 hop) model, in which nodes know their neighbors [41]. The underlying net-
work is a Congested Clique [33,37]. The Congested Clique consists of n nodes which
possess a unique ID of size O(log n). These nodes are directly connected to each other
via a communication link and communicate with each other by sending the message of
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size O(log n). This is known as CONGEST communication model [41]. Communica-
tion among the nodes occurs in synchronous rounds.

A network is called f -resilient if there are at most f nodes which may fail by crash-
ing. We assume that up to f < n nodes may fail by crashing and f is unknown to
the network. A faulty node may crash in any round during the execution of the algo-
rithm. If a node crashes in a round, then an arbitrary subset of its messages may not
reach the destination in that particular round, which is determined by an adversary. The
crashed node does not participate in further communication throughout the execution
of the algorithm. If a node does not crash in a particular round then all the messages
sent in that round are delivered to the destination. We consider the adaptive adversary
which controls the faulty nodes and selects the faulty nodes during the execution of the
algorithm. The adversary decides when and how the nodes would crash.1

The message complexity of the algorithm is the total number of messages
exchanged in the network throughout the execution. The round complexity is the num-
ber of rounds taken by the algorithm to execute.

Definition 1 (Distributed Graph Realization [3]). Let us have a set of nodes V =
{v1, . . . , vn} in the network such that each vi only knows the corresponding degree di
for the input degree sequence D = (d1, d2, . . . , dn). The distributed degree realization
problem holds if the set of nodes V constructs the degree sequence D of G same across
the network and each vi possess the corresponding degree di, ∀i ∈ {1, . . . , n}. Thus,
a solution outputs the degree sequence D if the graph is a realizable degree sequence;
otherwise, output unrealizable.

Definition 2 (Distributed Graph Realization with Faults [35]). Let V =
{v1, . . . , vn} be the set of nodes in the network such that each vi only knows the corre-
sponding degree di for the input degree sequence D = (d1, d2, . . . , dn). The arbitrary
subset of faulty nodes (F ⊂ V ) in the network is such that |F | < n. D′ is the modified
degree sequence after losing the degrees of some faulty nodes and G′ is the corre-
sponding overlay graph over D′. This problem requires those non-faulty nodes in V to
construct a graph realization of D′ such that the resulting overlay graph G′ holds the
following conditions:

1. D′ ⊆ D.
2. D′ ≥ n − |F |.
3. D − D′ is the set of degrees of the nodes which are crashed, and their degree is

unknown to the non-faulty nodes.
4. For any edge e = (u, v) ∈ G′, both u and v know the existence of e.

The required output is an overlay graph G′ if D′ is realizable; otherwise, the output is
unrealizable.

3 Preliminary: The Havel-Hakimi Algorithm

We concisely state the sequential Graph Realization problems that inspired our fault-
tolerant distributed version of the same problem. The basic premises of the problem

1 In contrast, a non-adaptive (static) adversary selects the nodes to be faulty before the execution
of the algorithm starts.
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are as follows: given a particular degree sequence D = (d1, d2 . . . dn), is it possible to
generate a graph G whose degree sequence is D? The most well-known characterization
is given independently by Havel [27] and Hakimi [26], which can be stated briefly as
follows.

Theorem 4 (Based on [26] and [27]). A non-increasing sequence D =
(d1, d2, ..., dn) is graphic (i.e., graph is realizable) if and only if the sequence D′ =
(d′

2, ..., d
′
n) is graphic, where d′

j = dj − 1, for j ∈ [2, d1 + 1], and d′
j = dj , for

j ∈ [d1 + 2, n]

This characterization directly implies a O
( ∑n

i=1 di
)

time (in terms of number of
edges) sequential algorithm, known as the Havel-Hakimi algorithm, for constructing a
realizing graph G = (V,E) where V = {v1, ...vn} and d(vi) = di, or deciding that
no such graph exists. The algorithm works as follows. Initialize G = (V,E) to be an
empty graph on V . For i = 1 to n, in step i do the following:

1. Sort the remaining degree sequence in non-increasing order (di ≥ di−1 ≥ . . . dn).
2. Remove di from D, and set dj = dj − 1 for all j ∈ [i + 1, di + i + 1].
3. Set the neighborhood of the node vi to be {vi+1, vi+2, ...vi+1+di

}.

At any step, if D contains a negative entry then the sequence is not realizable.

4 Graph Realization with Faults

Recall that we are given an n-node Congested Clique anonymous network, i.e., nodes
do not know each other’s communication link with respect to their IDs, in which at most
f < n nodes may crash arbitrarily at any time. A degree-sequence (d1, d2, . . . , dn) is
also given to all the nodes in such a way that each di is known to only one node. In
this section, we present an algorithm that guarantees that (i) all the non-crashed nodes
learn and recreate a list whose size is at least n − f , and (ii) this list is the same for
all the nodes. This allows the non-crashed nodes to locally realize the overlay graph
with the help of Havel-and-Hakimi’s algorithm, described in Sect. 3. Our algorithm
does not require any knowledge of the number of faulty nodes and IDs of neighboring
nodes in the CONGEST model. We use only a few numbers of nodes to propagate the
information about the crashed nodes to the other nodes in the network which help to
minimize round and message complexity.

4.1 Algorithm

The challenging part in designing an efficient algorithm is handling the faulty nodes.
A faulty node may crash in some rounds and its message may not reach all the des-
tination nodes in that round. Thus, there might be two sets of nodes with different
degree-sequence. This may lead to an incorrect graph realization whose realization is
not the same throughout the network. One of the simple ways to solve this problem is
as follows: every node ui sends its ID-degree pair 〈ui, d(ui)〉 and whatever new degree-
ID pair received as a message from other nodes to all the other nodes. Since there are
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n nodes, therefore, each node sends n messages to the n nodes. In this way, we have
message complexity O(n3), and round complexity O(n) when f is unknown to the net-
work. Our main aim is to get the optimal round complexity, i.e., O(f) by keeping the
message complexity as small as possible.

The idea is to run the algorithm in three phases, the initialization phase, performance
phase, and finalization phase. In the initialization phase which consists of only two
rounds, in which, each node sends the message as its ID-degree pair twice to other nodes
based on the received frequency of messages which can be one or two. The receiver
node maintains three lists, faulty-list, final-list, and non-faulty-list. In the performance
phase, by sharing the degree of the faulty-list and final-list nodes update the non-faulty-
list, at last non-faulty-list becomes the same across the network (for all non-crashed
nodes). In the finalization phase, the network realizes the overlay network based on the
received degree-sequence by Havel-and-Havkimi’s algorithm.

We will now explain the algorithm in detail whose complete pseudocode is given in
Algorithm 1 and terminologies are summarized along with their definition in Table 1.

Initialization Phase: This phase consists of two rounds. For the first two rounds,
each node ui broadcasts a message which contains its ID along with its degree, i.e.,
〈ui, d(ui)〉 to all the nodes. Each node ui maintains three lists in sorted order (ascend-
ing, based on ID), faulty-list (Fui

), final-list (Lui
) and non-faulty-list (D′

ui
) based on

the frequency of received messages. Faulty-list (Fui
) maintains the messages (ID and

corresponding degree) which were received once, i.e., a list of those nodes which have
surely crashed during the initialization phase. On the other hand, final-list (Lui

) main-
tains the messages (ID and corresponding degree) which were received twice, i.e., a
list of those nodes which have not crashed according to ui. Notice that as ui knows
the corresponding link of the received messages included in the final-list, therefore, ui

can communicate to those particular nodes (if required). Final-list is final in the sense
that no new message will be included in the final-list throughout the execution of the
algorithm. Non-faulty-list (D′

ui
) possesses the messages (ID-degree pair) which were

received twice, the degree of the list will be used for the graph realization problem, at
last, by using Havel-Hakimi’s algorithm. This non-faulty-list will be updated by only
including more messages. Each node ui keeps its message in Lui

and D′
ui

since it
has not crashed for the first two rounds. Notice that no message will be removed from
the non-faulty-list during the execution of the algorithm. Only faulty-list perform the
operation include/remove during the execution of the algorithm. Each ui performs sort-
ing operations in all the three lists, after an update, in their respective list w.r.t. ID in
ascending order.

Performance Phase: In this phase, nodes send/receive the messages based on the
received messages and the status of the Fu, Lu, and D′

u. We study the algorithm from
the perspective of some node ui. We consider two states of the node ui: (i) active state
and (ii) standby state. In the case of an active state, node ui which possesses the mini-
mum ID among the non-crashed nodes broadcast the message to all other nodes. While
in the case of standby state, non-crashed node ui sends the messages to a particular
node based on the condition that arises. This is done by performing the following steps
iteratively.
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Active State: Node ui reaches in active state if ui has received the message from some
node uj whose minimum ID’s entry in the Luj

is ui or Lui
has the minimum ID as

ui then ui checks its Fui
. There can be two conditions with Fui

either Fui
is empty

or not. In case, if Fui
is empty then ui asks all other nodes to send messages from

their respective faulty-list (if any). If Fui
is empty (did not receive the message in the

next round) then ui sends the message “agreed” to all other nodes and moves to the
finalization phase. On the other hand, if ui received some messages from this call then
ui includes those messages in the Fui

. On the assumption, If node ui has not moved
to the finalization phase then there might have arisen a second condition, i.e., Fui

is
non-empty. In that event, ui sends the message from Fui

twice and asks whether they
have any message in their faulty-list whose ID is less than what they just received. If
other nodes have such messages in their respective faulty-list then they send all these
messages one by one to ui. ui includes all these coming messages into Fui

and sends
twice to all other nodes. In between, all other nodes send their appropriate messages
from faulty-list (messages whose IDs are less than what they just received, only once
to ui) only if they are receiving the messages from ui. In case, ui is not sending the
message in some rounds which signifies that ui has crashed, therefore, there is no need
to send the message to ui. If Fui

becomes empty at last and ui has not crashed then ui

sends the “agreed” message to all other nodes and moves to the finalization phase.
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Table 1. Terminology and their definition used throughout the Algorithms 1

Terminology at a Glance for a node ui

Terminology Definition

Faulty-list (Fui ) List of known faulty IDs (and their corresponding degrees) at ui

Final-list (Lui ) List of IDs (and their corresponding degrees) which sent their
messages in first two rounds at ui and have not crashed as per ui

Non-faulty-list (Dui ) List of IDs (and their corresponding degrees) which were
received/sent twice from/to ui. In finalization phase, contains the
final degree-sequence used for graph realization at ui

Standby State A node is in the Standby state if it is waiting for its turn (to
broadcast entries from its faulty-list) or to receive an “agreed”
message

Active State A node is in the active state if it is broadcasting from its faulty-list

“agreed” Node ui received “agreed” message then ui becomes agree for the
finalization phase. ui broadcasts the “agreed” message and moves
to the finalization phase

Standby State: In this state, node ui communicates to the particular node, say uj . For
a node ui when minimum ID of Lui

is uj and ui did not receive any message in the
previous round then ui asks uj for initiation and removes the uj from Lui

. There is a
possibility that uj has not crashed since it sent the message twice in the initialization
phase. In case, Fui


= φ and ui receives the messages such that Fuj
= φ then ui sends

all messages from (Fui
) to uj , one-by-one, till receives the message from uj . Also, if ui

received the message from uj whose ID is greater than minimum of Fui
’s ID or then ui

sends all those message whose ID is greater than (Fui
) to uj , one-by-one, till receives

the message from uj . So that uj can convey those messages (which were not received
by all the nodes) to all other nodes. Notice that ui does not remove any of these IDs
from Fui

since there might be the case that uj crashes without conveying the message.
Therefore, ui removes only those messages from Fui

which are received twice by the
ui. On the other hand, if ui receives the message from uj where uj is greater than the
minimum of Lui

then ui removes all such messages from Lui
, iteratively. Since those

nodes have already crashed (otherwise uj has not been active to send the message) and
there is no need to communicate with them in coming rounds (in case, uj crashed).
Supposing ui receives the message from uj once, say s, and s /∈ Fui

then ui includes s
into Fui

. In case, if ui receives the message from uj twice and s ∈ Fui
then ui removes

s from Fui
. If s /∈ D′

ui
and received twice then ui includes s in D′

ui
. Node ui moves to

the finalization phase of the algorithm if ui has received the “agreed” message from any
node uj . In that situation, ui sends the message “agreed” to all the nodes and moves to
the finalization phase of the algorithm. The “agreed” message conveys the information
to other nodes that there does not exist any node which possesses a non-empty faulty-list
or a different view of non-faulty-list.

Finalization Phase: In this phase, each non-crashed node ui’s non-faulty-list D′
ui

has
the same view of degree sequence (D′) throughout the network. Therefore, the graph
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realized by all the non-crashed nodes remains the same by using the Havel-Hakimi’s
Algorithm 3.

The above three phases are performed till the nodes receive the message “agreed”
and the algorithm terminates. In the end, all the non-faulty nodes have the same degree
sequence in their non-faulty-list, which they realize by Havel-Hakimi’s algorithm.

We will now show the correctness of the algorithm with the help of Lemma 1 that the
final degree sequence D′ of all the non-crashed nodes are the same. Thus, the algorithm
correctly solves the distributed graph realization with faults in the Congested Clique in
the KT0 model. Further, we analyze the time and the message complexity by using the
Lemma 2, Lemma 3 and Lemma 4.

Lemma 1. If there exists some non-faulty nodes ui and uj such that D′
ui

−D′
uj


= φ at
some point, then in the finalization phase of the algorithm there exist D′

ui
− D′

uj
= φ.

Proof. Let us suppose at some point there exists some message s such that D′
ui

−D′
uj

=
s. This implies that the sender of s crashed in the second round such that ui received
the message twice but not uj . Now, if non-faulty node uj (or some node which has s in
faulty-list) becomes the minimum ID in its Luj

or some other node’s final-list (becomes
active node2) then uj will eventually send the s to all other nodes twice. Therefore, s
will be part of D′ across the network. Similarly, if some node ui (or some node which
does not possess s in faulty-list) becomes active node then ui might send higher ID
message to uj or send Fui

= φ to uj and asks about faulty value. In that case uj sends
the s and ui broadcasts the s to all other nodes. Therefore, s becomes the part of D′

across the network. Hence, the lemma. ��
Lemma 2. In a non-faulty setup3, round complexity is O(1) and message complexity is
O(n2).

Proof. In the initialization phase, all the nodes send their respective ID and correspond-
ing degree twice successfully. Therefore, the faulty-list across the network remains
empty. In the performance phase, the node with minimum ID, say ui, asks all the nodes
about the status of their faulty-list and waits for a round. In parallel, other nodes are
also asking ui to be active. Further, after waiting for a round ui broadcasts the “agreed”
message and reaches in the finalization phase. In the very next round, other nodes also
reach finalization phase. In this scenario, the algorithm is executed in constant rounds
and each round takes O(n2) a message. Hence, the lemma. ��
Lemma 3. All the faulty-nodes f cost O(nf) messages and O(f) rounds extra as com-
pared to non-faulty setup.

Proof. A faulty node ui may not follow the protocol during the crash. It may deviate
in, mainly, two phases: (i) initialization phase or (ii) performance phase. In the initial-
ization phase, node ui may crash during the broadcasts of the message. If it crashed
in the first round or second round then some nodes possess node ui in their faulty-list.
During the performance phase, some non-faulty nodes broadcast this value twice from

2 Node which is in active state (standby state) considered as active node (standby node).
3 A non-faulty setup is the model in which all the nodes are non-faulty.
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its faulty-list. Therefore, this faulty-node may cause 2 extra rounds as compared to non-
faulty setup (Lemma 2). Further, if a faulty node crash in performance phase during
the broadcasts of the message then there might be some nodes that do not receive the
message twice which would be broadcasted by some non-faulty node again. Therefore,
this faulty-node may also cause 2 extra rounds as compared to non-faulty setup (Lemma
2). From the above discussion, we can see that one faulty node can cause an extra cost
of O(1) rounds and O(n) messages (due to broadcast). Therefore, the overall extra
messages and rounds cost of the algorithm for f faulty nodes are O(nf) and O(f),
respectively. ��
Lemma 4. The time and message complexity of the Algorithm 1 is O(f) and O(n2),
respectively.

Proof. From the Lemma 2, in non-faulty setup, we have the round complexity O(1) and
message complexity O(n2). On the other hand, from the Lemma 3, we have the extra
cost compared to non-faulty setup is O(f) rounds and O(nf) message. Therefore, we
can conclude the round complexity is O(1) + O(f) = O(f) and message complexity
is O(n2) + O(nf) = O(n2), as f < n. ��

Thus, we get the following main result of fault-tolerant graph realization.

Theorem 5. Consider an n-node Congested Clique with KT0 model, in which f < n
nodes may crash arbitrarily at any time. Given an arbitrary n-length degree sequence
D = (d1, d2, . . . , dn) as an input such that each di is only known to one node in the
clique. Then there exists a deterministic algorithm that solves the fault-tolerant graph
realization problem in O(f) rounds and using O(n2) messages such that f is unknown
to the network.

4.2 Lower Bound

Recall that our network is anonymous, i.e., a node does not know the IDs of its neigh-
bors initially. This model is known as KT0; on the other hand, in the KT1 model, nodes
know their neighbors. Thus, KT0 model is a weaker model than KT1 model, i.e., KT1

model has some extra information regarding the neighbors’ IDs as compared to KT0.
Therefore, the algorithm which can solve the graph realization problem in a Congested
Clique in KT0 model will also solve the problem in KT1 model with matching com-
plexity. By using the same line of argument, in the case of lower bound KT1’s lower
bound (shown in [35]) is the trivial lower bound for KT0 model. Therefore, we also
have the following results in KT0 model.

Theorem 6. Any algorithm that solves the distributed graph realization with f crash
failures in an n-node Congested Clique requires Ω(f) rounds in some admissible exe-
cution.

Theorem 7. In the CONGEST model, any algorithm that solves the distributed graph
realization problem of n node network (with or without faults) requires Ω(n2) messages
in some admissible execution.

Notice that Algorithm 1 is, simultaneously, tight with respect to the time complexity
and message complexity.
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5 Conclusion and Future Work

In this paper, we studied the round and message complexity of the graph realization
problem in the Congested Clique with faults in KT0 model and provided an efficient
algorithm for realizing overlays for a given degree sequence. Our algorithm is simulta-
neously optimal in both the round and the message complexity. This extends the results
of Kumar et al. [35] who showed the same bounds and complexity for the KT1 model.
Given the relevance of graph realization techniques in overlay construction and the pres-
ence of faulty nodes in peer-to-peer networks, we believe there can be several gripping
questions to explore in the future. Such as:

(1) Does the message and round complexity O(n2) and O(f), respectively, hold for the
omission failure? Also, what would be the nontrivial lower bound for the omission
failure?

(2) It would be entrancing to define and analyze the graph realization problem in the
presence of Byzantine faults. Since a Byzantine node can behave arbitrarily like
sending the wrong message, sending a message to some nodes, or not sending
the message in some rounds. Therefore, the graph realization problem needs to be
defined carefully.

(3) Our paper and existing work on distributed graph realization consider a clique net-
work [3,35]. It would be interesting to study the problem in general networks.
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Abstract. Due to increases in communication link capacity and growth
of the Internet traffic, packet processing like IP address lookup and classi-
fication becomes a major concern in the network. The packet processing
performed at Switch/Router does not cope up with the growing link
speed. Since Graphics processing unit (GPU) has high parallelism and
more flexibility for the programmers, it can be used for solving IP address
lookup problem in the Switch/Router devices. This paper proposes a
variant of trie based approach to find a solution for longest prefix match
(LPM) problem using GPU. In this paper, IP address database is par-
titioned into a different table based on first k bits of IP address, then a
variant of trie approach is proposed to find the next hop. The proposed
lookup approach shows 64.46% and 94.32% improvement than binary
trie and BST implementations.

Keywords: IP lookup · GPU · CUDA · Trie · Multibit-trie

1 Introduction

As the packet arrival rate increases drastically, IP address lookup in the network
Router/Switch become so complex. One of the main objective of Switch/Router
is to find an appropriate next hop information by comparing the incoming packet
destination IP address against the prefix information stored in the forwarding
table. The current network architecture follows Classless Inter-domain Routing
(CIDR [11]) due to the depletion of address spaces in the class-based addressing
scheme. Most of the prefix length varies from 16 to 24 in the case of IPv4 [1].
Since the destination IP address of the incoming packet does not carry the
length information, it has to find the bit pattern as well as the length. In such a
scenario, there might be a possibility of multiple matches for a given destination
IP address. In order to find the best match, a method called Longest Prefix
Match (LPM) is utilized.

There are two approaches can be used for solving the IP address lookup prob-
lems namely hardware based and software based approach. Since the hardware-
based [6] approach suffers from cost, power consumption, and flexibility, many
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. R. Molla et al. (Eds.): ICDCIT 2023, LNCS 13776, pp. 98–103, 2023.
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kinds of research focusing on software-based approaches. Though several vari-
ants of trie based approach are proposed to solve the problem of finding
LPM [14,15,19] to further improve the speed up a GPU is utilized. GPU can
offer a large number of Arithmetic Logic Unit (ALU), many threads can be exe-
cuted simultaneously and each thread can run in a short duration. Because of
massive parallelism in GPU, multiple lookups can be done in a short period of
time. Compute Unified Device Architecture (CUDA [3]) is platform can achieve
parallelism in GPU environment. This paper proposes a GPU based IP lookup
approach which uses a variant of a trie-based data structure to perform IP
lookup operation efficiently. The proposed approach uses independent memory
for different table partitions. The proposed approach reduces the lookup time
by choosing appropriate stride value.

The rest of the paper is organized as follows Sect. 2 discuss related works,
Sect. 3 brief about proposed solution for GPU based IP lookup, Sect. 4 results
and discussion and followed by Sect. 5 conclusions.

2 Related Works

A binary trie based parallel IP address lookup approach is proposed in [13]. In
this paper, IP address is partitioned into different groups based on its prefix
length. Since the level can be searched independently it can be provisioned sep-
arately. A shape-shifting trie based IP lookup is proposed in [10] with the worst
case time complexity of O(n). The author [20,21] and [22] proposes a software
based approaches which uses a combination of trie and hashing approach to
perform efficient IP lookup. A level-compressed trie based IP lookup approach
is proposed in [8]. This approach suffers when there was no balanced structure
found in the structure. An efficient binary search approach for the IP lookup
proposed in [23] which takes the worst case time complexity of O(log n). The
author [18] proposes an efficient virtual compression approach to compress the
flow table. Recently a GPU based implementation of IP lookup is proposed in
many of the research [4,7] and [17]. A radix tree based IP lookup algorithm using
GPU is proposed in [7]. A packetshader which utilizes GPU multi-core facili-
ties [4]. Amar Shekhar et al., proposes a GPU based lookup which uses binary
search tree (BST) data structure to perform IP lookup operation. Though it is
a low-cost solution, it suffers from update problem when the forwarding table is
very large. The author proposes a trie based IP lookup approach to be used in
the forwarding table [5]. It suffers from the worst case time complexity of O(w),
where w is maximum length of the IP address. The IP lookup problems are useful
in packet/traffic classification and intrusion detection in the network [9,16]

3 Proposed Solution for GPU Based IP Lookup

The proposed approach consists of two phases namely partitioning and lookup.
The forwarding table in the data plane of the switch can be partitioned based
on the first k bits of IP prefix. The Fig. 1 shows the overview of IP lookup
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operation takes place in the GPU platform. Since the tables {T0, T1, . . . T2k−1}
are copied into the global memory of GPU, it can be accessed by different threads
easily. The Algorithm 1 brief about partitioning of forwarding table into different
groups of table {T0, T1, . . . T2k−1}. For each entry available in each of the tables
{T0, T1, . . . T2k−1} trie can constructed using Algorihtm 2. Algorithm 2 construct
trie with specified stride value and insert values into the level tables according to
the active path from root node to the leaf node. The Algorithm 3 perform insert
operation for each entry in the routing table. In order to update an entry in the
multi-bit trie, in the worst case it will take O(w/k) where k represents the chosen
stride value. Every prefix (IP address) will have different length l (Mask) value.
Now, divide this database into multiple groups based on the leftmost k bits of the
prefix. There are a different groups of prefixes table based on the leftmost k bits.
Construct multi-bit trie [15] with stride value for each of the groups separately.
In order to search an entry in the trie, find the middle of the level using a binary
search. Then extract the leftmost middle number of bits from the destination IP
and apply hashing at this level to check the extracted bits present at this level.
If a match is not found, apply binary search recursively till match found. Write
GPU kernel code which performs a longest match operation (LPM) on each of
the group simultaneously. The Algorithm 1 performs IP lookup based on given
destination IP.

Given Destination IP

   Send to all the 
  partitioned table 
to perform IP lookup 

T0 T1
T k
2 - 1

.   .    .

Longest Prefix Match (LPM)

Next Hop

Fig. 1. Parallel search in the partitioned tables

Lemma 1. The height of the complete binary trie log n.

Theorem 1. Search complexity of complete binary trie O(log log n).

Proof. Since there are log n level table in the complete binary trie by Lemma 1.
In order to search a given IP address, a binary search mechanism applied over
the height h of the trie. The binary search takes the effort of log h. By the
Lemma 1, apply substitution in place of h = log n, which give the complexity of
O(log log n).
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Algorithm 1. Table Partitioning
Require: The forwarding table T and k
Ensure: Partitioned table {T0, T1, . . . T2k−1}
Let T has n number of IP prefix entires
for i = 0 to n do

Based on leftmost k bits insert the IP prefixes along with next hop into Ti, 0 ≤ i
≤ 2k − 1

end for

Algorithm 2. Trie Construction
Require: Partitioned table {T0, T1, . . . T2k−1}
for i = 0 to 2k − 1 do

for each Ti call insert trie (T i)
end for

Algorithm 3. insert trie (P )
Require: stride size s
c=‖P‖
for i = 0 to c do

for each entry ci in P, construct multibit trie based on specified s
for each level in the trie store active paths in a separate table (L)

end for

Theorem 2. Search complexity of complete binary trie O((log log n)/s)

Proof. Based on the stride value s, the number of level reduced by s. By the
Theorem 1, which give the complexity of log log n. So, the proposed approach
takes the lookup complexity of O((log log n)/s)

4 Results and Discussion

In this section, performance of the proposed GPU-based approach is compared
against the existing approaches like binary trie, BST on GPU. The proposed
approach is implemented on NVIDIA TESLA C2075 [2]. The TESLA card C2075
has 14 stream processor (SM) and each SM has 32 cores. All the programs are
compiled with CUDA release 2.0 platforms. The dataset considered here, consists
of IPv4 addressing. Initially, all the experiment are performed with various RIPE
dataset [12] ranging from RRC01 to RRC15. Figure 2 shows IP address lookup
time for tire implementation in GPU, BST implementation in GPU and the
proposed approach with s = 3 and k = 5. One can see that the proposed IP
lookup approach perform better than the other existing approaches.



102 V. Sonai et al.

Fig. 2. Look up time for the forwarding table using the binary trie [13], BST on
GPU [17] and the proposed GPU approach

5 Conclusion

The proposed approach utilizes multiple cores in GPU and divides IP lookup into
a different group based on first k bits of IP addresses. Using the proposed app-
roach one can enhance the performance of IP lookup operation in Switch/Router
by adopting massive data level parallelism. The proposed technique is compared
with the existing GPU-based approaches where the proposed GPU implemen-
tation gives 64% and 94% improvement than GPU based binary tire and BST
implementations. The future work is to enhance the proposed approach with
IPv6 datasets.
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Abstract. A mobile application (app) recommender system needs to
support both developers and users. Existing recommender systems in
the literature are based on single-criterion analysis, which is insuffi-
cient for producing better recommendations. Moreover, recommenda-
tions do not reflect the user’s perspectives. To address these issues, in
this paper, we present a Multi-Criteria Mobile App Recommender Sys-
tem (MCMARS) that assists developers in improving their apps and
recommends the top-performing apps to users. We define the perfor-
mance score of an app based on four criteria attributes: risk assessment
score, functionality score, user rating, and the app’s memory size. We
define the risk assessment score for each app using multi-perspective
analysis and the functionality score by assigning preference weights to
the services of apps in the same category. We evaluate optimal weights
of the criteria by integrating the entropy method and the extended
Best-Worst method (BWM) using Hesitant-Triangular-Fuzzy informa-
tion with group-decisions. Finally, the TOPSIS uses these weights to
assess the app’s performance. To validate our MCMARS, we prepared
a dataset of 124 government-approved COVID-19 Android apps from
80 countries and made it available on GitHub for the research com-
munity. Finally, we perform a fine-grained analysis of the app’s per-
formance based on the criteria attributes that help the developers to
improve their apps. The experimental results show that two indepen-
dent attributes, “risk assessment score” and “functionality score”, sig-
nificantly measure the app’s performance. According to our findings, only
12.5% of the apps in the experimental dataset provide high-performance,
high-functionality, and low-risk.

Keywords: Mobile app recommender system · MCDM · OWASP

1 Introduction

With the rapid development of mobile technology, mobile apps (apps) of spe-
cial categories like education, health, mobile payments, etc., play a vital role
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in human life by providing online personal services. Generally, app developers
upgrade their app effectiveness depending on the number of downloads and user
satisfaction with app usage. User satisfaction is primarily associated with many
personal preferences and experiences [5]. Generally, app developers regularly fol-
low user feedback (subjective reviews) to ensure timely upgrades and enhance-
ments to meet user expectations. However, it is challenging to understand user
reviews. Moreover, challenges faced by the app developers while developing apps
like fragmentation, testing, reuse, lack of expertise and quality assurance prac-
tices, etc., reduces app efficiency by allowing data insecurity and privacy threats
[1]. If an ordinary user loses emotion and trust in an app’s usage, they may
discontinue it. So, the app developers need to consider user preferences while
developing the apps, and also check their apps’ relative performance with other
apps in the same category in order to upgrade them. On the user side, many
options are made available to choose an app in any category in the Google Play
store. It causes an information overload problem and makes the decision-making
process more complex. The app recommender systems performs a filtering pro-
cess to solve the information overload problem by suggesting apps to specific
users according to their preferences. Generally, users rely on a single-criterion
rating (overall rating) as a primary source for the recommendation process.
Authors in [21] recommended apps to users based on the app’s risk and popu-
larity. We found that this risk score evaluated based on developer-defined app
permission risk categories that are different from the user-concerned risk cate-
gories [9]. Hence, incorporating user concerns into the development of the app is
essential. Moreover, single-criterion analysis is not sufficient to provide accurate
recommendations [10].

The essential issues discussed above motivate us to work towards providing
a solution. This paper presents a hybrid Multi-Criteria Decision making Mobile
App Recommender System i.e., MCMARS is built to perform these tasks : (i)
it helps with decision support for app developers in order to upgrade the apps
based on their relative performance and (ii) it facilitates recommendations to
users by recommending the top-performing apps. MCMARS evaluates the apps
based on multiple criteria such as security risk, functionality, memory size, and
user assessment (rating) scores. We chose these criteria attributes based on the
suggestions from the studies [7,13].

MCMARS recommends mobile apps based on their relative performance
scores, which are found with the help of criteria weights and each app’s cri-
teria values. As a part of the recommendation process, MCMARS generates
values for criteria, such as risk score, functionality score, etc., for each app,
as the required data is not available on the internet to use directly. Moreover,
MCMARS finds the criteria weights optimally by combining their subjective and
objective weights, which are evaluated using BWM [15] with hesitant fuzzy infor-
mation and entropy methods, respectively. Finally, the apps are sorted according
to their relative performance scores to suggest the top-performing apps to users.
Next, the apps in the dataset are clustered based on the overall performance
and criteria values to find the impact of the criteria on app performance. We
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identify recommendations to the app developers based on the findings, which aid
in decision-making to improve the apps. These are the highlights that emphasize
the novelty of this work. We validate our MCMARS through a case study on
the COVID-19 Android apps. The COVID-19 apps have various functionalities
like contact tracing and syndromic surveillance to trace the origins of disease
transmission and control the disease [6]. Moreover, they have proven helpful in
disease monitoring and control. Furthermore, the observations made in the case
study may be helpful for app developers in dealing future pandemics. Our app-
roach is also helpful to generate recommendations to the apps in the categories
of education, health and fitness, and financial services.

The main contributions in this paper are:

1. We present the framework and implementation of MCMARS, which performs
dual tasks: (i) a decision support system for app developers and (ii) a rec-
ommender system for users. This proposed system highly considers the user’s
requirements and perspectives on app downloads as criteria attributes.

2. We define quantitative scores for criteria attributes; (i) risk score of an app
using multi-perspective analysis such as code privilege analysis and static
analysis, emphasising the user’s risk intentions refer Table 2. Moreover, we
analysed the consistency of apps with the OWASP mobile top 10 mobile
security risks. (ii) an app’s functionality score by assigning weights to the
services it provides. As per our knowledge, this is the first work to define and
use the app’s criteria attributes scores in an app performance evaluation.

3. We prepare a real time dataset of COVID-19 mobile apps worldwide by
collecting information from various web sources and making it available at
GitHub for the research community for further exploration.

4. We introduce a modified approach to using FBWM with group decision-
making in MCMARS. Our proposed approach improves execution time than
the state-of-the-art by minimising the number of iterations in computing cri-
teria weights.

5. We analyze the criteria impact on app efficiency and identify findings that
assist developers in making decisions to upgrade their apps.

The rest of this paper is organized as follows: Sect. 2 discusses the related
work. Section 3 presents the design of MCMARS which consists of criterion gen-
eration and recommendation methodology. Section 4 explains in detail our exper-
imental study on a case COVID-19 Android apps. Section 5 presents the analysis
of experimental results. Section 6, presents the conclusion and future work.

2 Related Work

In this section, we discussed the existing literature on app recommendations and
limitations as below.

Many studies in the past have suggested various approaches about general
app recommendations. For instance, authors of [4] have proposed a recommender
system (RS) which is modelled based on user reviews and permission configura-
tions. The authors of [16] have built a recommender system to recommend secure
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Table 1. Comparative analysis on criteria the considered in various mobile app rec-
ommendation systems in the literature with the proposed system.

[Ref. No] Risk evaluation parameter(s) Services Memory
size

Rating

[4] User reviews, Permission profile X X X

[16] Permission profile, API calls X X X

[8] Permission profile X X �
[14] Permission profile X X �
[21] Permission profile X X �
[11] Permission profile API calls � X X

MCMARS (proposed work) Permission profile, Static Analysis � � �

apps based on app permissions list and API calls. In [8], authors have proposed
a recommendation framework that uses user ratings and permission configura-
tions to derive a security score thereby recommend secure apps. In [14] have
generate recommendations by framing the relationship between user interests in
terms of app ratings, and risk score evaluated on the permission list of apps. [21]
have implemented a RS named SPAR which provides ranks to the apps in three
dimensions: security (using permission list), popularity (ratings), and hybrid
(both). Through [11], authors have suggested a model which assessed the user
preference for the new app by relating the user interests, security preferences,
and functionalities using latent factorization techniques.

Table 1 shows the comparison between the various models from previous
works, which highlights that the models are dependent extensively on only data
access permissions or consumer reviews, which seem inadequate in terms of the
overall evaluation possibility of the mobile apps. We have considered versatile
sets of essential dimensions to address this limitation for an effective and efficient
evaluation of mobile apps. These dimensions include a systematic code vetting
for security (static testing) and a multi-criteria assessment for risk score, func-
tionality score, app size and usability score, thereby recommending the best app
for the user and the developers with a single performance score.

3 Proposed Mobile App Recommender System
(MCMARS) Design

Figure 1 shows the framework of the proposed recommender system, MCMARS
design which consists of three phases and five modules can be explained as
follows,

3.1 Data Extraction and Classification

Module 1: Data Collection. In this module, using URL of an app, we collect
the app’s metadata or profile including the app category, country name, size,
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Fig. 1. Frame work of MCMARS

version, rating, price, developer, genres and permission configuration by scraping
it from various web sources, such as the Play store, Wikipedia, etc., and create
a real-time dataset with them. For some experiments, we divide the dataset into
three sets: One contains the app metadata, the second set contains permission
configuration, and the third set contains the functionalities of each app.

3.2 Criterion Generation

In this phase, we evaluate the values of two essential decision criteria, the risk
score and the functionality score, as discussed below.

Module 2: Evaluation of Risk Score. In this module, the app risk assess-
ment is carried out through multi-perspective analysis: codes’ privileges analysis
(which considers sensitive data access permissions of apps); and static analysis
(which identifies security vulnerabilities that may cause information theft by the
outside world). An added advantage of using this analysis is that if we remove a
dangerous permission or a vulnerability from an app, the risk score will automat-
ically get reduced. Furthermore, we employ user as well as developer defined risk
intentions in the risk score evaluation Table 2, which is an essential characteristic
novelty of this model. According to this approach, let A = {a1, a2, a3,. . . , aM}
be a set of apps, P = {p1, p2, p3,. . . , pN} be a set of permissions, the risk score
of a mobile app (ai) is formulated as,

Riska
i = RCP a

i + RSAa
i ; i ∈ {1, 2, . . . ,M} (1)

where RCP a
i and RSAa

i are the risk scores of the ith app derived from the codes’
privilege analysis and static analysis, respectively.
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Table 2. Risk categories at user point [9]

Risk category (C) Description Weight (wC
j )

Personal-privacy Leakage of private data e.g, location, contacts, etc. 6

Personal-data Integrity Refers to accuracy & data validity rather than data security 5

Eavesdropping Theft of confidential information through a network by smartphone 4

Monetary risks Accidental purchases, unauthorized access of financial info 2

Device-instability Risks on hardware functionality of devices 3

General risks Risks which are not harming the sensitive data 1

Evaluation of RCP a
i : In order to generate optimal risk scores based on permis-

sion configuration, it is essential to consider two points: (i) the latent relation-
ship between apps and their permission requests, ensuring that similar apps have
equivalent risk value. (ii) define the risk function concerning the permissions of
some categories of apps. For example, even though location-based permissions
are dangerous, they are commonly used in navigation apps. Therefore, first derive
a risk score function based on app’s permissions, and then regularize the scores
to satisfy the above points as discussed in following steps.

– Step 1. To derive risk score evaluation function, we leverage the rarity based
Risk Score with Scaling (RSS) method proposed in [3], which strictly depends
on the fraction of apps accessing specific permission, and results in higher risk
score to apps that make access more sensitive permissions. To assess the risk
score more accurately, it is necessary to consider the presence of number of
permissions in the same risk category. That means, an app with more number
of dangerous permissions have high risk score than app with less permissions
in the same category.
Therefore, we generalized RSS to incorporate the effect of presence/absence
of permission within a category.

R̃p
j = wC

j ∗ Pr(pCj ) ∗ ln(M/cj)

R̃a
i =

N∑

j=1

xi,j ∗ wC
j ∗ Pr(pCj ) ∗ ln(M/cj)

(2)

where xij is a binary value equals to 1 when app ai requests permission pj ,
0 otherwise. M is the number of apps, and cj =

∑M
i=1 xij . Pr(pCj ) is the

probability of occurrence of permission pj in the risk category C, and wC
j is

the category weight of jth permission according to the user intended weights
as defined in [9] shown in Table 2.

– Step 2. Regularization: In this step, we use a prevalent and effective regu-
larization technique proposed in [21] to generate optimal risk scores.

Evaluation of RSAa
i : The RSAa

i incorporates Common Vulnerability Security
Scoring (CVSS), which is the industry standard for determining the severity of
a vulnerability on an app, developed by the Forum of Incident Response and
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Security Teams (FIRST) [2]. It is used by the National Vulnerability Database
(NVD) for scoring vulnerabilities. And, it is a logical scoring evaluation process.
In this paper, we use automatic testing tool i.e., “ImmuniWeb R© MobileSuite”1

that can examine the source code by following predefined rules. It takes .apk
files of apps as input, and produces a CVSS for each vulnerability of the app
(CV SSvul) as output. A software may contain multiple vulnerabilities. Hence, we
sum up the CV SSvul values of all the vulnerabilities identified in app’s software,
and it is considered as RSAa

i . Finally, we get the optimal risk score of ith app,
Riska

i by substituting the results of RSAa
i and RCP a

i in Eq. (1).

Module 3: Evaluation of Functionality Score. The functionality score is
a pivotal factor in estimating the app’s performance. Also, it is important to
categorise the functionalities and assign relative weights based on their necessity.

We aim at coming up with a functionality score f(ai) for mobile apps based
on their services. Let ith app in the dataset be represented by ai = [xi,1, . . . , xi,N ]
where N is the number of functionalities provided by the app, and xi,j ∈ {1, 0}
indicates whether ith app (ai) provides jth functionality. The functionality score
of an app is determined by the number of functionalities it provides in each cat-
egory. That means if an app has a high number of high-category functionalities,
it will have a high functionality score. The functionality score f(ai) is defined
as follows,

f(ai) =
N∑

j=1

xij ∗ P (xC
ij) ∗ wC

j (3)

where P (xC
ij) is the probability of occurrence of jth functionality of ith app in the

category C, and wC
j is the normalized categorical weight of the jthfunctionality.

3.3 Recommendation Methodology

In this section, we present proposed model of app recommendation using hybrid
HTFBWM-Entropy-TOPSIS as follows:

Preliminaries: Hesitant Triangular Fuzzy Sets. The mathematical model
of hesitant fuzzy set(HFS) [19] is given as, a HFS is defined as a mapping
HFS:X→[0,1] and is given by:

A = {< x, hA(x) > \x ∈ X} (4)

where hA(x), is called as hesitant fuzzy element (HFE), is a set of discrete values
in [0,1], denoting the membership degree. Let X be a reference set, a HTFS E
on X defined as a function fE(x) as: E = {< x, fE(x) >: x ∈ X}, where
fE(x) is a set of various triangular fuzzy values is called as Hesitant triangular
fuzzy numbers (HTFS), which are used to express the possible fuzzy membership
degree of an element x ∈ X to E.

1 URL: https://www.immuniweb.com/.

https://www.immuniweb.com/
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Algorithm 1. module 5: HTFBWM-Entropy-TOPSIS
Input: Matrix AM×N M: number of mobile apps, N: number of criterion

W: weight list of criteria, BC: beneficial criteria list, NBC: Non beneficial criteria list
Output: Performance score of each mobile app

1: for each expert k ∈ [1,r]: do
2: read the fuzzy preference values of P̃ k

B , P̃
k
W using Eq. (5) and Eq. (6), respec-

tively.
3: end for
4: compute aggregate fuzzy preference values of ÃPB , ÃPW using max-min with

mean method.
5: defuzzify ÃPB , ÃPW as APB , APW ,respectively by Eq. (7)
6: determine subjective weights of the criteria using Eq. (9)
7: determine objective weights of the criteria using Eq. (12)
8: determine optimal weights of the criteria from steps 6, 7 using Eq. (13)
9: compute normalized R of A using Eq. (11)

10: compute weighted normalized V of A using Eq. (14)
11: for each criterion j ∈ [1, N ]: do
12: compute Ideal Best(A+) using Eq. (15)
13: compute Ideal Worst(A−) using Eq. (16)
14: end for
15: for each alternative i ∈ [1,M ]: do
16: for each criterion j ∈ [1, N ]: do
17: compute d+i , d−i using Eq. (17), Eq. (18), respectively.
18: end for
19: end for
20: for each alternative i ∈ [1,M ]: do
21: compute Si using Eq. (19)
22: end for

Module 4: Proposed Approach of HTFBWM-Entropy-TOPSIS with
Group Decisions: The proposed method that combines entropy, HTFBWM
and TOPSIS to find the relative performances of the apps. The entropy, HTF-
BWM are using for computing criteria weights, and the TOPSIS uses these
weights to assess the app’s performance.

For mobile app multi-criteria recommendation with group decision making,
let A = {a1, a2, a3,. . . , aM} be a set of mobile apps, C = {C1, C2, C3,. . . , CN}
be a set of performance criteria, and DM = {dm1, dm2, dm3,. . . , dmr} be the
r experts. The goal of HTFBWM-Entropy-TOPSIS procedure is to assign a
relative performance score (Si) for each app (ai) based on the preferences of a
group of decision makers (DM). The HTFBWM-Entropy-TOPSIS is presented
in Algorithm 1 that is explained in Steps 1–7.

– Step 1. In this step, we should determine the criteria set C that affects the
decision-making process in mobile app recommendation.

– Step 2. Criteria weights evaluation (HTFBWM-Entropy): In this
step, we evaluate and combine the subjective and objective weights of the
criteria attributes to find the final optimal weights.
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Table 3. Fuzzy scale for weight comparison: The linguistic terms and corresponding
membership functions of Hesitant Triangular Fuzzy Numbers (TFNs) used in this work

Linguistic terms HTFN

Most important (MI) (0.9, 1, 1)

Very important (VI) (0.7, 0.9, 1)

Fairly important (FI) (0.5, 0.7, 0.9)

Slightly more important (SMI) (0.5, 0.5, 0.7)

Equivalent (EI) (0.5, 0.5, 0.5)

• Subjective weights evaluation (HTFBWM): The dmk ∈ DM,
k = 1, 2, . . . , r should select the most beneficial (Best) criterion, Ck

B and
the least beneficial (Worst) criterion Ck

W . And, give the hesitant fuzzy
preferences of the Ck

B over the remaining criteria using Table 3 which
gives fuzzy best vector, FBV.

P̃ k
B = [P̃ k

B1, P̃
k
B2, . . . , P̃

k
BN ], k = 1, 2, . . . , r (5)

where P̃ k
Bj implies the fuzzy preference of the best criterion Ck

B over the
criterion j, and P̃ k

BB= (0.5,0.5,0.5). Also determine the hesitant fuzzy
preferences of the remaining criteria over Ck

W using Table 3 which gives
fuzzy worst vector FWV.

P̃ k
W = [P̃ k

1W , P̃ k
2W , . . . , P̃ k

NW ]T , k = 1, 2, . . . , r (6)

where P̃ k
jW is implies the fuzzy preference of the criterion j over Ck

W , and
P̃ k
WW= (0.5,0.5,0.5).
∗ An expert’s judgement purely depends on his opinion on particular

item (apps) that could be varying from other experts. So in order to
get an accurate judgement, it is necessary to aggregate expert opinion.
Here, we use min-max with mean method [12] that expands the range
of aggregate value by including best and worst judgement.
Finally, we get aggregated fuzzy preferences of CB over remaining
criteria as ÃPB = [ÃPB1, ÃPB2, . . . , ÃPBN ], and fuzzy preferences of
remaining criteria over CW as, ÃPW = [ÃP 1W , ÃP 2W , . . . , ÃPNW ]T ,
where ÃPW= (ÃP

l

jW , ÃP
m

jW , ÃP
h

jW ) be the aggregated fuzzy value
if jth criterion over best criterion.

∗ Next defuzzification can be carried out to convert fuzzy preference
values into equivalent crisp preference values as follows,
Let ÃP ij = (ÃP

l

ij , ÃP
m

ij , ÃP
h

ij) be the fuzzy preference value of ith

criterion over jth criterion can be defuzzyfied as [12],

AP ij =
(ÃP

l

ij + 4 ∗ ÃP
m

ij + ÃP
h

ij)
6

; i, j ∈ 1, 2, . . . , N. (7)
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As results, the crisp preference value of CB over remaining
criteria as APB = [APB1, APB2, . . . , APBN ], and the crisp
preference value of remaining criterion over CW as APW =
[AP 1W , AP 2W , . . . , APNW ]T .

∗ The optimal subjective weights for criteria Cj is the one that sat-
isfies the condition, WB/Wj = APBj and Wj/WW = APjW , where
WB ,WW ,Wj be the weights of best, worst, jth criterion, respectively.
In order to find the solution to satisfy these conditions to all j, there is
a necessity to minimize the maximum absolute gaps |WB/Wj−APBj |
and |Wj/WW − APjW |∀ j is minimized. To satisfy this condition for
all j, it should be solve the following nonlinear programming problem:

min maxj

(∣∣∣∣
WB

Wj
= APBj

∣∣∣∣,
∣∣∣∣

Wj

WW
= APjW

∣∣∣∣

)
s.t

{∑N
j=1 Wj = 1

Wj ≥ 0,∀j

(8)
According to author in [15], problem (8) can be transformed as fol-
lows,

min ð s.t

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

WB − ð ≤ APBjWj , ∀j

WB − ð ≥ APBjWj , ∀j

Wj − ð ≤ APjWWW , ∀j

Wj − ð ≥ APjWWW , ∀j∑N
j=1 Wj = 1

Wj ≥ 0, ∀j

(9)

Solving Problem (9), the optimal subjective weights (W∗
1 ,W∗

2 ,
. . . ,W∗

N ), and the optimal value of ð as ð
∗ can be obtained. After

assessing the optimal weights, the consistency has been checked
through computing the consistency ratio (CR) as following:

ConsistencyRatio(CR) = ð
∗/ConsistencyIndex (10)

the Consistency Index (CI) can be evaluated by quadratic equation
[15]

ð
2 − (1 − 2U)ð + (U2 − U) = 0

where U is the upper value of HTFN of corresponding linguistic value.
• Evaluation of objective weights of criteria: The evaluation of objec-

tive weights of criteria can be carried out using Shannon entropy weighing
method based on criteria values of apps as follows:

∗ Construct normalized decision matrix: For decision matrix
AM×N which consists of M apps with N criteria values, construct
normalized decision matrix RM×N as follows,

Rij = Aij/(

√√√√
M∑

i=1

A2
ij), i = 1, 2, . . . ,M ; j = 1, 2, . . . , N. (11)

where Rij is the normalized value of jth criterion of ith mobile app.
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∗ Defining the objective weight as follows:

Wo
j = 1 − Ej/(

N∑

j=1

1 − Ej);Ej = −k

M∑

i=1

Pij lnPij , (12)

in which k= 1/ ln(M)
• Integrating weights of criteria: The subjective weights computed

from Eq. (9) and the objective weights from Eq. (12) can be integrated
to determine the overall weights of the criteria as follows:

W∗
j = (W∗

j ∗ Wo
j )/(

N∑

j=1

W∗
j ∗ Wo

j ) (13)

– Step 3. TOPSIS: Construct weighted normalized decision matrix:
To construct weighted normalized decision matrix, by multiply each criterion
of normalized decision matrix with associated weight as shown in Eq. (14):

Vij = Wj ∗ Rij , i = 1, 2, . . . ,M ; j = 1, 2, . . . , N. (14)

where Wj is weight of criterion j.
– Step 4. Calculate ideal best and ideal worst solutions: Ideal best

solution

A+ = {v+
1 , v+

2 , . . . , v+N}, v+
j =

{
maxi=1,2,...,M (Vij), if j ∈ BC

mini=1,2,...,M (Vij), if j ∈ NBC
(15)

Ideal worst solution.

A− = {v−
1 , v−

2 , . . . , v−
N}, v−

j =

{
mini=1,2,...,M (Vij), if j ∈ BC

maxi=1,2,...,M (Vij), if j ∈ NBC
(16)

– Step 5. Compute distance measures for each alternative: The dis-
tances from the ideal best and ideal worst solutions using Eq. (17) and
Eq. (18) respectively.

d+i =

{
N∑

j=1

(vij − v+
j )2

} 1
2

, i = 1, 2, . . . , M. (17)

d−
i =

{
N∑

j=1

(vij − v−
j )2

} 1
2

, i = 1, 2, . . . ,M. (18)

– Step 6. Calculate the relative closeness to the ideal solution using:

Si =
d−
i

(d+i + d−
i )

, i = 1, 2, . . . ,M. Si ∈ [0, 1] (19)

where Si denotes the performance score of ith app.
– Step 7. Finally, sort the apps according to their performance score to rec-

ommend top high performances apps to users.
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Module 5: Cluster Analysis. Each app ai, i = 1, . . . , M is represented as a 4-
tuple (Risk score, functionality score, rating, and memory size). In this module,
we perform fine-grained analysis to know the impact of criteria on app perfor-
mance by clustering the apps based on their performance score, risk score, and
functionality score using the K-means clustering algorithm [8], and validate the
consistency of cluster data by Silhouette score.

4 Validation of MCMARS with COVID-19 Mobile Apps

Here, we present our work on the COVID-19 worldwide Android apps. For this
study, we have prepared a real-world dataset (see Subsect. 3.1) consisting of infor-
mation about 124 COVID-19 Android apps from 80 countries, collected from var-
ious web sources during the period between June, 2020 and November, 2020, and
made it available to the research community at “https://github.com/tejaswivij/
COVID-19”’. In the criteria generation phase, for risk score evaluation, we have
manually divided standard permission risk levels (dangerous, signature, normal)
into six categories (see Table 2) and assigned weights to them from 1 to 6, depend-
ing on the severity of the risk level. For regularisation, the parameters λ = 0.5 and
μ = 1 are set. We obtained an optimised RCP a

i . For static security testing, we have
used the tool “ImmuniWeb R© MobileSuite” to find the overall vulnerability score
(RSAa

i ) of each app. Finally, we got the overall risk score of each app by combin-
ing these two risk values. For the functionality score, we have manually divided
the functionality list into three categories (i.e., HIGH, MEDIUM, LOW) based
on their service necessity in the pandemic period. We identified 12 functionalities
such as contact tracing, syndrome surveillance, self-diagnosis, exposure detection,
quarantine enforcement, isolation, 24/7 online doctor, General Information, Med-
ical Information, Geo-fencing, Medical Reporting and Training, etc. in COVID-
19 Android apps. We classified four of them as high: contact tracing, syndrome
surveillance, self-diagnosis, and exposure detection. The three functionalities such
as quarantine enforcement, isolation, and 24/7 online doctor are medium, and the
remaining are as low category functionalities. We assigned weights to these cate-
gories to show the relative difference, such as HIGH = 5, MEDIUM = 3, LOW =
2, and used normalized weights in the evaluation. Finally, we got a real number
score for each app by applying Eq. (3).

In the Recommendation Methodology phase, MCMARS did the process in
two folds. In the first, it evaluated criteria weights optimally by integrating
objective weights and subjective weights of the criteria attributes, viz., c1 = risk
assessment score, c2 = rating, c3 = memory size, and c4 = functionality score
of a mobile app. Here, we randomly chose three people as experts who know
about app usage, security, and follow regular communication on COVID-19 for
judgements while evaluating weights for the decision criteria. The entire process
of steps 1 & 2 in Sect. 3.3 is shown in Table 4. By solving the model in Eq. (9), we
obtained the subjective weight vector of the decision criteria W∗ as [0.33, 0.21,
0.16, 0.3], and ð

∗ = 0.010. In this process we check the consistency ratio using
Eq. (10). By Eq. (12) we found objective weight vector as Wo as [0.23, 0.26,

https://github.com/tejaswivij/COVID-19
https://github.com/tejaswivij/COVID-19
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Table 4. Decision criteria weights by experts

Expert-FBV BEST Risk Rating Size Functionality

dm1 Risk EI VI VI SMI

dm2 Risk EI FI MI SMI

dm3 Risk EI VI MI FI

Expert-FWV WORST Risk Rating Size Functionality

dm1 Size MI FI EI MI

dm2 Size VI FI EI MI

dm3 Size MI VI EI FI

Aggregate ÃPB (0.5,0.5,0.5) (0.63,0.83,0.97) (0.83,0.97,1) (0.5,0.56,0.76)

opinion ÃPW (0.79,0.95,1) (0.5,0.7,0.9) (0.5,0.5,0.5) (0.9,1,1)

Crisp APB 0.5 0.8 0.95 0.58

opinion APW 0.93 0.7 0.5 0.98

Table 5. Relative performance score (S) evaluation for a sample of 5 COVID-19 apps

Name Weighted normalized matrix d+ d− S

Rating Size Risk Functionality

AAROGYA SETU 0.023 0.001 0.044 0.049 0.04 0.11 0.71

Open WHO 0.022 0.006 0.046 0.011 0.07 0.09 0.58

COVID-19 AP 0.022 0.012 0.019 0.046 0.03 0.10 0.79

Odisha COVID 0.023 0.006 0.039 0.047 0.04 0.10 0.72

Protect Scotland 0.020 0.034 0.036 0.021 0.06 0.07 0.52

0.26, 0.25]. Finally, we obtained consistent optimal weights by model Eq. (13)
as [0.34, 0.22, 0.14, 0.3]. Next, these weights are used by TOPSIS (steps 3–7
in Sect. 3.3) to evaluate the apps’ performance score by considering rating and
functionality are as beneficial, size and risk score of the apps are taken as non-
beneficial/cost criteria. The results shown in Table 5. Note: In order to make
top-N app recommendations, all apps are sorted according to their performance
score(S). In this study, we do not sort the apps because every country has their
own government-issued COVID-19 Android apps, and they work in the specified
geographic region only.

5 Results and Discussion

In this section, we analyse and present the relative performances of COVID- 19
Android apps in relation with multiple criteria, and also discuss the comparison
of proposed approach of FTFBWM with other MCDM techniques briefly. The
various notable results and recommendations are discussed below.
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Fig. 2. (a) 3D plot of the mobile apps’ risk score (X-axis), functionality score (Y-axis),
and size (z-axis). (b) Clusters of mobile apps based on their Performance score, show
that cluster 3 is desirable cluster which consists of mobile apps with high performance.
(c) Mobile app clusters based on risk and functionality scores show that most of the
mobile apps in cluster 2 are at desirable level with low risk and high functionality.

Fig. 3. Performance of mobile apps w.r.t. Risk and w.r.t. Functionality; (a) shows most
of the mobile apps in cluster 1 are at desirable level (b) shows cluster 3 is the desirable
cluster of mobile apps with high performance and high functionality.

5.1 Criteria Analysis

1. Analysis on the overall performance of the apps: The app’s perfor-
mance score has been derived based on four necessary criteria; risk score,
functionality score, memory size, and rating. The apps are classified into four
performance categories: High, Medium, Low and Very low. Figure 2 (a) shows
the 3D plot of risk score, functionality score, and memory size, which are the
main values because most of the apps have high rating scores. We observed
that only 13.7% of apps are developed with high functionality, low memory,
and low-risk score. The results shown in Fig. 2 (b), indicate that the desirable
cluster (cluster 3) contains 21.77% of the apps. 63.71% of apps perform at a
medium level, 13.71% of apps perform at a low level, while the rest are very
low.

2. Risk Vs functionalities of apps: It is a general assumption that the secu-
rity risk score of the app may increase with increased functionality. However,
as per the result shown in Fig. 2, nearly 17% of overall apps (cluster 2) have
a desirable level of functionality with a low-risk score. The apps in cluster 3
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(20.97% of overall apps) have a low-security risk score with low functionality,
and cluster 1(21% of overall apps) has high functionality with a high-risk
score. These results show that there are possibilities to improve the apps in
clusters 1 and 3 by enhancing the functionality with security measures.

3. Risk Vs Performance: Here, we divided the risk score into two regions as
low risk and high risk. By observing the Fig. 3, we can say nearly, 22% of
mobile apps are at high performance with low risk. Nearly, 63% of the mobile
apps(cluster 3) are at medium performance, among which 57% apps are at
medium performance with low risk.

4. Functionality Vs Performance: As discussed in previous sections, the
functionalities like contact tracing, syndromic surveillance, self-diagnosis, and
exposure detection are considered high priority functionalities. The function-
ality score is divided into two categories: low(0-0.29) and high(0.03-above).
The results are shown in Fig. 3 reveal that only small amount(nearly 22.5%) of
apps have high performance score with high functionality score. Our further
analysis reveals that 62.09% of apps provide only one high priority functional-
ity. In our study, it also observed that approximately 59.68% of the apps work
with high priority functionality but not reached in the high-performance list.
From both the Fig. 3, it is noticed that without impacting the risk score, if
the additional functionalities can be added to the apps of cluster 0 in Fig. 3b,
and cluster 3 in Fig. 3a, then the performance value may be improved.
From the above, we can identify three typical trends in app development
to yield low-performance, they are: (i) Enhancement of functionalities which
occupy larger memory (ii) Implementing features without adequate security
measures (iii) Building functionalities of elevated security impact. Hence, the
study recommends that developers focus on functionality enhancement by
adhering to security measures and reducing the app’s memory size in order
to improve app performance.

5. Static security testing analysis: We have conducted static analysis testing
over COVID-19 apps in the dataset. As a result, we found 17 vulnerabilities of
which eight (47.8%) vulnerabilities are identified as low level, and five (29.4%)
are at medium level vulnerabilities, and remaining are at high level. There are
no critical level vulnerabilities. In most of the apps (above 80%) “missing tap
jacking protection” and “hard coded data” which are considered as low-level
vulnerabilities, have been identified. More than half of the apps contained
one high-level (but not critical) vulnerability, “Clear text SQLite Database”
(55.83%), and one medium-level vulnerability, “Predictable Random number
generator” (65% of apps). These are related to data storage and cryptography
methods. Finally, we observed that the majority of the apps in the dataset
are secure as we found no critical vulnerabilities.

5.2 Comparison of Proposed Method with Other MCDM
Techniques

The benefits of the proposed methodology are demonstrated in this section by
choosing FBWM and FAHP models for comparison. As the validity of both
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Table 6. Comparison of FBWM in MCMARS with other MCDM techniques

Criteria FAHP EFAHP FBWM Proposed method

[18] [17] [20]

C1 (Risk) 0.319 0.342 0.346 0.34

C2 (Rating) 0.183 0.158 0.205 0.22

C3 (Size) 0.173 0.172 0.136 0.140

C4 (Functionality) 0.325 0.328 0.313 0.30

Comparisons n(n−1)/2 n(n−1)/2 2n−3 2n−3

Computational complexity O(n2) O(n2) O(n) O(n)

Avg. execution time 9.62 ms 40.5 ms 24.5 ms 10.5 ms

techniques are predicated on meeting the constraints of mathematical transitiv-
ity and pairwise comparison of criteria. In comparison with the above subjective
model, to find n criteria coefficients, the HTFBWM requires 2n−3 pairwise com-
parisons whereas the FAHP method requires n(n−1)/2 comparisons. An increase
in the number of criteria in FAHP models produces an exponential increment
in pairwise comparisons, which highly increases the computational complexity.
For instance, for determining the relative weights of 9 criteria, FBWM requires
15 comparisons, where as FAHP requires 36 pairwise comparisons. By using the
methods, FAHP with geometric mean (FAHP-G) [18], FAHP with extent analy-
sis (EFAHP) [17], the method of FBWM in [20] on the dataset in this paper, it
has been shown that our proposed application of HTFBWM gives better com-
putational complexity and execution time (shown in Table 6). Because, unlike
conventional FBWM, our MCMARS first aggregates the relative preferences of
experts and then follows the remaining steps to find optimal weights for the
criteria. That means, in the case of r number of experts participating in FBWM
with group decision making, r number of iterations will take place for aggrega-
tion in conventional FBWM, whereas in our case, only one iteration is carried
out for finding the optimal weights.

6 Conclusion and Future Work

In this paper, we proposed a novel multi-criteria decision-making based recom-
mender system that helps developers and end users to take decisions on apps.
Through MCMARS, evaluation of the relative performance of mobile apps is
carried out based on the essential criteria, viz. security risk, services provided,
memory size and usability rating, which are necessary to consider while down-
loading a app. Most of the papers in the literature report the app security testing
based either on insecure data-access permissions or static security analysis test-
ing or user reviews. In this paper, we perform both permission-based and static
security testing to find the risk score by emphasizing the users’ preferences. Fur-
thermore, functionality score based on services offered by the apps has been



MCMARS 123

proposed. MCMARS combines the MCDM techniques such as HTFBWM with
group decision-making to obtain realistic judgements and TOPSIS while evalu-
ating apps’ relative performance scores. Our approach of HTFBWM with group
decision-making ends with better computational complexity and execution time
than traditional FBWM. Our case study reveals the efficacy and effectiveness
of MCMARS in addressing some underlying issues. From this, we arrived at
following conclusions and recommendations:

1. Through the relative performance of an app, MCMARS can effectively rec-
ommend developers to upgrade their apps with respect to specific aspects..
Also, can recommend high-performance apps to the consumer without going
through overwhelming technicalities while selecting public domain apps like
health and government service apps.

2. The findings from the case study highlights that a significant number of apps
are built with high functionality but with moderate and higher risks which
puts these apps at lower performance level. Developers may need to give
priority to minimize risk and memory efficiency so that the app can be placed
at an expected level of overall performance. Our analysis found that only
12.5% of the apps from experimental dataset provide high performance with
high functionality and low risk.

3. We have analyzed consistency of COVID-19 Android apps’ with the OWASP
mobile top 10 security risks. From the results, we learnt that there is a poten-
tial scope for improvement to make apps free from any kind of vulnerabilities.
Developers can make use of these results to improve the quality of their apps.

In future, we will concentrate on incorporating large-scale group decision-making
and including social network relations among the decision-makers to generate
trustworthy multi-criteria recommendations with good performance.
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Abstract. In a social network, Opinion Maximization is a problem
that targets spreading the desired opinion across the social network. In
the real world, every user/individual has their own opinion. The opinion
of an individual can be favorable or unfavorable. Each individual can
affect the others positively or negatively. In this paper, we consider the
Opinion Maximization problem for signed, weighted and directed social
networks with Multi-Stage Linear Threshold Model for information prop-
agation. The seed nodes are responsible for spreading the desired opinion
in the network. The Opinion Maximization problem asks to compute
the minimum number of seed nodes such that the overall opinion of the
network is maximized.

In this paper, we proposed three heuristics to select the seed nodes.
The proposed methods use centrality measures and clustering of the
social network. The proposed methods are tested on real-world as well
as synthetic data sets.

Keywords: Opinion maximization · Signed social networks · Dynamic
opinions

1 Introduction

Social network analysis has lately garnered attention due to the quick expansion
of social media. It can offer valuable insights in various fields like economics
[1], healthcare [2], and social studies [3–5]. Influence Maximization (IM) [6–15]
mainly used for product promotions, and rumor control [16–19] is one of the typi-
cal applications of social network analysis. A practical extension of IM is Opinion
maximization (OM). IM assumes all the users are potential customers, which is
not the case in the real world. In contrast, OM considers that users/consumers
can have variety of opinions, which makes it unlikely for some people to purchase
a specific product or hold the desired opinion.

There are many instances where a business or organization’s interest would
be to sway the opinions of its clients, customers, or just a group of individ-
uals. The organisation would benefit greatly from the capacity to create an
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. R. Molla et al. (Eds.): ICDCIT 2023, LNCS 13776, pp. 125–140, 2023.
https://doi.org/10.1007/978-3-031-24848-1_9
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algorithm that can simulate the behavioural changes in people. In real world,
every user/individual have their own opinion. Opinion of an individual can be
favourable or unfavourable. OM is a way to manipulate users opinions using
his/her connections in the network.

For Example - During the COVID 19 pandemic, a section of India’s pop-
ulation hesitated to take the vaccines provided by the government. Although,
eventually government used different methods to assure people the safety of vac-
cines in various ways, using actors, influencers and politicians that eventually
led to a sizable population taking the vaccines. India’s citizens serve as the net-
work’s nodes in this scenario, while the connections between them serve as its
edges. The government needed to change people’s perceptions of vaccinations,
and to do this, it turned to the network’s powerful or influential nodes- actors
and politicians.

The addition of negative opinions may alter the characteristics of the objec-
tive function that is used to represent propagation of opinion for the OM prob-
lem. Thus, objective of OM is to spread the desired opinion using the influential
nodes and maximize its desired opinion propagation within a certain time.

We consider a directed, weighted signed social network G = (V,E,W ), where
V = {v1, v2, · · · vn} and E = {e1, e2, · · · , em} are the vertex and edge sets respec-
tively, and W = {wei

|ei ∈ E} represent the weights of the edges. A node can
influence neighbors positively or negatively. If the sign of edge ei = (u, v) is posi-
tive then the node u has positive influence on the node v, otherwise the influence
is negative. The weight of the edge represents the quantum of the influence.

For the Opinion Maximization problem apart from the input the informa-
tion diffusion model is also important. In this paper, we consider the Multi-stage
Linear Threshold model [20] for information diffusion. The Opinion Maximiza-
tion problem asks to compute the minimum number of seed nodes such that
the overall opinion is maximized. In this paper, we propose few approaches to
compute the seed set.

2 Related Work

Influence Maximization (IM) has been a problem of interest for several years
now. It was first formulated as an optimization problem by Kempe et al. [15].
Zhu et al. [8] proposed a Balanced Influence and Profit (BIP) maximization prob-
lem. They considered PR-L (Price related Linear Threshold) and PR-I (Price
realted Independent cascading) models and proposed a greedy method for the
BIP problem. A class of impact models with an empirical motivation was defined
by Aral et al. [10] and their effects on the IM were examined. They proposed
a greedy algorithm to solve the IM problem based on the monotonicity and
submodularity of the influence spread function. Liang et al. [12] proposed R
(Restricted)-Greedy and Linear Threshold in Signed networks (LT-S) to formu-
late an RLP (R-Greedy with Live-edge and Propagation-path) model. He et al.
[13] made a two-stage iterative framework for the influence maximization using
an overlapping influence. Yao et al. [6] proposed a model where the rumour
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and the truth are spreading simultaneously. The paper concentrates on how to
choose boosting-blocking users to regulate the spread. The study developed a
Multi Hop Neighbour Boosting (MHNB) approach to address it.

Gionis et al. [21] discussed a CAMPAIGN problem, considering opinion can-
not have a binary state - active and inactive. The problem is based on the
presumption that opinions can have continuous values over an interval and that
each user can have both an internal and an expressed opinion that is constantly
changing. A discrete cascade model is combined with this to spread opinion. Lue
et al. [4] proposed an AcTive Opinion Maximization that uses an active learning
framework aCtive OpinioN Estimator (CONE) that uses both dynamic opin-
ions and Multi Stage Linear Threshold model to diffuse the opinion in unsigned
undirected graphs.

He et al. [22] put up a model that took the network’s users’ unfavourable
opinions into account in an unsigned undirected network. A parameter known as
the quality factor was introduced to an IC-N (Independent Cascading - Negative)
model that simulates users’ typical behaviour. Another model proposed by them
was a Multi-Stage Opinion Maximization Scheme (MOMS), which uses Multi
Stage IC model combined with dynamic opinion formation in unsigned directed
networks. A Multi-Stage Heuristic Algorithm (MHA) [23] was also developed by
them for similar kind of networks blended with Dynamic Opinion Maximization
Framework (DOMF) using Q-learning for convergence. Reinforcement learning
based Opinion maximization (RLOM) [1] is also a Q-learning based algorithm
developed for unsigned directed networks in a competetive network where a user
may not be a potential customer. An Active opinion maximization framework
(AOMF) [20] was also introduced in particular for signed directed networks.
This model also simultaneously addresses dynamic opinion development and
node activation.

Nayak et al. [3] modelled interactions as a Dynamic Bayesian network (DBN).
Unlike most other papers where OM focuses on changing the opinion of the users,
this model poses OM as an information spreading problem. The study proposes
a centralised and a de-centralised algorithm considering the intractability and
scalability issues respectively.

Cao et al. [24] proposed Optimal Allocation in Social NETworks (OASNET)
which is the first community based approach for the IM problem. Zhang et
al. [25] developed an algorithm to select influential nodes from the network
using community detection. An information transfer probability matrix was used
with k-medoid clustering algorithm to select seed nodes. Most of the community
detection algorithms uses modularity and assume networks with positive edges.
Tragg et al. [26] used Potts [27] model to consider both positive and negative
links in the network.

Guo et al. [28] proposed an algorithm for unweighted/weighted, un-directed/
directed and signed networks by developing a method that uses dissimilarity dis-
tance matrix and Affinity propagation to find the cluster centers. Androulidakis
[29] introduced two kinds of matrices co-reference and co-citation matrices for
signed directed networks to form a similarity matrix, which can further be used
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as inputs for K-means clustering and Affinity Propagation Algorithms. Kessler
[30] first developed a co-reference matrix to count the number of papers that are
commonly cited by two documents. Co-citation matrix which was first given by
Small [31], is the number of documents that cite both documents as part of a
bibliometric study. Table 1 compares few relevant algorithms.

Table 1. Comparison between existing models

Model Network type Dynamic opinions Community detection

AOMF Signed, Directed �
MOMS Directed �
CAOM Unsigned, Undirected � �
MHA Directed �
RLOM Signed, Directed �
DBN Directed

ATOM Unsigned, Undirected �
CIM Unsigned, Undirected � �
CoFIM Unsigned, Undirected �

In this paper, we consider Multi-Stage Linear threshold Model and dynamic
opinion propagation. First we compute a set of seed nodes called candidate seed
nodes and from the candidate seed nodes, the seed nodes are selected greedily
[20]. We proposed the following approaches to solve the OM problem.

1. Selecting the candidate seed nodes using centrality measures of signed social
networks.

2. Selecting the candidate seed nodes using communities in the signed social
network.

3. Selecting the candidate seed nodes based on both centrality measures and
communities of the signed social networks.

We have done an extensive experimentation on both real world and synthetic
datasets. The proposed methods are compared with themselves and AOMF [20].

The rest of the paper is structured as follows. Section 3 discusses the proposed
approaches. The experimental results are presented in Sect. 4. Finally, the paper
is concluded in Sect. 5.

3 Proposed Approaches of OM

In this section, first we discuss the mathematical formulation of the OM prob-
lem and then we discuss the proposed approaches. The opinion maximization
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is mathematically described as Γ (S). We need to maximise positive nodes and
reduce negative nodes.

Γ (S) = ΣviεC+oi + ΣvjεC−oj (1)

Here, C+ is the set of nodes with positive opinions and are activated and C−

is the set of activated nodes with negative opinions. S represents the seed node
set.

3.1 Diffusion Model

Multi-Stage Linear Threshold (MSLT) model is used to spread the desired opin-
ion across the network. According to MSLT, a node vi is said to be active at
time t, if ΣvjεC( t−1) wji > θ, where C(t−1) is the set of active users before stage
t starts and node vj is in-neighbor of node vi. θ is the threshold to be reached
by the node to be activated.

Each user has a static opinion and dynamic opinion. The dynamic opinion is
updated using the Eq. 2. To find the updated opinion at every stage a variant of
De-Groot model that considers both static and dynamic opinions was introduced.
The opinion at time t + 1 is given by

o
(t+1)
i =

si + ΣjεNin
i

Ijiwjisj

1 + ΣjεNin
i

Ijiwjiot
j

(2)

where si is the static opinion of node vi and Iji is +1 or −1 depending on the
sign of edge between node vj and vi. wji is the weight on the edge between node
vj and vi.

3.2 Centrality Measures Based Approach

Two centrality measures given by Liu et al. [32] specially made for signed directed
networks are used to select candidate seeds. The two measures η and μ, represent
the total effect of the node on the network and total effect of the network received
by the node respectively.

Deriving η and μ. It starts with calculating the effect of nodes on each other.
Consider an signed directed graph, the effect of node vi on node vj (which means
there is an edge coming from i to j) is defined as aij

aij = Iij × 1
Dj

(3)

where Dj is the degree of node vj and Iij is the sign of the edge between nodes
vi and vj . Consider vk is a neighbour of vj and vj is a neighbour of vi, the effect
of node vi on vk through node vj is given by aik

aik = aij × ajk = (Iij ∗ 1
Dj

) × (Ijk ∗ 1
Dk

) (4)
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where Dk is the degree of node vk. So, to calculate effect of node vi on vk, we
should consider all the nodes that are in the path vi → vj .

So, the total effect of the node vi on node vj in n steps is represented by
TEij,n. If there are p n-step pathways from node vi to vj then TEij,n represents
the sum of those p effects. Cumulative effect of node vi on node vj is given by

CTEij,n = g(1) ∗ TEij,1 + g(2) ∗ TEij,2 + g(3) ∗ TEij,3 + .....g(n)TEij,n (5)

g(n) is a weight function in Eq. 5 and it is defined as

g(p) =
1
p

(6)

An N × N matrix is generated for the network where N is the total number of
nodes in the network. Sum of all the values in row i gives the total effect of node
vi on the whole network(ηi).

ηi,n = ΣN
j=1CTEij,n (7)

Sum of all the values in column i gives the total effect received by node vi from
the network (μi).

μi,n = ΣN
i=1CTEij,n (8)

Using the centrality measures derived, a heuristic to calculate influence score
that combines static and dynamic opinions of the node is developed. The first
l ∗ k nodes with highest influence score are selected.

To calculate influence score, we developed a heuristic that measures the influ-
ence of a node in the network. The influence score of node vi is given by

ISi = si + ηi + κ ∗ (μi) (9)

where si is the static opinion of node vi, κ is a weight parameter, ηi is the
total effect of the node vi on the network and μi is the total effect received by
vi from the network. Algorithm 1 shows the selection of candidate seed nodes
using Eq. 9.

Algorithm 1. Selection of candidate seed nodes using centrality measures
Input: Network G = (V, E, W ) number of seed nodes k, parameter l, parameter κ
Output: Candidate seed node set

1: procedure selectCandidate(G, l, k)
2: CD ← φ � Initialize candidate seed node set
3: for each vi ∈ V do
4: ISi = si + ηi + κ ∗ (μi)
5: end for
6: Rank the nodes and according to Influence score(ISi) and select the highest influ-

ence score l ∗ k nodes
7: end procedure
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To select seed nodes, we add the node to the seed node set and check the
increase in potential opinions. The change in opinions of the seed node set can
be defined as follows

POv = Γ (S ∪ v) − Γ (S) (10)

As we are trying to maximize the opinions, we are selecting node with highest
POv value. That is, the seed nodes are selected using greedy method.

In each stage of MSLT, the opinions are dynamically updated using
Eq. 2, nodes are activated and new nodes are added to seed node set simi-
lar to that used in AOMF. Algorithm 3 shows the complete algorithm with
selectCandidate(G, l, k) from Algorithm 1.

3.3 Community Detection Based Approach

He et al. [29] proposed a community based approach for unsigned undirected
networks. We will now apply a similar algorithm for signed weighted directed
network combined with AOMF [33].

The algorithm uses two communication detection algorithms introduced by
Androulidakis [29] for signed directed networks. A similarity matrix is created by
representing the network as a collection of data clusters and using the network’s
topological qualities to determine how similar the nodes are to one another. Two
different kinds of similarity matrices are developed. One to measure incoming
similarity, Sin(i, j) is the number of nodes that effects both vi and vj either
positively or negatively, other outgoing similarity, Sout(i, j) is the number of
nodes that are being positively or negatively influenced by both vi and vj . The
final similarity is denoted by Similarity[i, j].

Similarity[i, j] =
Sin(i, j) + Sout(i, j)
max(D(i),D(j))

(11)

where D(i), D(j) denotes the total number of edges involving vi and vj respec-
tively.

The similarity matrix will then be fed to Affinity propagation or K-means
clustering to divide into communities. After detecting communities, to further
reduce complexity, significant communities in the network are selected. A heuris-
tic for the same was developed by He at al. [33].

sigt =
Σp

i=1ni

k
(12)

where sigt represents the threshold, the community should reach for it to be
significant community, ni represents the number of nodes in that community
and p is the total number of communities. So, if the number of nodes in each
community is greater than or equal to sigt, it is considered a significant commu-
nity.

It is more efficient to select candidate seed nodes depending on the signifi-
cance of the community, instead of selecting equal number of candidates from



132 L. S. Alla and A. S. Kare

each community. To determine the number of candidate seed nodes to be selected
from each community we use

CSi =
λ ∗ k ∗ ni

Σg
h=1nh

+ 1 (13)

where CSi represents number of candidate seed nodes to be selected from signif-
icant community i. λ represents weight parameter, k is the number of seed nodes
to be determined in the end, ni is the number of nodes in community i and g
represents the number of significant communities. Algorithm 2 summarizes the
selection of candidate seed nodes from the communities.

Algorithm 2. Selection of candidate seed nodes
Input: Network G = (V, E, W ), number of seed nodes k, parameters l, λ, γ, δ
Output: Candidate seed node set CD

1: procedure selectCandidate(G, l, k)
2: Divide G into communities using Kmeans or Affinity
3: Calculate sigt using Equation 12
4: Consider C = {C1, C2, C3, ...Cd} � d being the number of communities
5: Cs ← φ � Initialize significant community set
6: for each Ci in C do
7: ni ← |Ci| � |Ci| is the number of nodes in Ci

8: if ni ≥ sigt then
9: Cs ← Cs ∪ Ci

10: else
11: Ci is insignificant community
12: continue
13: end if
14: end for
15: Initialize candidate seed node set CD ← φ
16: for each Ci in Cs do
17: Calculate CSi using Equation 13
18: for vi ∈ Ci do
19: Calculate ISi using Equation 14
20: end for
21: Rank the nodes and according to Influence score and select CSi highest

influence score nodes
22: end for
23: Rank all the nodes from significant communities and select l ∗ k nodes with

highest influence score
24: end procedure

Once significant communities are chosen, we coupled heuristics developed by
He et al. [20] that employs Oout

i - neighbour sets of node vi beyond the community
and Oin

i neighbour sets within the community [33] with influence score in that
uses the static opinions of nodes [20] to determine the most influential nodes.
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ISi = |Oin
i | + γ|Oout

i | + δ(si) (14)
The algorithm for selecting seed nodes from the candidate seed nodes

obtained is same as the one used in Centrality Measures Based Approach. Algo-
rithm 3 shows the complete approach with selectCandidate(G, l, k) from
Algorithm 2.

3.4 Centrality Measures and Community Structure Based
Approach

Here, we use community detection techniques used in Community Detection
Based Approach and change the formula used for calculating influence score.
In this method, we calculate influence score after community detection, using
centrality measures proposed in Centrality Measures Based Approach.

After detecting significant communities, the following heuristic is used to
calculate influence score.

ISi = ηi ∗ (si) + |Oin
i | + γ|Oout

i | (15)

where ηi is the total effect of the node on the network, si is the static opinion
of the node. Hence, in Algorithm 2 we use Eq. 15 instead of Eq. 14.

3.5 Example Network

Fig. 1. Opinion maximization using K-Means and centrality measures

The network in Fig. 1 contains 8 nodes with opinions - (node 1 - opinion 0.8, 2 -
0, 3 - -0.5, 4 - 1, 5 - 0.6, 7 - 0.3, 8 - 0.2) with edges [(1,2), (3,2), (4,1), (4,3), (4,5),
(4,7), (7,6), (7,8), (8,1) ] having sign +1 and [(1,7), (3,5), (4,2), (5,6)] having sign
-1. All the edge weights are considered 1. Nodes 1,4,5,6,7 are activated on imple-
menting Centrality Measures and Community Structure Based Approach using
K-means clustering. The method for selecting seed nodes and opinion propa-
gation is the same as the above algorithms. Algorithm 3 shows the complete
algorithm.
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Algorithm 3. OM using Community Detection and MSLT
Input: Network G = (V,E,W), number of seed nodes k, threshold θ,parameter l
Output: Seed node set S.

1: CD ← selectCandidate(G, l, k) � Obtain candiate seed node set
2: AC−1 ← φ � AC represents activated node set and initially consider no nodes are

activated
3: for r = 1 : R do
4: AC(r) ← φ � Initialize activated seed node set at that stage
5: for t = 1 : k/R do
6: for v ε CD/S do
7: Optimal potential opinion v∗ ← argmaxvεCD/SΓ (S ∪ v) − Γ (S)
8: end for
9: S(r) ← S(r) ∪ {v∗}

10: CD ← CD\{v∗}
11: AC (r−1) = AC (r−1) ∪ S
12: for each vi ∈ V do
13: if ΣvjεAC( r−1) wji > θ then
14: Node vi is activated
15: else
16: Continue
17: end if
18: AC(r−1) ← AC(r) ∪ vi

19: V ← V/vi

20: end for
21: end for
22: for each vj ∈ AC(r−1) do
23: for t = 1 : t do
24: Calculate ot

j using Equation 2
25: end for
26: end for
27: end for
28: Obtain seed node set

4 Experimental Results

In this section, we will give more information about datasets used and discuss
the results obtained by implementing AOMF and three proposed methods.

4.1 Datasets

In this paper, nine social networks are used as part of experimentation. Five
datasets are randomly generated using number of nodes and connectivity of the
network as input. For all five networks a connectivity of 0.75 was used. Real-
world datasets Bitcoin Alpha, Bitcoin OTC [34,35], Wiki Admin [36] and Wiki
Elec [37] are used. All the weights are generated randomly in the range (0, 1).
Sign of the edge is either randomly generated or scaled to −1 to +1 depending
on the dataset.
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4.2 Parameters

In this section, we discuss the parameters that should be defined for the algo-
rithms.

– All three methods need R - number of stages, l - proportion parameter and
k - number of seed nodes as input initially and θ threshold of MSLT.

– In Centrality Measures Based Approach, κ is a weight parameter for central-
ity measure μ.

– In Community Detection Based Approach, to calculate influence score for
selection of candidate seed nodes parameters - γ, δ are weight parameters
for nodes outside community and static opinion respectively. As K-means
requires number of clusters as input, we divide the network into

√
n
2 where

n is the number of nodes in the network.
– In Centrality Measures and Community Structure Based Approach, to cal-

culate influence score, the parameter γ is the same as the one used on
Community Detection Based Approach.

4.3 Experiments

– For selecting candidate seed nodes we experimented using different values of
weight parameters, values of R ranging from 1 to 5, number of seed nodes k
ranged from 1 to 10, l value was from range (1, 2) and l > 1. Value of θ is set
to 0.01 in all cases.

– p value in Centrality Measures Based Approach that represents number of
steps to calculate the centrality measures is set to 2 in our case for all datasets
and κ value is taken as 0.1.

– We experimented with γ values in the range (1, 5) and δ value is set to 1.

4.4 Results

Table 2 shows the values of initial positive node ratio and total opinion of the
network. The first column in the table is the dataset used and second column
represents positive ratio and third represents sum of opinions of all nodes in the
network. The positive ratio of a network is defined as:

PN =
Number of nodes with positive opinion
Total number of nodes in the network

(16)

Table 3 shows the PN values and sum of opinions of all nodes in the network
after OM using AOMF 1 and methods proposed in the paper. The R, l, k and γ
values are changed and experimented with for all algorithms.

1 We implemented AOMF [20].
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Table 2. Initial values

Dataset PN initially Sum initially

100 nodes 0.47 −4.27

500 nodes 0.484 −14.87

1000 nodes 0.499 −22.54

2000 nodes 0.499 −17.53

3000 nodes 0.488 −22.04

Bitcoin Alpha 0.497 −16.37

Bitcoin OTC 0.505 47.72

Wiki Admin 0.498 −22.10

Wiki Elec 0.499 −3.41

Table 3. PN values and Sum of opinions of all nodes in the network on implementing
AOMF, Method 1, Method 2 and Method 3

Datasets AOMF Method 1 Method 2 Method 3

Affinity K means Affinity K means

PN value Sum PN value Sum PN value Sum PN value Sum PN value Sum PN Value Sum

100 nodes 0.53 −3.41 0.53 −3.41 0.52 51.28 0.52 51.289 0.52 51.289 0.52 51.289

500 nodes 0.49 85.522 0.484 4.90 0.49 85.522 0.49 85.522 0.484 4.904 0.484 4.904

1000 nodes 0.5 96.917 0.5 96.917 0.5 96.917 0.5 96.917 0.5 96.917 0.5 96.917

2000 nodes 0.530 171.556 0.4945 328.312 0.538 274.078 0.538 274.078 0.507 234.480 0.507 234.480

3000 nodes 0.553 294.209 0.488 201.234 0.5 790.995 0.5 790.995 0.488 201.234 0.488 201.234

Bitcoin Alpha 0.516 618.136 0.507 53.049 0.516 618.136 0.516 618.136 0.507 53.049 0.507 53.049

Bitcoin OTC 0.519 185.980 0.519 185.980 0.519 185.980 0.519 185.980 0.519 185.980 0.519 185.980

Wiki Admin 0.512 1453.451 0.504 545.503 0.512 1453.451 0.512 1453.451 0.504 545.503 0.504 545.503

Wiki Elec 0.511 3425.3296 0.503 332.746 0.511 3425.3296 0.511 3425.3296 0.503 335.746 0.503 335.746

4.5 Inferences

Figure 2 shows a comparison in PN values initially, with AOMF and three meth-
ods proposed. Method 2 has given relatively better results than the other two
algorithms in most datasets.

Fig. 2. Bar graph representing positive node ratio before and after OM in each dataset
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Fig. 3. Bar graph representing sum of all opinions before and after OM in each dataset

Figure 3 shows a comparison in initial and final opinions in all datasets using
AOMF and the three proposed approaches. In this case too, method 2 increased
the potential opinions of nodes in network better than the other two methods
and AOMF.

– The final PN values are almost same for all three methods.
– In Method 2 and 3, K-means and Affinity propagation methods, despite

detecting slightly different communities sometimes, give same PN and opin-
ions sum in the end.

– In case of dataset, with 2000 nodes, there is an increase of 1.5% in PN value.
– For Wiki elec dataset, the difference in the values of sum of opinions in the

end is greater than 3000.
– For datasets with less connectivity there is a chance the community detection

algorithms used may not converge.

5 Conclusions

In this paper, we study OM as an optimization problem in signed directed
weighted social networks. We propose three approaches to solve for OM. In
the first approach, we proposed a heuristic to select candidate seed nodes using
centrality measures. In the second approach, we divide the network into com-
munities and a heuristic was developed to calculate influence of nodes in the
communities to select candidate seed nodes. In the third approach, we com-
bine community detection with a heuristic developed using centrality measures.
We further determine the seed nodes from the candidate seed nodes in all the
methods using an approach similar to that of AOMF. The three algorithms are
experimented on nine datasets - 5 randomly generated signed social networks
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and 4 real world datasets. The community structure based approach provides
better results than prevailing algorithms and the ones proposed in the paper.
In future, we study the OM problem for other diffusion models. An extensive
experimentation on the proposed approaches over different diffussion models is
interesting.
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Abstract. In recent years, video surveillance plays an important role in
security applications as well as legal sectors. For example, CCTV footage
can be submitted as evidence of a crime scene in a courtroom. However,
the recorded video footage can be manipulated, for example, an object
can be removed from a video through low-cost and easily available video
editing tools. Any sensitive surveillance video should be verified before
being accepted as a piece of evidence of events/circumstances. In this
paper, we present a motion residual and Deep Learning based forensic
approach to identify object-based forged frames in surveillance videos.
Firstly, the motion residuals are computed from the videos sequences
to extract the video forgery footprints, which are generated due to the
manipulation operations. Secondly, the computed motion residuals are
fed to VGG-16 network for detecting authentic and forged frames in a
surveillance video.

Keywords: Intra-frame forgery · Object-based forgery · Surveillance
video · Video forensics

1 Introduction

In the modern era, the use of cameras is massively increasing for day-to-day uses.
Surveillance video has become the most important tool for everyone’s life regard-
less of their positions. It is being used in legal sectors, roads, offices, etc. Even in
a courtroom, a CCTV video can be used as evidence in the courtroom. However
in today’s world manipulating the video is no big deal, it can be done by low-cost
editing software and sometimes the editing becomes much good that no one can
detect it with the naked eye. Hence, it is very much required to authenticate
the video before taking decisions. Video forgery can be categorise into inter-
frame forgery and intra-frame forgery based on the operation of forgery [16,18].
Manipulation of a video by deleting, adding, or duplicating some frames inside
the video sequence is known as inter-frame forgery. In the other hand, when
a manipulation is performed within the selected frames in a video sequence is
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Fig. 1. A sample of authentic and forged video sequence [6]: (a) Authentic frames, and
(b) Corresponding forged frames.

called as intra-frame forgery [18], which is also known as object-based forgery in
videos. An example of object-based forgery is shown in Fig. 1, where a person
(near to lift) is removed from the video sequence. Due of the greater similar-
ity between manipulated and genuine locations, it is exceedingly challenging to
identify forgery.

This paper investigates an object-based forgery in surveil-
lance videos/footage. Due to the limitation of storage, the surveillance videos
are always saved in compressed form, and the following steps are performed for
creating the object-based forgery [5,6] in a video:

1. Decompress a compressed video into frames.
2. Select some consecutive targeted frames and manipulated those frames by

adding/ removing object(s).
3. Re-compress all frames (both authentic and forged) to generate forged a video.

Hence, a forged video contains both authentic (untouched) and forged (manip-
ulated) frames. In other words, all frames in an authentic video are authen-
tic and single-compressed. Whereas, all frames in a forged video are double
compressed, but some frames are forged (manipulated) and the remaining are
authentic (untouched). Based on this property, we categorize the frames of a
forged video into authentic and forged frames. Authentic frames mean those
frames are double-compressed but untouched, and forged frames mean those are
double-compressed and manipulated. Hand-crafted steganalysis features [9–11]
can be used to detect object-based forgery in videos. Recently, Capsule Network
based Deep Learning model [5] is utilized to identify the authentic and forged
frames in videos. However, the forged frames detection rate of this method is
poor (maximum accuracy is only 84.97%), and needs to be improved.

Here, we build a VGG-16 [17] network for detection of object-based video
forgery. At first, the motion residuals are computed from the videos, then com-
puted motion residuals are fed into the VGG-16 [17] network for finding the
forged frames in a video. We present the efficiency of the presented model for
detection of forged frames through a number of experiments on static surveil-
lance videos, with varying video resolution.
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The rest paper is as follows: Sect. 2 outlines relevant efforts towards object-
based forgery detection in videos. A detailed description of the proposed foren-
sic method for object-based forgery detection is presented in Sect. 3. Section 4
presents and discusses the experiment results. Finally, we concluded the paper
by pointing out the future research directions in Sect. 5.

2 Related Works

In recent years, many notable works have been found in the field of video foren-
sics [1,4,6,8,12,14], and few of them are for object-based video forgeries [2,5,6].

Object insertion and object removal video forgery are the two forms of object-
based video forgery. Blue screen composition is one example of object insertion
video forgery. To detect such kind of blue screen compositing, the correlation
between blurring features [3] or edge features [20] can be used. The Changes
correlation in patterns between these features are exploited to detect forgery. If
the background of a video is Blue or Green, the correlation based approaches
fails to detect object-based video forgery. Some other methods, such as [21,22],
employ local characteristics, such as DCT coefficients [21] or brightness and
contrast [22], to find the similarity in between foreground and background in a
video. The inconsistency in computed similarity index is helps to identify the
video forgery. However, these methods suffers for a low bit rate videos. D’Avino
et al. [7] proposed a Deep Learning based forensic technique to inpainting type
object-based video forgery.

For detecting the object removal based video forgery, Zhang et al. [23] exploits
inconsistencies between trajectory of moving foreground and foreground mosaic
by using the ghost shadow artifact. Richao et al. [15] proposed a machine learn-
ing based method for detection of moving erased object(s) in a static background
video. The authors extracted object contour features and fed to a support vector
machine (SVM) to identify the forged videos. In 2016, Chen et al. [6] proposed
a machine learning based forensic approach for object-based forgery detection
in videos. They extracted handcrafted steganalysis features [10] from computed
motion residuals of a video sequence and fed them to an ensemble classifier.
Recently, Bakas et al. [5] proposed a Deep Learning based technique to detect
the object-based video forgery. The authors computed motion residuals from the
video sequence and fed them to a capsule network [13] to identify single com-
pressed authentic, double compressed authentic and double compressed forged
frames.

3 Proposed Method

This section presents a forensic approach for identifying object-based forgery
in surveillance footage. We employ VGG-16 [17] as a Deep Learning network
to extract the spatial information from the frames of a video clip. Due to the
fact that object-based forgeries are executed in the spatio-temporal domain,
simply spatial domain characteristics are not adequate for object-based forgery
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Fig. 2. The operational pipeline of the proposed video forensic model.

detection in videos. In order to store temporal information of a video sequence,
we first compute the motion residuals [6] and the computed motion residuals are
then fed as input to the proposed Deep Learning network to detect the forged
frames from the original ones. Figure 2 presents an operational pipeline of the
proposed method. The following sections present the proposed method in detail.

3.1 Motion Residual Extraction

Since, a video is constituting a series of successive frames, there is a significant
correlation between each pair of adjacent frames. Hence, a local temporal frame
segment can be considered a fixed component and a moving component. The
moving component denotes a displacement of the moving scene relative to its
reference frame, whereas the stationary part denotes an exact similarity to its
preceding frames. The computed motion residuals store the displacement of the
moving scenes respective to their reference frames. In other words, the temporal
information of a video sequence is stored in motion residuals.

We can consider each fixed-size GOP as a local temporal segment for MPEG-
1 and MPEG-2 videos, where I-frame may act as a reference frame. But, most
advanced video encoding scheme, such as MPEG-4, H.264, uses variable GOP
size in a video. In such cases, we cannot consider each GOP as a local temporal
segment. To overcome such limitation, the proposed method uses a fixed size (say
21) local temporal segment and employs a collusion operator [19] for computing
the motion residuals over the temporal segment. We follow the below process to
compute the motion residuals [6] for a video sequence.

1. Perform the pixel-wise collusion procedure in a temporal segment of a video
sequence V ’ and generate a colluded result Ri of frame I(i) as below:

Ri = (R(i)
p,q) = C[(I(i−lh)

p,q ), ...(I(i)p,q), ...(I
(i+lh)
p,q )] (1)

where a collusion operator C aggregates the pixels of every frame of a temporal
segment of size L. Where L = 2× lh+1 and lh indicates number of immediate
preceding/ succeeding neighbours frames of I(i)). In this work, a min collusion
operation is performed as below:

C = minl∈[−lh,lh]{Ii+l
p,q } (2)
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2. Compute motion residual M (i) of frame I(i) using the following equation.

M (i) = |I(i) −R(i)|
= (M (i)

p,q) = (|I(i)p,q −R(i)
p,q|)

(3)

From Eqs. 1–3, it is found that the value range of M (i) is within [0, 255].
Hence, the resulting M (i) can be treated as a gray image. The following section
briefly presents the proposed Deep Learning model for object-based video forgery
detection.

3.2 Deep Learning Model

In this work, we use the VGG-16 [17] network, excluding top fully connected
layers, and develop a Deep Learning model to detect object-based forgery in
surveillance videos. After fifth pooling layer of VGG-16 network, we use three
dropout, four fully connected layers and one output layer, as shown in Fig. 2.

The portion of the VGG-16 [17] network is utilised as a features extractor
from motion residuals of a video sequence (up to the fifth pooling layer). To
distinguish manufactured frames from real ones, a succession of dropout and
fully connected layers are fed the extracted VGG-16 characteristics.

4 Experimental Results and Discussion

We use 100 forged videos from SYSU-OBJFORG [6] dataset, which are recorded
using static surveillance cameras. The forged object(s) in this dataset is both
static and movable. H.264 video encoding library is used to compress the recorded
videos, with bit rate 3 Mbps, resolution 1280 × 720 and frame rate 25.

We also re-encoded the forged videos with 1.5 Mbps to test the robustness
of the proposed technique against low-quality videos. We create total six sub-
datasets by re-encoding the forged videos with resolution 256 × 256, 400 × 400
and 512 × 512 for both 1.5 and 3 Mbps bit rate videos. It can be noted that
we do not use the videos with resolution 1280 × 720 in our experiments, due to
limitations of our system configuration (low GPU memory). Empirically, we set
learning rate = 0.01 to train the proposed network.

4.1 Evaluation Parameters and Experimental Results

In this experiment, we use Precision (P ), Recall (R), and Accuracy (A) to mea-
sure the effectiveness and robustness of our proposed approach. The above eval-
uation parameters are defined as follows:

P =
a

a + b
× 100% (4)

R =
a

a + c
× 100% (5)
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A =
a + d

a + d + b + c
× 100% (6)

where TP and FP represent the numbers of correct and false detected forged
frames respectively. TN and FN denote the number of correct and false detected
authentic frames respectively.

For conducting the experiments, we randomly select the training, validation
and testing datasets in 50:20:30 ratios for authentic as well as forged frames.
Empirically, we select lh = 10 for extracting the motion residuals from the video
sequences.

In this section, we demonstrate the performance of the proposed approach for
different degrees of video compression (bit rate) and resolution. The experimental
results for low compressed (bit rate 3 M) and high compressed (1.5 M) videos are
shown in Tables 1 and 2 respectively, by varying the resolution.

Table 1. Forgery detection results for 3M dataset.

Resolution Precision (%) Recall (%) Accuracy (%)

256 × 256 90.95 81.16 90.14

400 × 400 91.90 80.86 90.38

512 × 512 90.82 87.43 92.16

Table 1 shows that our approach provides maximum accuracy of 92.16% for
3 M bit rate and 512× 512 resolution. Whereas for bit rate 1.5 M and resolution
256× 256, the proposed approach provides maximum accuracy of 96.68%. From
Tables 1 and 2, it can be also noticed that precision increases for higher resolu-
tion in most cases. Because, higher frame resolution improves frame quality by
reducing the noise, which reduces the number of false positives.

Table 2. Forgery detection results for 1.5 M dataset.

Resolution Precision (%) Recall (%) Accuracy (%)

256 × 256 94.19 81.69 90.68

400 × 400 96.28 77.25 90.08

512 × 512 97.48 76.98 90.02

4.2 Comparison with State-of-the-Art

This section presents a comparison results of our proposed approach with a
state-of-the-art scheme, proposed by Bakas et al. [5], in terms of authentic and
forged frame detection accuracy. The results of this comparison are presented in
Table 3 for frame resolution 360×360. Table 3 shows that the proposed approach
outperforms the scheme [5] for both low compressed (bit rate 3M) and high
compressed (bit rate 1.5M) videos.
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Table 3. Comparison with state-of-the-art for frame resolution 360 × 360.

Bit rate Scheme Accuracy (%)

3 M Bakas et al. [5] 89.54

Proposed 93.59

1.5 M Bakas et al. [5] 85.30

Proposed 90.32

5 Conclusion

In this research, we proposed a forensic method based on Deep Learning to iden-
tify object-based forgery in surveillance footage. We computed motion residuals,
which store the forgery footprints, from the video sequences, and we also used
VGG-16 network to extract the suitable features to identify the forged frames
in a video. The proposed approach outperforms the state-of-the-art in terms of
forged frame detection accuracy.

However, the performance of the proposed approach is not still satisfactory.
Also, the proposed method is not capable to localize the forgery within a forged
frame, this is out of scope of the this work. Hence, improving the performance
and finding the precise position of forgery in a forged frame could be future
research in this direction.
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9. Kodovskỳ, J., Fridrich, J.: Calibration revisited. In: Proceedings of the 11th ACM
Workshop on Multimedia and Security, pp. 63–74 (2009)

10. Kodovsky, J., Fridrich, J.: Steganalysis of JPEG images using rich models. In:
Media Watermarking, Security, and Forensics, vol. 8303, p. 83030A. International
Society for Optics and Photonics (2012)

11. Kodovsky, J., Fridrich, J., Holub, V.: Ensemble classifiers for steganalysis of digital
media. IEEE Trans. Inf. Forensics Secur. 7(2), 432–444 (2011)

12. Mizher, M.A., Ang, M.C., Mazhar, A.A., Mizher, M.A.: A review of video falsifying
techniques and video forgery detection techniques. Int. J. Electron. Secur. Digit.
Forensics 9(3), 191–208 (2017)

13. Nguyen, H.H., Yamagishi, J., Echizen, I.: Capsule-forensics: using capsule networks
to detect forged images and videos. In: IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP), pp. 2307–2311 (2019)

14. Pandey, R.C., Singh, S.K., Shukla, K.K.: A passive forensic method for video:
exposing dynamic object removal and frame duplication in the digital video using
sensor noise features. J. Intell. Fuzzy Syst. 32(5), 3339–3353 (2017)

15. Richao, C., Gaobo, Y., Ningbo, Z.: Detection of object-based manipulation by the
statistical features of object contour. Forensic Sci. Int. 236, 164–169 (2014)

16. Shanableh, T.: Detection of frame deletion for digital video forensics. Digit. Inves-
tig. 10(4), 350–360 (2013)

17. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale
image recognition. In: Computer Science. arXiv preprint arXiv:1409.1556 (2014)

18. Sitara, K., Mehtre, B.M.: Digital video tampering detection: an overview of passive
techniques. Digit. Investig. 18, 8–22 (2016)

19. Su, K., Kundur, D., Hatzinakos, D.: Statistical invisibility for collusion-resistant
digital video watermarking. IEEE Trans. Multimedia 7(1), 43–51 (2005)

20. Su, Y., Han, Y., Zhang, C.: Detection of blue screen based on edge features. In: 2011
6th IEEE Joint International Information Technology and Artificial Intelligence
Conference, vol. 2, pp. 469–472. IEEE (2011)

21. Xu, J., Yu, Y., Su, Y., Dong, B., You, X.: Detection of blue screen special effects
in videos. Phys. Procedia 33, 1316–1322 (2012)

22. Xu, R., Li, X., Zhou, B., Loy, C.C.: Deep flow-guided video inpainting. In: Proceed-
ings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
pp. 3723–3732 (2019)

23. Zhang, J., Su, Y., Zhang, M.: Exposing digital video forgery by ghost shadow
artifact. In: Proceedings of the First ACM Workshop on Multimedia in Forensics,
pp. 49–54 (2009)

http://arxiv.org/abs/1409.1556


Mapped-RRT* a Sampling Based Mobile
Path Planner Algorithm

Rapti Chaudhuri(B) , Suman Deb , and Soma Saha

National Institute of Technology Agartala, Agartala, India
{rapti.ai,sumandeb.cse}@nita.ac.in

Abstract. Relative efficient computation of motion plans by a Wheeled
Robot Platform (WRP) has resulted through an incremental sampling of
the considered environment. Although the existing sampling-based path
planning techniques hardly converge into an optimal solution and this
creates a challenge for a path planner specifically in case of a complex
environment occupied with dynamic obstacles. A partially unknown envi-
ronment creates reasonable problems for a Point-To-Point (PTP) robot
to decide certain steps which would merge to the ultimate optimum
path solution. To tackle the aforesaid challenge, this concerned paper
proposes a noble algorithmic approach, Mapped-RRT*, for concurrent
accumulation of optical information from a concerned surrounding GPS
(Global Positioning System)-denied indoor environment by combining
2D (Two-Dimensional) and 3D (Three Dimensional) sensor data followed
by the application of a sampling pathfinding a strategy for obtaining
near-optimum point to point navigation by a wheeled robot. The VO
(Visual Odometry) is obtained from a simultaneously created map of
the traversed trajectory and serves as an instant perceptible reference
during the movement of the mobile robot. For near-perfect detection of
every possible on-path obstacles both 2D as well as 3D sensors are used
together to collect fused data based on their respective preferential iden-
tification process, and a unique algorithmic approach has been proposed
for run time traversal map creation along with probabilistic optimized
path plan, executable within the optimum amount of time. A numerical
comparison of the proposed technique with the performance of conven-
tional strategies with respect to taken parameters confirms the reliability
of the carried-out technique. The experimental results would be a citation
for future research work in justifying the constructed algorithm within
the domain of clash-free ORN (Optimized Robot Navigation).

Keywords: Wheeled robot platform · Sampling based path planning ·
Mapped-RRT* · GPS-denied indoor environment · Visual odometry ·
Optimized robot navigation

1 Introduction

Accumulation of optical information specifically from a concerned indoor envi-
ronment constitutes a magnificent share in the research domain of robotics and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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machine vision [1]. One of the basic building blocks to perceive visual citation is
VSLAM (Visual Simultaneous Localization And Mapping) [2,3]. Run time visu-
alization of map produced by navigation of mobile robot serves as a referential
structure for the mobile agent to make decision in optimized path planning exe-
cuted in a sampling indoor area. This concerned research work primarily takes
inspiration from VSLAM to compute optimal time point to point mobile agent
locomotion. Figure 1 portrays the customized mobile robot platform as well as
the 2D [4] and 3D sensors used with their characteristic features.

Fig. 1. Portrait of customized differential drive design with the sensors denoting their
characteristic features.

Unlike any grid-based path searching technique [5], sampling-based algorithm
has been taken into prioritization depending on the current probabilistic complex
environment. Family of Rapid exploring Random Trees (RRT) cites as one of the
perfect sampling-based path searching technique. The decision making module
of the presented work is inspired from RRT* [6] and the execution follows its
principle to a great extent. A noble approach of optimized path estimation fused
with run time visual inference using multi-sensor has been proposed in this
paper. Calculation of the obtained results has been done on the basis of collected
measurements taken by both 2D LiDAR (Light Detection And Ranging) [7] and
3D RGB-D (Red, Green, Blue Depth) sensors [8] for near perfect minimum-
time on-path obstacle capture. Primary contributions of this work have been
categorized below:
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Fig. 2. Schematic architectural representation of the adapted methodology depicting
the entire simultaneous and consequent working procedure.

– Architectural model formation of a 2-active wheeled differential drive designed
mobile robot platform (CUBot) for computation of the desired experimental
applications.

– Proposal of Fusing both 2D and 3D sensors data for obtaining perfect obstacle
detection resulting in optimal-time mobile robot (CUBot) navigation.

– Proposal of Rapidly exploring Random Trees with Simultaneous Mapping
(Mapped-RRT*) algorithm for simultaneous real-time intake of visual per-
ception followed by optimal-time sampling-based path search.

From computational point of view, RRT* converges to optimum minima
in less amount of time as compared to RRT [9] after the iteration reaches o
infinity. Unlike RRT, RRT* explores every possible direction of the considered
environment to find the best suitable path towards the goal. RRT* completes
the coverage of every possible path towards the goal point in a relatively complex
sampling structure. Mapped-RRT* would save some amount of time by citing
visual reference of non-optimum explored trajectory, preventing exploration of
every corner. In the sake of actual comparison, performance of the proposed
methodology has been included along with parameterized action of both exist-
ing sampling-based path searching techniques, RRT and RRT* considered on the
same taken indoor obstructed stature. The visual and numerically analysed pre-
sentation based on optimized working function and time, proves the supremacy
of the research architecture. Figure 2 portrays the schematic architecture of the
methodology adapted to carry out the experiment. Figure 3 depicts the geomet-
rical structure of RP LiDAR and Intel Realsense1 respectively.

1 https://support.intelrealsense.com/hc/user_images/fzXb7K7btFFWhf_z3iszMQ.
png.

https://support.intelrealsense.com/hc/user_images/fzXb7K7btFFWhf_z3iszMQ.png
https://support.intelrealsense.com/hc/user_images/fzXb7K7btFFWhf_z3iszMQ.png
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The outline of the paper consists of brief description about reviewed literature
survey, architectural method of the working procedure adapted and module wise
elaboration of the proposed strategy and comparative analytical portrait of the
obtained experimental results with other existing conventional computational
models.

Fig. 3. (a) Geometrical presentation of internal architecture of RP LiDAR (b) Geomet-
rical presentation and working procedure of used RGB-Depth sensor, Intel Realsense
D455

2 Related Works

This section briefly depicts the reviewed related survey including the respective
proposed works with research procedure. The gaps in experimentation have been
noticed and the concerned paper tries to improvise the existing work.
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Fragkopoulos et al. in the paper [10] portrays a technically new approach of
CellBiRRT (Cell based Bi-directional Rapidly exploring Random Trees) for a
manipulator to handle pose constraints and it is applicable mostly in difficult
environments reducing probability of collision. The work described in the paper
[11] proposes ERRT (Execution Extended RRT) algorithm for executing collision
free locomotion of mobile robots mostly in dynamic environments. Gammell et
al. proposes Informed RRT* in the paper [12] briefly describing the experimenta-
tion on sampling-based path planning by RRT* for achieving optimum path. The
research work mentioned in the paper [13] suggests a new RRT*- inspired online
informative path planning algorithm which shows its working principle by con-
tinuous expansion of a single tree of candidate trajectories along with rewiring of
nodes supported with refinement of intermediate paths. Rapti Chaudhuri et al.
in the paper [14] proposed a technique of combining the 3D information as visual
reference followed by a comparative performance of well-known bio intelligent
path planning approach with respect to a customized mobile robot platform.

The paper [15] makes a comparative study on the parameterized compari-
son of three variations of A-star algorithm in a perfect maze environment by a
mobile robot executing rescue function. The same work has been carried out in
a considered indoor obstructed lab environment. A fused application of RGB-D
camera, working according to the kinect principle and an IMU (Inertial Measure-
ment Unit), generating 3D feature points presenting the visual Odometry with
aggregation of depth information into RGB color information in highly dynamic
environments has been proposed in paper [16]. The work described in paper [17]
evaluates LiDAR SLAM work with respect to comparative accuracy in map
construction for accomplishing smooth point to point mobile robot navigation.
Zingg et al. in the paper [18] presents an important work with video cameras as
the main sensor for navigation and a laser sensor as auxiliary to detect and avoid
obstacles in situations like intersections, left or right corridors and open doors
to right or left. Labbé et al. [19] proposed first remarkable SLAM (Simultane-
ous Localization And Mapping) method for near-perfect detection and tracking
of moving obstacles using laser range finder and presented a verified result in
outdoor urban environment. Rapti Chaudhuri et al. in the paper [20] proposes a
different solution for fused virtual 3D reconstruction of indoor environment using
point cloud and intelligent object identification using machine learning module
for saving the memory of already traversed path by customized mobile robot.

The executed research work modifies the existing aforesaid works by algo-
rithmic incorporation of sampling based path planning technique with real-time
simultaneous mapping of the traversed path by the considered mobile agent. The
experimental comparative results confirm the optimality in achieving collision-
free path navigation.
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3 Methodology

This section gives a brief depiction of the schematic presentation of working
procedure followed to carry out the research experiment. It is further divided
into subsections mentioned below giving the step wise idea of the work done.
Figure 4 denotes geometrical architecture of the methodology adapted.

Fig. 4. Geometrical structure of the entire process to be adapted for achieving opti-
mized Mapped-RRT* mediated point to point robot navigation.

3.1 Combined Sensor Calibration

Parameterized calibration of RPLiDAR and RGB-Depth sensor have been done
for achieving correct precision in on-route obstacle detection with respect to
every possible aspects. Combined calibration procedure has been numerically
presented needed for visual referential output. Relative LiDAR and Realsense
RGB-D sensor calibration strategy are visually presented with geometrical con-
figurations in Fig. 5. World coordinate taken as Z has been projected to image
coordinate whose numerical representation is shown in Eq. (1).

Z = I(JZ + t) (1)

where I denotes 3 × 3 intrinsic parameter of the Realsense sensor, J depicts
3× 3 Realsense sensor orientation matrix and t presents 3× 1 vector relative to
its position. Rigid transformation from Realsense coordinate system to LiDAR
system has been denoted by Zf in Eq. (2).

Zf = σZ + ω (2)
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Fig. 5. Parameterized calibration procedure adapted to carry out the experimentation
with both 2D LiDAR and 3D RGB-Depth sensor.

σ presents 3×3 Realsense sensor orientation orthonormal matrix with respect to
LiDAR and ω depicts 3× 1 vector relative to its respective position. Calibrated
sensors are then made to scan and map the taken obstructed indoor environment
simultaneously with simulation of optimum path searching technique.

3.2 Simultaneous Mapping with Path Search

Individual procedural mapping has been discussed respectively with consequent
description of combined structured mapping strategy with combined data input
from both RPLiDAR and Intel Realsense D455.

LiDAR Mapping. LiDAR mapping is generated and obtained visually from Rviz
visualizer of ROS environment. Run time mapping of the trajectory is obtained
based on the input data captured by the RPLiDAR. Function, f(s), in the form
of Laser input and a prior map are considered in LiDAR mapping. Probabilistic
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Fig. 6. Point to point correlation obtained from odometry data visualized on RTabmap,
a ROS visualizer resulted from input collected by Intel Realsense D455.

Fig. 7. 3D depth obtained in mapping module of the concerned procedure visualized
on RTabmap, a ROS visualizer by taking input from Intel Realsense D455.

estimation of grid is followed by creation of grid map. Integer coordinates results
in gradients and derivatives which are used for formation of 2D pose expression
[21]. Primary concern of the aforesaid technique is to obtained optimized estima-
tion of the rigid transformed robot pose [22]. (δ) = [Ix, Iy, φ] from the robot to
the prior map [23]. M(Rj(δ)) is the value of the map at Rj(δ), world coordinate
of scan end points Rj = (Sj,x,Xj,y)T . M(Rj(δ)) obeys the function as presented
in Eq. (3):

Rj(δ) =
[
cosφ −sinφ
sinφ cosφ

] [
Sj,x

Sj,y

]
+

[
Ix
Iy

]
(3)

The optimized map is formed by computing the loss and error costs by matching
the laser data with the raw map obtained.
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RGB-D Mapping. 3D Depth data is captured from RGB-Depth sensor needed for
3D virtual reconstruction of indoor scenes [24]. Computation of rigid transfor-
mation is resulted from RGB-D mapping using RANSAC (Random Sample Con-
sensus) which filters out the outliers [25]. Input is obtained from Intel Realsense
D455 and the output is obtained in the form of loop closure detection, 3D point
cloud mapping [26], 2D linear mapping odometry [27], etc. Estimated depth is
achieved from internal triangulation procedure. Emission of the IR (Infra Red)
structured light produces a constant pattern of speckles and the IR module in
Realsense camera captures the pattern for correlation [28] with reference pattern.
Occupancy grid map is obtained as output along with 3D point cloud formation
presenting the 3D scene scan of the obstructed indoor environment. Figure 6 and
Fig. 7 presents the result obtained from detected 3D depth collection section of
respective simultaneous mapping module.

Combined Mapping. Combined mapping structure [29] is produced by fusion of
data obtained from both LiDAR sensor as well as Realsense RGB-D sensor result-
ing in relatively better precise and accurate detection of on-route obstacles [30].
Real-time quick detection and simultaneous mapping of the trajectory serving
as visual citation result in optimum-time path navigation by the concerned cus-
tomized mobile agent. Combined data is obtained in the form of coordinate as
well as 3D depth format. In case of original RGB image, LiDAR mapping is
performed and for 3D depth image as input, pairwise 6D transformation is done
with achievement of 3D point cloud and optimized 2D pose estimated graph
of the explored trajectory. Figure 8 depicts the visual output of 3D reconstruc-
tion as well as periphery detection of the on-path obstacles followed by 3D map
creation of the explored trajectory by CUBot.

3.3 Algorithmic Description of Mapped-RRT* (Rapidly Exploring
Random Trees with Simultaneous Mapping)

The proposed technique has been illustrated with required numerical presenta-
tion in Algorithm 1. The first module of the algorithm depicts the real time
simultaneous mapping of the scanned environment and it is consequently fol-
lowed by Random Tree exploration based sampling path searching procedure.
Figure 9 presents the executed graphical structure of Mapped-RRT* in one of
the considered scene in taken indoor environment.
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Algorithm 1. Mapped-RRT* for optimized path search
Input: - f(s1), f(s2), mapa−priori, Laser data, n, Xnode, Xbest_neighbour, Xnew,

Xnearest_neighbour // LiDAR data, depth data, and a priori map
Output: - ε∗,ac,ap, Occupancy Grid map, G(V,E) // Final graph obtained, Optimal Pose

estimation of the robot
1: radius // r
2: counter = 0
3: num = n // number of iterations
4: G(V, E)// Concerned graph with V vertices and E edges
5: Probabilistic estimation of a grid being occupied.
6: Division of the grid map.
7: for RGB image, I_m ∈ map_a − priori do

8: �M(I_m) =

(
δ M
δ x

(I_m), δ M
δ y

(I_m)

)

9: Approximation of gradient and derivatives using four closest integer coordinates I00, I01,
I10 and I11.

10: M(Im) ≈ y−y0
y1−y0

(
x−x0
x1−x0

M(I11) − x1−x
x1−x0

M(I01)

)
+ y1−y

y1−y0

(
x−x0
x1−x0

M(I10) −
x1−x
x1−x0

M(I10) − x1−x
x1−x0

M(I00)

)

11: ∂M
∂x

(Im) ≈ y−y0
y1−y0

M
(
(I11) − M(I01)

)
+ y1−y

y1−y0
M

(
(I10) − M(I00)

)

12: ∂M
∂y

(Im) ≈ x−x0
x1−x0

M
(
(I11) − M(I10)

)
+ x1−x

x1−x0
M

(
(I01) − M(I00)

)
13: for RGB image, Depth Image do
14: Pairwise 6D Transformation Estimation (RANSAC)
15: Pose expression in 2D Environment.
16: ∈= (Ix, Iy , χ)T .
17: Global Pose Graph Optimization (g2o)
18: 3D point clouds formation
19: Achievement of optimized pose expression by matching the laser data and the map.
20: for ∈= (Ix, Iy, χ)T , mapoutput ← M(rj(∈)) at Rj(∈) do
21: ∈∗= arg min∈

∑N
j=1[1 − M(Rj(∈))]2

22: for ε ← ε + Δε do
23:

∑N
j=1[1 − M(Rj(ε))]2 → 0

24: Accuracy in obstacle detection (ac)

25: Accurate explored path (ap)
26: ∈∗←∈
27: while counter < num do
28: Xnode = Randomexplored_position()
29: if ISINObstacle(Xnode) == True: then
30: try again
31: Xnearestneighbour = (G(V, E),Xnode)
32: Cost(Xnode) = Dist(Xnode, Xnearestneighbour

33: Xbest_neighbour = findNeighbours(G(V, E), Xnode, radius)
34: Join = Chain(Xnode, Xbest_neighbour)
35: for Xnew in Xneighbours do
36: if cost(Xnode) + Dist(Xnode,Xnew) < cost(Xnew) then
37: Cost(Xnew) = cost(Xnode) + Dist(Xnode, Xnew)
38: Parent(Xnew) = Xnode

39: G = G + (Xnode, Xnew)

40: G.append(Join)
41: Return G
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Fig. 8. Virtual 3D reconstruction with obstacle periphery detection and consequent
map creation of the traversed path by the mobile agent.

4 Experiment Analysis and Results

This section presents the analytical results obtained by carrying out the experi-
ment. This has been divided further into sub categories characterizing the func-
tions at each level with graphical and tabular comparative results.

Table 1. Parameterized Characteristic features of considered 2D and 3D sensors

Sensor used Visual Output Data type obtained Data obtained

A1M8 series RPLiDAR 2D scanned
environment
with explored
path

Coordinate data Minimum and
Maximum angle,
angle increment,
time, range,
intensity

Intel Realsense D455 3D voxelNet and
3D path map

3D Depth data RGB image,
Depth image,
Accelerometer
and Gyro data,
3D point map
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Fig. 9. Graphical architecture of the Mapped-RRT* executed in one of the considered
scene of indoor environment.

4.1 Combined Visual Data Perception

The coordinate formated data is obtained from obtained from A1M8 series RPL-
iDAR fusing with the 3D depth formatted data achieved from Intel Realsense
D455 Depth sensor. A1M8 model of 2D RPLiDAR is preferred for 2D scan of
indoor surrounding by detecting periphery of the same plane obstacles using
its limited triangular measurement [31]. Maximum range of scanning is approx-
imately 12m by radius. The limited capacity of 2D LiDAR is tackled by 3D
RGB-Depth sensor [32] which makes probabilistic obstacle detection compar-
atively more precise. Physical features of Intel Realsense D455 consist of RGB
colour sensor, 3D depth module, IR projector, IMU and Vision Processor. Table 1
presents the characteristic features of used sensors for experimentation.

4.2 Environment Mapping Results

Both the periphery of the on-path obstacles and trajectory map of the non-
optimum explored path are achieved by the application of simultaneous mapping
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module of the proposed algorithmic architecture. The usage of multi sensor have
facilitated the customized mobile path planner to have precise optimum-time
sensible perception of present objects. Use of both the concerned sensors over-
come the performance limitations of each. Formation of voxelNet and occupancy
grid map serve as real time visual reference to make further decision in execut-
ing sampling-based path searching procedure. The mapping module is basically
inspired from the combined characteristic features of both Hector SLAM as well
as RGB-D SLAM [25]. Obstacle detection in any plane is accompanied with
each IMU updated visual data representation. Figure 10 denotes the visual rep-
resentation of RRT execution with simultaneous mapping and Mapped-RRT*
respectively in an indoor environment.

Fig. 10. (a) Simulated Execution of RRT with simultaneous mapping in an indoor
scene (b) Simulated Execution of Mapped-RRT* in the same indoor scene.

4.3 Comparative Analysis of Proposed Method with Conventional
Techniques

The performance of the proposed technology has been analysed with respect to
the considered complex indoor environment and a bench marking has been done
along with performance of existing path searching sampling-based processes. As
a matter of visual comparative study, the technique of simultaneous combined
mapping has been applied and experimented both with RRT as well as RRT* and
presented in Fig. 10. Table 2 denotes the numerically analysed results executed
by the customized mobile agent, CUBot. The optimum-time measurement of
adapted technology confirms its reliability and superiority over other executed
conventional procedures evident from the result table.
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Table 2. Comparative performance analysis of proposed algorithm

Algorithm Obstacle
present

Detected
obstacles

Accuracy of
detection

Output Path Time

RRT* with RPLiDAR 32 26 81.25% path 30m 7,735.2 s

RRT* with Realsense 32 28 87.5% path 30m 7,735.2 s

RRT* with Multi
sensor

32 29 90.625% path
with
map

30m 7,051.2 s

Mapped-RRT* with
Multi sensor

32 30 93.75% Optimum
path
with
map

30m 7,051.2 s

5 Conclusion

This paper proposes a noble approach of unique architectural working proce-
dure for achieving optimum-time path navigation. The proposed process has
been carried out using a customized mobile agent, CUBot, working according to
the principle of differential drive mechanism and it has been executed in a sam-
pling complex indoor environment consisting of both static and dynamic on-route
obstacles. The performance of Mapped-RRT* has been comparatively analysed
with respect to conventionally used technique. The sampling-based RRT* algo-
rithm has been considered in different forms consisting of individual 2D and
3D optical sensor as well as with combined data input respectively. Simultane-
ous accurate obstacle detection is executed with consequent Mapped-RRT*. The
visual reference is obtained from ROS visualizer and the computation of the algo-
rithm is also done in ROS back end structure. The numerical result presented
in the experimental table ensures the accuracy and reliability of the adapted
technique over other existing procedures for executing optimum point to point
movement by customized mobile platform. The concerned research outputs with
proposed structured path searching algorithm could be a reference citation for
future researchers in the domain of Machine Vision mediated Optimized Robot
Navigation.
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Abstract. Given a set of potential sites for locating facilities, the dis-
ruptive anti-covering location problem (DACLP) seeks to find the min-
imum number of facilities that can be located on these sites in such a
way that each pair of facilities are separated by a distance which is more
than R from one another and no more facilities can be added. DACLP
is closely related with anti-covering location problem (ACLP), which is
concerned with finding the maximum number of facilities that can be
located such that all the facilities are separated by a distance which
is more than R from each other. The disruptive anti-covering location
problem is so named because it prevents the “best or maximal” packing
solution of the anti-covering location problem from occurring. DACLP
is an NP-hard problem and plays an important role in solving many
real world problems including but not limited to forest management,
locating bank branches, nuclear power plants, franchise stores and mil-
itary defence units. In contrast to ACLP, DACLP is introduced only
recently and is a relatively under-studied problem. In this paper, two
intelligent optimization approaches namely genetic algorithm (GA) and
discrete differential evolution (DDE) are proposed to solve the DACLP.
These approaches are the first heuristic approaches for this problem. We
have tested the proposed approaches on a total of 80 DACLP instances
containing a maximum of 1577 potential sites. The effectiveness of the
proposed approaches can be observed from the results on these instances.

Keywords: Disruptive anti-covering location problem · Facility
location · Genetic algorithm · Discrete differential evolution ·
Intelligent optimization algorithm

1 Introduction

Considering a set of potential sites where facilities can be located and individu-
als that interact with these facilities, the most common type of facility location
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problems are the ones based on the interaction between facilities and individuals.
However, depending on the problem under consideration, interaction among the
facilities also plays a key role in deciding the sites where facilities can be located.
The disruptive anti-covering location problem (DACLP) comes under the cat-
egory of location problems involving facility-facility interactions where no two
facilities can be located within a distance of R from one another. In the DACLP
jargon [18], a proper solution is defined as the one in which all non-facility sites
are within the separating distance R from one or more of the selected facilities.
Obviously, no more facilities can be added to a proper solution. So, DACLP is
concerned with finding the minimum number of facilities that can be located
on a subset of sites while giving a proper solution. DACLP is derived from the
more commonly known anti-covering location problem (ACLP) [16], which is
concerned with finding a subset of facilities of maximum cardinality which forms
a proper solution. The disruptive anti-covering location problem is so named as
it prevents the “best or maximal” packing solution of the anti-covering location
problem from occurring. Node and site have been used synonymously throughout
this paper.

Niblett and Church [18] introduced DACLP for the first time in 2015 and
proposed a model based on integer linear programming (ILP) for solving this
problem. DACLP is an NP-hard problem ([18]). There are many real world
applications where DACLP can be used for finding the minimum number of
facilities that can be located with the minimum separating distance require-
ment between each pair of facilities. Some of the applications of DACLP include
but not limited to forest management [1], locating bank branches [18], nuclear
power plants ([6,7]), franchise stores ([8,12]) and military defence units [4]. Fur-
ther, in competitive environments where there are minimum separation require-
ments among facilities, DACLP can be used at the minimum expanse to prevent
competitors from opening more facilities in an area. For example, if there is a
minimum separation requirement between any two liquor stores in a city then
opening of liquor stores by a company as per DACLP solution for this city at
minimum cost will forbid competitors from opening any more stores in that city
[13,18].

Over the past many years there have been several methods devised for solving
ACLP ([2,3,11,14,16,17]). However, no method exists in the literature to solve
DACLP other than the ILP proposed by Niblett and Church [18] while introduc-
ing DACLP. This served as the motivation to develop the intelligent optimization
approaches described in this paper which are based on genetic algorithm (GA)
and discrete differential evolution (DDE). In fact, these approaches are the first
heuristic approaches for solving the DACLP. There exist numerous intelligent
optimization techniques in the literature [15,21,25], and among them evolution-
ary techniques have a significant share. Evolutionary techniques are particu-
larly successful in solving difficult discrete optimization problems (e.g. [5,20,22–
24,27]). This fact has inspired us to develop the two evolutionary approaches for
DACLP which is a discrete optimization problem. Though differential evolution
and genetic algorithm both are evolutionary algorithms and utilize crossover and



Intelligent Optimization Algorithms for DACLP 167

mutation, the similarity between our two approaches ends here as different solu-
tion encodings are used and also the crossover and mutation operators used by
the two proposed approaches are completely different. The proposed approaches
are executed on a total of 80 DACLP instances containing a maximum of 1577
potential sites. The effectiveness of the proposed approaches can be clearly seen
from the results obtained on these instances.

The remaining part of this paper is organized as follows: Sect. 2 gives the
formal definition of the problem. Section 3 presents the proposed DDE approach,
whereas Sect. 4 describes the proposed GA approach for the DACLP. The results
of the conducted experiments along with their analysis are presented in Sect. 5.
Finally, Sect. 6 wraps up the paper by listing the contributions made along with
some potential avenues for further research.

2 Problem Definition

Considering a set V of n potential sites where facilities can be located, i.e.,
V = {1, 2, . . . , n} (|V | = n), and R is the minimum separating distance such
that no two facilities are permitted within distance R from one another, the
disruptive anti-covering location problem can be formally defined as follows: For
each site u ∈ V , the shortest distance between site u and site v ∈ V is given
by duv. Qu represents the forbidden set of site u ∈ V , which denotes the set
of sites whose shortest distance from u is not more than R, i.e., Qu = {v|v ∈
V ∧ duv ≤ R ∧ u �= v}. If a facility is located at site u then we can not chose any
site in Qu for locating another facility. A solution with set S ⊆ V of facilities is
called proper in case facilities are located in such a manner that no two facilities
are located within distance R from one another and all non-facility sites are
within a distance R from one are more facilities, i.e., Qu ∩ S = ∅ ∀u ∈ S and
(∪u∈SQu)∩{v} �= ∅ ∀v ∈ (V \S). DACLP seeks a proper solution with minimum
number of facilities. Considering binary variables xv∀v ∈ V that have value 1
if a facility is located at site v (xv = 1) and value 0 when no facility is located
at site v (xv = 0) and Y as a large positive integer, Niblett and Church [18]
formulated the following mathematical model of DACLP:

min Z =
∑

u∈V

xu (1)

subject to:
Y xu +

∑

v∈Qu

xv ≤ Y, ∀u ∈ V (2)

xu +
∑

v∈Qu

xv ≥ 1, ∀u ∈ V (3)

xu ∈ {0, 1}, ∀u ∈ V (4)

Here, Eq. 1 minimizes the number of sites where facilities are located and gives
the DACLP’s objective function. According to Eq. 2 if a site u is selected for
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Fig. 1. DACLP illustration (Color figure online)

locating a facility (i.e. xu = 1), then the Y xu = Y , and, which causes the
summation

∑
v∈Qu

xv to be 0, i.e., it enforces the constraint that no two facilities
can be within distance R from one another. Equation 3 enforces that either site u
is selected to locate a facility or a site v ∈ Qu which is within R distance from u
is selected to locate a facility. Together Eqs. 2 and 3 make sure that the solution
is proper. Constraint 4 restricts the variables xu∀u ∈ V to binary values.

Consider the Fig. 1 which illustrates DACLP with an example. There are a
total of 15 nodes having the following coordinates: A(10, 20), B(30, 15), C(20, 6),
D(48, 10), E(30, 75), F(6, 40), G(50, 30), H(65, 35), I(80, 40), J(70, 55), K(28,
60), L(25, 45), M(10, 70), N(15, 55) and O(75, 20). Considering R = 30, where
all the facilities are separated from each other by a distance of more than R,
the subset {C, H, N} forms a feasible, proper solution satisfying the separating
distance constraint. In the Fig. 1 we have depicted the nodes selected for facilities
in green color and nodes not selected for facilities are marked in blue color.

3 DDE Approach for DACLP

A discrete differential evolution (DDE) based method for DACLP has been devel-
oped by us. The readers are requested to refer to [19] and [9] for an overview of
differential evolution and discrete differential evolution. The salient features of
our proposed DDE approach are presented in the subsequent subsections.

3.1 Solution Representation and Fitness

Given there are n sites in total, each solution is considered as an n-bit vector
where position p has a value of 1 if the site p is selected to locate a facility.
Otherwise, position p has a value of 0 if the site p is not selected to locate a
facility. For the fitness function, we have used the objective function of DACLP
which is given in Eq. 1.
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3.2 Generating Initial Population

To generate each member of the initial population, we have used a semi-greedy
method, in which from a set of greedily ranked sites, we randomly select facil-
ities and add them to the solution. Initially, all sites are unmarked. For each
solution, starting with an empty set the afore mentioned step is repeated until
the termination condition is satisfied. In each iteration, 3 unmarked sites with
highest values of |Qu| are determined. Out of these 3 sites, we randomly select a
site u and set the corresponding bit to 1 making it part of the solution and the
site u is marked. Since all the sites in Qu are within distance of R from u, all the
sites in the set Qu are also marked, then an iteration completes. Once all of the
n sites are marked, this iterative process stops and one solution is generated. In
this manner, a population of total POPcnt candidate solutions are generated.

3.3 DDE Framework

Given the initial population, our DDE approach uses an iterative process for
solving the DACLP. In every iteration, the solutions in the population are con-
sidered one after the other. The solution currently under consideration is referred
to as target solution. Mutation is performed on a single parent solution and that
parent can be either the target solution or the global best solution found till that
time or a candidate solution which is selected randomly from the population [26].
We have applied mutation on the global best solution with probability pm (i.e.,
with probability 1−pm no mutation is applied). We apply repair operation on the
mutant, which is the resulting solution after mutation. Then the mutant solution
and target solution are considered as the two parents for crossover operation,
which generates a trial solution. The repair operation is applied on the trial
solution as well. After that, according to the replacement policy it is decided
whether the trial solution can replace the target solution or not. When each
solution in the population is considered, we move on to the next iteration. These
iterations continue as long as the termination condition is not satisfied. After
all the iterations are over, the best solution found is considered as the solution
generated by the DDE approach.

3.4 Mutation

In our approach, the global best solution is selected as the parent to perform
mutation operation. As the solution is a bit vector, with probability pmut we flip
each bit in the selected solution. We apply the repair operation (Sect. 3.6) on
the mutant to make it feasible and proper.

3.5 Crossover

The mutant and the target solution are considered as two parents for the
crossover. The resulting solution after crossover is referred to as trial solution.
We have applied a simple uniform crossover operation. Let f(S) represents the
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fitness of the solution S. With probability pcopy = f(targetsol)
f(mutant)+f(targetsol)

, we
have copied the bit values from the mutant to the trial solution or else bit val-
ues are copied from the target solution. As DACLP is a minimization problem,
this policy results in copying of more bits to trial solution from better solution
between mutant solution and target solution. If mutation has not been applied
then crossover is mandatorily applied. Otherwise, we apply crossover with prob-
ability pc, i.e., with probability 1−pc, mutant solution is copied to trial solution.
Like mutant solution, repair operator is also applied on the trial solution.

3.6 Repair

In the repair operation, if the solution obtained through mutation/crossover is
infeasible because the separating distance constraint among facility sites is not
satisfied, we eliminate some facilities to make it a feasible solution. A random-
ized approach is followed for eliminating facilities from the given solution. We
randomly select a site u which is part of the current solution and mark all the
sites which are in its forbidden set Qu as not being part of the solution. We
repeat this step until the trial solution is made feasible.

After the trial solution becomes feasible, we check whether it is a proper
solution or not. If it is not proper, then to add new facilities, we find the set
Xrem which contains the sites that can be part of the solution without making
the solution infeasible. Then, a new set Q

′
v = Qv ∩Xrem ∀v ∈ Xrem is computed.

After that a site u ∈ Xrem with the highest cardinality of Q
′
u is added to the

solution. Then we update the sets Xrem, Q
′
u∀u ∈ Xrem according to the latest

changes in the solution. The repair procedure stops once Xrem becomes empty.

3.7 Population Replacement Model

If the trial solution’s fitness value after repair is less than the target solution’s
fitness value then the trial solution is added to the population in place of the
target solution or else the trial solution is discarded. If trial solution replaces
target solution, we also compare its fitness with the best solution fitness. And
if the trial solution’s fitness is less than that of the best solution we make this
trial solution as the best solution.

The pseudo-code for our DDE approach is given in Algorithm 1. The muta-
tion (Sect. 3.4), crossover (Sect. 3.5), repair (Sect. 3.6) and fitness computation
(Sect. 3.1) operations are performed by the four functions Mutation, Crossover,
Repair and fitness respectively. r01 is a uniform variate in [0, 1].

4 GA Approach for DACLP

A steady-state genetic algorithm [10] is the another evolutionary approach that
we have proposed for the DACLP. In the remainder of this paper we refer to
this approach as GA. The following subsections present the important features
of the proposed GA approach.
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Algorithm 1: DDE algorithm for DACLP
Generate initial population;
bestsol ← optimal solution from the initial population;
while (termination condition remains unsatisfied) do

foreach (targetsol ∈ population) do
if (r01 ≤ pm) then

no mutation ← 0; mutantsol ← Mutation(bestsol);

else
mutantsol ← bestsol;
no mutation ← 1;

if ((no mutation = 1) or (r01 ≤ pc)) then
trialsol ← Crossover(targetsol, mutantsol);

else
trialsol ← mutantsol;

trialsol ← Repair(trialsol);
if fitness(trialsol) ≤ fitness(targetsol) then

targetsol ← trialsol;
if fitness(trialsol) ≤ fitness(bestsol) then

bestsol ← trialsol;

return bestsol;

4.1 Solution Representation and Fitness

A solution in our GA approach represents the sites selected for locating facilities
as an ordered list. It is an efficient representation compared to bit-vector as it
consumes less memory to store a solution and also requires less computation
time in the overall operations. Even though ordered list causes sorting overhead,
such an encoding allows the efficient implementation of variation operators like
crossover and mutation as explained in corresponding subsections. The chromo-
some length in this representation is not fixed as in the bit-vector representation
but the variation operators are designed accordingly.

For our GA approach also, we have taken the objective function as the fitness
function in the same way as in our proposed DDE approach.

4.2 Initial Solution Generation

To generate the initial solutions, we have used a method which is a combination
of a completely random method and a semi-greedy method. In this method, to
begin with consider all the n sites as unvisited and start with an empty set
for the solution, then we follow an iterative procedure. In each iteration, with
probability ρrd we randomly chose an unvisited site u, and make it part of the
solution. As part of the semi-greedy method, 5 unvisited sites with highest value
of |Qv| are determined and one of these 5 sites is randomly selected and is added
to the solution. Considering the newly added site as u, we mark the site u and
every site in its forbidden set as visited, and proceed to the next iteration. Till
there are no unvisited sites remaining, this process is repeated. Based on the
number of unvisited sites, following are some exceptions to the afore mentioned
rules of selecting a site in an iteration. If there is only a single unvisited site,
then it is added directly. If there are two sites which are unvisited, then the one
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having highest cardinality of the forbidden set is selected. On the other hand, if
there are more than 2 and less than 6 unvisited sites, we randomly choose one
site from among the unvisited sites. After generating a complete solution, we
make it an ordered list by sorting.

4.3 Selection

The two parent solutions for crossover and a single parent for mutation are chosen
using probabilistic binary tournament selection in which parameter ρpbt gives the
probability based on which the fitter of the two randomly chosen solutions from
the population is selected to be a parent.

4.4 Crossover

As part of the crossover, we first determine the intersection set of sites present in
two parents. As solutions are represented as ordered lists, time taken to find the
intersection of the parent solutions S1 and S2 is only O(min(|S1|, |S2|)) instead
of O(|S1|.|S2|). We copy the sites from the intersection set to the child, as the
sites occurring in both the parents have a higher chance of being part of several
good solutions. After this, in a similar method followed in generating initial
solutions, remaining sites are selected to be part of the child solution one at a
time, but value of ρrd can vary. We set the value of ρrd to zero with probability
ρadd, otherwise the same ρrd value as in initial solution generation is used.

4.5 Mutation

For every site present in the parent solution, we generated a uniform random
number u01 ∈ [0, 1]. Only if u01 is less than ρm, the corresponding site is copied
to the mutant otherwise it is not copied to the mutant. After repeating this
for all the sites in the parent solution, we have followed the same method as in
crossover to add other sites to the mutant.

In our GA approach, we have utilized crossover and mutation in a mutu-
ally exclusive manner. Crossover is utilized with probability ρc, and with the
remaining probability of 1 − ρc mutation is utilized. The reason being, as part
of crossover operator we retain the common sites which are in both the parent
solutions so as to generate even better child solutions using these common sites.
If mutation is applied after the crossover some of these sites which are common
in both the parents will be deleted.

4.6 Population Replacement Model

We have used a steady-state population replacement model in our GA approach.
In this model, every generation produces only a single child solution. The child
solution is discarded if it is found to be the same as any of existing members of
the current population. Otherwise it replaces the member with the worst fitness
if its fitness is better than that of the worst fitness member.
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Algorithm 2: GA for DACLP
Construct ps initial solutions X1, X2, . . . , Xps;
Xbest ← Optimal solution among ps initial solutions;
while (termination condition remains unsatisfied) do

if (u01 < ρc) then
S1 ← BTS(X1, . . . , Xps);
repeat

S2 ← BTS(X1, . . . , Xps);
until (S1 �= S2);
XC ← Cross(S1, S2);

else
S1 ← BTS(X1, . . . , Xps);
XC ← Mutate(S1);

XC ← Localsearch(XC);
Include XC in the population as per replacement policy;
if (XC is better than Xbest) then

Xbest ← XC ;

return Xbest;

4.7 Local Search

After crossover/mutation, to further minimize the child solution fitness we per-
formed a two-one exchange operation as part of the local search. In this local
search, we replace a pair of sites in the solution with a single site only if the
resulting solution is proper and feasible.

Algorithm 2 gives the pseudo-code for the proposed GA where the probabilis-
tic binary tournament selection method (Sect. 4.3), crossover operator (Sect. 4.4),
mutation operator (Sect. 4.5) and local search (Sect. 4.7) are carried out by four
functions BTS(), Cross(), Mutate() and Localsearch() respectively. Further,
u01 is a uniform random variate in [0, 1] and ps is the population size.

5 Experimental Results

Both of our proposed approaches, viz. DDE and GA have been implemented in
C. Table 1 lists the different parameters involved and their corresponding values
for DDE and GA based approaches both. The respective parameter values of
both the proposed approaches DDE and GA are chosen empirically. We have run
both our approaches on a Linux system with 8 GB RAM and 3.40 GHz Core-i5-
7500 processor. For each test instance, we have performed 10 independent runs
of DDE and GA. We have fixed the same maximum execution time for each
run of both the proposed approaches DDE and GA. We have executed both
DDE and GA for 10 s on those instances having number of nodes upto 100. On
those instances having more than 100 and upto 500 nodes, we have run both the
proposed approaches for 60 s, and on the remaining instances having number of
nodes greater than 500, we have run the two approaches for 100 s.
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Table 1. Parameters for DDE and GA

DDE Parameters GA Parameters

Parameter Value Parameter Value

POPcnt 250 ps 250

pm 0.9 ρrd 0.75

pc 0.9 ρbts 0.8

pmut 0.02 ρc 0.5

ρm 0.75

ρadd 0.9

We have tested our approaches on 2 datasets namely Beasley’s OR-Library1

and the TSPLIB2 which are first introduced in [2]. There are 40 instances in the
dataset derived from OR library with the number of nodes in the range of 50
to 1000 and R value in the range of 5 to 50. Similarly, there are 40 instances
derived from TSPLIB with the number of nodes in the range of 51 to 1577 and
R values of TSPLIB instances are considered as mentioned in [2].

Table 2 presents the results obtained by our proposed approaches DDE and
GA on OR-Library instances, while Table 3 presents the results obtained by our
proposed approaches on TSPLIB instances. In both the Tables 2 and 3, the 1st
column, Instance, is the dataset name. Column two, R, gives the distance within
which no two facilities can be located. The least and average solution values of
the DDE method over 10 independent runs are given in columns 3, 4 and the
least and average solution values of the GA method over 10 independent runs are
given in columns 5, 6 respectively. The least objective value across all techniques
is highlighted in bold for easy identification. Table 4 provides the summary of
results in terms of number of instances on which DDE obtained better solution
(<), same solution (=) and worse solution (>) when compared with GA. This
summary is provided for the least objective values and average objective values
both.

On the OR-Library dataset, for the least objective value over 10 independent
runs, out of the 40 instances DDE produced the smaller objective values on 9
instances and the same objective value as GA on 31 instances. For the average
objective values of 10 independent runs on the OR library dataset, DDE pro-
duced the smaller average values as compared to GA on 16 instances and the
same average values as the GA on 24 instances. On the TSPLIB dataset, for the
least objective value out of 10 independent runs, out of the 40 instances DDE
produced the smaller objective values on 10 instances and the same objective
value as GA on 29 instances and only on one instance DDE has got a higher
objective value than GA. On the same TSPLIB dataset, coming to the average
objective values of 10 independent runs, DDE produced the smaller average val-
ues as compared to GA on 19 instances and the same average values as the GA
on 21 instances.

1 http://people.brunel.ac.uk/∼mastjjb/jeb/orlib/esteininfo.html.
2 http://elib.zib.de/pub/mp-testdata/tsp/tsplib/tsp/index.html.

http://people.brunel.ac.uk/~mastjjb/jeb/orlib/esteininfo.html
http://elib.zib.de/pub/mp-testdata/tsp/tsplib/tsp/index.html
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Table 2. Results on OR-Library dataset for DDE and GA

Instance R DDE GA

Least Average Least Average

OR 50.1 5 42 42.00 42 42.00

10 26 26.00 26 26.00

25 8 8.00 8 8.00

50 3 3.00 3 3.00

OR 50.2 5 39 39.00 39 39.00

10 26 26.00 26 26.00

25 7 7.00 7 7.00

50 3 3.00 3 3.00

OR 100.1 5 60 60.00 60 60.00

10 29 29.00 29 29.00

25 7 7.00 7 7.00

50 3 3.00 3 3.00

OR 100.2 5 64 64.00 64 64.00

10 31 31.00 31 31.00

25 7 7.00 7 7.00

50 3 3.00 3 3.00

OR 250.1 5 104 104.00 104 104.00

10 34 34.90 35 35.40

25 8 8.00 8 8.00

50 3 3.00 3 3.00

OR 250.2 5 93 93.00 93 93.00

10 33 33.00 33 33.20

25 7 7.00 7 7.90

50 3 3.00 3 3.00

OR 500.1 5 114 114.30 117 117.90

10 35 35.50 37 38.00

25 8 8.00 8 8.40

50 3 3.00 3 3.00

OR 500.2 5 110 110.50 113 114.00

10 35 35.20 37 37.40

25 8 8.00 8 8.00

50 3 3.00 3 3.00

OR 1000.1 5 125 127.20 137 140.40

10 38 39.70 41 42.40

25 8 8.00 8 8.90

50 3 3.00 3 3.00

OR 1000.2 5 123 124.70 133 134.70

10 38 39.60 42 43.20

25 8 8.00 8 8.90

50 3 3.00 3 3.00

To understand the difference between DACLP solution and ACLP solution,
and how this difference varies with R, Fig. 2, provides the plots of DACLP and
ACLP solutions for R = 6, R = 15 and R = 30 respectively on the eil51 instance
having 51 nodes. In these plots, the nodes selected for locating facilities are
depicted in yellow color and nodes not chosen for locating facilities are depicted
in brown color. We have not provided the plot for the case with R = 3, as
both ACLP and DACLP solutions have the same number of facilities which
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Fig. 2. Plots of ACLP and DACLP solutions on the eil51 instance having 51 nodes for
different values of R
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Table 3. Results on TSPLIB dataset for DDE and GA

Instance R DDE GA

Least Average Least Average

eil51 3 50 50.00 50 50.00

6 37 37.00 37 37.00

15 8 8.00 8 8.00

30 3 3.00 3 3.00

rat99 8 82 82.00 82 82.00

15 31 31.00 31 31.00

38 7 7.00 7 7.00

75 2 2.00 2 2.00

rat195 11 106 106.00 106 106.00

21 34 34.00 33 34.10

52 7 7.00 7 7.00

104 2 2.00 2 2.00

pr299 222 84 84.00 84 84.60

445 29 29.90 30 30.20

1114 8 8.00 8 8.00

2228 2 2.00 2 2.00

d493 170 54 54.00 54 55.30

340 18 18.00 18 18.40

851 5 5.00 5 5.00

1700 2 2.00 2 2.00

u724 111 125 126.00 131 132.50

222 37 37.10 37 38.60

555 7 7.00 7 7.20

1110 2 2.00 2 2.00

pr1002 650 111 113.40 118 119.60

1300 35 36.00 36 38.10

3250 7 7.00 7 7.20

6500 2 2.00 2 2.00

pcb1173 120 149 151.30 158 161.30

240 41 42.30 43 44.00

600 7 7.00 7 7.80

1200 2 2.00 2 2.00

d1291 176 71 73.20 75 78.80

352 23 24.00 25 25.30

879 6 6.00 6 6.00

1760 2 2.00 2 2.00

fl1577 91 56 57.30 58 60.00

182 27 27.10 28 28.40

456 8 8.00 8 8.80

910 2 2.00 2 2.00

Table 4. Summary table

Dataset name Least Average

< = > < = >

OR-Library dataset 9 31 0 14 26 0

TSPLIB dataset 10 29 1 19 21 0

Overall 19 60 1 33 47 0
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is 50, and only node 46 is a non-facility node. DACLP solutions are obtained
through approaches presented here. On the other hand, ACLP solutions were
obtained by the approaches of [2]. As eil51 instance is a small instance, all the
approaches for ACLP/DACLP obtain the same ACLP/DACLP solutions. As the
minimum separating distance R increases, the difference in number of facilities
being located is evident as DACLP gives the lower bound on the number of
facilities and ACLP the upper bound. It can be observed that for the R=30
case on eil51 instance, DACLP solution locates 3 facilities in comparison to 6
facilities located by using ACLP, which is 50% lesser number of facilities being
located. It can also be observed that in case of ACLP solution, facility nodes
tend to be located near the boundaries, whereas in case of DACLP solution,
facility nodes tend to be more centrally located.

6 Conclusions and Future Work

DACLP is a recently introduced under-studied problem. As part of this work, we
have devised two intelligent optimization approaches for DACLP, viz. DDE and
GA approaches. We have tested the performance of our approaches on a total of
80 instances with upto 1577 sites. When the least objective value is considered,
DDE produced smaller objective values than GA on 19 instances, same objective
values on 60 instances, and a greater objective value on 1 instance. Similarly,
for the average objective value, DDE produced smaller objective values on 33
instances, equal objective values on 47 instances. Overall, when the comparison
is done with respect to least objective value DDE produced solutions of equal
or better quality in comparison to GA on 79 out of the 80 instances and when
the comparison is done with respect to average objective value on all the 80
instances DDE produced solutions of equal or better quality in comparison to
GA. A dedicated repair operator applied in DDE possibly contributed to its
better performance by removing additional facilities and that too in a diverse
manner while making the solution proper thereby paving the way for a better
exploration of the search space.

Our DDE and GA approaches are the first heuristic approaches for the
DACLP. Hence, these approaches will be used in future as the baseline
approaches for evaluating the performance of any new heuristic approach for
DACLP. Similar intelligent optimization algorithms may be proposed for other
related problems such as the minimum dominating set and minimum vertex
cover problems, as well as their variations.

References

1. Barahona, F., Weintraub, A., Epstein, R.: Habitat dispersion in forest planning
and the stable set problem. Oper. Res. 40(Supplement 1), S14–S21 (1992)

2. Chappidi, E., Singh, A.: Discrete differential evolution-based solution for anti-
covering location problem. In: Tiwari, A., Ahuja, K., Yadav, A., Bansal, J.C.,
Deep, K., Nagar, A.K. (eds.) Soft Computing for Problem Solving. AISC, vol.



Intelligent Optimization Algorithms for DACLP 179

1392, pp. 607–620. Springer, Singapore (2021). https://doi.org/10.1007/978-981-
16-2709-5 46

3. Chaudhry, S.S.: A genetic algorithm approach to solving the anti-covering location
problem. Expert Syst. 23(5), 251–257 (2006)

4. Chaudhry, S.S., McCormick, S.T., Moon, I.D.: Locating independent facilities with
maximum weight: greedy heuristics. Omega 14(5), 383–389 (1986)

5. Chaurasia, S.N., Singh, A.: A hybrid evolutionary algorithm with guided mutation
for minimum weight dominating set. Appl. Intell. 43(3), 512–529 (2015). https://
doi.org/10.1007/s10489-015-0654-1

6. Church, R.L., Cohon, J.L.: Multiobjective location analysis of regional energy facil-
ity siting problems. Technical report, Brookhaven National Lab., Upton, NY (USA)
(1976)

7. Church, R.L., Garfinkel, R.S.: Locating an obnoxious facility on a network. Transp.
Sci. 12(2), 107–118 (1978)

8. Current, J.R., Storbeck, J.E.: A multiobjective approach to design franchise outlet
networks. J. Oper. Res. Soc. 45(1), 71–81 (1994)

9. Das, S., Suganthan, P.N.: Differential evolution: a survey of the state-of-the-art.
IEEE Trans. Evol. Comput. 15(1), 4–31 (2011)

10. Davis, L.: Handbook of Genetic Algorithms. Van Nostrand Reinhold (1991)
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Abstract. Deep Neural Networks(DNNs) have made remarkable break-
throughs in several fields such as computer vision, autonomous vehicles
etc. Due to its adaptability to malware evolution, security analysts heav-
ily utilise end-to-end DNNs in malware detection systems. Unfortunately,
security threats such as adversarial samples cause these classifiers to out-
put erroneous results. These adversarial samples pose major security and
privacy risks since a malware detection model will mistakenly label a
malware sample as benign. In this paper, we assess the resilience and
reliability of our deep learning-based malware detection algorithm. We
employed Malconv architecture for malware detection and classification,
which was trained using the Microsoft Malware Dataset. We used the
Fast Gradient Sign Method (FGSM), a white-box gradient-based attack,
to generate adversarial samples for our malware detection model. Based
on the performance of our model against this attack, we draw a compar-
ative study between various mitigation techniques such as adversarial
training, ensemble methodologies, and defensive distillation in order to
analyse how capable they are at solving the problem at hand. Finally, we
propose a novel approach - Iterative Distilled Adversarial Training - that
combines two of these defence mechanisms, namely adversarial training
and defensive distillation, in order to make our model more resilient to
an adversarial attack in a white box setting. As a result, we drastically
reduced the FGSM attack success rate by around 75% with only a small
increase in training time. Additionally, unlike other multi-model defence
strategies like ensemble learning, our technique uses one architecture
while offering stronger defensive capabilities by relatively decreasing the
success rate of attacks by 15%.

Keywords: Deep learning · Malware detection · Adversarial attack ·
Adversarial training · Ensemble learning · Defensive distillation

1 Introduction

The fast paced advancement in computer technology makes people worried about
the security of the network systems. Malware threats have become ubiquitous
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and keep on growing in vertical (in terms of volumes and numbers) and hori-
zontal manner (in terms of categorisations and capabilities). Moreover, malware
developers and analysts are constantly competing with one another, with the
developers building a malware detection system and the analysts creating mali-
cious software that could bypass the detection systems [1]. Therefore, a robust
system is required to automatically detect whether a given software is mali-
cious or not in real-time without requiring domain expert knowledge in malware
detection.

Deep Neural Networks(DNN’s) have constantly proven their efficacy in deal-
ing with complex and difficult machine learning problems. They have already
outperformed traditional machine learning algorithms by precluding the need
for feature extraction and selection, two crucial but time-consuming steps in
the machine learning process and still giving equal or better accuracy [2]. As a
result, domain expert knowledge and human intervention are no longer expected
in order to build deep learning based malware detection systems.

However, researchers [3] have found empirical evidence demonstrating that
these deep neural networks are indeed vulnerable to adversaries that can easily
fool the model and cause them to misclassify, without actually being discovered
by humans. This can be extremely hazardous for networks and computer systems
using deep learning based malware detection systems, as adversaries can cause
them to incorrectly classify a malicious sample as benign.

These adversarial examples, however, have defined a new direction of research
that focuses primarily on studying the attack methods and how these adversarial
samples are generated. There are various attack methods such as FGSM [4], L-
BFGS [5], C&W(Carlini and Wagner) [3], Deepfool [6] to name a few, each having
certain merits and demerits on how they generate these adversarial samples.
The findings from this study can then be further employed to design defense
mechanisms that will make the model resilient to such attacks.

As a result, we endeavored to design a robust and efficient deep learning based
malware detection model that can detect various malware instances in real-time
with a high level of accuracy while also withstanding adversarial attacks. We
applied the white-box FGSM attack on our malware detection model and were
able to successfully fool the model 98% of the time, demonstrating the sever-
ity of the adversarial attack. In order to mitigate these adversarial attacks, we
evaluated existing defense mechanisms such as adversarial training [7,8], defen-
sive distillation [9] and ensemble learning against FGSM attack. Our experi-
mental analysis of the above mechanisms yielded two conclusions. Although the
defensive distillation lowers the mis-classification rates of adversarial samples,
the improvement observed is often insignificant. Moroever, adversarial training
helps increase the generalization of the model provided that perturbations are
carefully crafted to better understand how the adversarial samples bypass the
malware detection system [10]. Also in existing literature not many authors have
experimented with the combination of multiple defense mechanism as single sys-
tem to provide defense against adversarial attacks, so in this paper we have tried
to incorporate these combination of defense mechanisms in our study.
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To incorporate the benefits of numerous defence mechanisms, we propose a
novel approach - Iterative Distilled Adversarial training- that combines defensive
distillation and adversarial training in a iterative fashion. This method signif-
icantly reduced the attack success rate (by 75%) as compared to previously
mentioned single defense mechanisms.

This paper makes the following key contributions:

– We provide a comparative analysis of various mitigation techniques such as
adversarial training, ensemble learning, and defensive distillation and evaluate
their robustness against the FGSM attack in a white box scenario.

– We propose a novel mitigation technique called iterative distilled adversar-
ial training that enhances the defensive capabilities of our malware detector
against adversarial attacks by combing the advantages of the existing defen-
sive mechanisms.

The remainder of paper is organized as follows. Section 2 discusses related work
found in the existing literature. Section 3 provides background and preliminaries
required for building a robust malware detection system. Section 4 describes
the system model and our proposed defense approach against FGSM attack.
Section 5 discusses the results obtained in our experimental evaluation. Finally
conclusion and future work are given in Sect. 5.

2 Related Work

In this section, we summarise the existing literature discussing various adversar-
ial attack mechanisms and defense strategies used for dealing with them.

[4] proposed Fast Gradient Sign Method (FGSM), a gradient-driven whitebox
approach that generates adversarial samples using the classifier’s loss function
gradients. [11] proposed two whitebox methods to fool malware detectors. In
Benign feature append method, perturbations are selected from benign files using
GRAD-CAM method and are appended at the end of malware files to fool the
detector. Enhanced BFA method is the combination of FGSM attack and BFA
attack, in which instead of initializing perturbations as random-bytes they are
taken from benign files to generate AEs more efficiently.

[12] utilized gradient-based FGSM attack and L-norm based C&W attack [13]
method on image based malware detection system, and found that AEs generated
for different Machine learning algorithms using these two attack methods could
effectively bypass the image based malware detection system.

There are several known defenses that have been established previously in
order to deal with these attacks. Few of them include adversarial training [7,8],
ensemble methodologies, defensive distillation [9], GAN adversarial training.

[14] utilized the ensemble of 10 different models having the same architecture
but with different weight initializations to provide defense against FGSM attack
and C&W attack for images. [15] experimented with a GAN based adversarial
training approach to provide defense against adversarial attacks. They utilized
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LSGAN to produce adversarial samples for API based malware detection sys-
tems, which were later used for adversarial training to develop a robust malware
detection model.

To decouple the generation of adversarial examples from trained model,
[16] utilized ensemble adversarial training, although the error rates were sim-
ilar for simple adversarial training and ensemble adversarial training for white-
box attacks (Iter-LL and R+Step-LL). Hence, this approach could not pro-
vide robustness against whitebox attacks. However, the adversarial training was
improved by decoupling the AEs generation from the model that is being trained.

3 Background and Preliminaries

This section provides an overview of the types of Deep Learning Architectures,
adversarial attack methods and pre-existing defense mechanisms used for com-
bating adversarial attacks.

3.1 Deep Neural Network (DNN) Based Models

Following recent advancements in the disciplines of computer vision and NLP,
the development of ML malware detection solutions has begun to move toward
deep learning based solutions. These DL techniques have replaced the ML work-
flow’s feature extraction and selection procedure with a completely trainable
system. This section discusses the details about the DNN architectures for mal-
ware detection and classification that we have used in our paper.

Malconv Architecture. [2] presented a Malconv model which is a CNN based
architecture, that is directly trained on PE files to eliminate the need of feature
extraction and feature selection step. To better capture higher levels of loca-
tion independent feature authors utilized convolutional activations in conjunc-
tion with global temporal max-pooling. Due to that, activations were generated
regardless of the position of the feature. Also, Instead of training a network on
raw bytes, a learnable embedding layer was employed to translate byte sequences
to fixed length feature vectors, allowing shallow networks like this to generate
activations for a larger range of input feature patterns (Fig. 1).

Recurrent Convolutional Neural Network Architecture. It is observed
that sequential models are quite successful while dealing with textual data. They
are often used in NLP problems. Recurrent Convolutional Neural Networks com-
bine the benefits of both sequential models and convolutional models. The two
types of sequential models we used in the RCNN mode are LSTM and GRU.
This network architecture consists of three major layers:

– Convolutional layer to extract the local dependencies
– LSTM [17] or GRU [18] to extract the long-term or global dependencies from

the binary files
– Classification layer to generate output probabilities
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Fig. 1. Malconv model architecture [2]

3.2 Adversarial Attack

An adversary can try to tamper with the target model’s output by manipulating
the data set or the processing of data. Attack surface is generally the vulnerable
points at which the attacker attacks the target model. Based on the knowl-
edge about the model under attack, attack model generally falls under three
categories: white-box attack, black-box attack and gray-box attack. Among the
various adversarial attack methods available, this section focuses on the gradient
based white box attack - Fast Gradient Sign Method(FGSM), that we have used
in our experimentation.

[4] proposed FGSM, a gradient-driven whitebox approach that generates
adversarial samples using the classifier’s loss function gradients. The primary
goal of FGSM is to generate AEs that can be used to breach the malware detec-
tion model by modifying an existing binary file. The method of creating AEs
is iterative wherein minor perturbation bytes are added in gradient’s direction
to do FGSM attack. The main problem with this approach of adding perturba-
tion works well for continuous input space, but they create problems for discrete
input space such as byte (scalars from [0,255]), thus reconstruction from discrete
to continuous input space is required.

Optimization problem to generate adversarial examples which are provided
by [4]:

z̄ = argminz̄:||z̄−z||p≤ε
l̄ (z̄, ȳ; θ)

where ȳ = desired target label,
ε = used to determine strength of the adversary
p = the norm value.

Assuming the loss function l̄ is differentiable, then for max norm p = ∞ the
solution is:

z̄ = z − ε · sign
(∇z̄ l̄ (z̄, ȳ; θ)

)

utilizing p = 2 we get,

z̄ = z − ε · (∇z̄ l̄ (z̄, ȳ; θ)
)
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3.3 Existing Mitigation Techniques Against White-Box Attack

In this section, we have discussed the existing and known defense methods
against FGSM attack, namely adversarial training, ensemble learning and defen-
sive distillation.

Adversarial Training. In adversarial training, adversarial samples are first
generated for the model and then included into the original training set, so that
model can learn from these adversarial samples about what type of perturbations
are used to fool the model and increase the defensive capabilities against these
adversarial samples.

Defensive Distillation. Defensive distillation is the technique of transferring
the knowledge of one model to another model to provide the defense against
adversarial attacks. In this paper we are using resilience approach for defensive
distillation, in which knowledge of one network is transferred to other network
with the same architecture to provide better generalization to model around
training data points using soft labels obtained from first model. The training
steps for this process are as follows:

– Train the first (original) model using input samples and their hard logits, in
this temperature T is used for dividing outputs before passing it to softmax
layer. Temperature controls the knowledge extracted by distillation process.

– Extract the probability distribution (soft labels) for each data point in train-
ing set using original model.

– Train second model (distilled) on same input data points but on soft labels
obtained by first model, using the same temperature value which was used in
first step.

At the end of these 3 steps a distilled model is obtained which has better gen-
eralization capabilities compared to original model on the training data points,
and it provides resillience against perturbation.

Ensemble Learning. In supervised learning, ensemble methods are commonly
used to enhance classifiers. The focus is generally on construction of a group
of classifiers that may be used to classify a new data point by averaging their
predictions, either weighted or unweighted. An ensemble must be both accurate
and diverse in order to outperform a single classifier. A classifier is considered to
be accurate if it performs better than random guessing, and a set of classifiers
is said to be diverse if various classifiers produce different errors when presented
with fresh data points.



Enhancing Robustness of Malware Detection Model 187

4 Proposed Approach

4.1 System Model

Fig. 2. Schematic diagram

Figure 2 provides our system overview for building a robust and resilient mal-
ware detection and classification system. The initial phase entails gathering data,
in which we acquired samples of malicious and benign raw byte files of Windows
executables. In step two, we constructed our baseline malware detection model
that is trained on the dataset containing these raw byte files. If the system input
is detected as a malware file, the classification model will be utilized to determine
the malware family. In the third step, we evaluate the performance of our model
against adversarial attacks. To delimit the scope of the study, our focus is only on
whitebox attacks. We utilized FGSM based attacks to generate adversaries and
cause our malware detector to misclassify. The fourth and the final step consists
of implementing mitigation techniques developed as a countermeasure against
the FGSM attack. Furthermore, we developed a novel technique in which known
defense mechanisms are combined to produce a much more reliable solution. The
components of the system are delineated in the Sects. 4.2, 3.2, 3.3 and 4.4.

4.2 Malware Detection and Classification Model

The Deep Learning based approach will be implemented as follows :

– Raw files will directly be fed as input to our model (for both training and
testing purposes)

– The model will automatically extract the useful features
– The model will give the prediction whether the given file is malicious or benign

(Fig. 3).
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Fig. 3. Malware detection and classification system

This approach will make use of a Neural Network which can extract appropri-
ate features from bytes data files and can also make the prediction. It eliminates
the complex and time consuming task of feature extraction and selection.

Our aim was to perform two tasks, namely, malware detection and classifi-
cation. Therefore, we trained two separate Deep Neural networks for the same.
Initially, the input PE file would be passed through the malware detection model,
which would identify the file as malicious or benign. If the file is predicted to be
malicious, it will further be passed through the malware classification model to
obtain the family of malware detected. We have used two deep learning archi-
tectures for the same which are Malconv and RCNN.

4.3 Attack Model

We have considered only evasion attacks as our attack surface, in which we only
modify model inputs so that it can bypass the system. In our attack model
we have chosen a white-box gradient based attack- FGSM which will modify the
malware file such that it can bypass our malware detection/classification system.
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Fig. 4. Iterative Distilled Adversarial Training : Combination of Adversarial Training
and Defensive Distillation

we have utilized max-norm FGSM and the perturbations have been added at
the end of the file only, i.e. end-of-file injection (append attack) have been used.
The size of perturbations was decided dynamically using the size of input binary
file. These FGSM attack steps are run for multiple iterations (up to certain
threshold) to successfully bypass the malware detection model.

In comparison to other attack methods, the FGSM attack has a low com-
puting complexity and a very high transfer rate [19]. Furthermore, it is a non-
targeted attack, in that it seeks to increase the likelihood of guessing the wrong
label, but does not exactly specify which label should be outputted. As a result,
it is well suited to models with small datasets and limited labels.

4.4 Adversarial Defense Model

In this paper, we have analysed and compared the performance of the existing
defensive techniques such as adversarial training, ensemble methodologies and
defensive distillation. Furthermore, an alternative defensive strategy is proposed,
that combines advantages of the existing defense methodologies, namely, defen-
sive distillation and adversarial training. In this method, multiple iterations are
carried out, each consisting of model training, distillation model generation and
adversarial sample generation.
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Iterative Distilled Adversarial Training. We propose a novel approach
that combines two known defensive mechanisms, namely, resilience defensive
distillation with adversarial training. The implementation steps for this approach
are described as below:

1. Train the original model on a training dataset.
2. Develop a distillation model using the soft labels obtained from the original

model through distillation process.
3. Generate adversarial samples for the distilled model using FGSM attack
4. Apply adversarial training for the original model.
5. Repeat step-2 to step-4 for finite number of times

In Iterative distilled adversarial training, model improves during each itera-
tions and it significantly increases the defensive capabilities of the model which
is not possible in single defense methodology. Also it is noted in literature [10]
that defensive distillation lowers the mis-classification rates of adversarial sam-
ples, but the improvement observed is often insignificant. Moreover, adversarial
training helps increase the generalization of the model provided that pertur-
bations are carefully crafted to better understand how the adversarial samples
bypass the malware detection system. In order to overcome the drawbacks of
both the defensive methods we have combined them in iterative fashion to pro-
pose this method (Fig. 4).

4.5 System Security Model

Out of all the potential adversarial attacks, we have delimited our scope of
research to enhancing defensive capabilities of our malware detector against
FGSM attack - a white-box, gradient-based, evasion attack. Additionally, for the
experimental evaluation of existing and proposed mitigation measures against
FGSM attack, we have primarily used the malconv architecture as a malware
detection system.

5 Experiments and Results

In this section, we have presented the results obtained from our experimental
evaluation.

5.1 Datasets

We have made use of 2 datasets for our experiment. The dataset used for malware
classification is Microsoft malware Dataset released in 2015, for the Big Data
Innovators Gathering Anti-Malware Prediction Challenge. It contains 10,868
labeled .asm and .bytes files of malwares belonging to 9 classes, namely: Ramnit,
Lollipop, Kelihos_ver3, Vundo, Simda, Tracur, Kelihos_ver1, Obfuscator.ACY,
Gatak. The dataset that we used for malware detection is a custom dataset con-
sisting of 2 types of files - malicious and benign. For its preparation, we collected
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Fig. 5. Class distribution of microsoft malware dataset

dll, .exe and .net files from various softwares as benign files. We used files from
the above mentioned Microsoft Malware Dataset for the malware files. A total
of 8400 files were collected, consisting of 3900 benign files and 4500 malware files
(Fig. 5).

5.2 Performance of Malware Detection and Classification Model

We have used Malconv architecture and GRU based RCNN for training our
Malware Detection Model. The train-test split that we used throughout all our
experiments was set as 80% data for training and 20% for validation. Also, the
input type was byte files and the first 220 bytes of each file were taken as input.
The model classifies the input into one of the two classes- malware or benign.

We have used Malconv architecture for training our Malware Classification
Model. The model classifies the input into one of the nine classes or families
of malware present in our dataset. Table 1 shows the training and validation
accuracy we obtained for our malware detection models as well as for our malware
classification model, using the respective architectures.

Table 1. Detection and classification accuracy

ModelAccuracy Malware Detection Malware
Malconv RCNN(GRU) Classification

Training 99.5% 99.3% 99.5%
Validation 99.1% 98.7% 97.15%
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5.3 Threat of FGSM Attack

Experimentation is done on two networks: Malconv and RCNN. The evaluation
metrics used here is attack success rate(in%) which represents how many files,
originally labelled malicious, are misclassified as benign, after the modification
through the max norm (p = ∞) FGSM attack. We performed the attack on a
total of hundred test files that were chosen randomly, all of which were originally
malicious. We chose ε value to be 1, also we set the threshold for the FGSM
attack to a maximum of ten iterations. Therefore, if the file could not bypass
the detection model at the end of tenth iteration then the attack process will be
halted. Table 2 shows results that obtained after performing FGSM attack on
both our malware detection models.

Table 2. Success rate of FGSM attack

DNN Architecture Attack Success Rate%

Malconv Architecture 97%
RCNN Architecture 40%

5.4 Defensive Capabilities of Various Mitigation Methods

We have performed the implementation related to mitigation techniques focusing
on the Malconv based Malware Detection model. For all the defense methodolo-
gies that we have tested, we used a total of two hundred test files that were
chosen randomly, all of which were originally malicious. The evaluation metrics
used was attack success rate (in %), such that, the lower the attack success rate,
the better the defense methodology is.

Adversarial Training. Firstly, we used the FGSM approach to create adver-
sarial samples for 200 malware files. The Malconv model is then adversarially
trained on a dataset consisting of both, entire training set and the previously
generated adversarial samples. To verify the transferability property of adversar-
ial samples, the above trained model is then tested against a separate collection
of malware samples consisting of 200 files. Table 5 shows the outcomes for the
same. As it is clearly evident, adversarial training performed inadequately and
thus cannot provide resistance against AEs on its own.

Ensemble Methodologies. We trained 3 classifiers with the same network
architecture (Malconv), but with different random initial input, creating a
diverse set of 3 neural networks, with differentiating weights at each node. We
used the following three different weight initialization methods:

(a) random initialization
(b) xavier uniform initialization and
(c) kaiming uniform initialization
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Moreover, We trained 3 different classifiers with different architectures to create
a diverse set of 3 neural networks. We used following 3 different architectures:

(a) Malconv
(b) RCNN
(c) RCNN with attention

In this defensive mechanism, Adversarial examples will be generated only for
focused model (Malconv), and these Adversarial examples will be passed through
above mentioned ensemble approaches to evaluate their defensive capabilities.
The results of all the models used to create the ensemble are aggregated through
simple averaging before passing them through the sigmoid function. Table 3 and
Table 4 show the results that we obtained for the respective ensemble approaches.
Based on the results, we could state that an ensemble of different architecture is a
highly effective mitigation method. This is because of the reason that by utilizing
different architectures, one model can encode information useful for malware
detection that might not be extracted by other models. Thus, aggregation of
information from different models through ensemble techniques proves to be an
effective mitigation method against adversarial samples.

Table 3. Defensive capabilities of ensemble of same architectures

Type of Initialization Attack Success Rate%

Random Initialization 97%
Xavier Uniform Initialization 81%
Kaiming Uniform Initialization 72%
Ensemble of these 3 models 36%

Table 4. Defensive capabilities of ensemble of different architectures

Architecture utilized Attack Success Rate%

Malconv 97%
RCNN 40%
RCNN with attention 43%
Ensemble of these 3 models 16%

Defensive Distillation. In this approach, we trained the Malconv based Mal-
ware detection model, with temperature T = 100, on our training dataset with
hard labels. Following that, we trained another Malconv based model on soft
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labels generated using the first model and using the same value of temperature.
Here, for classification purposes, softmax activation was used instead of sigmoid
activation in this case. Table 5 shows the results obtained by performing FGSM
attack on the distilled Malconv based model. Based on the results, we could state
that defensive distillation does not prove to be a strong defense against Adver-
sarial samples. This may be due to the binary nature of the malware detection
problem, as the soft labels generated were very close to the hard labels and
hence, not much information could be encoded into the soft labels. However, it
helps in generalizing the model.

Iterative Distilled Adversarial Training. For this novel approach, we
merged the two known defensive mechanisms, namely adversarial training and
defensive distillation, using an iterative process, thus incorporating the advan-
tages of both the techniques. Malconv model obtained the strongest defensive
capabilities against AEs generated by FGSM method after adopting iterative
distilled adversarial training method. During our implementation, we were able
to achieve good results after only two complete iterations of the entire training
steps. Seperate malware files, not present in the dataset, were used for test-
ing in this case as well. The outcomes are listed in the Table 5. It is evident
that our proposed defensive method clearly surpasses the rest of the mitiga-
tion techniques implemented in this work, enabling our model with much better
robustness against FGSM white box attack.

Table 5. Defensive capabilities of iterative distilled adversarial training

Model Attack Success Rate%

Malconv 97%
Adversarial Training 76%
Distilled Model 75.5%
Iterative Distilled Adversarial Training 1%

6 Conclusion

DL-based algorithms give higher accuracy than traditional and ML-based mal-
ware detection techniques while also reducing the time and computational power
required for training the model, by eliminating the feature extraction and fea-
ture selection stages. However these DL-based models are sensitive to adversarial
attacks, which makes real-world deployment of DNN systems difficult. Moreover,
construction of powerful mitigation techniques that are resistant to adversarial
attacks is still a work in progress.

Hence, in an attempt to solve this issue, we first checked the performance of
our malware detection model against FGSM attack. This attack could success-
fully trick CNN based DL models (Malconv architecture) to classify the majority
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of the malicious files as benign. As a result, we examined different DL architec-
tures to see how well they might withstand the attack while also including the
benefits of sequential models such as RCNN. To further enhance the resistance
of our DL models against FGSM attack, we applied known mitigation techniques
namely adversarial training, ensemble learning and defensive distillation.

Adversarial training gave poor performance. Under ensemble methodologies,
we created an ensemble of the same architecture with different weight initializa-
tions as well as an ensemble of three different architectures. The performance
of the later method was discovered to be better. Furthermore, we devised a
novel approach, Iterative Distilled Adversarial Training, in which we combined
defense distillation and adversarial training to make our malware detector more
robust to attacks. These defensive measures allowed us to significantly improve
the DL-based model’s sustainability and resilience.

7 Future Work

The presence of adversarial examples restricts the applications of deep learning.
Constructing defenses that are resistant to adversarial examples is still a work
in progress. As a future endeavor, we will test the defensive capabilities of the
ensemble approach and our Iterative distilled adversarial training on other white
box attacks, such as C&W attack. Moreover, we will investigate the mitigation
techniques to make our model more impervious to attacks in black box setting.
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Abstract. Now-a-days, there are numerous techniques and ICT tools for the
detection of Covid-19. But, these techniques are working with the help; of cul-
minated or peak of symptoms. However, there is a demanding need for the early
detection of Covid with self-reported symptoms or even without any symptoms,
which makes it easier for further diagnosis or treatment. This research paper pro-
poses a novel approach for the early detection of Covid with the spectral analysis
of Cough sound using discrete wavelet transform (DWT), followed by deep con-
volution neural network (DCNN) based classification. The proposed method with
the cough spectral analysis and Deep Learning based algorithm returns the covid
infection probability. The empirical results show that the proposedmethod of covid
detection using cough spectral analysis using DWT and deep learning achieves
better accuracy, while compared to the conventional methods.

Keywords: Covid-19 · Cough sound · Deep learning · Discrete wavelet
transform

1 Introduction

Currently,Covid-19 is detectablewithReverseTranscriptasePolymeraseChainReaction
(RT-PCR), which detects presence of genetic fragments of SARS-Cov-2 within secre-
tions from nasal and pharyngeal epithelial mucus membrane. Employed techniques of
RT-PCR and immunoglobulin presence detection methods have their own limitations of
detection within a specific time period. Prior to detection through RT-PCR, no method
is available to assess Covid-19 infection during incubation and after the onset of symp-
toms. Consequently, a high transmission rate has been reported and needs to be reduced
for effective containment.

At present, Reverse Transcriptase Polymerase Chain Reaction (RT-PCR), which
finds the presence of genetic fragments of SARS-Cov-2 within secretions from nasal and
pharyngeal epithelialmucusmembrane, is currently the onlymethod for detectingCovid-
19. The detection thresholds for the RT-PCR and immunoglobulin presence detection
methods that are used each have their own restrictions. There is no technology available
to evaluate Covid-19 infection during incubation and after the start of symptoms prior
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to identification using RT-PCR. Since a high transmission rate has been noted, it must
be decreased for containment to be effective.

Clinical manifestations of SARS-Cov-2 [1] appeared variable as compared to
influenza. Symptoms of Covid-19 also vary slightly from region to region. Abdominal
symptoms were more frequent in the USA than China. Asymptomatic, mild, and severe
symptoms were observed in various studies. Asymptomatic or milder cases did not seek
medical intervention; mild symptoms included a temperature >37.5 °C and dry cough
initially and could develop tomoderate symptomatic cases. Fever, cough, abdominal dis-
comfort, and deranged blood biomarkers were recorded in moderate cases. Severe cases
presentedwith shortness of breath, dyspnea, and tachypnea and requiredmechanical ven-
tilation. Persistent cough, fever, and fatigue were associated symptoms of an underlying
pathology or pre-existing pathology not restricted to cardiovascular issues, hyperten-
sion, liver compromise, and diabetes. Blood pO2 levels decreased. Blood biomarkers
developed lymphopenia, thrombopenia, and elevated aminotransferases in moderate and
severe cases.White blood cells deteriorated in severe cases and requiredmechanical ven-
tilation. Persistent fever and characteristic consistent coughing—initially dry for several
days followed by a productive cough—are themain features in patients with pre-existing
respiratory infections; a few symptoms were variable with geographical regions.

In comparison to influenza, SARS-clinical Cov-2’s symptoms seemed more var-
ied. The signs and symptoms of Covid-19 also differ marginally by locale. The USA
experiencedmore abdominal symptoms than China did. In numerous researches, asymp-
tomatic, minor, and severe symptoms were noted. A temperature over 37.5 °C and a dry
cough were minor symptoms that could progress to moderate symptoms in individuals
that were asymptomatic or hadmilder symptoms. These cases did not seekmedical atten-
tion. In moderate cases, symptoms such as fever, coughing, stomach pain, and abnormal
blood biomarkers were noted. Tachypnea, dyspnea, and shortness of breath were symp-
toms of severe instances, and mechanical ventilation was necessary. The signs of an
underlying pathology or pre-existing pathology, including but not limited to cardiovas-
cular problems, hypertension, liver damage, and diabetes, included a persistent cough,
fever, and exhaustion.

In the current study, it is proposed a novel method for the early detection of Covid-
19 using Cough spectral analysis with discrete wavelet transform (DWT) and deep
convolution neural network (DCNN). The rest of the article is organized as follows.
Section 2 reviews the literature relevant to the current area of research in Covid detection.
Section 3 defines the problem and describes the proposed system. Section 4 elaborates
the implementation methodology, followed by results and discussion in Sect. 5. Finally,
Sect. 6 concludes with the salient observations and challenges ahead for further work.

2 Literature Review

Yu-Ting Shen and Hui-Xiong Xu [2] proposed in ancient there are currently different
technologies that may be utilised to improve the usage of the telemedicine system to
improve and improve traditional public health techniques to cope with the COVID-19
outbreak. Because of that sophisticated technology, the COVID pandemic may create
a compelling “case” for incorporating the potential advantages of telemedicine into
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real-world therapeutic activity. Telemedicine provides a fantastic chance to take use
of new technologies while maintaining a constant focus on the object and efficiency.
Ilana Harrus, Jessica [3] has proposed the power of Deep learning against the covid
detection to be seen and ignored. AI applications have evolved from pre-epidemic use
to drug diagnosis and development, to predict the spread of the disease and to monitor
human movement. New applications are also designed to address new needs and major
challenges in the epidemic, including the provision of health care.

Zhao, Jiang, and Qiu [4] created a model that detects covid instances with 92%
accuracy. Our model, when compared to the architecture model, represents current per-
formance in all of the criteria we’ve discussed. Tese guarantees that patients who do not
have COVID-19 be treated as they are in most situations, reducing the possibilities of
identifying illnesses that do not have COVID-19 and easing the strain on the health sys-
tem. In addition, we tested the model’s performance with little data and discovered that
it was still working properly. Ting DSW, Lin H, Ruamviboonsuk P, Wong TY, Sim DA
[5] have created a sophisticated and effective digital platform that can improve health
communication by improving patient care and education, allowing for speedier deci-
sion, and reducing resource usage. Various machine learning domains, such as natural
language processing, have been tested and employed in health care facilities to date.
As a person-to-person chat agent between the user and the service provider, AI-based
chatbots play a critical function. Our health-care system will be greatly influenced by
this chatbot and response mechanism.

Qurat-ul-Ain Arshad, Wazir Zada Khan, Faisal Azam, Muhammad Khurram Khan
[6] have proposed a standardized test called Polymerase Chain Reaction (PCR) tests to
detect the COVID is expensive and it consumes more time and it is danger. However,
to assist specialists and radiologists in diagnosing and diagnosing COVID-19, in-depth
study plays an important role.Numerous research efforts have beenmade to develop deep
learning strategies and techniques for diagnosing or classifying patients with COVID-19,
and these strategies have been proven as great tool that can detect or diagnose COVID
cases.

Wong ZSY, Zhou J, Zhang Q [1] proposed a review of the use of artificial intelli-
gence, telehealth, which aligns with public health responses in the workplace of health
care within COVID-19 disease. Systematic scoping reviews were conducted to identify
potential symptoms. Other includes a more no of evidence on a variety of health and
medical applications over the telephone. A large number of reports have investigated
the use of artificial intelligence (AI) and analysis of big data, weaknesses in research
design and translation intelligence, highlighting the need for continuous research of the
real world.

SamerEllahham [7] suggested thatDeep learning introduced a limited support during
the covid disaster. It can be used to teach patient, tests and early detection of symptoms
such as the flu etc. with chatbot apps. AI can also be used to remotely control mild symp-
toms in patients with depressive conditions through the implementation of telemedicine
in practice. For major roles such as treatment planning/diagnosis, medical supervision
is highly recommended.
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3 Proposed System

In the recent past, several researchers [8, 9] have been attempted to detect Covid from
the cough sound, it is more challenging issue to find good and qualitative features of the
cough signal, which are reflecting the Covid status. It remains to be open problem to
find the salient features and signs to detect Covid characteristics, which can distinguish
the covid related cough symptoms. The main objective of this paper is to foster a pre-
screening technique that could prompt mechanized distinguishing proof of COVID-19
through the investigation of frequency domain analysis with comparative execution.
As shown in Fig. 1, the proposed system consists of acquisition of cough sound, pre-
processing of cough audio signal, frequency domain feature extraction relevant to covid
characteristics and classification using machine learning algorithm. In the proposed
work, we have the following modules.

i. Cough sound acquisition
ii. Pre-processing
iii. Feature extraction
iv. Prediction and classification using DCNN model

Fig. 1. Proposed system for Covid detection using Cough Sound

The main objectives of this proposed paper is follows.

• To develop a fast and accurate method for the programmed identification of Covid-19
using Cough spectral analysis.

• Toobtain the joint time frequency domain features of the coughusingDWT, prompting
characteristic proof of Covid-19.

• To deploy an unique model of supervised method using deep convolutional neural
network to analyze Covid-19 from the observed features.

3.1 Preprocessing

The process of reducing or suppressing noise from the cough sound signal is referred
as pre-processing. The raw cough audio samples need to be pre-processed to enable
to accept for further steps including feature extraction, classification, etc. The essential
preprocessing steps followed are:
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• Background noise removal
• Normalization
• Data augmentation

Noise Removal
The background noise removal is done by using noise filtering. The noise that associate
in cough signals process are primarily Additive White Gaussian Noise (AWGN) with
an even frequency distribution or the random noise. In our research work, we have
considered the AWGN with the cough signals for noise filtering with the help of a first
order Butterworth high pass filter (FOBHPF) in our method.

Normalization
It is the process of making the default values or data into standard scale. This is usually
done when data attributes are at a different level. The standard formula for normalization
is given by:

xstd = (x − xmin)/(xmax − xmin) (1)

Data Augmentation
This leads us to the following step in the data pre-processing data augmentation proce-
dure. Many times, the amount of data we have is insufficient to adequately accomplish
the classification task. In such circumstances, data augmentation is used. In deep learning
problems, augmentation is frequently employed to improve the volume and variation of
training data. Only the training set should be augmented; the validation set should never
be augmented.

3.2 Dynamic Feature Extraction

The process of translating raw data into numerical features that can be processed while
keeping the information in the original data set is known as feature extraction. It produces
better outcomes than applying machine learning to raw data directly. The process of
feature extraction consists of the following elements.

• Discrete wavelet transform (DWT)
• Spectral centroid
• Spectral analysis
• Zero Crossing Rate (ZCR)

Chroma DWT
A feature of a musical pitch class is the chroma feature. To include chroma character-
istics, the Chroma DWT in the picture below required a short-term modification. Voice
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separation and signal structure are represented by the DWT. The highest values are
displayed as a spike.

Spectral Centroid
The spectral centroid is a metric used to characterise a spectrum in digital signal process-
ing. It shows where the spectrum’s centre of mass is located. It has a strong perceptual
link with the perception of a sound’s brightness.

Zero-Crossing Rate (ZCR)
An audio frame’s Zero-CrossingRate (ZCR) is the rate at which the signal’s sign changes
during the frame. In other words, it’s the number of times the signal’s value changes
from positive to negative and back, divided by the frame’s length. ZCR is an indicator
function and a key feature to classify percussive sounds. It is given by the formula,

zcr = 1

T − 1

T−1∑

t=1

1R<0(StSt−1) (2)

where s is a signal of length T and lR<0, is an indicator function.

Spectral Analysis
The difference between the upper and lower frequencies in a continuous range of fre-
quencies is known as bandwidth. Because signals oscillate around a point, if the point
is the signal’s centroid, the sum of the signal’s highest deviation on both sides of the
point can be regarded the signal’s bandwidth during that time frame. The mel spectrum
is calculated by using DWT for the signal passing through the filter. The Mel frequency
can be defined by,

fMel = 2595 log10

(
1 + f

700

)
(3)

Finally, the feature extraction will be carried out by using Mel frequency cepstral
coefficients (MFCC). The method of MFCC is applying the discrete signal on a window,
with wavelet transform and computing logarithm of coefficients magnitude (cepstral
coefficients), followed by warping frequencies to a mel scale as shown in Fig. 2. In our
method, the Hanning window was utilised with a window size of 1024 and an overlap
of 512. The size of the feature vector obtained from MFCC was 121 × 13.

Fig. 2. Dynamic feature extraction using MFCC with DWT and DCT
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3.3 Prediction and Classification

Deep learning [10, 11] is a developing branch of computation and prediction, which
finds numerous applications in fields like medical, agriculture, forecasting the weather,
the stock market, etc. The Deep learning based Convolutional neural networks (DCNN)
are frequently utilised for both feature extraction and time series forecasting. We have
used DCNN for feature extraction and long short term memory (LSTM) for time series
multi-step forecasting of Covid based on Cough with multiple simultaneous inputs. In
contrast to themajority of other forecasting algorithms, LSTMsmay pick up on sequence
nonlinearities and long-term relationships. Therefore, LSTMs are less concerned with
stationary. The DCNN-LSTMmodel used for the covid-19 prediction is shown in Fig. 3.

Fig. 3. Feature extraction and Prediction with DCNN

4 Implementation Methodology

This section describes bout themethodology of implementation. It begins with capturing
Cough audio signal capturing, preprocessing, feature extraction, training, validation,
prediction and classification as shown in Fig. 4. For implementing this proposed system,
we have used Kaggle and Github to collect audio and data sets as input. We recorded
real-time cough sounds with Google Recorder and saved in.wav format after being
converted from .mp3 format. The Audio recordings are preprocessed and noise filtered
and transcribed in real time by the app.

4.1 Activation ReLU

In the neural network, the activation function is g which is responsible for converting the
total input from node to local activation. The Relu function is active in the function of
opening the fixed line unit. By default, this function returns the Relu unlock frequency
(x, 0) while the smart 0-element element and the input tensor. It helps to prevent strong
growth in computational needs in order to work on the network. Relu nets are well suited
to represent convex activities.
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Fig. 4. Methodology for Covid detection with Cough Spectral analysis using DWT

4.2 Dense Layer

It is a highly linked layer with the preceding layer, meaning that each of the layer’s
neurons is connected to every neuron in the prior layer. The input layer and the first
hidden layer are both supplied as parameters in the first component function Object().
Artificial neural networks make extensive use of it. The numbers of hidden neurons
should be 2/3 the size of the input layer, and the input layer size should be 2/3 the size
of the input layer. To get the density of the network, the density layer contains 576
input channel number, while the output number is 64 and the number of parameters is
36928. The main purpose of the dense layer is to separate the images based on the output
from the convolution layers. Each layer in the neural network consists of neurons that
comprise the rate at which they are implanted and the weighted mass transmitted by a
non-linear function called activation function.

4.3 Sigmoid Activity

The estimated amount of input goes through the activation function and this output splits
as the input is in the next layer. The sigmoid unit is a neural network and the activation
function is a guarantee rather than the output of this unit which will remain between 0
and It is used to add a non-linearity to a machine learning model and performs tasks
with great efficiency and to map out the real number in the possibilities. The scope of
the sigmoid function is that the input value is between −∞ and +∞ while the output
can only be between 0 and 1.

4.4 Dropout Layer

Dropout is also called Dilution/Drop-connect. Inputs not set to 0 are increased by 1/(1
- rate) which helps to prevent over-fitting. It is placed on top of the fully integrated
layers only because they are the ones with the most parameters and over-aligning them-
selves causing over-fitting. It is a stochastic formulation. It is used during training to
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make it more dynamic in flexibility in data training after layers of convolution and after
compilation of layers.

4.5 Convolution Layer

We can extract features from the our picture using convolution. Simply said, we break
down our embedded picture into smaller tiles, make unique adjustments to these smaller
tiles, and store the result as a new representation of our original tile. As a consequence,
the most part interesting bits of the primary actual tile, i.e. the input picture components,
are extracted for the each little output.

4.6 Max-Pool

Top integration is a blending function that chooses a substantial portion of the filter region
covered by the feature map. As a result, the multi-component layer’s output might be
a f map that includes the features of the preceding feature. Kernel removes the most
quantity of component possible throughout the Max Pooling conversion procedure.

4.7 Training and Validation

In order to attain a goal, ML algorithms [12] need training data. This training dataset will
be analysed, the inputs and outputs will be classified, and the dataset will be analysed
once again. An algorithm will effectively memorise all inputs and outputs in a training
dataset if it is given enough time. The training dataset size and test sets are the process’s
key stop parameters. This is commonly stated as a percentage difference between training
dataset 0 and 1 or test data sets. With A training set of 0.65 (65%) indicates that the
remaining 0.35 (35%) is assigned to a test set.

A test set is a monitoring set that is used to evaluate on the performance of a model
based on certain basic performance criteria. It is critical that the test set include no
awareness from the training set. It will be difficult to determine if the algorithm has
learnt to function normally from the training set or has just remembered it if the test
set incorporates instances from the training set. Classification is a type of supervised
machine learning and is a process of categorizing data into classes. Binary classification
is about determine of a target variable is 0 or 1.

5 Results and Discussion

This section discusses the empirical results obtained from the collected datasets of
Cough with the help of deep learning based models. The deep learning models tested are
DenseNet-169, ResNet-50, InceptionV3, VGG-16 and VGG-19, applied with Adamax
optimizer. The learning rates of different models and their obtained accuracies are
tabulated in Table 1.
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Table 1. Performance comparison of Deep learning models

Model Learning rate Accuracy

VGG-19 10–4 *3 93.6%

VGG-16 0.001 91.3%

Sequential (ANN) 10–3 * 0.95 89.7%

Densenet-169 0.14 91.7%

Resnet-50 0.002 90.1%

6 Conclusion

In this research paper, we have devised a novel method for the early detection of the pres-
ence of corona virus using cough sound as an input with the help of deep learning model.
The acquired cough signal was preprocessed and then applied with feature extraction
with DCNN model followed by deep learning based prediction using LSTM model,
which predicts the covid infection probability. The proposed DCNN-LSTM model was
tested empirically and it identifies Covid-19 patients with cough sound to the extent
of 93.6 % accuracy, which is better than the comparable similar methods. Also, it was
observed that among the tested deep learning models with Adam-max optimizer, the
VGG-19 model has performed better with the prediction accuracy of 93.6% .
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Abstract. Social networking services allow users to communicate with their
friends and exchange ideas, photos, and videos that delineate their feelings. Sen-
timents are emotions that express a person’s attitude, feelings, and worldview.
This raises the possibility of analyzing individual moods and emotions in social
network data in order to learn more about people’s inclinations and perspectives
when communicating online. Sentiment Analysis is the computational study of
opinions, assessments, attitudes, subjectivity, and viewpoints represented in text.
The emotive appraisal of a condition is a general evaluation of that condition
that may be positive or negative depending on physical or mental reactions. In
this paper, we attempt to evaluate tweets that contain both text and emoticons
in order to determine whether they are positive or negative. This study looked
at XGBoost, LinearSVC, Logistic Regression, and BernoulliNB algorithms, with
XGBoost providing the highest accuracy of 87.841%. The paper’s key contribu-
tion is the use of the XGBoost model for tweets that include emoticons, which
also produced the greatest accuracy.

Keywords: Sentiment analysis · Social media · Tweet analysis · Classification
techniques

1 Introduction

These days, communication relies not solely on text but also on the pictorial represen-
tations popularly known as emojis. Pictorial representations date back to the Egyptian
scripts, where a sound was described by a symbol and a few symbols represented a word.
In the advancing of times, drawing symbols that consumed a lot of time were replaced
by drawing letters and words. These were quicker and to the point. But nowadays, with
the introduction of social networking sites and emojis, their popularity is increasing, and
a combination of text and emojis is rather popular to express thoughts and opinions.

SNS (Social Networking Sites) are an online community where people from all over
the world, regardless of demographic or geographic disparities, may form networks
with other individuals or organizations to share and express their ideas, opinions, and
feelings. Twitter is a similar social networking platform that allows users to share news,
information, and personal updates with other users in 140-character tweets or remarks,
and it is utilized by a large number of people. Thoughts or tweets on any given topic can
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be important in forming an opinion. This viewpoint can be of any type and be utilized
for any purpose. Politics, brands, campaigns, and so on are some of the primary areas.
Tweets about such themes may be interesting for analysis.

Sentiment analysis is a method that automatically extracts attitudes, opinions, view-
points, and emotions from text, audio, tweets, and database sources using Natural Lan-
guage Processing (NLP). In sentiment analysis, opinions in a text are categorized into
“positive,” “negative,” and “neutral” categories. The terms subjectivity analysis, opinion
mining, and appraisal extraction are also used to describe it. It is a technique for discov-
ering the attitudes, viewpoints, and emotions expressed in a document by examining the
emotional undertone of a string of words.

Emoticons are depictions of facial expressions such as a smile or frown that are
generated by various keyboard character combinations and used to indicate the writer’s
feelings or intended tone. The capacity to extract sentiment and emotion insights from
social data is a technique that enterprises all around the world are embracing. The
objective of this research was to train a machine learning model to evaluate grammatical
subtleties, cultural differences, extract emotions, and identify sentiment and meaning
behind words using machine learning techniques. Various machine learning techniques
were tried, tested, and implemented in this study. The novelty and contribution of this
paper is thus to classify tweets containing emoticons for the first time, as emojis are
usually neglected and removed as part of preprocessing the data, but emoticons, being
an important factor in texting in these conventional years, have been made an integral
part of this study to detect sentiments behind the tweets.

2 Related Work

The proposed aim of this study is to further increase the accuracy and robustness of
Natural Language Processing models to classify sentiments based on textual data. The
most popular application of sentiment analysis is to automatically determine if text
data is good, negative, or neutral by detecting the polarity of the text data, such as a
tweet, product review, or service request. It enables one to monitor what is being said
on social media about one’s product or services and can assist in identifying irate clients
or unfavorable mentions before they worsen. In order to gather crucial data on how this
field of study has rapidly expanded, particularly in recent years, the study has taken into
account a number of previously published research projects that performed sentiment
analysis using various machine learning techniques.

Alec Go et al., [1] presented a novel method for automatically classifying the emo-
tions of Twitter messages. These messages were categorised either positive or negative
in response to a query word. They discussed the outcomes of machine learning systems
that classified the sentiment of tweets under remote supervision. As training data, they
used Twitter messages with emoticons as noisy labels. Machine learning techniques
(Naive Bayes, Maximum Entropy, and SVM) had an accuracy of more than 80% when
trained with emoticon data.

A. U. Hassan et al., 2017 [2] have compared Naive Bayes, Support Vector Machine
(SVM) and Maximum Entropy classifiers for phrase level sentiment analysis for mea-
suring depression. They employed a feature selection method and a voting mechanism.
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On Twitter and 20newsgroups datasets, they tested their suggested methodologies. They
discovered that SVM outperformed Naive Bayes and Maximum Entropy classifier, with
an accuracy of 91%.

Y. Chen et al., 2018 [3] used a deep learning LSTM network model to carry out
sentiment analysis and prenatal depression detection tasks. It was proven that the deep
learning LSTMnetworkmodel could be used to screen for perinatal depression and yield
results that were equivalent to those of the Edinburgh Postnatal Depression Scale Screen-
ing. Their approach improved the effectiveness of early detection of perinatal depression
and was more objective than current manual screening techniques for perinatal users’
actual conditions.

R. L. Rosa et al., 2019 [4] describes a Knowledge-Based Recommendation System
(KBRS) that has a feature for tracking users’ emotional health in order to identify those
who might be experiencing psychological problems like stress or despair. Based on the
monitoring outcomes, the KBRS was activated to deliver upbeat, serene, calming, or
motivating messages to people with psychological difficulties. This was accomplished
using ontologies and sentiment analysis. If the monitoring system notices a depressive
interruption, the solution also includes a mechanism to send warning messages to autho-
rised individuals. To identify words with depressing and stressful content, convolutional
neural networks (CNN) and bi-directional long-short-term memory (BLSTM)- Recur-
rent Neural Networks(RNN) were employed. The accuracy of the suggested technique
was 89% for depressed users and 90% for stressed users. According to the experimen-
tal findings, the suggested KBRS obtained a rating of 94% from customers who were
extremely satisfied, as opposed to 69% for an RS that didn’t use a sentiment metre or
ontologies.

M. Deshpande et al., 2017 [5] objective was to analyze emotions in Twitter feeds
using natural language processing,with a focus on depression. In order to identify depres-
sion, certain tweets were categorized as neutral or negative using a chosen word set. The
class prediction technique used Naive-Bayes and Support Vector Machine classifiers.
The major classification measures used to show the results were the F1-score, accuracy,
and confusion matrix. The accuracy of the Mutinomial Naive Bayes was 83%, which
was greater than SVM.

P.Arora et al., 2019 [6] proposed a novelway to identify health tweets for sadness and
anxiety from all mixed tweets using Support Vector Regression (SVR) and Multinomial
Naive Bayes algorithm as a classifier, which can help us determine health status in real-
world situations. The accuracy of these analyzers was determined by validating tweets
based on positive, neutral, and negative sentence scores. Support Vector Regression
(SVR) classifiers outperformed theMultinomialNaiveBayeswith an accuracy of 79.7%.

M. R. H. Khan et al., 2020 [7] used automatic sentiment analysis algorithms to iden-
tify happiness and sadness in people’s sentiments. To prepare their dataset, they gathered
Bengali postings from Facebook. Because collecting significant volumes of data in the
aforementioned areas was problematic, they trained their model with a limited dataset
and discovered greater accuracy and prediction. To create automated techniques, vari-
ous classification methods such as Multinomial Naive Bayes, Support Vector Machine,
KNearest Neighbors, Random Forest, Decision Tree, and XGBoost were used. Amongst
these, the Multinomial Naive Bayes gave the maximum accuracy, which is 86.67%.
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Abhilash Biradar et al., 2019 [8] provided a methodology for determining whether
a person has depression using information from social media in a way that might use
Twitter as a trustworthy source. They used a hybrid model that combined a backpropa-
gation neural network (BPNN) model for classification and sentiment analysis methods
like SentiStrength to provide train data. A single, narrowly targeted predictive algorithm
analyzed patient Twitter activity to determine whether or not they were depressed.

Ayvaz et al., 2017 [9] examined the use of Emoji characters on social networks aswell
as their effects on textmining and sentiment analysis. In the analysis, they used Twitter as
their information source. They gathered text information for a number of international
positive and negative events in order to research the function of emoji characters in
sentiment analysis. They discovered that using Emoji characters in sentiment analysis
led to higher sentiment scores. Additionally, they found that the overall sentiments
of positive opinions were more strongly influenced by the use of Emoji characters in
sentiment analysis than those of negative opinions.

Chen et al., 2018 [10] proposed a new strategy for Twitter sentiment analysis with
a focus on emojis. After learning bi-sense emoji embeddings under both positive and
negative sentimTweets typically contain slang and lingoental tweets separately, they
trained a sentiment classifier by attending to these embeddings with an attention-based
LSTM network. Their findings demonstrated that the bi-sense embedding outperforms
existing techniques and is effective for extracting sentiment-aware emoji embedding.
Additionally, they used attention visualization to show that the bi-sense emoji embedding
offered deeper insight into the attentional process, giving them a stronger understanding
of the semantics and emotions.

A. P. Jain et al., 2016 [11] goalwas to provide step-by-step instructions to usemachine
learning for performing sentiment analysis on Twitter data. Their study also provided
details on the sentiment analysis method that was suggested. Their paper suggested a
text analysis framework for Twitter data that was more flexible, quick, and scalable
because it was built with Apache Spark. In the suggested system, the machine learning
techniques Nave Bayes and Decision trees were employed for sentiment analysis. The
results showed that the decision tree performs admirably, with 100 percent accuracy,
precision, recall, and F1-Score.

M. S. Neethu et al., 2013 [12] attempted to analyse Twitter messages on electronic
devices such asmobile phones and laptop computers using amachine learning technique.
They showed off a brand-new feature vector for classifying tweets as positive or negative
and extracting reviews of products. Twitter-specific propertieswere gathered in the initial
step and added to the feature vector. Then, these characteristics were eliminated from
tweets, and feature extraction was carried out once more as though it were on regular
text. The feature vector also had these attributes. Several classifiers, including SVM,
Maximum Entropy, Nave Bayes, and Ensemble classifiers, were used to evaluate how
accurately the feature vector was classified. For the new feature vector, each of these
classifiers delivered accuracy that was essentially identical.
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G. Gautam et al., 2014 [13] on the basis of Twitter data, a number of machine
learning techniques with semantic analysis were proposed for identifying sentences and
product reviews. The main objective was to use a labelled Twitter dataset to assess
a huge number of reviews. They preprocessed the dataset initially for this purpose,
and then they extracted the adjective from the dataset that had some meaning—this
was referred to as a feature vector. They then selected the feature vector collection
and used Semantic Orientation-based WordNet in addition to machine learning-based
classification techniques such as Naive Bayes, Maximum Entropy, and SVM. They
discovered that SVM exposed to an unigram model outperformed SVM on its own, and
that the naive bayes technique outperformed maximal entropy.

Y. Chandra et al., 2020 [14] collected the data from tweets and then processed them
via machine learning classifiers. After the individual classifiers classified the “tweet”, a
voted classification procedure was utilized to determine the class of the “tweet” and the
percentage confidence in it. The proportion of positive and negative tweets was calcu-
lated using the polarity classification method. Finally, Deep Learning Models for Tweet
Classification were suggested. RNN, LSTM, and CNN RNN models were employed to
categorize the tweets. Machine learning methods were outperformed by deep learning
models like CNN-RNN, LSTM, and their many combinations.

Naresh, A. et al., 2021 [15] suggested an optimization-based machine learning tech-
nique to categorize Twitter data. Three stages were taken to complete the process. In the
first stage, the data was gathered and preprocessed; in the second, it was optimized by
removing pertinent features; and in the third, the updated training set was sorted into
different classes using different machine learning techniques. The findings from each
algorithm were distinct. When compared to other machine learning techniques, the pro-
posed method, sequential minimum optimization with decision tree, produced a high
accuracy of 89.47%.

3 Methodology

This study examines algorithms for evaluating tweets and deciding whether they should
be positive or negative. As a result, several classification methods, including XGBoost,
LinearSVC, Logistic Regression, and BernoulliNB, have been used to classify a single
tweet’s sentiment with the maximum level of accuracy.

Following is the outline of the research proposed in this study:

1. Data Gathering
2. Dataset Preprocessing
3. Model Training
4. Validation of results
5. Results & Inference
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3.1 Data Gathering

The dataset being used is the sentiment140 dataset [16]. It contains 1,600,000 tweets
extracted using the Twitter API. A significant number of tweets containing emoticons
(Fig. 1). were extracted using the Twitter API. The tweets have been annotated (0 =
Negative, 4 = Positive). There are both positive and negative tweets in the dataset.
The sentiment has been recognised for the inclusion of both text and emojis; therefore,
working with only text or only emojis will not provide the best possible accuracy. As
a result, we decided to use a combination of text and emojis from the tweets, even
though working with only one would have been a faster option. The dataset contains the
following 6 fields:

Fig. 1. Flowchart of the proposed work
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– sentiment: the contrariety of the tweet (0 = negative, 4 = positive)
– ids: The tweet id (1467810672)
– date: The tweet date(Mon Apr 06 22:19:49 PDT 2009)
– flag: The query (lyx). If absent, then this value is NO_QUERY.
– user: The twitter user (scotthamilton)
– text: The tweet text (is upset that he can’t update his Facebook by…)

As only the sentiment and text of the tweets are required, the rest of the attributes of
the dataset are dropped. Furthermore, the sentiment field is being tweaked so that it has
new values to reflect the sentiment. (0 = Negative, 1 = Positive) (Fig. 2).

Fig. 2. Distribution of tweets as Negative or Positive

3.2 Data Preprocessing

Tweets typically contain slang and lingo, thus providing unstructured data. It needs to be
cleaned of its unique text and symbols before a machine learning model can understand
it. Building any complex machine learning model requires both data preparation and
cleaning. The quality of data has a significant impact on how reliable the model is.
Before preprocessing the data, world clouds were created for both negative and positive
tweets to understand the dataset better.
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The following measures were taken to preprocess the dataset acquired from the
sources mentioned above (Figs. 3 and 4):

Fig. 3. Word cloud for negative tweets

Fig. 4. Word cloud for positive tweets

– Removal of hyperlinks: All links, hyperlinks, and user-ids of both the author and any
tagged accounts have been removed as they are assumed to not contribute much to
the sentiment.

– Replacing emoticons with their meaning: Commonly used emoticons such as:);):( and
< 3 have been replaced with their meaning. In total, 11 most frequently occurring
emoticons have been replaced with their meanings. In this study only 11 emoticons
were replaced as they were the highest occurring and most widely repeated. More
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than 11 emoticons exists in the dataset but due to their very low occurrence they were
treated as outliers and discarded.

– Removal of punctuations: ‘,.*!’ and other punctuation marks that are obsolete to the
cause and working of the model were removed.

– Reducing text to lowercase: To avoid any disputes with character encoding in vec-
torizing, all text characters were converted to lowercase regardless of their origin.

– Tokenizing text: long phrases of text were split into arrays of tokens for further
vectorization and processing.

– Lemmatization: Adjectives and tenses were reduced to their root word, called “lem-
ma”, considering their meanings. As all variations of the root word convey the same
meaning, we do not require each of these to be converted into different vectors. For
example, “caring” could be converted into “car” when used with stemming because
it removes the last few characters from a word but with lemmatization it is converted
into its meaningful root form “care” so its meaning is not changed and such an error
does not occur.

– Removing stop words: Superannuated words like “this”, “an”, “a”, “the” etc. that do
notmodify or contribute to the sentiment of the tweet were dropped from the tokenized
arrays. Words such as “wa”, “brb”, “lol” and many more are used in a variety of
contexts. As a result, these aforementioned colloquial terms were not removed with
the other stop words as they were an integral part to the meaning of the sentence.

3.3 Model Training

The dataset was split into partitions for testing and training of the model. The test dataset
was roughly 10% the size of the data used for training.

Since some of the Models used have no support for strings and data in textual
formats, the TF-IDF Vectorizer is used. TF-IDF is an abbreviation for Term Frequency-
Inverse Document Frequency Features. It transforms text into feature vectors that an
estimator can utilize as input. Count Vectorizer provides frequency numbers in relation
to vocabulary indexes, whereas TF-IDF takes into account the entire word weight of
documents.

Four different classifiers were trained using the preprocessed dataset. These are:
BernoulliNB, LinearSVC, Logistic Regression, and XGBoost. To arrive at the compar-
ative results, the accuracy of every one of these, as well as the confusion matrix, was
assessed.

3.4 Result Validation

The validation of the result is done using the F1 score and the accuracy score. Another
crucial indicator in the evaluation of machine learning is the F1-score. By integrating
two seemingly disparate criteria, accuracy and memory, it elegantly sums up a model’s
performance in terms of prediction. [17].

F1 − score = 2 × (P × R)

(P + R)
(1)
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Sometimes used as an alternative to F-score, Accuracy score is a binary classification
scoring method that determines whether a response or returned information is correct or
not.

Accuracy = TP + TN

TP + TN + FP + FN
(2)

3.5 Results and Inferences

After the model has been trained, we assess its performance. The model that performs
best or has the highest test accuracy on our dataset will be utilised to predict further
tweets. Future predictions are generated using the XGBoost Classifier as it was deter-
mined to have the highest accuracy of 87.841%, beating all other algorithms.

4 Algorithms Used

4.1 Bernoulli Naive Bayes

The core principle of Naive Bayes is that each characteristic contributes independently
and equally to the results. It is assumed that the feature pair is independent of it and
that each feature is assigned equal weight (or importance). The Bernoulli Naive Bayes
Classifier algorithm uses features, which are independent binary variables that describe
whether or not a term appears in the material under evaluation. This technique is also a
well-likedmethod for text classification tasks because it is comparable to themultinomial
model in the classification process. However, the Bernoulli approach is solely concerned
with determining whether a term is present or missing in the document under review,
whereas the multinomial approach takes into account term frequencies. Eq. (1) [12].

P(x|Ck) =
n∏

i=1

pxi ki(1 − pki)(1−xi) (3)

where pki is the likelihood that class Ck would produce the term xi.

4.2 Linear Support Vector

The SVM model is a point-in-space representation of an example, with each cate- gory
example projected to be separated by the greatest possible gap. SVMsmay do non-linear
classifications as well as linear classifications by implicitly mapping inputs to higher
dimensional feature spaces. The main objective of the support vector ma- chine(SVM)
algorithm is to find a hyperplane in an N-dimensional space( where N is the number of
features) that distinctly classifies the data points. Hyperplanes serve as a dividing line
or as judgement lines to help categorise the data points. Different classi- fications can
be given to data points that lie on different sides of the hyperplane [18]. It is usually
complex with multiple features, but with just two features, it is a line and with three
features, it tends to be a two-dimensional plane. Either the feature vector for emotion
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analysis or the feature vector for text classification can be used to train the L1 Norm Soft
Margin model shown below.

min
1

2
‖w‖22 + C

∑m

i=1
εi

s.t.y(i)(wTx(i) + b) ≥ 1 − εi

εi ≥ 0

(4)

SVM’s benefits make it effective for text classification. One of these benefits is its
abil- ity to handle large features, which, in contrast to some of the algorithms mentioned
above, helps in understanding larger features collectively. Another benefit is that SVM
is resilient in the presence of sparse examples and that the majority of problems are
linearly separable. [19].

4.3 Logistic Regression

One popular machine learning methodology that belongs to the supervised learning
approach is logistic regression. From a collection of independent factors, it is used to
forecast the categorical dependent variable. Except for how they are employed, Logis-
tic Regression is very similar to Linear Regression. Linear regression is used to solve
regression problems, whereas logistic regression is used to solve classification difficul-
ties. Logistic regression is a key machine learning technique because it can generate
probabilities and categorise data using both discrete and continuous datasets. The logis-
tic model is a statistical model. It ends up modeling the probability of one event taking
place by analyzing a linear combination of one or more independent variables together
in an equation. The logistic regression learning algorithm can be derived by maximizing
the following likelihood function:

L(θ) =
m∏

i=1

(
hθ

(
x(i)

))
y(i)

(
1 − hθ

(
x(i)

))1−y(i)

(5)

where hθ is the sigmoid function. It calculates the likelihood of an event occurring by
fitting data to a log function. [20]

log(
p

1 − p
) = β0 + β(num) (6)

In this case, the success ratio always looks to bemore than 50% if log
(

p
1−p

)
is greater

than zero

4.4 XGBoost

Boosting is a type of ensemblemodeling. This technique aims to create a strong classifier
out of a large number of weak ones. First, develop a model using the training data.
Following that, a second model is built to attempt to remedy any faults in the first model.
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This method is used repeatedly until either the maximum number of models are added
or the full training dataset can be accurately predicted.

With gradient boosting, eachprediction corrects the precedingpredictor’s inaccuracy.
The residual error of each predictor is used to train it. This algorithm builds decision
trees in a sequential fashion. All independent variables are weighted and incorporated
into the prediction decision tree. The tree increases the weight of the variables that were
predicted wrongly, and these variables are passed as labels to the second decision tree
predecessor.

The boosting algorithm is defined as Eq. (7) [21]:

F0(x) = argminγ

∑n

i=1
L(yi, γ ) (7)

Iteratively computing the loss function’s gradient:

rim= − α

[
δ(L(yi,F(xi))

δF(xi)

]

F(x)=Fm−1(x)
(8)

where αis the learning rate. Each terminal node’s multiplicative factor γmis determined,
and the augmented model Fm(x) is defined as:

Fm(x) = Fm−1(x) + γmhm(x) (9)

For this study, the XGBoost Classifier has been implemented with 4000 trees, with
the’gbtree’ booster, max depth of 10 trees and a learning rate of 0.01.

5 Discussion

The dataset was trained on by the four aforementioned machine learning algorithms.
The dataset was divided into training and testing sets to better evaluate the model as our
objective was to estimate the performance of themodel on unseen data points. To achieve
the highest level of accuracy without overfitting the models, all algorithms were hyper-
parameter tweaked. The results of all the various experiments conducted are shown in
Table 1.

Table 1. Validation of algorithms using precision, recall & f1 score.

Sr.No. Algorithm Precision Recall F1-score Accuracy

1. Bernoulli Naive Bayes 0.805 0.800 0.800 0.80

2. Linear SVC 0.815 0.815 0.820 0.82

3. Logistic Regression 0.825 0.825 0.830 0.83

4. XGBoost 0.864 0.898 0.880 0.87
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From the accuracy measures mentioned in Table 1, one can clearly conclude that
the tree-boosting algorithm XGBoost returns the highest accuracy as well as a superior
F1 score as compared to the other algorithms. The gradient boosted trees in XGBoost
are non-parametric and results in a better overall fit on the dataset as compared to the
other three machine learning models which are parametric in nature. XGBoost with its
87.84% accuracy is 4.84% greater than Logistic Regression which is the second highest
accurate model and 5.64% greater than the unigram featured SVM model found in a
previous study [1] (Figs. 5, 6, 7 and 8).

Fig. 5. Confusion Matrix for Bernoulli NB

Fig. 6. Confusion Matrix for Linear SVC
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Fig. 7. Confusion Matrix for Logistic Regression

Fig. 8. Confusion Matrix for XGBoost Classifier

6 Conclusion and Future Work

The capacity to use Twitter as a tool for sentiment analysis, which enables us to deter-
mine the sentiment of a tweet written by a user, has been demonstrated in this paper.
Several research difficulties were outlined at the beginning of this publication to help the
reader understand the nature of our study. This paper compares four machine learning
methods, XGBoost, LinearSVC, Logistic Regression, and BernoulliNB, to determine
which algorithm predicts the sentiment of a tweet with the highest accuracy. XGBoost
outperformed all other methods because it employs a gradient descent algorithm, which
is why it is known as Gradient Boosting. The entire concept of XGBoost is to rectify the
model’s prior error, learn from it, and increase performance in the next step. Previous
results [1] on the same dataset have been improved; the natural language processing
model has been made more robust; and performance overall has been improved. In the
future, if a specific user consistently tweets negative messages, the model can be ex-
tended to determine whether that user is depressed and in need of support. Also, the
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study could be further expanded to include emojis which would enable it to be more
robust in these times, where emojis are almost exclusively and excessively used.
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Abstract. We use XLM (Cross-lingual Language Model), a transformer-based
model, to perform sentiment analysis on Kannada-English code-mixed texts. The
model was fine-tuned for sentiment analysis using the KanCMD dataset. We
assessed the model’s performance on English-only and Kannada-only scripts.
Also, Malayalam and Tamil datasets were used to evaluate the model. Our work
shows that transformer-based architectures for sequential classification tasks, at
least for sentiment analysis, perform better than traditional machine learning
solutions for code-mixed data.
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1 Introduction

Sentiment analysis is essential in many real-world applications such as stance detec-
tion, review analysis, recommendation system, and so on. In today’s environment of
data overload, companies have huge amount of customer feedback collected. Senti-
ment analysis helps these companies better understand customer emotions with min-
imal human intervention. In the most basic form, it involves taking a piece of text,
whether it is a sentence, a comment, or an entire document, and returning a score that
measures how positive or negative the text is. Since the COVID-19 lockdown, the num-
ber of social media users has increased extensively. Spurred by that growth, companies
and media organizations are increasingly seeking ways to mine social media platforms
for information on what people think and feel about their products and services. It is
highly critical in macro-scale socio-economic phenomena, as for example, in predict-
ing the stock market rate of a particular firm. Among other emerging uses of sentiment
analysis is predicting the outcomes of popular political elections and surveys.

The main challenge in sentiment analysis of comments in microblogging sites is
the incredible breadth of topics that is covered. It is observed that people comment
about anything and everything. Therefore, to be able to build systems that identify the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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underlying sentiments, we need methods to quickly identify data that can be used for
training. Another challenge is the prevalence of user-friendly interfaces that allow users
to present content in their own native language or as code-mixed texts. Code-mixing is
a way of writing texts using more than one language. Traditional methods for sentiment
analysis focus majorly on monolingual texts. While machine learning methods like
logistic regression, support vector machines, etc. perform very well on high-resource
languages, they fail on code-mixed data. Sentiment analysis becomes more difficult
when the data is noisy, code-mixed, and collected from social media. As an example
consider the code-mixed sentence: “Yes bro nanu Chinese appsgalna delete madidhini.”
Translated data: “Yes bro, I have deleted Chinese apps.” In the example,“appsgalna”,
“delete” are English words mixed with Kannada words in composing the sentence. It
is observed that, in India, people prefer and heavily use code-mixed language while
communicating on social media. Jose et al. discuss the relevance of code-switching in
multilingual communities and social media engagement [1]. Some of the challenges
faced when analyzing code-mixed data include no word order, spelling variations, cre-
ative spellings, abbreviations, no capitalization, incredible breadth of the topic covered
and so forth. Scarcity of annotated code-mixed data required for sentiment analysis
further limits the advances in the field.

In this paper we present our experiences on using XLM (Cross-lingual Language
Model), a transformer-based model, to perform sentiment analysis of code-mixed texts
in Kannada-English. We have compared and evaluated these models using evaluation
metrics (F1-score), as well as standards such as dataset size, model parameters, etc.
The model was fine-tuned for sentiment analysis using the KanCMD dataset, which
consisted of comments by YouTube viewers in code-mixed Kannada-English. YouTube
video comments offered a more realistic picture of public sentiment than conventional
online articles and web blogs as YouTube has a much greater quantity of informative
content than typical blogging sites. The model’s performance was also assessed on
English-only and Kannada-only scripts. Additionally, Malayalam and Tamil datasets
were used to evaluate the model.

2 Related Literature

Although code-switching research started years ago, the non-availability of data was a
major hurdle in solving problems. In a survey of current datasets for code-switching
research [1], Jose et al. discuss a set of quality measures, viz. number of words, vocab-
ulary size, the number of sentences, average sentence length etc. for evaluating and
categorizing the dataset.

Hande et al. introduced Kannada CodeMixed Dataset (KanCMD), a multi-task
learning dataset for sentiment analysis and offensive language identification and iden-
tify six combinations among code-mixed sentences, such as “no-code-mixing only Kan-
nada written in Kannada”, “Kannada written in the Latin script”, “inter-sentential code-
mixing”, “code-switching at morphological level”, “intra-sentential code-mixing”, and
“inter-sentential and intra-sentential mix”. The dataset comprised of comments col-
lected from YouTube using the YouTube Comment Scraper with keywords from 18 dif-
ferent videos ranging from movie trailers to current trends, such as India’s prohibition
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of mobile applications, the India-China border dispute, Mahabharata, and transgenders.
Annotations were collected from annotators using Google forms. The dataset consisted
of 64,997 tokens, with a vocabulary size of 20,667 [2]. While extracting right sentiments
from code-mixed data is a challenging task with the current methodologies, Shekhar et
al. report on the artificial immune systems-based LSTM model to classify code-mixed
data [3].

Chakravarthi et al. report on using various Machine Learning Algorithms such as
Logistic Regression (LR), Support Vector Machine (SVM), Multinomial Naive Bayes
(MNB), K-Nearest Neighbors (KNN), Decision Trees (DT) and Random Forest (RF)
separately for sentiment analysis and offensive language detection. In classifying the
code-mixed texts into one of the five groups: ‘Positive’, ‘Negative’, ‘neutral’, ‘mixed
feelings’, and ‘other languages’, the authors report better accuracy, recall and F1-score
for positive class than the negative class. Further, they report that the classification algo-
rithms fared better when applied to sentiment analysis task than in detecting offensive
words [4].

Devlin et al. [5] recognise pre-training of language model as an effective way of
improving NLP tasks, both at the sentence and paragraph level, the latter aiming to
predict relationships between sentences by analyzing them holistically, and at the token
level by using tasks such as NER [6] and question-answering. They report feature-based
[7] and fine-tuning [8] as two primary methodologies for applying pre-trained lan-
guage representations to downstream tasks. Feature-based approaches use task-specific
designs such as those proposed by ELMo [7] and pre-trained representations as addi-
tional features. Fine-tuning approaches such as the Generative Pre-trained Transformer
(OpenAI GPT) [8] introduces minimal task-specific parameters, and is trained simply
by fine-tuning all pre-trained parameters. Objectively, the two approaches coincide as
both use unidirectional language models to learn language representations.

Using a Cloze-task inspired Masked Language Model (MLM) pre-training target
[9], BERT bypasses the previously noted unidirectionality restriction. The purpose of
the masked language model is to identify the original vocabulary id of the masked
words purely based on their context by masking some tokens from the input at ran-
dom. Unlike pre-training a left-to-right language model, the MLM goal allows com-
bining the left and right contexts into the representation, allowing in pre-training a
deep bidirectional Transformer. BERT [5] pre-trains deep bidirectional representations
using masked language models, in contrast to using unidirectional language models
[8]. In comparison, Peters et al. [7] employ a shallow concatenation of independently
trained left-to-right and right-to-left LMs. They also show that pre-trained representa-
tions reduce the requirement for numerous task-specific architectures that are substan-
tially developed. BERT is the first fine-tuning-based representation model to outperform
numerous task-specific architectures on a wide range of sentence-level and token-level
tasks. It advances the state-of-the-art for 11 NLP tasks1. BERT’s model architecture is
a multi-layer bidirectional Transformer encoder based on the original implementation
described in Vaswani et al. [10] and released in the tensor2tensor2 library.

1 https://github.com/google-research/bert.
2 https://github.com/tensorflow/tensor2tensor.

https://github.com/google-research/bert
https://github.com/tensorflow/tensor2tensor
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Studies have also proven the benefits of continuing pretraining on domain-specific
unlabeled data. Nevertheless, these studies only look at one domain at a time and utilize
a language model that is pre-trained on a smaller and less diversified corpus than the
most recent language models. In one of the related works, Liu at al. focus on domains
such as biomedical and computer science papers, news and reviews and experimented
on eight different categorization tasks [11]. They attempted to study how domain adap-
tive pre-training compares to task-adaptive pretraining (TAPT) on a smaller but directly
task relevant corpus. Although Task-adaptive pre-training has been proven to be ben-
eficial [10], it is not commonly used with modern models. With or without domain-
adaptive pretraining, they found that TAPT improves the performance of RoBERTa
[11].

Peter et al. [12] went on to explore schemes to best adapt the pre-trained representa-
tions to diverse tasks. Sequential inductive transfer learning has two stages: pre-training
(where the model learns a general-purpose representation of inputs) and adaptation (the
representation is transferred to a new task) [13]. Adaptation has two main paradigms:
feature extraction (the model’s weights are ‘frozen’) and fine tuning. Both have bene-
fits: they enable the use of task-specific model architectures. It may be computationally
cheaper as features only need to be computed once. On the other hand, it is convenient
as it may adapt a general-purpose representation to many different tasks. Two state-
of-the-art pre-trained models have been compared, ELMo [7] and BERT [5], across
seven diverse tasks, including entity recognition, natural language inference (NLI), and
paraphrase detection (PD). These werere evaluated on five different tasks, utilizing sev-
eral standard datasets: NER, Sentiment analysis (SA), NLI, PD, and Semantic textual
similarity (STS). Both ELMo and BERT outperform the sentence embedding method
significantly, except on the semantic textual similarity tasks (STS). In conclusion, fea-
ture extraction and fine tuning with BERT models have similar performances.

In a survey focused on pre-trained models, Min et al. [14] discuss the use of large
pre-trained language models in solving NLP tasks via pre-training then fine-tuning,
prompting or text generation approaches. They also report on the approaches that use
pre-trained models to generate data for training augmentation or other purposes. They
organize the works that leverage PLMs for NLP into the following three paradigms- (i)
Pre-train then fine-tune : perform general purpose pre-training with a large unlabeled
corpus, and then perform a small amount of task-specific fine-tuning for the task of
interest, (ii) Prompt-based learning : prompt a PLM such that solving an NLP task is
reduced to a task similar to the PLM’s pre-training task (e.g. predicting a missing word),
or a simpler proxy task (e.g. textual entailment). Prompting can usually more effectively
leverage the knowledge encoded in the PLMs, leading to few-shot approaches, and (iii)
NLP as text generation : Reformulate NLP tasks as text generation, to fully leverage
knowledge encoded in a generative language model such as GPT-2 [8] and T5 [15].

Neto et al. discuss on using Ensemble of language models for Sentiment Analysis
of Code-Mixed English-Hindi Tweets [16]. The approach applied consisted of training
and then using the predictions of four models: MultiFiT [17], BERT [5], ALBERT [18],
and XLNet [19]. After retrieving prediction values, the ensemble calculates an average
of all softmax values from them. For MultiFiT, the method used is based on Universal
Language Model Fine-tuning (ULMFiT) [10] whose goal is to increase efficiency when



228 D. Sanghvi et al.

modeling languages other than English. The implementation of BERT used two steps:
pre-training and fine-tuning. ALBERT, A Lite BERT for Self-supervised Learning of
Language Representations, provides an option for parameter reduction, reducing the
number of hours of training required, which consequently increases the operational
costs. XLNet is a model that uses a bidirectional learning mechanism, doing that as an
alternative to word corruption via masks implemented by BERT. Results were reported
for each model and an ensemble using a combination of results of the four models,
XLNet, BERT, ALBERT, and MultiFiT. Ensemble produces the best F1 and the XLNet
model represents the best result among the other models. Using only MultiFiT and
BERT architectures, the results were only 66.5%.

Since hate speech detection [20] is closely related to sentiment classification, in
the sense that they are both sequence classification problems, we look at the recent
advances in offense detection task. In one of the related literature, Multilingual BERT
[5] models with pseudo labeling and ensemble techniques have been used. For the pur-
pose, the authors use two transformer-based models, DistilmBERT (multilingual) and
Indic-BERT, as well as a non-transformer based model, ULMFiT [10]. Chinnappa et
al. [21] proposed a unified framework to predict hope speech in the English, Tamil,
and Malayalam datasets. The experimental results showed detecting hope speech is dif-
ficult regardless of the language, and that code-mixing and transliterations in Tamil
and Malayalam increases the complexity of the problem. This paper was insightful
since it showed us approaches concerning language identification for code mixed data.
With a training dataset of roughly 6500 samples for Sinhala-English code-mixed data,
the authors empirically demonstrated that a newly developed Capsule+biGRU classi-
fier [22] outperformed the classifier based on the English-BERT [5] and XLM-R [23].
They demonstrated that the efficacy of contextual embedding models on code-mixed
text classification is dependent on a variety of circumstances, and that they might be
inferior when compared to text classification using neural models other than transform-
ers. This finding implies that classical deep learning techniques are still viable, at least
for text classification on code-mixed data including extremely low-resource languages
that are under-represented in big multilingual embedding models.

3 Methodology

We chose the Cross-lingual Language Model (XLM); particularly, the one pre-trained
using MLM (Masked Language Modeling) called xlm-mlm-100-1280 (trained using
100 languages including Kannada and English) provided by HuggingFace transformers.
Unlike BERT which uses pairs of sentences, XLM uses streams of an arbitrary number
of sentences and truncates once the length is 256. This is where “languages with the
same script or similar words provide better mapping” comes into the picture

3.1 Baseline

Existing methods implemented in previously examined papers were replicated by us to
get a better understanding and also to establish a baseline for comparative analysis. The
classifiers used were Gaussian Naive Bayes, KNN, Logistic Regression, Decision Tree
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and Random Forest. These traditional machine learning algorithms have been used in
making predictions [2] and follow the workflow as depicted in Fig. 1 (left).

3.2 Transformer Architecture

After reviewing the available literature and based on the experimental results obtained
using traditional machine learning models mentioned in the preceding subsection, we
conclude that transformer based models perform better than traditional machine learn-
ing architectures for the task considered in this paper. Considering tasks on code-mixed
data, the available literature have been suggestive of approaches analogous to sentiment
analysis task (specifically w.r.t the target class), those being sequence classifiers (e.g.,
hope detection, offensive speech classification, etc.). Hence, for our chosen dataset, we
carry out the task of sentiment analysis on Kannada-English code-mixed data using pre-
trained XLM and other models, fine tune them for our chosen task, and analyze their
performance on the same.

Fig. 1. Traditional machine learning workflow for classification (left) and Proposed Transformer
based Architecture [24] (right)

The diagram on the right in Fig. 1 shows the architecture of a transformer in general,
an architecture that completely shuns recurrence and resorts to attention mechanisms.
Adapting to an architecture with attention mechanisms have proven to be much more
efficient than recurrent architectures. The transformer block follows a stacked encoder-
decoder architecture with multi-headed attention and feed forward layers. Self-attention
is computed several times in transformer’s architecture, thus referred to as multi-head
attention. This approach collectively attends to information from different representa-
tions at different positions. For instance, consider the phrase “Ask Powerful Questions”.
To calculate self-attention of the first word ‘Ask’, the scores for all words in the phrase
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with respect to ‘Ask’ is to be computed, which then determines the importance of other
words when certain words are being encoded into the input sequence. The scores are
divided by the square root of the dimension of the key vector. The score of the first word
is calculated using dot-product attention, as the dot product of the query vector q1 with
keys k1, k2, and k3 of all words in the input sentence. The scores are then normalised
using the softmax activation. The normalised scores are then multiplied by vectors v1,
v2, and v3 and summed up to obtain the self-attention vector z1. It is then passed to
feed-forward network as input. The vectors for the other words are calculated in a sim-
ilar way in dot-product attention. Softmax is an activation function that transforms the
vector of numbers into a vector of probabilities. We use Softmax function when we
want a discrete variable representation of the probability distribution over n possible
values. Softmax activation function over K classes is represented as follows:

so f tmax(z) =
ezi

∑K
j=1e

z j
(1)

3.3 Cross-Lingual Language Model (XLM)

We have chosen the Cross-lingual Language Model (XLM), proposed by FacebookAI3.
In particular, we chose a model that was pre-trained using MLM (Masked Language
Modeling) called ‘xlm-mlm-100-1280’ (Masked language modeling, 100 languages
including Kannada and English). Cross-lingual language model is beneficial for obtain-
ing better results in generic downstream tasks and in improving the quality of the model
for low-resource languages by training on similar high-resource languages, hence get-
ting exposure to more relevant data. MLM is a powerful pre-training strategy for learn-
ing sentence embeddings and specifically while working on specialized domain.

We fine-tune the pre-trained ‘xlm-mlm-100-1280’ made available by HuggingFace
transformers4 using the simpletransformers library for the classification of sentiments.
First, the pre-trained model is fine-tuned on the code-mixed language dataset for senti-
ment analysis. Thereafter, it is used to make predictions on the input sentence to output
a sentiment as either ‘Positive’, ‘Negative’ or ‘Mixed’ (Figs. 2 and 3).

Fig. 2. Pre-training XLM model for English language using MLM technique

3 https://towardsdatascience.com/xlm-enhancing-bert-for-cross-lingual-language-model-
5aeed9e6f14b.

4 https://huggingface.co/docs/transformers/model_doc/xlm.

https://towardsdatascience.com/xlm-enhancing-bert-for-cross-lingual-language-model-5aeed9e6f14b
https://towardsdatascience.com/xlm-enhancing-bert-for-cross-lingual-language-model-5aeed9e6f14b
https://huggingface.co/docs/transformers/model_doc/xlm
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Fig. 3. Proposed model workflow

4 Experimental Setup

4.1 Dataset

We used the Kannada CodeMixed Dataset (KanCMD), a multi-task learning dataset
for sentiment analysis and offensive language identification [2]. It contains comments
made by YouTube viewers in code mixed text rather than monolingual text. It was origi-
nally intended for two tasks: sentiment analysis and offensive phrase detection for Kan-
nada, a language with limited resources. A minimum of three annotators annotated each
sentence as ‘Positive’, ‘Negative’, ‘Mixed’, ‘Neutral’ or ‘Not in intended language’.
For our experiments, we used data classified as ‘Positive’, ‘Negative’, and ‘Mixed’.
Class-wise distribution of the comments in Kannada-English dataset is: Positive-3291,
Negative-1481 and Mixed-678; in Malayalam-English is Positive-5565, Negative-1394,
Mixed-794 and in Tamil-English dataset is: Positive-24501, Negative-5190 and Mixed-
4852 respectively. The dataset was cleaned and classified under three labels ‘Positive’,
‘Negative’, and ‘Mixed’. The class ‘Not in intended language’ proves redundant here
as our intention was to improve the performance for sentiment analysis using Kannada-
English code mixed data. We also tested our model on similar datasets of Malayalam-
English and Tamil-English code-mixed text [4].

4.2 Comparision on Existing Methods

To establish a baseline for comparative analysis, existing methods implemented in pre-
viously mentioned papers were experimented. The Python IDE available on Kaggle
was used for this purpose. The classifiers used for this experiment were Gaussian Naive
Bayes, KNN, Logistic Regression, Decision Tree, and Random Forest. They were made
available through the scikit-learn library. We also used numpy and pandas libraries to
manipulate the DataFrames. The following steps were carried out:

1. Firstly, we loaded the dataset using the read_csv() method available in the pandas
library. After this, we dropped the rows with ‘unknown’ and ‘not-language’ labels.

2. Using the value_counts() method with normalization enabled, we obtained the per-
centage of each label in our dataset.

3. Using LabelEncoder() from sklearn.preprocessing, we encoded the sentiment labels
via its fit_transform() method.

4. Then, we converted the ‘comment’ column data to numerical vectors using
CountVectorizer() from sklearn library. Using its fit_transform() method, we got the
bag-of-words form of these vectors.
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5. The bag of words is then transformed into TF-IDF format using TfidfTransformer()
from sklearn.

6. The preprocessed dataset is then split into train and test set using train_test_split()
from sklearn library.

7. The classifiers namely, Gaussian NB, Logistic Regression, KNN, Decision Tree,
Random Forest are applied on the preprocessed train set.

8. Lastly, the test set is used for predictions. F1-score and log loss of each of the clas-
sifier’s performance on the test set is displayed.

4.3 XLM Model

We used the pre-trained version of the XLM model, made available by the simple-
transformers5 library. This was implemented using the Python IDE available on Kag-
gle notebooks. This library is based on the Transformers library by HuggingFace and
allows to quickly train and evaluate transformer models. As with the existing methods,
we used numpy and pandas to manipulate the DataFrames and carried out these experi-
ments for Kannada, Malayalam, and Tamil code-mixed text. Also, we ran the model on
these languages individually and analyzed the results for all. The steps performed are
as follows:

1. The input data was formatted to make it fit our chosen model’s input structure. First,
the comments with ‘Not Kannada’ and ‘Unknown’ sentiments were removed. Then,
the duplicates were dropped and missing values were replaced. Then, the DataFrame
was reduced to only have the comment text and the corresponding sentiment as its
columns.

2. The sentiment column of the DataFrame was reformatted to have only numeric
labels where 0 corresponds to ‘Mixed’, 1 to ‘Negative’, and 2 to ‘Positive’. Using
this, a labels column was created. This column consisted of a 3-tuple for each com-
ment whose values indicated whether the comment was positive, negative, or mixed
in sentiment or not.

3. The model chosen for sentiment analysis was the XLM. A transformer-based multi-
class text classification model usually starts with a transformer and then adds a clas-
sification layer on top of it. Each class is represented by n output neurons in the
classification layer. The pre-trained model was fine-tuned by choosing the parame-
ters and hyperparameters. This was done after several iterations of observing what
fits the model best and gives us the optimal accuracy. The various parameters avail-
able are:
– model_type: Specifies one of the model types from the supported models (e.g.
bert, electra, xlnet).

– model_name: Defines the specific architecture to be used, as well as the train-
ing weights to be used. This might be a HuggingFace Transformers compatible
pre-trained model, a community model, or the link to a directory containing
HuggingFace Transformers compatible pre-trained models.

– num_labels (int, optional): Represents number of labels or classes in the dataset.

5 https://simpletransformers.ai/.

https://simpletransformers.ai/
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– weight (list, optional): A list of length num_labels containing the weights to
assign to each label for loss calculation.

– args (dict, optional): Default args values is used if this parameter is not specified.
If specified, it should be a dict containing the args values that should be changed
in the default args.

– use_cuda (bool, optional): It allows using the GPU, if available. Setting to False
forces the model to use CPU only.

– cuda_device (int, optional): Specifies the GPU that should be used. By default,
uses the first available GPU.

– kwargs (optional): Provides proxies, force download, resume download, cache
dir, and other options related to the ‘from pretrained’ implementation.

4. The model was evaluated on the test sets and its classification reports were studied.

4.4 XLMOptimisation by Fine Tuning Parameters on Kannada-English Dataset

Train Batch Size. The train batch size defines the number of samples that will prop-
agate through the network. An advantage of not propagating all samples at once is
that the training procedure will require lesser memory and time. The other parameters
remained constant and the model was trained on different values of train_batch_size
after choosing an appropriate range for the same.

Maximum Sequence Length. This parameter specifies the maximum number of
tokens in the input. The number of tokens is greater than or equal to the number of words
in the input. The transformer does not accept tokens beyond this length. We kept the
other parameters constant and trained the model on different values of max_seq_length
after choosing an appropriate range for the same.

Fig. 4. Graph of accuracy vs train_batch_ size, max_seq_length

Figure 4 depicts the classification reports for every 2 epochs for each value of the
train batch size (left) and maximum sequence length (right) chosen in these runs.

Learning Rate. Learning rate is a hyper-parameter that controls how much we are
adjusting the weights of our network with respect to the loss gradient. The lower the
value, the slower we travel along the downward slope. The model was trained on differ-
ent values of gradient_accumulation_steps after choosing an appropriate range for the
same and keeping the other parameters constant.
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Gradient Accumulation Steps. Gradient accumulation steps means running a con-
figured number of steps without updating the model variables while accumulating the
gradients of those steps and then using the accumulated gradients to compute the vari-
able updates. The model was trained on different values of gradient_accumulation_steps
after choosing an appropriate range for the same and keeping the other parameters con-
stant.

Figure 5 depicts the classification reports for every 2 epochs for each value of the
learning rate (left) and gradient accumulation steps (right) chosen in these runs.

Fig. 5. Graph of accuracy vs learning_rate and gradient_accumulation_steps

Fig. 6. Graph of accuracy vs number_of_epochs

Number of Epochs. One epoch means that each sample in the training dataset has had
an opportunity to contribute to the model parameter values. An epoch consists of one
or more batches. The right number of epochs depends on the inherent perplexity (or
complexity) of the dataset. A good rule of thumb is to start with a value that is 3 times
the number of columns in the data. Hence, we started with 2 epochs. The model was
trained on different values of number_of_epochs after choosing an appropriate range for
the same and keeping the other parameters constant. Figure 6 depicts the classification
reports every 2 epochs.
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5 Results and Discussion

5.1 Performance of Various ML Methods

Given below in Tables 1, 2 and 3 are the accuracies, F1-scores and log loss of the chosen
classifiers for Kannada, Malayalam and Tamil code-mixed texts respectively. These
are calculated from precision and recall, where precision is the ratio of true positives
to the total number of positives including those not identified correctly, and recall is
the number of true positive results divided by the number of all samples that should
have been identified as positive. We observe that Logistic Regression performs the best
but with a heavy log loss, which indicates that it predicts with higher probabilities of
values staying away from the actual prediction. Random forest also has a competitive
accuracy which can be attributed to the fact that it is suitable for dealing with the high
dimensional noisy data in text classification.

Table 1. Comparison of existing machine learning methods for Kannada

Algorithm Accuracy (F1-score) (Existing) Accuracy (F1-score) (Current) Log Loss (Current)

Gaussian NB – 0.45 0.8331

Logistic Regression 0.57 0.69 18.7875

K Nearest Neighbors 0.43 0.58 0.7073

Decision Tree 0.52 0.62 9.5676

Random Forest 0.55 0.68 10.0179

Table 2. Comparison of existing machine learning methods for Tamil

Algorithm Accuracy (F1-score) (Existing) Accuracy (F1-score) (Current) Log Loss (Current)

Gaussian NB – 0.30 23.9865

Logistic Regression 0.57 0.71 0.7361

K Nearest Neighbors 0.43 0.32 10.1498

Decision Tree 0.52 0.63 12.1811

Random Forest 0.55 0.71 0.9466

We look at the F1-scores for comparison because F1-score is a better metric when
there are imbalanced classes, as in our case. The Fig. 7 shows the expected and predicted
sentiments for the corresponding Kannada-English code-mixed text. From the results,
we can see that it classifies Positive’ sentiment more accurately than the other two. This
can be proved from the classification reports above by looking at the class-wise scores
as well. The reason behind this is the fact that the number of rows for the ‘Positive’
label are more than that of ‘Negative’ and ‘Mixed’. Moreover, ‘Mixed’ sentiment has
the least number of rows which gives rise to its performance being worse than the rest.
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Table 3. Comparison of existing machine learning methods for Malayalam

Algorithm Accuracy (F1-score) (Existing) Accuracy (F1-score) (Current) Log Loss (Current)

Gaussian NB – 0.57 14.7864

Logistic Regression 0.71 0.78 0.5292

K Nearest Neighbors 0.43 0.24 1.3550

Decision Tree 0.52 0.71 8.4450

Random Forest 0.55 0.79 0.6128

The fine-tuned XLMmodel works better than traditional machine learning methods
mainly due to the following:

– They can understand the relationship between sequential elements that are far from
each other.

– The language model was pre-trained in English, Kannada, Malayalam and Tamil
(and 96 other languages). Having been trained on similarly structured languages
the model grasping and understanding ability increases. It does this using Byte-Pair
Encoding (BPE) that splits the input into the most common sub-words across all
languages, thereby increasing the shared vocabulary between languages. This is a
common pre-processing algorithm.

– They process sentences as a whole and learn relationships between words thanks to
multi-head attention mechanisms and positional embeddings.

The model was also trained on Malayalam and Tamil code-mixed text using the
same parameter values. Figure 8 shows the comparative analysis of various methods
for the 3 languages. We observe that XLM outperforms all the other methods for every
language.

5.2 Evaluation of Model’s Performance on Different Types of Code-Switching

Our model which has been fine-tuned for code-mixed sentiment analysis is then evalu-
ated on the three main possible types of code switching text, i.e., mixed script, English-
only script, and Language-only script. We filtered and compiled the required subsets
for the experiments from the test set. Figure 9 summarizes these results and shows the
trend in performance for English-only, Language-only and mixed script inputs for all
the 3 languages. Following are our observations:

– Tamil andMalayalam have good performances owing this to their larger dataset size.
– Intuitively, language-only sentences are easier for the model to classify as they have
been individually trained for each language.

– The models perform the lowest on English sentences and most of them are sentences
in their respective languages but written in English script which is more challenging
to the model.

– It gives an average performance for mixed scripts.
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Fig. 7. Predictions for Kannada-Engish (top), Tamil-Engish (bottom left) and Malayalam-Engish
(bottom right) code-mixed dataset

Fig. 8. Comparison of performance of various methods for the 3 languages

Fig. 9. Evaluation of model’s performance on different types of code-switching for 3 languages
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6 Conclusion and Future Work

Our work shows that transformer-based architectures for sequential classification tasks,
at least for sentiment analysis, perform better than traditional machine learning solu-
tions for code-mixed data. Performance could be improved using larger standardized
datasets. Furthermore, attempts could be made to carry out tasks like NER or POS tag-
ging for code-mixed data using similar architectures.

Other emerging transformer-based models could be used for the same task having
the fine-tuned XLM model as a baseline. Methods like feature extraction could be tried
instead of fine-tuning. Similar sequence classification tasks such as, hope speech detec-
tion, hate speech detection, etc. could be carried out with confidence for code-mixed
data using an implementation similar to the one done in this work.

Acknowledgements. We acknowledge Mr. Adeep Hande, Mr. Ruba Priyadharshini and Mr.
Bharathi Raja Chakravarthi for providing us the KanCMD dataset.
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Abstract. Landslides are one of the world’s most devastating and catas-
trophic natural disasters affecting human life and the economy. Many
machine learning-based studies are reported on analyzing, classifying,
and predicting Landslides, but there are countless avenues where these
techniques must be developed to their full potential. This work proposes
a deep convolutional neural network for classifying landslide data. The
synthetic minority over-sampling method is employed on the dataset to
address the class imbalance issue. A total of six shallow-learning algo-
rithms and one deep-learning algorithm were used for baseline compari-
son. The proposed DCNN approach outperformed all the baselines cho-
sen with an improvement of 2.1% in the f1-score. This study shows that
deep learning would be better for building models capable of classifying
landslides on real-world datasets.

Keywords: Landslide classification · Machine learning · Deep
convolutional neural network · Synthetic minority oversampling ·
Landslide prediction

1 Introduction

Landslides are one of the most impactful natural catastrophes that occur glob-
ally, causing widespread human and socio-economic loss that exceeds the capa-
bility of the victims or area to cope using its own resources [20]. According to
World Bank, it is estimated that over 300 million people live in a 3.7 million
square kilometer stretch of inland terrain that is susceptible to landslides [2]. It
is estimated that over 56,000 people worldwide died in landslides between 2004
and 2016 [8]; these numbers have been raised in recent years and are expected
to grow exponentially in the future [13]. These factors highlight how crucial it is
to have sophisticated techniques for landslide analysis. Over the last few years,
there are considerable advancements happened in information and communica-
tion technologies that enabled machine learning techniques to be implemented
for analyzing landslides that result in managing disasters effectively [23]. Machine
learning algorithms are being widely implemented by researchers in dealing with
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. R. Molla et al. (Eds.): ICDCIT 2023, LNCS 13776, pp. 240–252, 2023.
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different types of analysis such as landslide prediction [18], risk analysis [11], and
inventory mapping [3].

Recent advancements in machine learning and intense learning techniques
resulted in dealing with large quantities of data to train models for tasks such
as classification and regression. The disaster management domain, specifically
landslide studies, has witnessed widespread adoption of deep learning techniques
for better analysis [19]. In many cases, the deep learning algorithms are found
to be outperforming standard machine learning algorithms in terms of accuracy
measures [5]. The deep learning algorithms such as convolutional neural net-
works (CNN) [9] and multi-layer perceptron (MLP) have a greater ability to
handle large datasets and to unearth latent themes or patterns concealed in the
data. Numerous studies have been reported in the machine learning and land-
slide literature on temporal forecasting of landslides, mapping landslide risk, and
detecting landslides, which are powered by deep learning techniques [23]. This
work proposes a deep convolutional neural network (DCNN) approach for clas-
sifying landslides using a publicly available dataset. The class imbalance issue
and outlier identification on the dataset is performed, and then a DCNN will be
trained for classifying landslides. The major contributions of this paper can be
summarized as follows:

– Discusses the applications of machine learning approaches for landslide clas-
sification

– Critically reviews some of the state-of-the-art approaches for machine
learning-powered landslide classification

– Proposes a deep convolutional neural network (DCNN) approach for the land-
slide classification tasks, and

– Compares and discusses the results with some benchmark algorithms followed
by a detailed discussion.

2 Related Studies

Table 1. Summary of landslide studies using machine learning approaches

Reference Model Objective

(Tang et al., 2022) [21] Random Forest Landslide susceptibility mapping

(Hussain et al., 2022) [10] CNN Landslide detection

(Al-Najjar et al., 2019) [1] Logistic Regression Landslide susceptibility mapping

(Kim et al., 2018) [12] Decision Tree Landslide susceptibility mapping

(Nguyen et al., 2017) [15] KNN Landslide modeling

Pham et al., 2017) [17] SVM Landslide susceptibility mapping

(Tarantino et al., 2007) [22] MLP Landslide change detection

During the past few years, significant advances in machine learning and geo-
graphic information systems have facilitated the detection of landslide-like dis-
asters. Various models and algorithms for landslide prevention, detection, and
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classification have been proposed. These are very useful for decision-makers to
mitigate social and economic losses [16]. Field surveys, which are a part of the
geomorphological investigation of the research region and are traditionally used
for landslide detection and mapping, are often difficult to access and inefficient.
Numerous computer interpretation techniques are employed for geoscience infor-
mation extraction jobs to increase the effectiveness and precision of landslide
detection. To realize the intelligent acquisition of geoscience topic information,
computer interpretation is the comprehensive use of geoscience analysis, remote
sensing, geographic information systems, pattern recognition, and artificial intel-
ligence technology. Statistics-based and heuristic methods are two categories of
computer interpretation techniques used for landslides. The weight of evidence,
logistic regression, and the analytic hierarchy process is statistical procedures;
when new methods are utilized, they can be used as a benchmark. Advanced
techniques are frequently used by heuristic or machine learning approaches to
construct relationships by comparing landslide and non-landslide feature rela-
tionships. An automated modelling technique for data analysis is machine learn-
ing. To create an analysis model, it can learn the fundamental relationships that
already exist in the data. Through an iterative learning process, they can deliver
precise and predictable results [5].

For the geographical and temporal prediction of geohazards, several machine
learning-based models have been proposed, including individual and ensem-
ble techniques. Artificial neural networks (ANNs), random forests (RFs), sup-
port vector machines (SVMs), logistic regression (LR), decision trees (DTs),
K-nearest neighbours (KNN), and Näıve Bayes (NB) models are typical exam-
ples of individual techniques. Geohazards’ spatial and temporal prediction has
recently been applied using deep learning techniques, such as autoencoders, con-
volutional, and recurrent neural networks, and the accuracy of predictions for
such events has increased. In particular, traditional machine learning algorithms
and deep learning have been widely used to reduce and predict landslide haz-
ards, carry out landslide susceptibility evaluations, and create warning systems.
The most common uses of machine learning for landslide mitigation include land-
slide susceptibility evaluations utilizing all kinds of machine learning approaches.
Recent studies have also concentrated on using different machine learning models
to create landslide alerts, for instance, by assessing rainfall thresholds and fore-
casting displacement [14]. A summary of some of the most notable and recent
works reported in the literature on landslide analysis using machine learning
techniques is given in Table 1.

3 Materials and Methods

3.1 Dataset

This study uses a publicly available labelled dataset [4] for implementing the
proposed approach for landslide classification. A snapshot of the dataset with
labels (refer to column “Landslide”) is shown in Table 2. A “0” in the label col-
umn denotes “No Landslide”, and “1” in the label column denotes “Landslide”.
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There are a total of 17 features such as Aspect, Curvature, Earthquake, Elevation,
Flow, Lithology, NDVI (Normalized Difference Vegetation Index), NDWI (Nor-
malized Difference Water Index), Plan, Precipitation, Profile, Slope, Tempera-
ture, Humidity, Rain, Moisture, and Pressure in the dataset. There are 181236
data points that correspond to the label “0” (Not Landslide) and 9654 data
points that correspond to the label “1” (Landslide). The dataset is imbalanced,
and we have used the imbalanced − learn library available at https://pypi.
org/project/imbalanced-learn/ for implementing the SMOTE [7] algorithm. The
parameter random state is set as 2, and all the other hyperparameters were set
as default. After splitting the dataset into training and testing samples, there
are 6723 data points with label “1” and 126900 with label “0”, and after over-
sampling with SMOTE, both label “1” and label “2” has got 126900 data points
which are balanced. A heatmap showing the correlation between different land-
slide features used in this study is given in Fig. 1.

Table 2. A snapshot of the dataset used for the experiment (10 samples)

Landslide Aspect Curvature Earthquake Elevation Flow Lithology NDVI NDWI Plan Precipitation Profile Slope Temperature Humidity Rain Moisture Pressure

0 2.00 3.33 1.67 4.00 2.67 2.33 3.00 2.67 3.00 2.67 2.67 2.33 18.21 84.33 26668.92 31.25 1017.90

0 4.00 2.67 2.33 2.00 2.33 1.67 2.33 2.67 2.67 4.33 3.33 2.00 19.17 73.91 27103.17 75.94 1013.19

0 3.00 2.67 3.00 2.00 2.00 2.00 2.67 3.00 3.00 5.00 3.33 2.00 22.79 78.17 26689.17 51.23 1016.09

0 3.00 2.67 2.67 2.67 3.00 1.33 3.33 2.67 2.67 5.00 3.00 2.67 23.30 81.47 18678.75 72.09 1017.48

0 2.67 3.67 2.33 3.67 1.67 3.67 2.67 3.00 3.00 3.67 2.00 3.33 22.45 80.01 26713.92 53.48 1013.23

1 2.33 1.00 2.00 1.33 3.00 2.00 2.00 4.00 1.33 3.33 4.33 1.00 19.94 64.19 51195.42 47.00 1019.37

1 2.33 2.67 1.67 3.00 1.33 3.33 3.00 2.67 2.67 4.00 3.67 3.33 17.96 60.16 53333.33 54.50 1020.60

1 2.00 3.00 2.00 3.00 1.33 2.33 2.00 3.67 3.33 3.67 3.67 3.00 17.99 70.47 53506.92 47.75 1019.84

1 4.00 3.67 2.00 1.33 2.33 1.67 3.33 3.00 4.00 3.33 3.33 2.67 21.29 69.02 51537.42 52.46 1017.45

1 3.00 3.33 2.00 2.33 2.00 2.33 4.00 2.00 3.33 3.67 3.00 2.33 23.38 49.43 40401.75 35.85 1021.46

3.2 Normalization

Normalization of data is considered one of the important stages of any machine
learning task, specifically when dealing with multi-dimensional datasets. This
step enhances the numerical stability of the model, often reducing the time taken
for training and, in many cases, reducing the error. Since the true distributions
of the features considered are not known in advance, the feature normalization
technique is applied before the training stage. We used the Standard Scalar
method for feature normalization. This technique eliminates the mean and then
scales its variance to one as the normalized value depends on the mean and
variance. The scaling of attributes from zero to one has several advantages, such
as being linear, reversible, and scalable.

3.3 Oversampling

One of the critical challenges in machine learning, especially in the classifica-
tion task, is to deal with imbalanced classes. Random oversampling and random
undersampling models are used to avoid the curse of imbalance. But they have
disadvantages such as increasing the likelihood of overfitting. Also, duplicating

https://pypi.org/project/imbalanced-learn/
https://pypi.org/project/imbalanced-learn/
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Fig. 1. A heatmap showing the correlation between different landslide features in the
dataset

data samples from the majority or minority classes does not add new informa-
tion to the model. Synthetic Minority Oversampling Technique (SMOTE) is a
technique for dealing with class imbalance by adding recent examples that are
synthesized from the existing data [7]. SMOTE randomly chooses a minority
class instance and then finds its k-nearest minority class instances. Then a syn-
thetic example is created at a randomly selected point between the models in
feature space. Since the dataset chosen for this proposed approach is found to
be highly imbalanced, SMOTE technique is used to address the class imbalance
issue.

3.4 Baselines

In order to compare the classification performance of the DCNN-based landslide
approach, several standard machine learning algorithms such as Logistic Regres-
sion, Decision Tree, Support Vector Machine, Naive Bayes, K-Nearest Neighbor,
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and Random Forest, and Multi-Layer Perceptrons from deep learning are chosen
as baselines [6]. A very brief description of each of these baselines is given below:

– Logistic Regression (LR): is used to describe data and to explain the rela-
tionship between one dependent binary variable and one or more independent
variables.

– Decision Tree (DT): creates the classification model by building a tree data
structure called a decision tree. Each node in this tree specifies a test on an
attribute, and each branch descending from that node corresponds to one of
the possible values for that attribute.

– Support Vector Machine (SVM): The goal of the SVM algorithm is to create
the best line or decision boundary that can segregate n-dimensional space into
classes so that we can easily put the new data point in the correct category
in the future. This best decision boundary is called a hyperplane.

– Naive Bayes (NB): is a popular classification algorithm used for the analysis
of categorical text data. The algorithm is based on the Bayes theorem and
predicts the tag of a text by computing the probability of each tag for a given
sample and then gives the tag with the highest probability as output.

– Random Forest (RF): creates multiple decision trees using bootstrapped
datasets of the original data and randomly selecting a subset of variables
at each step of the decision tree. The model then selects the mode of all of
the predictions of each decision tree.

– K-Nearest Neighbor (KNN): is a non-parametric machine learning algorithm
that fits under the category of lazy learner algorithms. This algorithm takes
into consideration the similarity between the new data point and available
data points and put the new point into the bucket that is most similar to the
available categories.

– Multi-Layer Perceptron (MLP): consists of fully connected dense layers that
transform any input dimension to the desired dimension and every node uses a
sigmoid activation function. The sigmoid activation function takes real values
as input and converts them to numbers between 0 and 1 using the sigmoid
formula.

4 Proposed Approach

This section details the proposed deep convolutional neural network (DCNN)
approach for landslide classification. The overall workflow of the proposed app-
roach is shown in Fig. 2. The first phase deals with the data collection and this
work uses publicly available data containing different features of landslides such
as Aspect, Curvature, Earthquake, Elevation, Flow, Lithology, NDVI (Normalized
Difference Vegetation Index), NDWI (Normalized Difference Water Index), Plan,
Precipitation, Profile, Slope, Temperature, Humidity, Rain, Moisture, and Pres-
sure, to classify the landslide. The second phase of the proposed approach deals
with data pre-processing to normalize the data and also to eliminate the class
imbalance issues. Convolutional neural networks (CNN) or deep convolutional
neural networks (DCNN) is a type of neural network that exhibits its robust
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Fig. 2. Overall workflow of the proposed approach

capability in feature extraction that mimics the human brain. The structure of a
deep convolutional neural network is shown in Fig. 3. The input layer of a DCNN
comprises of several neurons and each neuron indicates a landslide feature such
as Aspect, and Curvature. Notationally, let’s assume that l = l1, l2, ..., lN refer
to the input data where N represents the number of landslide features present
in the data.

Cj =
N∑

i=1

f(wj ∗ vi + bj), j = 1, 2, ..., k (1)

f(x) = tanh(x) =
ex − e−x

ex + e−x
(2)

Consider Eq. 1 and Eq. 2: if f is a non-linear activation function, then ∗ is treated
as the convolution operator, and k is the number of convolutionary kernels. In
the equation, wj represents the weight and bj denotes the choice. The size of the
feature vector can be reduced by combining the outputs of an N = 1 patch from
the previous layer. The proposed DCNN architecture uses max pooling which is
the most widely used pooling method and the fully connected layers reorganize
the local representations resulting from the convolution and pooling operations.
The reverse spread algorithm employed in all DCNN layer variables to reduce
the loss and the loss function is defined as given in Eq. 3.

Loss = − 1
m

m∑

i=1

[yilog(ŷi) + (1 − yi)log(1 − ŷi)] (3)
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Fig. 3. Structure of a deep convolutional neural network for landslide classification

where m denotes the amount of input landslide data, and for the ith input
sample, the variables yi and ŷi signify the true and predicted label, correspond-
ingly. Until the convergence is reached for the loss value, the factors are updated
iteratively in the DCNN.

5 Experiment

All the machine learning algorithms discussed in this paper have been imple-
mented using Lenovo Ideapad S340-14IIL with a Processor Intel(R) Core(TM)
i5-1035G1 CPU @ 1.00 GHz, 1190 MHz, 4 Cores, 8 Logical Processors, and
8 GB memory. JupyterLab environment is used for scripting the experiments,
and scikit− learn library available at https://scikit-learn.org/stable/ is used for
implementing all the baseline algorithms along with MLP, and tensorflow avail-
able at https://www.tensorflow.org/ is used for implementing the deep convolu-
tional neural network model. This work uses 6 shallow-learning baselines (Logis-
tic Regression, Decision Tree, Support Vector Machine, Naive Bayes, Random
Forest, and K-Nearest Neighbor) and one deep learning baseline (Multi-Layer
Perceptron) for comparing the performance of the proposed DCNN-based land-
slide classification model. The dataset is divided into 70-30 splits where 70% of
the data will go for training and the remaining 30% for testing.

The Logistic Regression used the default values for all the hyperparameters,
and no parameter tuning was done. Still, for the Decision Tree classifier, we have
used ‘gini’ for the criterion, ‘best’ for the splitter, ‘2’ for min samples split,
and ‘1’ for min samples leaf hyperparameters. We have used the default values
provided by the scikit − learn library for all the other parameters. To train
the Support Vector Machine (SVM), we have set the value of class weight
parameter as ‘balanced’, and for the Naive Bayes classifier model, we have

https://scikit-learn.org/stable/
https://www.tensorflow.org/
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used the default hyperparameters. For the random forest classifiers we have
set ‘100’ for n estimators, ‘gini’ for criterion, ‘2’ for min samples split, ‘1’
for min samples leaf, and ‘auto’ for max features parameters. For training the
K-Nearest Neighbors classifier, the number of neighbours is set to ‘3’. For the
Multi-Layer Perceptron model, we have set random state as ‘1’ and max iter
as 300, which will run 300 epochs.

6 Results and Discussion

Table 3. Performance comparison of the proposed DCNN with the baselines

Model name F1-Score

Logistic Regression 91.56

Decision Tree 95.03

Support Vector Machine 89.30

Naive Bayes 70.28

Random Forest 96.36

K-Nearest Neighbors 93.65

Multi-Layer Perceptron 93.53

Proposed DCNN 98.46

This section details the results obtained for the experiment given in Sect. 5,
followed by a detailed discussion. Table 3 shows the f1-score comparison of the
chosen baselines and the proposed DCNN approach. The Logistic Regression
algorithm scored 91.56%, and Decision Tree obtained 95.03% for the f1-scores.
The Support Vector Machines and Naive Bayes scores were 89.30% and 70.28%,
respectively, and the Naive Bayes algorithm scored the lowest f1-score out of
all the baselines chosen, followed by SVM. For the Random Forest and K-
Nearest Neighbor classifiers, the f1-score was 96.36% and 93.65%, respectively.
It is observed that among all the baselines chosen, the Random Forest classifier
performed better in terms of f1-score followed by the decision tree. The deep
learning baseline model Multi-Layer Perceptron (MLP) has scored 93.53% f1-
score, and the proposed deep convolutional neural network model has attained
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Fig. 4. Comparison of F1-score for the proposed DCNN with the baselines

Fig. 5. Accuracy, value accuracy, loss, and value loss comparison of the proposed
DCNN model with the baslines

an f1-score of 98.46% which shows that the deep learning classifier outperforms
all the other baselines in this context for landslide classification. A comparison
graph showing f1-score for the baselines and the proposed DCNN model is shown
in Fig. 4, and the accuracy, value accuracy, loss, and value loss comparison for
the proposed DCNN model is given in Fig. 5. The confusion matrices for all the
baselines chosen are shown in Fig. 6.
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Fig. 6. The confusion matrices for Logistic Regression, Decision Tree, Support Vector
Machine, Naive Bayes, Random Forest, and K-Nearest Neighbor classifier models
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7 Conclusions

Landslides, one of the most devastating natural calamities, cause significant
losses to lives and the economy. Early analysis and classification of landslides
are crucial to avoid the impact of this catastrophic phenomenon. This work
proposed a deep convolutional neural network for landslide classification using
publicly available landslide datasets containing landslide features. Compared
with six shallow-learning and one deep-learning baseline, the proposed DCNN
approach significantly outperforms the baselines in the f1-score. The experiment
concludes that deep learning techniques such as DCNN would be a better choice
for building better models for landslide classification that would enable early pre-
dictions. The results are promising, and our work can be extended to construct
early prediction models with more future data collected from landslide-prone
areas.

Acknowledgement. The authors would like to thank the researchers and the staff
members of Machine Intelligence Research Lab at the Department of Computer Science,
University of Kerala, for providing all the facilities and support for carrying out a
research of this scale.
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Abstract. Most existing Automatic License Plate Recognition (ALPR)
approaches focus on images containing approximately frontal views. The
considerable variation of LP across complicated environments and per-
spectives remains a massive challenge for a robust ALPR. This work pro-
poses a comprehensive ALPR paradigm emphasizing unrestricted express
screenplays in which the LP may be significantly influenced by diverse
shooting angles, illumination circumstances, and complicated surround-
ings. This system integrates a Spatial Transformer Network, which can
catch and repair numerous distorted LPs in an image so that all the
plates are consistently aligned. Then, a convolutional neural network is
sketched to determine LP characters containing various font styles and
sizes. We evaluated the system with a data set containing annotations
for a challenging LP image set from multiple areas and acquisition states.
The experimental outcomes reveal that our proposed ALPR paradigm
attains adequate recognition accuracy compared to existing methods.

Keywords: Convolutional Neural Network (CNN) · License Plate
(LP) · Spatial Transformer Network (STN) · YOLO

1 Introduction

Automatic License Plate Recognition (ALPR) routines offer various applica-
tions, including identifying stolen vehicles, monitoring traffic, smart toll collec-
tion, etc. [9,23]. The recent advancements in deep learning (DL) and parallel
computing have contributed to achieving excellent performance in several dig-
ital image/video applications, such as optical character recognition and object
detection and recognition, which have tremendously improved ALPR systems.
Recently, convolutional neural network (CNN) has achieved exceptional perfor-
mance and have been the primary machine learning approach for LP detection
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. R. Molla et al. (Eds.): ICDCIT 2023, LNCS 13776, pp. 253–269, 2023.
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and recognition [2,6,10–13,15,25,27]. Several ALPR commercial systems have
also been employing DL methods. They are usually integrated with web services
and large data centers to process millions of vehicle images daily and constantly
improve the system. Some of the example systems to be mentioned are: Ope-
nALPR1, Sighthound2, and Amazon Rekognition3.

Moreover, the CNN-based object identification routines have become famous
for LPR with the establishment of DL. Typically, faster regions with CNN (R-
CNN) [21], Single Shot MultiBox Detector (SSD) [14], and You only look once
(YOLO) [18] models are employed. Faster R-CNN [21], a modified version of
R-CNN and fast R-CNN that forgoes time-consuming strategy, i.e., selective
search, allows the architecture to understand the area manifestos. In this work,
a NN has been utilized to forecast the region proposals rather than a particular
search procedure to determine the area manifestos on the feature map (FM).
Praveen Ravirathinam and Arihant Patawari in [16] demonstrated the effective
handling of faster R-CNN in the detection of LP. The proposed model could also
detect titled and non-rectangular plates. The mAP of their model went relatively
low since it could not catch small-scale images. The study in [11] presented a
robust object detection model using Fast Yolo and Yolov2 to detect LP in simple
and realistic conditions.

Despite the advances in this field, most approaches focus on recognizing LP
in controlled environments, assuming a frontal view of the vehicles and LP. The
current challenges in ALPR include image distortion, image quality degradation,
weather (snow, rain, etc.), variable illumination conditions, etc. A more permis-
sive picture-gathering setting (e.g., a police car using a camera to track down
an unlawful vehicle) could result in slanting vision. In such cases, the LP may
be severely distorted and, thus, challenging to recognize, for which even existing
standard commercial solutions struggle.

This paper proposes a comprehensive ALPR paradigm capable of perform-
ing well over various unrestricted capture screenplays and camera arrangements.
We integrate a transformation module to estimate and rectify the distortion and
improve the character recognition performance. An additional contribution is
the collection of images from natural scenes, which cover various challenging
scenarios and contain substantial LP distortions. The proposed system could
also discover and identify LPs in independent test data sets using the same
configuration. The data sets employed in this assignment are publicly avail-
able, and the samples can be obtained from SSIG-SegPlate database [4] and the
application-oriented license plate (AOLP) data set [7].

2 Materials

This section provides background information about the various vital compo-
nents employed in the proposed work (Fig. 1).
1 https://www.openalpr.com.
2 https://www.sighthound.com/products/alpr/.
3 https://aws.amazon.com/rekognition/.

https://www.openalpr.com
https://www.sighthound.com/products/alpr/
https://aws.amazon.com/rekognition/
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Fig. 1. Yolov4 architecture [1]

2.1 You Only Look Once (YOLO)

YOLO is one of the one-stage object detector approaches. YOLOv2 [19] model
has been built upon YOLO with several incremental enhancements, such as
batch normalization, excellent resolution, and anchor boxes. To perform better
on smaller objects, YOLOv3 [20] improved upon earlier models by including
the bounding box prediction with an objectness score. Also, it attaches links to
the backbone network layers and performs predictions at three different degrees
of granularity. YOLOv4 [1], a two-stage detector with multiple components,
is currently an upgraded version of earlier generations. The higher versions of
YOLO are volatile to use as a black box for our proposed methodology. The
Yolov4 model consists of Backbone, Neck, and Head, as shown in Fig. 1.

Backbone: It consists of the CSPDarnknet53 model, which detects objects with
higher accuracy. Also, it includes the CSPDarknet53 model because it enhances
through the MISH and other activation functions [1].

Neck: It consists of a spatial pyramid pooling layer (SPP) and Path Aggregation
Network (PAN). SPP plays a crucial role when detecting objects of various scales
for adequate context information and, thus, sits between CSPDarnknet53 and
PAN. It adds a spatial pyramid pooling layer in place of the last pooling layer,
which comes after the final convolutional layer. A maximum pool is applied to
a sliding kernel of various sizes. The result is then created by concatenating the
FMs generated by different kernel sizes [1].

Further, the PAN network’s capacity to reliably maintain spatial information,
which aids in the proper localization of pixels for mask generation, was chosen,
for example, segmentation in YOLOv4. The properties which make PAN so
accurate are Bottom-up Path Augmentation, Adaptive Feature Pooling, and
Fully-Connected Fusion Network [1].

Head: Bounding box location and categorization has performed using the head
(Dense prediction). The procedure is the same as that described for Yolo v3;
hence, it detects the score and the bounding box coordinates (x, y, height, and
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Fig. 2. Proposed system pipeline.

width). The algorithm splits the input image into several grid cells and uses
anchor boxes to forecast the likelihood that each cell will contain an object.
The result is a vector containing the bounding box coordinates and the class
probabilities [1].

2.2 Spatial Transformer Network

Though CNN’s defined as a powerful class of models, they are nonetheless con-
strained by their inability to be computationally and parameter-efficiently spa-
tially invariant to the input data. The Spatial Transformer Network (STN) [8],
a novel teachable module, explicitly permits the spatial modification of informa-
tion within the architecture. Its differentiable module can be added to current
convolutional architectures. It enables the NNs to actively modify FM spatial
relationships based on the FM itself without changing the optimization proce-
dure or adding additional training supervision.

3 Proposed Methodology

The proposed structure is demonstrated in Fig. 2 and comprises three main steps:
LP Detection, LP Transformation and Rectification, and Character Recognition
Network. Given an input image, the custom-trained YOLOv4 model detects LPs
in the scene. The detections are cropped and forwarded to an STN to rectify LP
images with diverse orientations and surroundings details. The corrected images
have a uniform orientation and paltrier surrounding noise. These favorable and
repaired detections are presented to a Character Recognition Network.

3.1 License Plate Detection

Detection of LPs is an essential phase in the ALPR process; hence we adopted a
reliable model to carry it out. To select the best algorithm, we defined the criteria
as 1) The algorithm must have an acceptable performance and recall rate because
even a small amount of missed detection will cause the LP detection process to
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Fig. 3. Examples of detected LP from testing data set

perform worse. 2) For real-time detection to be reliable, the method must have a
high calculation speed. 3) Additionally, since their use in practical applications
won’t be hampered, the calculating costs should be reasonable. As a result, we
carefully chose YOLOv4 as our network for LP detection. When comparing the
cost and speed of calculations, the YOLOv4 algorithm is quite effective. Figure 3
reveals that we have refined the YOLOv4 model configurations according to our
requirements to specialize it for LP detection. Since we need only one class, i.e.,
LP, for object detection, we altered the number of classes from 80 to 1 and, thus,
the modified value of maximum batch size according to the below formula,

max batches = min(training images,min(classes ∗ 2000, 6000)); (1)

Secondly, we altered the number of filters in the convolutional layers using
the formula below.

filters = (classes + 5) ∗ 3; (2)

Thus, we employ a reconfigured model for the detection of LPs.

3.2 Spatial Transformer Network (STN)

The STN suggested in [8] is a differentiable and self-contained module. Thus,
it has been added to current convolutional architectures. It streamlines the
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Fig. 4. Structure of STN [8].

subsequent classification work and improves classification results. It strengthens
a model’s spatial invariance against non-rigid deformations such as translations,
scaling, rotations, and cropping. The suggested model is more resistant to various
shooting angles and noises since the input LP photos are first rectified with the
trained STN to those with a consistent orientation and reduced noise. Figure 4
shows that it is divided into three divisions. 1) The localization network (LN)
derives the affine transformation parameter θ by extracting the key attributes
from the input image I. 2) The initial grid is transformed into a new sampling
grid by the grid generator based on the input θ. 3) The sampler samples the I
by the new grid to create the rectified picture.

Localization Network: The LN accepts the input FM U εRH×W×C with
height (H), width (W ), and channels (C) and outputs (θ), the parameters of
the transformation Tθ operated to the FM: θ = floc(U). The proportion changes
depending on the parameterized kind of transformation; for example, the size
of an affine transformation is six dimensions. A final regression layer must be
present in the LN function floc() to obtain the transformation parameters, but
it can be fully connected or convolutional.

[
x′

y′

]
=

[
θ11 θ12
θ21 θ22

] [
x
y

]
+

[
θ13
θ23

]
(3)

The affine transformation matrix is represented by Aθ.

Aθ =
[
θ11 θ12 θ13
θ21 θ22 θ23

]
(4)
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Table 1. LN Configuration.

Type Configuration

Input Gray-scale distorted LP image

Layer Filters Kernel size Stride size Padding

Max pool 1 – 2× 2 2× 2 0× 0

Conv2D 1 20 5× 5 1× 1 0× 0

Max pool 2 – 2× 2 2× 2 0× 0

Conv2D 2 20 5× 5 1× 1 0× 0

Max pool 3 – 2× 2 2× 2 0× 0

Conv2D 3 20 5× 5 1× 1 0× 0

Fully connected 100 hidden units, tanh activation

Output 6 hidden units, linear output activation

The LN structure summarized in the Table 1 consists of 3 sets of max-pooling
and convolutional layers with a fully connected layer, and finally one output
layer.

Parameterised Sampling Grid: Every pixel of the input LP image has a
corresponding vector of coordinate, i.e., Ki = (xi, yi)T with the pixel index i.
A multiplication operation is performed on theta, and Ki to obtain the affine
converted vector of coordinate, i.e., K ′

i = (x′
i, y

′
i)

T . It is expressed as

(
x′

i

y′
i

)
= Aθ

⎛
⎝xi

yi

1

⎞
⎠ =

[
θ11 θ12 θ13
θ21 θ22 θ23

]⎛
⎝xi

yi

1

⎞
⎠ (5)

K ′ = (K ′
1,K

′
2, ...,K

′
i, ...,K

′
W×H) are set up to obtain the grid generator’s

final output, where W and H in our experiments are 270 and 70, respectively.

Differentiable Image Sampler: In order to generate the rectified image O,
the sampler samples the original image using the sampling grid K ′. Bilinear
interpolation, a differentiable module, is used in this sampling process. The STN,
which may be trained end-to-end alongside other sections of the model, comprises
the LN, the parameterized grid generator, and the image sampler. The STN is
created by combining the LN, parameterized grid generator, and image sampler.
It can be trained end-to-end with other model components. Please refer to [8]
for further information.

3.3 Character Recognition

The recognition process consists of three parts: (1) Preprocessing the rectified
image output of STN; (2) Character Segmentation; (3) Recognition of segmented
characters.
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Fig. 5. (a) Binary conversion of the detected plate. (b) Bounding rectangles containing
contours. (c) Binary images of segmented characters.

Preprocessing Stage: The rectified LP image is processed to make the charac-
ter extraction easier. With a single 8-bit channel and values ranging from 0–255,
where 0 and 255 indicate black and white, the input image is transformed into
a grayscale image. This image is then further altered to become a binary image,
where each pixel has a value of either 0 or 1, as shown in Fig. 5(a). Black is
represented by the value 0, and white by the value 1. A threshold with a value
between 0 and 255 is used to achieve it. We set the threshold value at 200 value.
A pixel over 200 value in the grayscale image will be given a value of 1; otherwise,
the value is 0.

The binary image is further processed for erosion. Erosion [5] is a technique
applied to eliminate unwanted pixels from the object’s boundary, i.e., pixels that
have a value of 1 but should contain a value of 0. First, it considers each pixel in
the image, then its neighbors (kernel size determines the number of neighbors).
The pixel only receives a value of 1 if all of its neighbors also have values of 1,
otherwise, it receives a value of 0.

The noise-free image is further processed for dilation. Dilation [5] fills up the
absent pixels, i.e., pixels that should have a value of 1 but have a value of 0.
Every pixel in the image is first taken into account, followed by its neighbors
(kernel size determines the number of neighbors); a pixel is given a value of 1 if
at least one of its neighbors is also a 1.

Discovering every contour in the input image is essential for extracting the
individual characters from the LP. Curves with the same hue or intensity that
connect all the continuous points (along the boundary) are called contours. After
locating each contour, we examine it individually and determine the size of each
bounding rectangle, as shown in Fig. 5(b). Once we have the dimensions of the
bounding rectangles, we adjust the parameters and filter the necessary rectangles
that contain the required text.

W = range{0,
input length

character count
} (6)

L = range{W

2
, 4 ∗ (

W

5
)} (7)

Using the above equations, we perform a dimension comparison. The rectan-
gles accepted have width and length in the range specified. To achieve this, we
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Table 2. The layout of the designed CNN.

Type Configuration

Input 220× 70 × 1 rectified image

Layer Filter size Kernel size Stride size Padding

Conv2D 1 64 3× 3 1× 1 1× 1

Batch norm 1 – – – –

ReLU 1 – – – –

Max pool 1 – 2× 2 2× 2 0× 0

Conv2D 2 128 3× 3 1× 1 1× 1

Batch norm 2 – – – –

ReLU 2 – – – –

Max pool 2 – 2× 2 2× 2 0× 0

Conv2D 3 256 3× 3 1× 1 1× 1

ReLU 3 – – – –

Conv2D 4 256 3× 3 1× 1 1× 1

Batch norm 4 – – – –

ReLU 4 – – – –

Max pooling 3 – 2× 2 2× 2 0× 0

Conv2D 5 512 3× 3 1× 1 1× 1

ReLU 5 – – – –

Conv2D 6 512 3× 3 1× 1 1× 1

Batch norm 5 – – – –

ReLU 6 – – – –

Max pool 4 – 2× 2 2× 2 0× 0

Dropout Rate: 0.4

Flatten – – – –

Dense Units: 128, Activation: ReLU

Dense Units: 36, Activation: Softmax

perform dimension comparison by accepting only rectangles that have width in
a range of 0, (length of input)/(number of characters) and length in the range
of (width of the input)/2, 4* (width of the input)/5. This process results in
segmenting all the characters as binary images, as shown in Fig. 5(c).

Recognition of Segmented Characters: CNN, a trainable feature extrac-
tor, has recently achieved significant success in computer vision problems. The
success of CNNs results from advancements in two technical areas: developing
methods to prevent overfitting and creating more robust models [3,17]. CNNs are
formed of artificial neurons with self-optimizing properties, making them capable
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Fig. 6. Architecture of the proposed CNN

of extracting and classifying features from images more precisely than any other
algorithm. Since the LP text consists of various font styles and sizes, we trained
a more powerful deep network for this task. We want to give the model a more
instinctive comprehension of the text or character. Among these fundamental
characteristics lower-level text features like character labels and explicitly placed
text pixels. We propose a Deep LPR CNN to accomplish this by training it on
highly supervised text information at multiple levels, including segmentation of
character regions, character labels, and text/non-text binary information. The
additional supervised information provides the model with more specific textual
features, enabling it to do tasks of high-level classification and low-level region
segmentation. It allows our model to systematically recognize where and what
the character is, which is crucial to make a reliable decision.

Table 2 and Fig. 6 display the detailed configuration and structure of the
proposed CNN. The number of channels, stride, padding, and kernel sizes are
similar to the VGGNET [26]. Other LP Recognition Tasks [12,13] have success-
fully applied these configurations.

4 Results and Discussion

The proposed ALPR paradigm is verified for effectiveness; thus, Tensorflow and
Keras frameworks have been utilized to implement the model. Our system config-
uration for evaluation is as follows: Intel core 9th Gen i7 CPU, NVIDIA GeForce
GTX 1650Ti with 4 GB memory, and RAM of 16 GB.

4.1 Data Sets Description

As per our work, a general data set for distorted LP images is unavailable. The
use of robust DL algorithms in the smart recognition of distorted LP is hampered
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Fig. 7. Data set samples of distorted LPs.

Fig. 8. Data set samples of characters of various fonts.

by the absence of enough images. To effectively train our custom YOLOv4, we
created a data set of vehicles with deformed LP in different shooting angles and
complex backgrounds, as shown in Fig. 7. The images were collected from google
images and natural scenes. We collected 3000 images of vehicles with various LP
styles and annotated them to train the model.

We have a data set of 37,623 images to train our CNN model. The data
set includes letters (A–Z) and numbers (0–9) with 50+ unique fonts that are
commonly found on various LP, as shown in Fig. 8. To make the model resistant
to various oblique views, data augmentation methods, including random rotation
and perspective transformations, were used. Therefore, each class of alphabet or
digit contains 1045 images of size 28 × 28. We randomly select 33,861 character
images for training and the remaining 3762 images for testing. Besides, Table 3
provides the comparative analysis of various data sets.

4.2 Result Analysis

The objective is to create a method that works well in several uncontrolled
situations but simultaneously functions adequately in controlled ones (such as
primarily frontal views). We have selected four online data sets: AOLP (RP),
SSIG, and OpenALPR (EU and BR), which, as shown in Table 3, cover a wide
range of scenarios. We have considered two variables: LP angles (frontal and
oblique), as well as the separation between the vehicle and the camera (close
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Table 3. Comparative analysis of various data sets.

Data sets LP angle Images Vehicle Dist

AOLP (Road Patrol) Frontal + oblique 611 Close view

SSIG (test set) Frontal 804 Medium, distant

OpenALPR (BR) Frontal 108 Close view

OpenALPR (EU) Frontal 104 Close view

Proposed data set Oblique 100 All views

Table 4. Performance analysis and comparison for multiple data sets.

Methods AOLP (RP) SSIG test OpenALPR Proposed data set

EU BR

Proposed method
(with no STN)

83.11% 82.01% 92.88% 89.71% 70.67%

Proposed method
(with STN)

96.56% 89.55% 91.35% 92.69% 85.00%

OpenALPR (See
footnote 1)

69.72% 87.44% 96.30% 85.96% 75.32%

Sighthound (See
footnote 2)

83.47% 81.46% 83.33% 94.73% 50.98%

Severo et al. [11] – 85.45% – – –

Wang et al. [13] 88.38% – – – –

Shen et al. [12] 83.63% – – – –

G.S. Hsu et al. [6] 85.70% – – – –

view, intermediate view, distant view). Although these data sets cover various
scenarios, a more general-purpose data set for challenging scenes is still a lim-
itation. Thus as an additional contribution from our collected images, we have
selected and manually annotated a set of 104 images that cover various chal-
lenging scenarios. The images contain substantial LP distortions but are still
viewable to humans. A few images are shown in Fig. 7.

Experimental Results: This section expresses the experimental outcome anal-
ysis of the proposed ALPR mechanism and the comparison with other imple-
mented methods. To testify to the overall performance of the presented model,
we take the percentage of accurately identified LPs (CL) from the total number
of testing LP images (TL). The recognition accuracy is given by

A = CL/TL (8)

A point to note is that all the test data sets have been tested on the same
network. No additional fine-tuning was performed to the network for a specific
data set.
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Table 5. mAP comparison of proposed YOLOv4.

Models mAP

Proposed YoloV4 90%

YOLOv3 [22] 89%

YOLOv2 [24] 76.8%

Fig. 9. Training performance of custom YOLOv4.

Table 4 indicates that the proposed method performs well with various data
sets. Compared to other alternatives, it is superior on AOLP (RP) and SSIG Test
data sets. The AOLP (RP) and SSIG Test data sets manifest the performance
of 96.56% and 89.55% on the proposed method. The variation in performance
on AOLP (RP) data set is approximately 27.0% for different approaches. Simi-
larly, it is nearly 8.0% for the SSIG Test data set. Also, the error rate reduction
due to the proposed method is 88.63% and 79.19%, respectively, compared to
OpenALPR and Sighthound. Table 4 shows the comparison with other imple-
mented systems. Our system has achieved recognition rates comparable to com-
mercially available systems representing controlled scenes, where the LPs have
frontal views and less complicated environments. Our system has achieved the
best performance in AOLP RP and the proposed oblique LPs data sets.

Furthermore, the proposed ALPR method performance on the OpenALPR
data set is inferior compared to other alternatives. The proposed ALPR app-
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Fig. 10. Training accuracy and loss analysis of proposed model.

roach attains more than 90.0% performance but less than 4.95% and 2.04%,
respectively, compared to OpenALPR and Sighthound methods. In addition,
the proposed method, OpenALPR, and Singhhound approaches vary by 7.01%,
26.58%, and 13.27%, respectively, on AOLP (RP), SSIG Test, and OpenALPR
data sets. It indicates the stability of the proposed mechanism in comparison to
other alternatives.

Moreover, the proposed system presents superior outcomes than other mech-
anisms on proposed data sets. The performance of 85.0% is attained for the
proposed data set, and it is better than 10.0% and 35.0%, respectively, com-
pared to OpenALPR and Sighthound. Besides, it is essential to note that STN
has a beneficial impact on identification outcomes. We remove the STN module
from the proposed mechanism to demonstrate the effect. The recognition perfor-
mance in oblique scenes of AOLP and the presented data sets have a significant
gap, as seen in Table 4. This performance difference demonstrates how STN
contributes to improved performance in identifying distorted LP.

Table 5 and Figure 9 illustrates the training performance of the custom
Yolov4 model. The model achieved 90.0% mAP with 2800 iterations which out-
performed the Yolov2 and Yolov3 used in [22,24]. Also, Fig. 10 indicates that the
model is not overfitted on given input data. The continuous decrease in error
trend is observed for the proposed model. Besides, character recognition perfor-
mance is analyzed by a confusion matrix, and it is illustrated in Fig. 10. It is
observed that the presented APLR method misclassified the ‘O’ and ‘0’.
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Fig. 11. Confusion matrix of the character recognition model per class.

5 Conclusion

This work demonstrated a comprehensive approach for ALPR in uncontrolled
environments. Results indicate that the presented ALPR paradigm performs sig-
nificantly better than the existing methods in challenging data sets with License
Plates captured at severely oblique viewpoints. The use of the spatial trans-
former network, which aids in rectifying the distorted license plates, is the pri-
mary contribution of this work. This step helps the Recognition Network (Con-
volutional Neural Network) to understand the character patterns in a simplified
way because it has to deal with far minimal distortion. Besides, we generated a
complex data set by augmenting the images to detect license plates in skewed
views. Currently, the system proposed can recognize the license plate number in
English. For future work, we intend to enhance the current paradigm to recognize
multilingual license plates written in the Devanagari language.
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Abstract. The railway cable infrastructure has become a major concern world-
wide due to attacks and failures causing substantial economic losses and destruc-
tion. This research seeks to rapidly detect cable threats and send timely alerts
by integrating cross-sectional explorative analytics with a three-stage detection
approach in a sensor network used on the railway cable infrastructure protection.
Existing approaches have delayed gaps that are addressed in this paper. Experi-
mental results using real-life sensors and publicly available data demonstrate that
the proposed detection approach is sufficiently reliable, accurate and robust for
detecting suspicious behavior on railway cable infrastructure. The results of this
paper can be used as a reference guide to understand railway cable infrastructure
protection gaps and enrich the literature on IoT (internet-of-things) in securing
railway cable infrastructure.

Keywords: Railway · Cable · Detection · Sensor networks · Explorative · Data
analytics · Infrastructure · Sagging · Theft · IoT

1 Introduction

Recent societies depend on the technologies and capabilities of critical infrastructure,
such as transport systems, health care, power systems, telecommunication and others, to
performmany functions. The attacks and vandalism happened in the form of worldwide.
Hence, these attacks and vandalism caused enormous damage, financial loss and failure
of railway cable infrastructure, resulting in the many deaths of people, accidents and
excessive financial loss [1].

Critical railway infrastructure still lacks adequate protection control mechanisms to
defend it against failure, destructions and security threats. Countries have suffered a
huge rate of cable theft over several years, which had a negative impact on the countries’
economy and globally. Thus, cable theft led to enormous financial loss and attacks on
critical railway infrastructure [1]. According to [2, 3], the incidence of criminal actions
and attacks threatening cable infrastructure increased in continent between 2013/2014
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and 2014/2015, from 4 182 to 78 171 incidents, causing destruction and damage to
the cable infrastructure. During 2016/2017 attacks started becoming more dangerous
and started targeting all sizes of the railway infrastructure, varying from small to large
stations. These attacks destroyed large amounts of critical cable infrastructure, causing
the death of people and triggering chaos. Figure 1 shows the statistics of cable crime
cases in several countries in 10 years.
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Fig. 1. Statistics of cable crime cases in several countries in 10 years, adapted from [2, 3].

Figure 1 illustrates an increase in cable crime in several countries between 2020/2021
and 2021/2022, which declined in 2019/2020, but started increasing again in 2020/2021,
reaching 7 793 incidents. In continent, South Africa, Kenya, Uganda, Benin, Botswana,
UK, India, and Swaziland contributed a great percentage of the high incidence of stolen,
vandalised or damaged cable infrastructure. These incidents and attacks have a huge
negative effect on railway cable infrastructure [2, 3].

In [4], it was indicated that the existing techniques address attacks and destruc-
tion to critical railway infrastructure through normal control measures and do not cover
the broader boundaries of the railway environment. These methods entail vision-based
detection, lidar-based detection,WSN.Yet, these approaches haveweaknesses in defend-
ing critical railway infrastructure. The weaknesses in the existing techniques comprise
of high false alarm rates, an unstable detection rate, requires more internal hardware
resources, requires more monitoring, inadequate coverage, inability to detect cable
sagging and inability to give swift alerts.

To deal with weaknesses in the existing approaches, this paper outlines a cross-
sectional explorative analytics detection approach that addresses the gaps experienced
by existing approaches. This approach outlines three (3) stages: Stage 1: Visual analysis
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on cable attributes’ frequencies, Stage 2: E-M clustering process to find outliers and
Stage 3: Descriptive analysis in batches on each railway sensor spot.

1.1 Research Questions and Contributions

This research addresses the above problem by formulating the following research
question:

Table 1. Summary of related works on infrastructure protection methods.

Citations Problem addressed Methods used Result obtained Limitations

[5] Passenger safety
accidents in the
Railway Platform
such as fallen
passenger from the
platform, caught
between train doors
and occurred
disastrous fire etc.

Vision-based
Detection:
Stereo and
thermal vision
technology

The experimental
result shows that
detection of train
state and object is
conducted robustly
by using proposed
stereo-vision based
object detection
algorithm

Inability to deal
with threat
immediately

[6] Power line safety
distance detection

Lidar-based
Detection:
Small multi-rotor
UAV and LOAM
algorithm

The results achieved
power line safety
distance detection
functions and cost
reduction

No emphasis on
real-time
performance

[7] The use of Wireless
Sensor Network
(WSN) to monitor
the vegetation in the
various stretches of
the transmission
and distribution
lines, making this
information
available to the
network operators

Wireless Sensor
Network:
XBee-PRO S2
radio frequency
module

The experimental
results
demonstrated that
the system is viable
and cost-effective in
monitoring of
transmission lines

No enough work
on rapid decision
support system

How can a strategy be established to monitor railway cable infrastructure protection
(RCIP) threats proactively? Recently, organisations have experienced the necessity to
safeguard railway critical infrastructure against attacks and destructions. This paper
makes the following major contributions:

• Development of a systematic rapid decision support system to swiftly secure railway
cable infrastructure based on explorative analytics in preliminary, intermediate and
advanced stages, which address the time-lag of the existing methods and enrich the
literature of IoT (internet-of-things).
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• Early knowledge generation at preliminary stage can give railway security personnel
advance notice of suspicious cable threat and their locations where crime is likely to
occur.

• Detailed experimental evaluations of the proposed smart DSS performed on real-life
cable behaviour from multiple sensors and cable behaviour analytics benchmarked
using publicly available sensor data.

This paper is organised in the following order: Sect. 2 describes a theory of expecta-
tion maximisation (EM) clustering, Sect. 3 explains the proposed methodology, Sect. 4
provides evaluations to simulate and conduct explorative analytics on the instability of
railway cable behaviours across sensor locations and determine possible cable sagging
or theft and the concluding remarks are outlined in Sect. 5.

2 Introduction

2.1 Railway Infrastructure Protection Overview

According to [4], Railway infrastructure contributes significantly in people’s livesworld-
wide. This infrastructure has several mechanisms, such as railway lines, signalling state-
of-art, power systems and others. Railway infrastructure empowers people to travel
throughout the world, as shared by [4], but this infrastructure requires to ensure the
protection of commuters against human error, destruction and other threats that could
cause loss of lives. The types of classes currently used in safeguarding railway cable
infrastructure are vision-based detection and WSN [4].

2.2 State-of-the-Art

Several literature papers have examined protection techniques for railway cable infras-
tructure. Countless downsides in the current works have been discovered. In one of the
research papers [7], the authors have cited the current protection techniques of the rail-
way cable infrastructure. The summary of related infrastructure protection methods in
terms of the problem addressed, method used, result obtained, and their limitations are
presented in Table 1.

Although state-of-the-art techniques on infrastructure protection have been investi-
gated in the literature. However, no enough work has considered early decision making
with IoT systems on cable behaviours as a quick warning for the railway security per-
sonnel. This research develops a rapid DSS incrementally inclined on IoT to address the
time-lag of existing monitoring systems.

2.3 Expectation Maximisation Clustering

Expectation maximisation (EM) clustering can be defined as a repetitive technique for
finding maximum-likelihood estimation of parameters where the data are not complete
or rely on unobserved hidden variables [8].

The EM clustering algorithm can be described as a repetitive procedure and consists
of four (4) steps that include Step 1: Initialisation, Step 2: E-Step, Step 3: M-Step and
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Step 4: Convergence step. Step 1: Initialisation indicates the EM parameters such as W
is the current number of Gaussians; σ is represented as the standard deviation; θ0 is the
estimate at 0th iteration; μ can be defined as the mean; t can be indicated by the number
of the iteration. The Gaussian can be defined as a parameter that has a bell-shaped curve
and describes the distribution of the value of a variable. θ is referred to as the mode
which highlights is the most regular score in the sensor dataset. Step 1: Initialisation of
EM can be outlined by Eq. (1) [8]:

θ t = (μt
1, μ

t
2, . . . , μ

t
w) (1)

According to [8], Step 2: E-Step indicates the estimate and expected values for a
hidden variable. In Eq. (2), H (Vaw) is the expected value of the hidden variables.

H (Vaw) = exp[− (ya−μ
(t)
w )2

2σ 2 ]
∑w

b=1exp[− (ya−μ
(t)
w )2

2σ 2 ]
(2)

In Eq. (3), Step 3: M-step indicates the new estimate of the parameters is computed.
Step 4: Convergence step indicates the stop condition checkup and if |∣∣θ(r+1) − θ(r)

∣
∣| <

ε then stop; else, return to Step 2 [8].

μr+1
w =

∑n
a=1E(Vaw)ya

∑n
a=1E(Vaw)

(3)

3 Proposed Smart Cross-Sectional Explorative Analytics for RCIP

This paper presents a proposed smart cross-sectional explorative analytics detection
approach for RCIP as methodology, which addresses the gaps found in the current
methods. This approach explores powerful capabilities, which include visual analysis
on cable attributes’ frequencies, E-M clustering process to find outliers and descriptive
analysis in batches on each railway sensor spot. The next section will describe the
problem definition and demonstrate the real-world railway cable infrastructure.

3.1 Problem Definition

The reality here requires that railway critical infrastructure protection (RCIP) must have
more secured physical, operational, and smart infrastructures, which can assist in pre-
venting and minimizing railway cable vulnerabilities. This refers to cable threats such
as theft, sagging, vandalism, damage, etc. on railway cable lines. Figure 2 shows the
real-world railway infrastructure.

The real-world railway infrastructure consists of the cables which require to be
secured against attacks or threats. This problem is strongly supported in [9]. Hence, the
need for RCIPs to continually adopt a smart explorative analytics detection approach
is evident, which would assist in creating early warning to securities at the operational
level responsible for protecting railway cables.
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Fig. 2. Real-world railway cable infrastructure.

3.2 Smart Cross-Sectional Explorative Analytics Detection Model

Cable Sensors Description
The Libelium smart security Waspmote plug and sense passive infra-red (PIR) presence
sensor is used to observe continuous vibration on the cable and high voltage or temper-
ature. Its technical information is provided as follows: height of 22 mm, a diameter of
20.2 mm, a consumption of 170 μA and a circuit stability time of 30 s. The sensor is
focused straight to the point where the railway cable infrastructure needs to be protected.
Figure 3 shows PIR presence sensor.

Fig. 3. PIR presence sensor.

Smart Cross-Sectional Analytics Model
Cross-sectional data can be defined as sensor data captured under situations where time
is irrelevant. Explorative analysis of cross-sectional sensors cable data includes Stage
1: Visual analysis on cable attributes’ frequencies, Stage 2: E-M clustering process to
find outliers and Stage 3: Descriptive analysis in batches on each railway sensor spot.
Figure 4 illustrates the explorative analysis of cross-sectional sensors cable data.

Stage 1: Visual analysis shows a frequency distributions of each sensor attributes
and how sensors function situated at various locations such as sensor 1 mounted on
location 1, sensor 2 mounted on location 2 and sensor 3 mounted on location 3. A
frequency distribution can be defined as a count of the number of occurrences of a
particular quantity of sensors located on the railway spots. The visual analysis provides a
preliminary understanding of the behaviour of the cable based on the distributions of data
attributes, eg. Revealing concentration on temperature values, amplitude, displacement,
and variations of other attributes distributions. Quick deductions can be made at this
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Fig. 4. Explorative analysis of cross-sectional sensors cable data.

point by the railway operators based on this preliminary outputs. Formalised Stages 2
and 3 are required to substantiate Stage 1.

Stage 2: E-M clustering operates on a set of cable data points captured from each
sensor, partition them into segments, which contain similar data points. E-Step provides
the estimate and expected values for sensors data, while theM-Step provides calculations
of a new estimate of the parameters of the hidden variable for sensors data. Once the
clustering model is built, a newly observed cable data is predicted and classified into a
cluster or appears as an outlier. This research model this result as partial inference for
the railway operatives.

Stage 3: Quantitative analysis provides statistical views of Stage 2 on the detection of
outliers and relations among sensor attributes of each railway sensor spot. The descriptive
analysis includes central tendency, standard deviation, mode of distribution, kurtosis,
skewness and a mean of each railway sensor spot. The standard deviation on sensor
observations helps in understanding how the sensor data is distributed to various locations
of data points. Hence, since Stage 3 provides quantitative information on Stage 2 results,
a conclusive inference on normal or suspicious cable behaviour ismade on a new instance
of cable parameters observed.

Central Tendency: Skewness and Kurtosis
This section focuses on the descriptive analytics with central tendency such as skewness
and kurtosis, where skewness refers to the positive or negative that deviates from the
normal distribution on sensor datasets. On the other hand, Kurtosis is defined as the
measurement of the flatness or peakedness of a distribution of sensor attributes. #Base1
and #Base2 highlights skewness and kurtosis conditions respectively.
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ALGORITHM 1: #Base 1 –
Skewness_Sensor [1:2:3] (Voltage: Displacement): adapted from [10]

If Skewness_Sensor [1:2:3] (Voltage: Displacement) = 0 Then
This implies that the railway cable is balanced and not skewed.

ElseIf Skewness_Sensor [1:2:3] (Voltage: Displacement) < -1 or > 1 Then
This suggests that the railway cable is highly skewed.

ElseIf Skewness_Sensor [1:2:3] (Voltage: Displacement) (> -1 and < -0.5) or (1 and < 0.5) 
Then
This infers that the railway cable is moderately skewed.

ElseIf Skewness_Sensor [1:2:3] (Voltage: Displacement) > (-0.5 and 0.5) Then
This deduces that the railway cable is closer to normal.

EndIf 
ALGORITHM 2: #Base 2 –

Kurtosis_Sensor [1:2:3] (Voltage: Displacement): adapted from [10]
If Kurtosis_Sensor [1:2:3] (Voltage: Displacement) = 0 or 3 Then

This implies that the railway cable is normal.
ElseIf Kurtosis_Sensor [1:2:3] (Voltage: Displacement) <3 Then

This suggests railway cable is in a good state.
ElseIf Kurtosis_Sensor [1:2:3] (Voltage: Displacement) >3 Then

This infers railway cable is in a bad state.
EndIf

4 Experimental Evaluations

4.1 Experimental Setup

The experimental prototype setup in Fig. 5 was conducted to simulate the railway cable
infrastructure environment. In this experimental prototype, three sensors were set up,
configured and mounted at different locations connected to a base station. The sensor
devices read data and transmit the signal to the base station through awireless connection.
In Fig. 5, sensor 3, mounted at location 3, illustrates the cable cut, while sensor 2, placed
at location 2, demonstrates cable sag and sensor 1, positioned at location 1, signifies the
normal cable state. For the purpose of testing, the cable cut and sag were deliberately
introduced. The data from all sensor devices are captured and immediately analysed at
the base station.

Fig. 5. Experimental prototype setup as railway cable infrastructure.

The data samples were collected frommultiple sensors located at simulated hotspots.
SPSS andWEKA statistical tools have been designed for training and testing sensor data.
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4.2 Experiment 1: Real-Life Cable Behaviour from Multiple Sensors

The objective here is to conduct explorative analytics on the instability of railway cable
behaviours across sensor location and determine possible cable sagging or theft.

Stage 1: Cross-Sectional Visual Analytics
To assess the hypothesis, stage 1 shows visual analysis results obtained from the sensors’
data with frequency distributions of the sensors’ parameters - temperature, amplitude,
voltage and displacement. Figure 6(a)–(d) generated from SPSS show the frequency
distributions obtained from the railway cables to reveal their behaviour.

Fig. 6. (a) Displacement from three sensors. (b) Voltage from three sensors. (c) Amplitude from
three sensors. (d) Temperature from three sensors.

Decision for Security Agents

• In location 1, Sensor 1 appears to be highly displaced on the railway cable. These are
indications of cable shift or loose cable, which raises the suspicion of cable sagging,
according to the literature [4]. The above null hypothesis is rejected,which implies that
the cable behaviour is unstable across the sensors. Hence, cable sagging is suspected
in location 1, implying that railway security agents do not need to rush to the affected
site, but a higher decision support system (DSS) stage is required.

• Sensor 2 indicates mild temperature on the railway cable. These are signs temperature
indicate normal cable behaviour supported by the literature [4]. Thus, normal cable
behaviour is suspected in location 2, implying that railway security agents should not
respond to the affected site, but a higher DSS stage is vital.
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Table 2. Preliminary decision support systems.

Findings on displacement:
visual inspection on Fig. 6(a)

• Displacement distributions are expressed as
follows:

Sensor 1 values > Sensor 2 values > Sensor 3
values

• Central area for most frequent displacement
values is expressed as: Sensor 1 (3) >

Sensor 2 (−0.5) > Sensor 3 (−3)

• Ranges of the displacement values are
expressed as:

Sensor 2 (−1.5..1.5) > Sensor 1 (1..3) =
Sensor 3 (−3..−1)

Findings on Voltages
In Fig. 6(b) visual inspection:

• Voltage distributions are observed as
follows:

Sensor 1 values > = Sensor 2 values >

Sensor 3 values

• Central area is outlined for most regular
voltage values as: Sensor 1 (65 and 80) > =
Sensor 2 (70) > Sensor 3 (0)

• Ranges of voltage values are presented as:
Sensor 1 (65..90) > = Sensor 2 (70..80) >

Sensor 3 (0..0)

Findings on Amplitudes
From visual inspection on Fig. 6(c)

• One can extract amplitude distributions as
follows:

Sensor 1 values > = Sensor 2 values > =
Sensor 3 values

• For central area for most frequent amplitude
values:

Sensor 1 (1.6) > Sensor 2 (1) > Sensor 3
(−2.5)

• The ranges of the amplitude values are
defined as follows: Sensor 2 (−2..2) >

Sensor 1 (1..2) > Sensor 3 (−2.5..−1)

Findings on Temperature
Figure 6(d) illustrates the visual inspections of
temperature as follows:

• Temperature distributions are specified as
follows:

Sensor 1 values < Sensor 2 values < Sensor 3
values

(continued)
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Table 2. (continued)

• For the central area for most frequent
temperature values:

Sensor 1 (31) < Sensor 2 (39) < Sensor 3 (45)

• Temperature values’ ranges are shown as:
Sensor 2 (38..39.5) < Sensor 1 (30..35) =
Sensor 3 (40..45)

Preliminary decision for security agents • Cable sagging is suspected in location 1
• Cable theft is suspected in location 3

• Sensor 3 shows zero voltage, meaning there is no signal on the railway cable, and
this is confirmed by the test in Fig. 5. In [4], the suspected stolen cables are shown
through warnings of no power and no signal transmission on the railway cable. Thus,
cable theft is suspected in location 3 and railway security agents need to respond to
the affected site, but a higher DSS stage is essential.

Stage-2: Cross-Sectional EM Clustering Complementing Stage 1
Stage 2 illustrates the cross-sectional EM clustering complementing the cable behaviour
monitoring in stage 1. The results from the clusters enable a partial deduction for the rail-
way operatives. Figs. 7(a)–(b)–Figs. 9(a)–(b) show the EM and K-means [5] clustering
(C1= cluster 1, C2= cluster 2 and C3= cluster 3) results of voltage and displacement
attributes for three sensors generated from SPSS and Orange data mining application.

Fig. 7. Sensor 1 displacement and voltage.
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Fig. 8. Sensor 2 displacement and voltage.

Fig. 9. Sensor 3 displacement and voltage.

Stage-3: Cross-Sectional Descriptive Analytics Complementing Stage 2
The descriptive analytics measures consist of popular central tendency such as mean,
median, mode, standard deviation, skewness and kurtosis, used to understand the
behaviour of sensor attributes including voltage, displacement, temperature, and ampli-
tude over cables. The objective here is to answer the following research questions using
the results obtained.

Research Questions

Which railway location should receive the highest priority based on the cable behaviours?
Are there positive or negative correlations between any two locations on the same
attribute to measure continuity?
To determine consistency, which location is reliable on the railway cable?
Is there any location that shows a stable state on the railway cable?
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Table 3. Intermediate decision support systems.

Location/Sensor 1:
Findings on displacement and voltage

• In quantitative Fig. 7(a), one can see the
dominating values (3 and 87.37) for displacement
and voltage in cluster 1

• Minimal values (2.28 and 77.82) for displacement
and voltage appear in cluster 2 in Fig. 7(a)

• In cluster 3, it appears that displacement and
voltage have the least dominant values (1.24 and
70.22)

• In Fig. 7(b), the most dominant blue circles are
shown on the top right for displacement and
voltage in cluster 1

• It appears that cluster 2 shows the moderate
dominant of red circles

• Less circles are indicated in green in cluster 3 of
Fig. 7(b)

Location/Sensor 2:
Findings on displacement and voltage

• The largest cluster 1 in Fig. 8(a) shows most
dominating values (−1.02 and 79.50) for
displacement and voltage

• In Fig. 8(a), one can see the moderate values (0.07
and 74.96) for displacement and voltage in cluster
2

• In cluster 3, it seems that displacement and voltage
have the least dominating values (1.37 and 70.00)

• The largest cluster 1 in Fig. 8(b) illustrates the
most dominant blue circles on the bottom right for
displacement and voltage

• In cluster 2, it seems that displacement and
voltage have the least dominant red circles on the
top left of Fig. 8(b)

• In Fig. 8(b), one can see the moderate dominant
green circles on the bottom left towards the top
right for displacement and voltage in cluster 3

Location/Sensor 3:
Findings on displacement and voltage

• In Fig. 9(a), one can see the dominating values
(−2.55 and 0) for displacement and voltage in
cluster 1. This shows zero (0) voltage, which is
deliberately demonstrated in Fig. 5

• It appears that displacement and voltage have the
least dominant values (−1.25 and 0) in cluster 2 in
Fig. 9(a)

• In Fig. 9(b), one can point the most dominating
displacement and voltage circles in blue in cluster
1, on the other hand, cluster 2 shows the least red
circles

(continued)
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Table 3. (continued)

Intermediate decision for security agents • In location 1, since displacement and voltage
values are dominating with 3 and 87.37 in cluster
1 of Fig. 7(a). It is also consistent with Fig. 7(b),
most dominant blue circles for displacement and
voltage in Cluster 1, cable sagging is then
suspected, supported in [4]. Hence, this
complements the preliminary decision in Table 2,
but a confirmatory DSS stage is still required

• Figure 8(b) illustrates the most dominant blue
circles for displacement and voltage in cluster 1 in
location 2. Consistently, one can see most
dominating values (−1.02 and 79.50) for
displacement and voltage in cluster 1 in Fig. 8(a).
Complimentary to Table 2, a normal cable
behaviour is suspected and this is supported in [4],
but additional DSS stage may be required

• In location 3, since dominating and minority
clusters 1 and 2 respectively indicate zero
voltages in Fig. 9(a) and also consistent with
Fig. 9(b), cable theft/vandalism is suspected
according to the literature [4]. This is deliberately
demonstrated in Fig. 5, the security team should
rush to the affected site but an advanced DSS may
be necessary

Figures 10 and 11 show the descriptive analytics results from SPSS implementation
for advanced decision making in Table 4 to guide railway security agents.

Fig. 10. Comprehensive cross-sectional descriptive analytics.
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Fig. 11. Correlational descriptive analytics for sensors 1, 2 and 3.

Table 4. Advanced decision support systems.

Standard deviation
on Voltage locations/sensors 1–3

• On Fig. 10, location 1 indicates the highest
standard deviation with the values of 7.065

• This suggests that the highest priority for
security agents in location 1 [answers
question 1]

Correlations
of Temperature between locations/sensors 1
and 2

• On Fig. 11, the result of the correlation
between temperature in locations 1 and 2
shows: Correlation (TemperatureSensor1:
TemperatureSensor2) = 0.784

• This correlation infers that there is stronger
positive continuity in locations 1 and 2
[answers question 2]

Skewness
on displacement locations/sensors 1–3

• On Fig. 10, location 2 indicates values 0.168
• Algorithm 1 infers that there is reliability in
location 2 [answers question 3]

Kurtosis
on Displacement locations/sensors 1–3

• On Fig. 10, since location 2 shows values of
−1.274

• Algorithm 2 implies a stable state in location
2 [answers question 4]

4.3 Experiment 2: Cable Behaviour Analytics Using Publicly Available Sensors
Data

Stage-3: Cross-Sectional Descriptive Analytics
Stage 3 is only considered in this benchmark due to space. The central tendency such as
mean, median, mode, standard deviation, skewness and kurtosis are descriptive analytics
common measures used for the behaviour of sensor attributes temperature, current and
thermal conductor. Here are research questions necessary to address the aim using the
results attained.
Research Questions
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1. Which substation should be given the lowest priority based on the cable behaviours?
2. Are there positive or negative correlations amongst any two substations on the same

attribute to quantify power stability?
3. Is there continuous power flowing through the cable in the substation?
4. Which substation shows a dependable power that passes through the cable?

Figures 12 and 13 show the descriptive analytics results from SPSS implementation
for advanced decision making in Table 5 to guide railway security agents. Using pub-
licly available sensor data, three (3) locations have been selected, including Rise Carr
substation (RCD), Darlington Melrose (DM), and Rise Carr Ianson (RCI).

Fig. 12. Comprehensive cross-sectional descriptive analytics using publicly available data.

Fig. 13. Correlational descriptive analytics for three (3) locations (RCD, DM and RCI).

4.4 Performance Evaluations

This section explores the performance of the smart explorative analytics. The experi-
ments were conducted to simulate the railway cable infrastructure environment.
Time Saved through 3-stage Early Decision Making

Time is an important resource to address cable theft, vandalism, etc. This smart
explorative analytic can help to automate and operationalize daily monitoring of railway
cables in order to increase the speed with which decisions are made, thereby saving time.
Hence, the time saved in daily railway operations as a result of 3-stage early decision
making is measured as shown in Fig. 14. Early knowledge generation at preliminary
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Table 5. Advanced decision support systems.

Standard deviation on temperature
Rise Carr substation (RCD), Darlington
Melrose (DM) substation and Rise Carr
Ianson (RCI)

• On Fig. 12, the lowest standard deviation is
found in Darlington Melrose substation with
value of 6.3906

• This implies Darlington Melrose substation
receives the lowest priority for security
agents [answers question 1]

Correlations of current (A) between Rise Carr
substation (RCD) and Darlington Melrose
substation

• On Fig. 13, the result of the correlation
between current in Rise Carr substation and
Darlington Melrose substation shows:
Correlation (Current_Rise Carr substation:
Current_Darlington Melrose substation) =
0.56

• This correlation infers that there is positive
continuity in Rise Carr substation and
Darlington Melrose substation [answers
question 2]

Correlations of current (A) between Rise Rise
Carr Ianson (RCI) and Darlington Melrose
substation

• On Fig. 13, the result of the correlation
between current in Rise Rise Carr Ianson
substation and Darlington Melrose
substation shows: Correlation (Current_ Rise
Carr Ianson substation: Current_Darlington
Melrose substation) = 0.63

• This correlation infers that there are signs of
continuous power flow in Rise Carr Ianson
substation and Darlington Melrose
substation [answers question 3]

Correlations of current (A) between Rise Carr
substation (RCD) and Rise Carr Ianson (RCI)
substation

• On Fig. 13, the result of the correlation
between current in Rise Carr substation and
Rise Carr Ianson substation shows:
Correlation (Current_Rise Carr substation:
Current_ Rise Carr Ianson (RCI) = 0.988

• This correlation suggests that Rise Carr
substation and Rise Carr Ianson has a
dependable power [answers question 4]

stage 1 can give railway security personnel advance notice of suspicious cable threat
and their locations where crime is likely to occur.

Figure 14 shows the data sizes of sensor data that were obtained from an experimental
prototype setup used at three (3) locations in railway cable infrastructure using PowerBI
tool. Three (3) BARS depict sensor data sizes for three (3) stages at three (3) locations.
In order to save time, three stages should be accomplished depending on the central
processing machine, i.e. high-spec machines yield faster processing response times,
while low-spec machines yield slower processing responses. Since no other activity or
signal is performed besides the responses, all stages receive stationary data sizes.
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Fig. 14. Result of 3-stage early decision making.

During stage 1, time is measured from the start of the first abnormal event to the
end of the third abnormal event, which takes three seconds and produces 1Kbyte of
data. Stage 2 begins upon the end of stage 1 and ends on the sixth event, which takes
approximately six (6) seconds and generates two (2) Kbytes of data. Stage 3 occurs after
stage 2 and comprises continuous sensor data transmission for seven (7) seconds with a
data size of five (5) Kbytes.
Performance Accuracy

While time saved is important, speed without accuracy can make railway cable
protection processes even costlier. Errors in the cable protection after introducing this
proposed system in the daily decision-making processes along with the speed of time
saving should be measured. The performance of this CRIP model is a direct way to
assess its efficiency as shown in Table 6.

Table 6. Evidence of detecting cable vandalism/theft in stage 1 confirmed in stages 2 and 3.

Errors
introduced

Stage 1 Stage 2 Stage 3

Deliberate cable
cut in Fig. 5

See the result in
Fig. 6(a)–(d) or
Table 2 where cable
sagging is suspected
in location 1 and
cable theft is
suspected in location
3

See the result in
Figs. 7(a)–(b)–Figs. 9(a)–(b)
or Table 3 where Cable theft
is suspected in location 3,
while the cable sagging is
suspected in locations 1

See the result in
Figs. 10 and 11 or
Table 4 where cable
theft in location 3
and sag in location 1

One can see that early knowledge generation at preliminary stage 1 can give railway
security personnel advance notice of suspicious cable threat.

For one to obtain more accurate and better results of the underground cable RTTR,
it is necessary to increase visibility and monitoring at the targeted sites or locations
supported in [11].

In comparing Table 6 which offers evidence of cable theft and vandalism detection
to Table 7, which represents evidence of experiment 2, one can say that accuracy and
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Table 7. Evidence of Experiment 2 for stage 3

Errors introduced Stage 3

An error found in the calculation of the 30 min
Real Time Thermal Rating (RTTR)
calculations

See the result in Figs. 12 and 13 or Table 5
where underground cable RTTR is monitored
in Rise Carr substation (RCD), Darlington
Melrose (DM) substation and Rise Carr
Ianson (RCI)

speed play a crucial role in decision making. At the preliminary stage 1, Table 6 shows
proactiveness which allows for swift action to be taken. In contrast, as shown in Table 7,
the accuracy of the results from the initial stage is not guaranteed since errors can be
experienced at various locations [11].

5 Concluding Remarks

This paper research provides a rapid decision support to detect cable threats, as well
as sending timely alerts by integrating a smart cross-sectional explorative analytics of
3-stage detection approach into a sensor network used on the railway cable infrastructure
protection, which addresses the delayed gaps in the existing approaches. In comparison
with other methods, this method is safe and easy to use, and more adaptable to chang-
ing environments. The researchers have answered the research question which pertains
to monitoring of railway cable infrastructure protection (RCIP) threats proactively. As
shown in Sects. 4 (4.2 and 4.3), the experiments were performed on real-life data and
publicly available data of railway cable behaviours across sensor locations and to deter-
mine possible cable sagging or theft. Researchers have deliberately introduced the cable
cut and sag for the purpose of testing. Experimental results from real-life sensor and
publicly available data show that the proposed detection approach is adequately robust
and reliable for the detection of suspicious behaviour on railway cable infrastructure
in terms of speed and accuracy. The results of this paper can be used as a reference
guide to understand the railway cable infrastructure protection gaps and enrich the lit-
erature of IoT (internet-of-things) in securing railway cable infrastructure environment.
Future work should explore time series sensors data to predict future suspicious cable
behaviours on the railway cable infrastructure.
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Abstract. Teleoperation of Kinematics has been a significant research
in computation which can extend the interaction from tangible to intan-
gible devices over a large distance. This work highlights the introduction
of Leap Motion along with systematic algorithmic control of a remote
device. Teleoperation can be tangible or intangible, the later being fast
and efficient, provided the base for all data collection methodologies.
In remote operation and kinematic controls from normal to hazardous
condition, teleoperation can be significant technology used for maneu-
vering and controlling different devices. Optical sensors primarily Leap
Motion have been incorporated for achieving it. It requires agile, algo-
rithmic and optical control, so that robust control can be transmitted
for remote operation along with the feedback. This proposed system
uses a Leap Motion control interface for gesture classification along with
the elimination of involuntary inputs. An involuntary gesture filter has
been implemented to reduce ambiguity in the captured data. Data col-
lection through intangible approaches is preferred and different ways are
widely researched. Moreover, the intercommunication during the teleop-
eration process needs to be scaled for data transmission at high rates.
For teleoperation-based tasks, information needs to be conveyed without
data loss and with minimum response delay. So this study tries to estab-
lish optimum results for data transmission by testing several criteria on
different inter-network communication protocols and then selecting the
most suitable method of transmission of kinematics along with the elim-
ination of unintended gestures.
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1 Introduction

1.1 Intangible Teleoperated Control System

Teleoperation, also called telerobotics is the technical term for remote control
of a robot. In such a system, a human operator controls the movements of the
target robot from some distance away. Since the robot is usually absent in the
field of view of the operator, he/she must rely on feedback from the robot’s
worksite. In this world of progressive technological innovations, new ideas and
methods are emerging to make peoples’ lives easier. The development of com-
puter vision tasks helps us to automate the robots accomplishing the unknown
problems of complex figures. Earlier in some cases, we can recall the fact that
the prominent decision-making for all sorts of tasks and problems, the toddler
steps of the robots, were guided by a guardian human for necessity. However,
the environment can be highly unstructured, and unfamiliar with the object’s
shape, and the relevant motion can be unknown. The control of robots needs
human intelligence, especially in complex and dangerous environments (Fig. 1).

Fig. 1. Schematic of a teleoperated system.
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Various developments have been witnessed in the field of human-computer
interaction with sophisticated systems enhancing the involvement of the device
with humans minimizing latency, reducing error rates in the overall protocol, and
many more. There are some ugly teeth behind the soft tongue. The devices can
be uncomfortable for some users with tedious processes involving that operation.
The commonly used human-robot interface for remote operation includes various
equipment, electromagnetic or motion capture devices, like exoskeleton equip-
ment, or EMG devices. However, as these devices are attached to the human
body, they may affect the comfort and flexibility of human operation. The ideas
of gesture recognition or indicative verbal features are based on non-contact
interaction and are relatively easier to deal with small tasks, such as moving,
rotating, stopping and running, etc.

1.2 Leap Motion

Fig. 2. (a) Schematic (b) Working (c) Coorinate system of leap motion.

The Leap Motion Controller is an optical hand-tracking module that uses two
monochromatic infrared cameras and three LEDs to detect human hand gestures.
Hand Gesture detected includes the orientation, direction and position of fingers,
palm, wrist, hand, etc. It captures the orientation and position data and stretch
state of each finger to identify unique gestures. The Leap Motion system uses a
right-hand Cartesian coordinate system with the origin centered on top of the
Leap Motion Controller. The x-axis and z-axis lie in the horizontal plane, with
the x-axis being parallel to the long edge of the device. The y-axis is vertical
with positive values increasing toward the top, while the z-axis has positive values
increasing toward the user. This allows the Leap motion to measure distances
from a few centimeters to almost a meter using the Cartesian coordinate system
mentioned above (Fig. 2).

The utilization of infrared cameras is advantageous when detecting gestures
under ranging lighting conditions with high-performance capturing of frames as
compared to computer vision-based techniques. Thus, much attention has been
drawn to Leap Motion for being used as the preferred device for Teleoperation.
Hence, it was adopted to recognize the gestures and employed the recognized
gestures to perform the Teleoperation of the robot in this paper.
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2 Related Works

Numerous types of research regarding teleoperation are being carried out, imple-
menting various modern techniques. [1] highlights a Bilateral haptic teleopera-
tion systems which allow humans to perform complex tasks in a remote or inac-
cessible environment, while providing haptic feedback to the human operator.
At the same time, new and new devices with different functionalities are being
introduced to facilitate intangible teleoperation [2]. A Leap Motion sensor based
intangible teleoperation system with a virtual reality interface for mobile robots.
It allows the user to teleoperate a mobile robot using bare hands. Autonomous
Vehicular operations are a matter of global research, teleoperation complements
autonomous features of ground vehicles in a major way [3].

Authors in [4] have used Leap Motion for Dynamic Hand Gesture recogni-
tion. Independent researches regarding Leap motion in various fields are there.
Hand gesture-based assistance aids for the disabled are quite prominent in this
field [5]. Moreover, due to its worldwide acceptance as an optimal tool for hand
gesture recognition, it is used in gesture detection as an alternative to deep con-
volution networks [6]. These gesture-based models are used to implement virtual
environments for various purposes, like creating learning environments [7,8],
interaction with virtual reality, augmented user interfaces [9] etc. Also, gesture-
to-text translation models are quite a popular field in this scenario [10,11]. In
the field of Robotic movements, leap motion has introduced multiple types of
research like humanoid robot integrated Exer-Learning-Interaction [12], robotic
arm control [13] etc.

Teleoperation is a widely discussed topic in the current scenario [14,15]. Var-
ious data transfer protocols regarding Teleoperation are being researched incor-
porating features of various sensors [16]. In [17], authors have developed a robot
teleoperation system using Leap Motion and Holo Lens. Similarly [18] outlines
teleoperated system with Leap Motion has been designed to remotely operate
on a mobile fish robot. Thus, this paper strengthens the requirement of a robust
and agile transmission of control over the media over networking protocols.

3 Methodologies

3.1 Technical Set-Up

Experiments have been made on a three-wheel Holonomic Differential drive.
This work involving Leap Motion based virtual control interface is mainly to
complement its autonomous behaviour in case of failure situations, in doing so
it should be ensured that data transfer is done securely, expending minimum
bandwidth and at a higher rate. So three main data transfer architecture has
been implemented in its system.

The whole interaction architecture can be divided into three major parts.
Data fetching, Data transmission, and serial communication with the micro-
controller. Since leap motion is built to be more time efficient in the aspect
of data fetching and preprocessing, the major problem that stays is successful
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intercommunication at high rates. There are many Internet-based data transfer
protocols. But the main issue is the security and latency of communication to
operate remote robots without third-party interventions (Fig. 3).

Fig. 3. (a) Capturing hand gestures (b) Three-wheel holonomic drive.

After successful internet transmission from the client side, the Holonomic
Drive recieves the information via the network card inside it which is relayed
to the microcontroller over a USB connection. This is achieved via connecting
it to the TX/RX pin of the same, which internally uses UART communication
protocol to interpret the serial data. The baud rate of the serial communication
is needed to be carefully set so as to keep the data fetching and interpretaion
of the recieved data synchronized. Python’s pyserial library provides an internal
implementation of the same and writes the leap data interpreted instructions
into the serial buffer. The microcontroller reads the data in the serial buffer and
sends a PWM signal to the motors for movement.

3.2 Data Fetching

Five distinguishable effortless hand gestures were chosen and have been mapped
with five different basic movement patterns. This includes ideal state, forward,
backward, clockwise, and anticlockwise motion. The forward and backward
actions are performed based on the pitch of the hand, whereas the other two
actions require the roll of the same. The current action space includes 5 states
and an acceleration range from 0–255 which is embedded in proposed custom
instruction protocol as ‘S [0–4] A [000–255];’. The integer following the ‘S’ byte
is the action value whereas the 3-digit integer following the ‘A’ byte is the value
of acceleration measured by the y- coordinate of the wrist from the sensor (150–
350) and is mapped to a value between 0–255. When wrist distance exceeds the
prespecified value of 150–350, acceleration is set to 0. The mapping function is
(Table 1):

f(ywrist) =

{
ywrist−150

200 × 255, if ywrist ≥ 150 or ywrist ≤ 350
0, otherwise
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Table 1. Gesture recognition and Action mapping

Action value Gesture Instruction Mapped value

0 Idle S0A000

1 Forward S1A125

2 Backward S2A125

3 Clockwise S3A127

4 Anti-clockwise S4A127

The adoption of such a protocol where the hand distance and relative position
both signify unique values provides us with a possible way of interpreting single-
handed gestures in terms of both acceleration and direction of motion. This
reduces the extra complexity of creating another complex two-handed control
interface. There is also a significant reduction in the amount of noise as only
single-handed operations are performed.

3.3 Data Transmission

TCP Client-Server Architecture. A communication service between an
application program and the Internet Protocol is provided by the Transmis-
sion Control Protocol. It offers host-to-host communication at the Internet
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model’s transport layer. The specific methods for transferring data over a link to
another site, such as the necessary IP fragmentation to support the transmission
medium’s maximum transmission unit, are not necessary for an application to
understand. TCP/UDP manages all handshaking and transmission details at the
transport layer and provides the application with an abstraction of the network
connection, generally via a network socket interface. This provides a basic inter-
face for feedback based kinematic control of mobile robots over internet (Fig.
4).

Fig. 4. Network schematic

Websocket Implementation. TCP with many of its advantages comes with
the disadvantage of open unsecured ports on the server side. This can lead to
unfriendly attacks and can cause harm to the server. So web sockets come into
the picture. For client authentication, rather than TCP’s three-way handshake,
it adopts a more secure TLS/SSL-based handshake followed by normal TCP for
full-duplex communication. Due to the implementation of an encrypted authen-
tication protocol, it becomes more secure. Moreover, since it uses default browser
ports, the WebSocket architecture comes with additional advantages over a nor-
mal TCP connection [19].

ROS Implementation. ROS is an open-source, meta-operating system for
your robot [20]. It provides the services you would expect from an operating sys-
tem, including hardware abstraction, low-level device control, implementation of
commonly-used functionality, message-passing between processes, and package
management. It also provides tools and libraries for obtaining, building, writ-
ing, and running code across multiple computers. Two systems were used for
the overall control system, which was described in the aforementioned earlier
methods. The systems must initially be linked via an SSH connection. The leap
motion controller was one system, and the mobile holonomic drive was the other
system. Both systems run roscore daemon with the mobile robot set as the ROS
Master. Data is published in the leap motion/leap data topic by a leap motion
talker node. The coordinates and angular coordinates of various hand parts make
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up the data published by the talker node. Data is published in the form of mes-
sages. ROS uses a simplified messages description language for describing the
data values (aka messages) that ROS nodes publish. This description makes it
easy for ROS tools to automatically generate source code for the message type
in several target languages. This information is sent via the ros channel from
the client to the ros master. The server system operates a listener node. This
listener node keeps watching for any fresh data to arrive. When new information
is discovered, the listener retrieves it from the channel, preprocesses it, and then
the message is prepared to be sent using serial communication.

ROS provides very robust and efficient data transmission over SSH [21]. In
case the talker node fails and shuts done. The listener remains unaffected waiting
for any further messages published in the data channel. The nodes are loosely
coupled which provides a safe mechanism in case of connection failure. The data
transmission speed is nearly 100 times faster than TCP/IP Socket implementa-
tion.

3.4 Filtering Coercive Gestures

In the context of continuous data sending from client to server, one of the vital
issues in leap motion is that it tends to interpret involuntary inputs to some
valuable intermediary instructions. One can unintentionally place their hand
over the leap motion, generating a rapid, abrupt movement. When one is oper-
ating the leap motion, interference of another hand can cause ambiguity. In a
system where single-handed operation is being used, the interference of another
hand could cause misinterpretation. The leap motion device may abruptly switch
between the hands. Moreover even when a hand is placed into the field of view
of the device, that movement can also be an involuntary one. When we examine
technologies with such accuracy, such quick responses to the environment might
be quite harmful (Fig. 5).

Fig. 5. Working of coercive gesture filter

To tackle such scenarios, a neural network-based approach has been imple-
mented on the client side for real-time hand tracking and thus rejecting unin-
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tended gestures by the user. For the same purpose, a custom dataset was pre-
pared using leap motion. leap motion APIs have been used to capture different
data relating to linear coordinates, velocity, angular coordinates, etc. The dataset
created was fed into a Multi-Layer Perceptron. The model was created using the
Tensorflow framework which was implemented in python. The output of the
model is a binary classification of Voluntary Movement.

Lbinarycrossentropy = −((y log(p) + (1 − y) log(1 − p)))

The output is 0 when the gestures are classified as voluntary and 1 for invol-
untary movement. The model was saved and then run on the client side in a
multi-threaded environment. It continuously classifies the gestures and filters
out only the voluntary movements to the server side thus, solving the problem
of coercive gestures.

4 Experiment and Result Analysis

Fig. 6. Response time per packet over different protocols
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Fig. 7. Comparison of response time of different protocols

As mentioned above, three major networking protocols have been imple-
mented in the architecture of mobile teleoperating robot, and results are
observed. As seen in the graph of the overall latency of communication, TCP
incorporates a huge amount of delay as the three-way handshake requires a con-
siderable amount of round-trip time. Moreover, the fluctuations in ping may
cause several issues in systems running with high precision. The average round
trip time observed in the case of basic TCP architecture is 0.224 ms for devices
in LAN. This will be amplified for devices operating at high distances. Also as
open ports are observed in a bare TCP connection, there arises the problem
of security and prevention of data breaching. One of the possible solutions is
to adopt a more secure architecture that uses a more sophisticated handshake
method that too in a minimum latency. This is where WebSockets come into the
picture. Since it uses TLS/SSL-based encrypted handshake methodologies, thus
provides more security. but it is observed that the average round trip time is
somewhat slower than basic TCP architecture which is about 0.2707 ms. Ros on
the other hand uses a secure shell (ssh) connection. SSH uses a more secure and
faster key exchange algorithm as observed from the initial round trip latency
graph. Moreover, the average round trip time is also less and fluctuations in
latency are the minimum which is about 0.1398 ms. All this value of latency
data is being calculated in the same LAN, over a hundred packets of data, to
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compare their performance keeping other conditions constant. Following are the
various data drawn from doing latency analysis (Figs. 6, 7 and Table 2):

Table 2. Latency analysis.

Protocol Min. (in ms) Avg. (in ms) Max. (in ms)

TCP 0.0893 0.224 4.013

Websockets 0.14457 0.2708 2.9570

ROS 0.09015 0.13989 1.2095

Regarding the speed at which leap motion data is processed, there is a signif-
icant time saving because leap motion is capable of detecting hand gestures at
a maximum rate of 300 fps and with accuracy up to 0.01 mm in fingertip posi-
tion, far exceeding complex neural net models as they necessitate intensive GPU
computation to achieve maximum frame per second. Additionally, accuracy is
also degraded when neural networks are trained.

5 Conclusion

The above-found results conclude that Leap motion as a sensor can be easily
used to replace other gesture based models as the machine’s response needs to
be optimized on a real-time basis. In doing so it is possible to eliminate other time
consuming processes such as preprocessing and data fetching delays. There are
instances when user un-intentionally introduces some inputs to the leap device.
But the proposed gesture filter can detect such anamolus inputs accurately thus
eliminating possibilites of abrupt unintended motion. Moreover, ROS-provided
SSH based client-server architecture has a huge advantage over other networking
protocols of data transfer without compromising security and other internetwork
communication issues. Proposed system also suggests The incorporation of one
handed gesture for manipulating both the direction and acceleration thus reduc-
ing the noise factor even further. This Research provides a good base to try
out several other intangible modes of teleoperation incorporating other more
complex and fast networking protocols. In some cases, bandwidth and signal
availability may be an issue. This can be optimized via carrying out research
over several other advanced networking protocols that may or may not require
internet bandwidth for communication.

This work incorporates using Leap Motion for Teleoperating mobile robots
such a three wheeled Holonomic drive and implementing a noise filter to reduce
uncontrolled kinematic behaviour. But this Teleoperation can easily be applied
to interact with remote environments and its uses can be extensively generalized
to operate other humanoid robots, industrial machinery, surgical robotic systems
etc.
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Abstract. Sentiment analysis for Bitcoins and Cryptocurrency is an excellent
way to understand how to make smart investment decisions. It provides broad
market insights that can be useful for forming trading strategies. It is important
to remember that markets are highly impacted by psychology. As such, investors
shouldmonitor market sentiment barometers to get better information on potential
opportunities in the cryptocurrency market. Using these barometers is easy and
can assist you in making better investment decisions. In the cryptographic market,
a sentiment is a helpful tool for traders. It is because it combines the opinions,
attitudes, moods, and perspectives of the public. Topic extraction was conducted
to uncover keywords in feelings that capture the recurring theme of the text.
This practice is often used to analyze a wide range of feelings to quickly and
effectively identify the most common subjects. We used a few months of Twitter
data for pre and post covid and applied the principle of latent semantic analysis
and decomposition of singular values to group key water quality questions that
impact people’s lives. The study contributes to the literature on text exploration
by providing a context to analyze the public’s sense of bitcoin and cryptocurrency
before and after COVID. This can help to understand key themes in negative
feelings related to crypto-trading and key public concerns could be highlighted
and shared with a broader community.

Keywords: Bitcoin · Sentiment analytics · Topic modeling · Text mining ·
Cryptocurrency

1 Introduction

Although the news is often informative, it is not an ideal source for sentiment analysis.
While well-written news is a useful source of information, it can also be inaccurate.
Good news will have a neutral sentiment. Social media is much different, however.
Unlike news, social media threads about cryptocurrencies are driven by public material
and tend to be noisy and subjective. As a result, sentiment analysis for cryptocurrencies
should be conducted with care. When looking at market sentiment for cryptocurrencies,
it is important to remember that the market does not consider fundamentals. Rather,
it is based on the emotional state of the people with an interest in the project. This is
especially true in volatile markets, which is why it is critical to conduct research on
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market sentiment before investing. The sentiment of traders is essential when deciding
on which cryptocurrency to buy or sell.

As Bitcoin prices are influenced by the sentiment of investors in the equity market,
cryptocurrency prices also tend to rise when equity market investors are feeling bearish.
In addition, since it has a small trading volume, this kind of research can help find out
if there is a correlation between sentiment and cryptocurrency prices. The findings will
be useful for both investors and traders. The research will help to identify trends and
predict price movements for other cryptocurrencies.

As Bitcoin prices increase, traders use a market sentiment as an indicator of price
changes. Traders will borrow USD in a bullish market to buy cryptocurrency. During a
bearish market, they will borrow USD from an investor. If the cryptocurrency price is
falling, traderswill sell. Similarly, if it is rising, itwill fall. Thismeans that cryptocurrency
is highly correlated with the price of the dollar.

Despite the volatility in the market, the cryptocurrency market is still a great place to
make smart investment decisions. A few experts say the market is bullish, while others
claim it is a bearish one. This is a fact, many factors affect the value of a particular
crypto. In addition to market sentiment, many investors also use real-time tweets and
other data sources to evaluate a crypto’s value.

Bitcoins and Cryptocurrency have become popular topics in the finance world.
Despite its popularity, it is largely unregulated. Therefore, the price of a crypto-currency
may be driven by public sentiment. This could mean the difference between a successful
investment and a complete failure. A thriving cryptocurrency market will be based on
the positive and negative opinions of investors. The sentiment of an individual coin can
be influenced by many factors.

Positive or negative sentiment can lead to a trend in cryptocurrency. For example,
a bullish sentiment can influence a currency’s price. A bullish sentiment may lead to
a downward trend. A bearish sentiment may lead to a bullish market. A strong VIX
indicates high levels of fear. The same is true for a low VIX. A rising VIX will promote
the price of bearish crypto.

2 Literature Survey

Gupta et al. (2021) attempted to use contextual analysis of the text to determine what
characteristics of the product or service stimulate user sentiment. Dwivedi et al. (2021)
refined sentiment analysis and thematic modeling of the government’s response and doc-
umented the post-COVID situation by comparing the UAE and the Kingdom of Saudi
Arabia. Dwivedi et al. (2022) performed topic and sentiment analysis using Twitter data
to identify key concerns regarding data quality and data impurity. Dwivedi et al. (2022)
have attempted to use text contextual analysis to categorize Twitter data to understand
positive and negative feelings about COVID-19 vaccination and would like to highlight
key concerns. Dwivedi et al. (2022) analyzed medical research in the United Arab Emi-
rates vs. World Health Organization for COVID-19. The objective was to identify the
key themes for both organizations. Dwivedy et al. (2022) used context analysis of texts
to categorize Twitter data based on positive and negative feelings. This was linked to the
ethical challenges of AI and key concerns were emphasized.
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Alghamdi and Alfalqi (2015) found that new techniques or tools were required to
organize, search, index, and review extensive data. As they observed the explosion of
electronic documents and archives. Hofmann (2001) presented two key approaches to
natural language processing (NLP) and statistical programs such as thematic modeling
for such analysis. In contrast to NLPmethods that mark parts of speech and grammatical
structure, statistical models and thematic models are based mainly on the assumption
of the “word bag” (BoW). In BoW templates, the collection of textual documents is
quantified in a document-term matrix (DTM). This takes into account the incidence of
each word (columns) for each document (rows). Deerwester et al. (1990) were one of the
earlier researchers who presented one of the first topic models. He leveraged semantic
latency analysis (LSA) and decomposition of singular values (SVD). Asmussen and
Moller (2019) presented a unique framework that took benefit of the topic modeling
techniques to conduct a review of the exploratory literature of a large collection of
articles. The framework offered by them makes it possible to review a large number of
documents in a transparent, effective, and reproduciblemanner using theLDAmethod. In
general, there are two approaches to automatic document processing: supervised learning
and unsupervised learning. In supervised learning, the manual coding of a collection of
documents is being done. This takes a long time to achieve the result. On the other hand,
unsupervised learning methods, such as topic modeling, do not have the prerequisites
to manually code the documents, saving a lot of time for an exploratory review of
the extensive collection of papers. Gotipati et al. (2018) Leveraged subject modeling
and data visualization methods to understand the student’s feedback from seven post-
graduate courses that were taught at the Singapore University of Management. They
evaluated rules-based methods and statistical classifiers to extract topics. Al-Obeidat
et al. (2018) then proposed a sandbox for extracting opinions on the subject and analyzing
feelings for extracting questions and their associated feelings from a database. LDAwas
used for theme extraction and the “bag-of-words” sentiment analysis algorithm. Polarity
was established using the frequency of the positive/negative words in the document.
Benedetto and Tedeschi (2016) outline standard approaches to social media sentiment
analysis and related cloud-based issues. Ajeet Ram Pathak et al. (2021) the proposed
approach is that it functions at the sentence level to extract the subject using online latent
semantic indexing with regulation constraint. Md. Mokhlesur Rahman et al. (2021)
explored the features related to positive and negative sentiments of the people about
reviving the economy. This was done for the United States (US) during the COVID-
19 global crisis. It took into consideration the situational uncertainties (i.e., changes in
work and travel patterns due to lockdown policies), economic slowdown and associated
trauma, as well as emotional factors like depression. Jikyung (Jeanne) Kim et al. (FY22)
showed that the excessive reaction of consumers to negative news and the negative feeling
of the takers intensifies this excessive reaction, leading to negative livestock farming.

(Dwijendranath Dwivedi & Anilkumar Vemareddy) attempted the data quality text
mining analysis using twitter data on sentiment analysis to know the public opinions on
the data quality issues and what are all the main topics which people are talked about
the data quality issues against positive and negative sentiments. The text preprocessing
methods are followed like cleaning the stop words and removing the special characters
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and applied the sentiment algorithm to classify text in to positive and negative words. On
the topic modeling used different algorithms and got the better results after comparison.

This papers shows the different algorithms for topic modeling they have used and
compared the results and we followed the same methodology and improved the results.

3 Data and Methodology

Fig. 1. Process flow for topic modeling (Dwivedi et al. 2021)

Preprocessing text: This step is required for text analysis to transform human lan-
guage into a machine-readable format for subsequent processing and analysis. There are
some mandatory steps to request clean-up, which are listed below (Fig. 1).

• Convert all the text to lowercase
• Removing stop words, sparse terms, and particular words
• Convert numbers into words or remove the numbers
• Removing white spaces (leading and ending spaces)
• Removing punctuation (all types of special characters or symbols)

First, we have started to eliminate duplication of rows, and it is essential to delete
duplicate data or rows to avoid unbiased results. Convert all text to lowercase to prevent
more than one copy of the same word. For example (“drinking water” is considered to
be two different words).
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We were deleting punctuation because it adds more information handling text data.
In addition, this will shrink the size of the training dataset. We eliminate keywords that
often appear in the text or we create a list of keywords, or we use predefined libraries.
We used stopword and text, blob libraries that will deal with stopwords. For stewards,
we have deleted common words in the general scenario, but we can also delete naturally
occurring comments from our textual data. We can therefore check the ten words that
occur frequently, and then decide which to delete.
Spelling correction of the text: We have seen tweets with many spelling mistakes, or
short words will be used. In this situation, the spell-checking step is useful to reduce the
number of copies of the word. For this, we have a Textblob library it will handle spelling
mistakes.

Tokenization is the process of dividing the text into a series of words or phrases. In
our example, we used the text blob library to transform our tweets into blob and convert
them into a group of words.

Stemming refers to the removal of suffices, like “ing,” “ly,” “s,” etc., through a
straightforward rules-based approach. For that, we will use Porter Stemmer of the NLTK
library.

Lemmatization is a more suitable method than stemming because it converts the
term to its root term, rather than just stripping it enough. it uses vocabulary and proceeds
to a morphological analysis to obtain the root word. Hence, we generally prefer to use
lemmatization instead of stamping.

We’ve done all the basic preprocessing steps to clear the text, and now we need to
extract the characteristics using natural language techniques.

N-grams are defined as a combination of several words used in combination.
N-grams, bigrams, and trigrams were used. Unigrams will not have a great deal of
information compared to bigrams and trigrams. We use these bigrams or trigrams to
grasp the structure of the language, such as which letter or word is likely to follow that
given. Those recommendations are going to depend on the implementation of our study.
Sometimes, if we use low grams and do not grasp the essential differences or if we
sometimes take long grams, it will not capture the overall sense of the expression.

Part-of-Speech Tagging (POS)
The marking of a part of the speech assigns mostly speeches to each word of the text
according to its context and its definition (nouns, verbs, adjectives, and others).

As presented in the Fig. 2A, firstly started removing the duplication of rows to avoid
unbiased results. Further, converted all the text into lower cases to prevent multiple
copies of the same word. For example (“Crypro Currency” crypto currency” will be
considered as two different words). Followed by removing punctuation as it might add
any extra information or reduce the size of the training dataset while handling text data.
Also, eliminated stop words that are frequently occurring words in the text by using text
blob library in python. The tweets with many spelling mistakes, or short words were
observed in the twitter data, hence spelling correction step are performed with the help
of text blob library.

After the above steps, tokenization was done to divide the text into a sequence of
words or sentences, transforming our tweets into a blob and then by converting them
into a series of words. Followed by Stemming refers to the removal of suffices, like
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Fig. 2. Preprocessing process for sentiment analysis (Dwivedi et al. 2021)

“ing,” “ly,” “s,” etc., by a simple rule-based approach by using PorterStemmer from the
NLTK library of python. Some may use Lemmatization as it is more practical option
than stemming because it converts the word into its root word, rather than just stripping
the suffices. It makes use of the vocabulary and does a morphological analysis to obtain
the root word. Therefore, researchers usually prefer lemmatization over stemming.

After basic preprocessing steps of cleaning the text extracted the features using the
following natural language techniques. N-Grams which identifies the combination of
multiple words used together. We have used N-grams, bigrams, and trigrams. Unigrams
has not captured much information as compared to bigrams and trigrams. Hence used
bigrams or trigrams to capture the language’s structure, like what letter or word likely
to follow the given one. Further, part-of-speech tagging mainly assigns speeches to each
word of the text based on its context and definition (nouns, verbs, adjectives, and others).

Secondly, topicmodelling, is the process of extracting or obtaining required features
from the bag of words. This is an important technique since each word present in the
corpus has considered as a feature in natural language processing. This feature reduction
will help us to focus on the right content instead of going through the entire text in
the training data. There are many methods used for topic modeling, Latent Dirichlet
Allocation (LDA) is one of method which is used to analyze the topic modeling in the
present study.

LDA is a statistical andgraphicalmodel used to obtain relationships betweenmultiple
documents in a corpus. It is developed using the variational exception maximization
(VEM) algorithm for obtaining the maximum likelihood estimate from the whole corpus
of text. Traditionally, this can be solved by picking out the top few words in the bag of
words. However, this completely lacks the semantics in the sentence. This model follows
the concept that the probabilistic distribution of topics can describe each document, and
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the probabilistic distribution of words can explain each topic. Thus, it helps to get a
much clearer vision of how the topics are connected. It considers all corpus of entire
documents in the data. After preprocessing of the corpus, each bag of words consists
of common words. Using LDA model, the topics related to each document has been
derived and can group all corpus into a particular group for further usage. The flow chart
below details the process of topic modeling.

4 Results

The adoption of topic modeling using the Latent Dirichlet Allocation (LDA) method
of Twitter data about Bitcoins/cryptocurrencies resulted in the statistical distribution of
several topics on the trending of Bitcoins/Cryptocurrencies. The topics were studied
separately for the pre and post-Covid periods to understand the most prevalent topics
by the people on the trending of bitcoins/cryptocurrencies before and after the Covid
period.

Pre-covid Period – Topics
At the initial stage, the twits were categorized into four topics as seen in Fig. 3. Most
people are probably opting for cryptocurrencies as it is shown in topic 0, most pop-
ular topic is to buy, follow and list which depicts that people are showing favoritism
towards cryptocurrencies. Further, people are aware of and probably show interest in
cryptocurrencies due to the metaverse and blockchain facilities which are probably the
influencing factors towards cryptocurrencies as may be seen from topic 2 of Fig. 3. The
metaverse, block, get ready, and programmed were high-probability words in topic 2.
Subsequently, topic 2 and 3, depicts that people are using weekly, close, and project as
the most popular words concerning cryptocurrencies.

Fig. 3. Topics

In Fig. 4, the topics are shown in two dimensional scatter plot, wherein each topic is
represented by the bubble. The larger the bubble, the more frequent is that topic. Topic
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1 is the most popular and topic 4 is the least important topic. The distance between the
two bubbles depicts the approximate similarity between the topics. The bar chart shows
the top 30 most popular topics, the bar represents the term frequency within the selected
topic (Fig. 5).

Fig. 4. Two-dimensional scatter plot – topics

Fig. 5. Reveals the clustering of the topics
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Post-covid Period – Topics
During the post-Covid period, cryptocurrencies have gained popularity. The majority
of people are writing/commenting on cryptocurrencies. As seen from Fig. 6, the most
prevalent comments are crypto trading, trade, and bullish, which reveal that most people
may be interested in trading cryptocurrencies. Topic 1, comprises the words buy, price,
project, and invest which also depicts that people were commenting on the cryptocur-
rency trading and which is a positive sign towards the cryptocurrencies. Further, topics 2
and 3, highlights currency, bit, week, crypto trade, and liquidate are may be forecasting
the positive signs of peoples engaging in cryptocurrency trading.

Fig. 6. Topic categorization

Figure 6, represents the topics derived from LDA, the larger bubble is the most
prevalent topic and the smaller bubble is the least popular topic. The distance between
the bubbles in the two-dimensional scatter plot represents the similarity between the
topics (Fig. 7).
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Fig. 7. Two-dimensional scatter plot

Topic modeling results on Pre-Covid period.

Topic 1 0.055 * “buy” + 0.037 * “list” + 0.036 * “follow” + 0.034 * “flash” + 0.034 *
“giveaway”

Topic 2 0.073 * “metaverse” + 0.046 * “nget_ready” + 0.046 * “nftart” + 0.044 * “block”
+ 0.041*”

Topic 3 0.122 * “close” + 0.113 * “weekly_candle” + 0.032 * “highlight” + 0.031 *
“searched_coin”

Topic 4 0.039 * “program” + 0.039 * “decade” + 0.022 * “money” + 0.019 * “future” +
0.009 * “soon”

Topic 5 0.036 * “luffy” + 0.015 * “support” + 0.014 * “market” + 0.013 * “live” + 0.012
* “rest”

Topic 6 0.025 * “short” + 0.022 * “move” + 0.021 * “pump” + 0.015 * “coin” + 0.012 *
“fear”

Topic 7 0.035 * “price” + 0.021 * “big” + 0.019 * “time” + 0.018 * “point” + 0.015 *
“drop”

Topic 8 0.053 * “project” + 0.012 * “great” + 0.012 * “claim” + 0.012 * “way” + 0.011 *
“faucet”

Topic models play an essential role in exploring text data, especially with a large
volume of text data, to understand the structures and groups of interest. The LDA was
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used for the topic modeling wherein the key topics were extracted from the bag of words.
As the model follows the concept of the probabilistic distribution of topics that describes
each document, the probabilistic distribution of words can explain each topic to get a
clearer vision of how the topics are connected.

Bitcoin has the most popular cryptocurrency, has become a highly valued asset of
Pre-covid. Take a close look at the historical prices of Bitcoin; you will see that it has
tremendously outperformed itself in value by rising over 500% in six months. Other
cryptocurrencies such as Ethereum, Ripple, Dogecoin etc., have also performed well.
The crypto market is continuing to witness its longest bull run to date 2019 was a big
year for cryptocurrencies, as more and more investors jumped from the stock market to
enjoy the crypto frenzy. As per Coinmarket cap, the total crypto-market capitalization
in January 2019 was around $130 billion.

The rising interest in cryptocurrencies drove the crypto-market capitalization to a
whopping $180 billion, by the end of July. In December 2019, Bitcoin pushed all its bar-
riers and wider adoption of cryptos lead the market tad under the $200 billion threshold.
It is worth noting that the pre-covid era witnessed volatility with usual movements and
a few spikes in crypto prices. A correction of the 15 to 50 percent range could be seen
in the crypto assets.

Topic modeling results on Post-Covid period.

Topic 1 0.027 * “cryptotrading” + 0.021 * “project” + 0.009 * “new” + 0.008 * “money” +
0.008 * “start”

Topic 2 0.022 * “buy” + 0.018 * “cryptotrade” + 0.013 * “price” + 0.013 * “ethereum” +
0.011 * “look”

Topic 3 0.015 * “invest” + 0.013 * “trade” + 0.012 * “week” + 0.010 * “nft” + 0.009 *
“currency”

Topic 4 0.031 * “trading” + 0.022 * “great” + 0.018 * “coin” + 0.013 * “gain” + 0.010 *
“check”

Topic 5 0.021 * “bcheck” + 0.013 * “list” + 0.012 * “opensea” + 0.009 * “offer” + 0.008 *
“platform”

Topic 6 0.039 * “liquidate” + 0.030 * “binance_future” + 0.023 * “binance” + 0.014 *
“bybit” + 0.009 * “trader”

Topic 7 0.012 * “learn” + 0.011 * “strategy” + 0.009 * “outperform” + 0.009 * “chat” +
0.007 * “nhttp”

Topic 8 0.008 * “drop” + 0.008 * “unus_se” + 0.006 * “unussedleo” + 0.005 * “bthe_road”
+ 0.005 * “speed_ahead”

The covid outbreak caused havoc and every financial asset lost its value. However,
one sector was particularly booming—the crypto sector. January 2020was a goodmonth
for crypto assets with the trading volume spiking from $200 billion to $255 billion.

Investors had two favorite coins—Bitcoin and Ethereum. As per the Coin market
cap tracker, Bitcoin was in the dominant category alluring over 65 percent of investors.
Ethereum also garnered quite a bit of investor for cryptos. Little did investors know
about the upcoming crash.
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5 Conclusion and Discussion

The study has been carried out in two phases, namely, i) the pre-Covid period – to
understand the prevalent topics by people on cryptocurrencies and ii) the Post-Covid
period – the people’s interactions on cryptocurrencies. The LDA is used as it is the most
popular approach in NLP for topic modeling. The twits before and after Covid were
analyzed using the LDA approach by categorizing them into several topics. The topics
revealed that during the pre-Covid period, people are commenting on cryptocurrencies
concerning knowing the trading of cryptocurrencies, especially for ease of entering into
trade or understanding the cryptocurrencies. The topics after the Covid period reveal
that people may be showing interest in entering into the trading of cryptocurrencies. It
may be revealed from the study that Covid is having a positive impact on the trading of
cryptocurrencies.
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Abstract. Our academic performance can differ due various to non-academic
factors namely, self-motivation and mind stability where peace of mind plays a
pivotal role; self-confidence after any kind of setback, environment and finan-
cial pressure, family support, and capability of an individual to make a combat.
These non-academic factors may lead to stress affecting our academic perfor-
mance. In this paper, we aim to assess the mentioned non-academic factors affect
our academic performance. The paper is modeled on survey performed on col-
lege students and depending upon their responses related to these non-academic
factors. We have carried out the work through statistical analysis and machine
learning algorithms. Density bases Clustering algorithm is being used to cluster
similar kind of performance and analyze how the factors differ from each other.
Moreover, we also presented a comparative study between academic parameters
such as attendance, interest in subject and travelling time in comparison to such
non-academic performances. A rough set is also being created comprising the
parameters which gives the best result among the students. The entire hypotheses
are being tested on the various non-academic factors and how they impact aca-
demic performances and statistical calculations. Conclusion is drawn to check if
non-academic factors really impact academic performances?

Keywords: Rough Set Theory · Descriptive Analysis · Regression · DBSCAN ·
Multicollinearity · Clustering

1 Introduction

In the recent decades, many new institutions of higher education have sprouted in var-
ious corners of the country. However, students who enter college do not get decent
grades and academic performance, and the responsibility lies with the faculty. A better
understanding of this is that studies of non-academic performance can have important
consequences. Our data were collected primarily from students at Neotia University. Our
approach of collection is an online survey, to prevent data loss through offline methods.

The paper is segmented into various sections. Section 2 contains the literature review,
Sect. 3, contains various descriptive statistical analyses that were carried out over our
collected data, with verification of our hypothesis and graphical visualization. In Sect. 4,
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we used a rough set model that examines the target variables, the key features that influ-
ence CGPA. Thus using multinomial regression algorithm, we optimize the maximum
accuracy of the model with least RMSE value to state factors is mostly influencing.
Sect. 5, contains density based clustering where we classify the traits that high and
low-performing students using DBSCAN.

2 Literature Review

Non-Academic factors are innumerable, and they do affect the academic performances
as proved by previous research works. Non-Academic comprises sleeping pattern, atten-
dance, confidence, social integration, self-motivation and many more. Research work
by Mulugeta Tesfay and Dawit Zekiros [1] states environment, family support, distance
travelled to attend college, financial support impact academic performance negatively
or positively through multiple linear regression and descriptive analysis. Sarah M.S.
Shathele and Anitha Oommen [2] research work suggests anxiety, stress and lack of
sleep negatively and family support and awareness of the course affects positively the
academic performance through the Chi-Square test. Correlation (r = 0.549) between
career interest, aptitude, mental health, happiness and their impact on academic perfor-
mance is stated by MaryamMehria et al. [3]. Ayça Akdil Sönmez and Ali Talip Akpınar
[4] suggest that sigma value of variance (ANOVA) is bigger than 0.05 and there is no
relationship and effect in between academic performance and physical environmental
factors. Andrew Lepp et al. [5] investigated cell phone use and texting have negative
correlation on academic performance and positive correlation on anxiety. The study by
Trevor G. Bennett & Simon M.Yalams [6] shows positive correlation of 0.656 between
attendance and performance in the class and the obtained p-value of 0.05 shows that
the results can be replicated. Prima Vitasaria et al. [7] investigates that anxiety has a
negative correlation (r = −0.264, n = 205) with academic performance. Hasan Afzal
et al. [8] research work states that motivation has positive variance on academic per-
formance. Academic performance has large effects on likelihood of retention, academic
self-discipline, commitment to college and social connectedness have direct effects on
retention as investigated by Jeff Allen, Steven B. Robbins, et al. [9]. Increasing stu-
dents’ connections benefits students experiencing mental and behavioral concerns but
also aids in suicide prevention initiatives and improves academic outcomes as researched
by Susan M. De Luca et al. [10]. Hysenbegas et al. [11] that students with depression
reported a decrease in approximately half of a letter grade compared to non-depressed
peers. It has been found to have a negative association between depression and GPAs,
as suggested by Eisenber et al. [12] the linking of behavioural health functioning with
academic performance.

3 Descriptive Statistical Analysis and Hypothesis Testing

The dataset is prepared from The Neotia University, across 230 students from various
streams of education. All the students are selected in random basis, with high mix of
students coming from different socio-economic background, with different cultures. We
aim to study all those factors.
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Null Hypothesis, H0 = Higher anxiety tendency among students do not affect
academic performance,

pvalue = 0.000057

As p value is < 0.05 thus Alternate Hypothesis stands which conclude that higher
anxiety tendencies among students affect academic performance (Fig. 1).

Fig. 1. Histogram plot between anxiety and CGPA. Source: Created by Author, based on dataset

Null Hypothesis = H0 = lower family support and environment among students do
not affect academic performance,

pvalue = 0.000045

As the p value is< 0.05 thus Alternate Hypothesis stands which conclude that higher
anxiety tendencies among students affect academic performance (Fig. 2).

Fig. 2. Histogram plot between family support and CGPA. Source: Created by Author, based on
dataset
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Null Hypothesis = H0 = interest to attend classes among students do not affect
academic performance,

pvalue = 0.000070

As the p value is < 0.05 thus Alternate Hypothesis stands which conclude that
attendance among students affect academic performance (Fig. 3).

Fig. 3. Density Plot between interest to attend classes and CGPA. Source: Created by Author,
based on dataset

Null Hypothesis = H0 = higher financial pressure among students do not affect
academic performance,

pvalue = 0.000063

As the p value is< 0.05 thus Alternate Hypothesis stands which conclude that higher
financial pressure among students affect academic performance (Fig. 4).

Fig. 4. Density plot of financial pressure and CGPA. Source: Created by Author, based on dataset

Null Hypothesis=H0 = daily lower sleeping tendency among students do not affect
academic performance

pvalue = 0.000053
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Fig. 5. Density plot of financial pressure and CGPA. Source: Created by Author, based on dataset

As the p value is< 0.05 thus Alternate Hypothesis stands which concludes that daily
lower sleeping tendency among students affect academic performance (Fig. 5).

Null Hypothesis = H0 = lower motivation and confidence do not affect academic
performance.

pvalue = 0.000056

As the p value is< 0.05 thus Alternate Hypothesis stands which concludes that lower
motivation and confidence do affect the academic performance (Fig. 6).

Fig. 6. Histogram ofMotivation in Study and CGPA. Source: Created byAuthor, based on dataset

Null Hypothesis = H0 = higher social integration among the students do not affect
academic performance

pvalue = 0.000049

As per the obtained p value, p value < 0.05 the Alternate Hypothesis is accepted
(Fig. 7).
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Fig. 7. Histogram of social integration and CGPA. Source: Created by Author, based on dataset

Null Hypothesis = H0 = higher cell phone using tendency among students do not
affect academic performance

pvalue = 0.000053

Since the p value < 0.05, then the alternate hypothesis is accepted is rejected which
concludes that higher cell phone usage affects academic performance (Fig. 8).

Fig. 8. Density plot of cell phone usage and CGPA. Source: Created by Author, based on dataset

In some cases, we have only categorical variables, thus we have opted for density
plot. From the descriptive analysis portion, we can understand that our entire taken
hypothesis stands true for alternative hypothesis. Thus, every non-academic factor taken
here influences the target variable CGPA. Moreover, we have plotted a median curve
through which we can analyze how the peers are better respect to the median marks
under various stated circumstances.
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4 Rough Set Based Approach to Compute Most Affecting
Parameters

We have collected numerous data points, but few will affect the result directly. So we
take those parameters whichwill affect the result most. Thus for this reasonwe have used
rough set based model to calculate the best parameters. We have applied multinomial
regression model and tried to minimize the RMSE value for each rank to find the best
suitable rank.

Taking the parameters that affect the data points.

4.1 Regression Model

Here the error term is shown as u, depended on variable as y, x as independent

y = a + bx + u (1)

The error is assumed that it is uncorrelated with the explanatory variables

y′ = a′ + b′x (2)

The error comes as,

u′ = y − y′ = y − (
a′ − b′x

)
(3)

We will optimize SSR and shown in Eq. 4.

SSR =
∑

u′2 =
∑(

y − y′)2 =
∑(

y − a′ − b′x
)2 (4)

∂SSR

∂a′ = −2
∑(

y − a′ − b′x
) = 0 (5)

∂SSR

∂b′ = −2
∑

x
(
y − a′ − b′x

) = 0 (6)

Solving these two equations we get,

−2
∑(

y − a′ − b′x
) = 0

⇒ ∑
y − na′ − b′ ∑ x

⇒ a′ = y′′ − b′x′′
(7)

Substituting the required variable,

b′ =
∑

xy − y′′ ∑ x
∑

x2 − x′′ ∑ x
(8)
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4.2 Rough Set Model

The RST model is taken when there is an inconsistent data. This is mostly adapted to
find hidden prevalent patterns in the dataset, where other algorithm fails to trace the
patterns. This model works on approximation model where there is 2 bounds the upper
and lower approximation bound (Fig. 9).

2 features are there namely decisional and conditional their relation is shown as,

A = C ∪ D (9)

I(P) =
{
(x, y) ∈ U 2|∀a ∈ P, a(x) = a(y)

}
(10)

Here a(x) and a(y) are values of feature for object x and object y.
The lower approximation of X wrt. P is defined by the Eq. 11.

PLX = {x|[xP]CX } (11)

The upper approximation of X wrt. P is defined by the Eq. 12.

PUX = {x|[xP] ∩ X �= ∅ (12)

mij = {
a ∈ C : a(xi) �= a

(
xj

)
�

(
d ∈ D,

(
d(xi) �= d

(
xj

)))}
,∀i, j = 1, 2, 3, . . . n (13)

d(xi)andd
(
xj

)
represent the class labels of object. The core set is represented as shown

in Eq. 9.

CoreSet = ∪{
mij|

∣∣mij
∣∣ = 1

}
,∀i, j = 1, 2, 3, . . . n (14)

Fig. 9. Rough set theory
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4.3 Proposed Algorithm for Feature Reduction

Algorithm: Feature Sorting and Best-Case Scenario
Input: All Features (AF)
Output: Minimized Feature
Begin

Apply CF on (AF)
ST CF (AF) in decreasing order of correlation = CFS
Name R1 to highest order and R8 to lowest

Apply RSTA (CFS) 
End

4.4 Results

From the result it is evident that our reduced dataset is giving a lower RMSE value
subsequently we can state that reduced dataset has higher accuracy. So, we can say
that reducing the dataset is giving more accurate results. The set with 6 most correlated
parameters is giving the best result (Table 1 and Fig. 10).

Table 1. Accuracy table

RMSE with Whole Dataset RMSE with Reduced Dataset

1.05 1.001

Fig. 10. RMSE change for different ranks. Source: Created by Author, based on dataset
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The OLS Equation is represented as:

AcademicPerformance

= 6.72 + 0.44 ∗ SleeplingTendency + (−0.02)

∗ MotivationandConfidenceScore + 0.14

∗ Social Integration + (−0.18) ∗ Cell phone usage + 0.05

∗ Anxiety + (−0.08) ∗ FamilySupportandEnviroment

+ 0.10 ∗ Attendance + 0.02 ∗ FinancialPressure

Linear Regression Model gives the above equation, which is computed on the
collected dataset.

• The coefficient of sleeping tendency is 0.44 which means that if the student sleeps
increase by unit (1) then performance will be decreased by 0.44%.

• The coefficient of motivation and confidence score is −0.02 which simplifies that if
the student has decreases unit (1) of motivation and confidence then performance will
decrease by 0.02%.

• The coefficient of social integration is 0.14 which means that if the student has an
increase in social integration by unit (1) then performancewill be decreased by 0.14%.

• The coefficient of cell phone usage is −0.18 which simplifies that if the student has
increase in cell phone usage by unit (1) then performance will decreased by 0.18%.

• The coefficient of anxiety is 0.05 which means that if the student anxiety increases
by unit (1) then performance will be decreased by 0.05%.

• The coefficient of family support and environment is −0.08 which simplifies that if
the student decreases unit (1) of family support and environment then performance
will decrease by 0.08%.

• The coefficient of attendance is 0.10 which means that if the student attendance
increases by unit (1) then performance will be increased by 0.10%.

• The coefficient of financial pressure is 0.02 which simplifies that if the student
decreases unit (1) of financial pressure then performance will increase by 0.02%.

5 Density Based Clustering Approach

In this section we have converted the continuous variable, CGPA into categorical form
to create clusters. In this section we have created 3 clusters, high, moderate, low
marks achieved. Now we will try to analyze that which factors influence most the high
marked students, and will try to inject those traits into others for comparatively better
performance.

Let U the whole dataset and each object a in U is characterized by a set F = {F1,
F2,…, Fn} of n extracted features. Then we normalize the data into [0, 1]. Then all the
values are being are formulated by (x, x + 0.1]. In this step all the values are being
discrete.

Then all the similar points are being partitionedæ.

PFi = {Pi1 ,Pi2 , . . . ,Pi10}
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Let 2 partitions obtained using features Fi and Fj are PFi = {Pi1 ,Pi2 , . . . ,Pi10} and
PFj = {Pj1 ,Pj2 , . . . ,Pj10} respectively. Similarity ofFi toFj is computed using Eq. (15).

Sij = 1

10

∑10

k=1
max

1≤l≤10

{∣∣Pik ∩ Pjl

∣∣
∣∣Pik ∪ Pjl

∣∣

}

(15)

Then graphs are being drawn with G = (F,E,W ) where F is the features, E is the
nodes of the graph and W is being the set of edges. Weights in the graph is assigned as

wij = (
Sij + Sji

)
/ 2

Here 3 clusters are formed, for 3 classes (Fig. 11).

Fig. 11. Density based clustering for 3 classes of CGPA. Source: Created by Author, based on
dataset

It’s seen that using lower mobile, less financial stress, proper sleeping tendency, and
regular attending class leads to higher marks among the students.

6 Conclusions

We have carried out the descriptive analysis at first, which shows that non-academic
factor do affect the performance of a student academically. It shows that large number of
students using mobile or less social integration, less sleeping tendency is suffering from
poor grades. In feature reduction section it’s observed that there is a need of reducing
the features to get best results. We have achieved such in this section. Finally, we have
categorized the target variable to 3 classes to get which trait is being most counted for
students with better result.
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Abstract. Emotion Recognition in Conversation (ERC) has become
one of the most explored topics in Speech Technology. Unlike Emotion
Recognition in a single utterance, context plays an important role in
Emotion Recognition in Conversation. In literature complex architec-
tures are proposed for ERC which makes the developement of real-time
applications difficult. In this paper, we propose a simple architecture
called Varta Rasa (in Sanskrit, Varta means conversation and Rasa
means emotions) for ERC, which is a stacked ensemble model. Extensive
experiments on the IEMOCAP dataset generated results comparable to
state-of-the-art models while providing significantly lower complexity.

Keywords: Emotion recognition in conversation · Speech processing

1 Introduction

Emotion Recognition in Conversation (ERC) is becoming important for numer-
ous applications such as opinion mining, human-robot interaction, call centre
data analytics in healthcare, finance, retail and other industries. In ERC, con-
text plays an important role in determining the emotion of an utterance. Previous
works on ERC [2,4,6–8,10] have shown that context and fusion of modalities,
such as speech, text and video, have significant impact on model performance. To
capture context and use different modalities previous researchers have focused on
designing the right architecture. Most of these architectures have complicated
design elements. Various fusion strategies such as attention [7], concatenation
[10] and gates [8] have been employed. Poria et al. [10] captures only self depen-
dency, Hazaraika et al. [4] captures both self dependency and inter-personal
dependencies and Mao et al. [8] focuses on interaction between modalities. These
complex architectures are not easy to productionize as they need more resources
and their latency is higher.
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In this work, we propose Varta Rasa , a light-weight architecture for recogni-
tion of emotion from conversations. Varta Rasa is based on a multi-level stacked
ensemble architecture which includes context and multi-modal features. In this
architecture we have introduced two new concepts. First, we have introduced
a tree-based model to capture non-linearities better, instead of sequence-based
models. Second, we introduced bagging through ensemble learning which would
capture nuances of the emotions well. We have also used Bidirectional Encoder
Representations from Transformers (BERT) embeddings for text encoding.

Overall, in this paper, we make the following contributions:

– We propose a simpler tree based ERC architecture which is more pragmatic
for the development of practical applications

– We show that multi-level stacking along with superior embeddings can pro-
duce very good results in ERC

– Our experiments with a bench mark dataset (IEMOCAP dataset) show that
our method performs comparable to the state-of-the-art architectures while
requiring significantly less number of computations.

2 Proposed Varta Rasa Architecture

For emotion recognition in conversation we propose Varta Rasa architecture as
depicted in Fig. 1. Given a video consisting of the input sequence of N number
of utterances [(u1, p1), (u2, p2), ....., (uN , pN )], where ut is a utterance spoken
by party (speaker) pt at time t, the task is to predict the emotion label et at
time t. When classifying emotions for any utterance in conversation, previous
and future utterances can provide important contextual information [10]. Hence,

Fig. 1. Varta Rasa: A simple and accurate Multi-level Stacked Ensemble Architecture
for ERC
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to predict the emotion of an utterance ut at time t, utterances ut−w, . . .ut−1,
ut, ut+1 . . . , ut+w are considered, where w is the context window.

In comparison to the unimodal system, fusing textual clues along with audio
and visual modalities for the multimodal system yields higher accuracy in ERC
[4,10].Different embeddings extraction methods are used as described in Sect. 3
for each of the modalities. Concatenated vector of these texts, speech, and visual
embeddings with context is given as input to predict the emotion of an utterance.

The concatenated vector is fed to multi-level stacked ensemble model which
consists of two layers of LightGBM models with extremely randomized trees.
The architecture consists of 10 base learners (LightGBMs with extra trees) in
both the layers together. The reason for the choice of the architecture is to
maintain simplicity and lightness. An AutoML framework called Autogluon is
used to build the model. The output of the second layer of the ensembled model
will generate the target emotion et at time t.

3 Experimental Setting

We have used the Interactive Emotional Dyadic Motion Capture (IEMOCAP)
dataset [1] for carrying out experiments on Emotion recognition in conversa-
tion. The IEMOCAP data set is the most widely used open source conversational
dataset which contains approximately 12 h of audio, transcriptions, video, and
motion-capture recordings. Following Hazarika et al. [4], out of 5 sessions of IEMO-
CAP dataset, we used first four sessions of transcripts as the training set, and the
last one as the testing set. The validation set is extracted from the randomly shuf-
fled training set with the ratio of 80:20. Also, we considered six emotion classes:
Happy, Sad, Neutral, Angry, Excited, and Frustrated for the classification task.

In this work, we have used text, speech and visual modalities to perform
ERC task. For Text, we have used three types of embeddings: BERT, CNN
and Glove. For BERT embeddings [3] we have used pre-trained BERT models
from huggingface transformers library. For CNN embeddings, we have used the
feature vectors for text as provided by Poria et al. [10] with 100 dimensions. Glove
embeddings are extracted from pretrained Glove model [9]. For Speech features,
we have used the features as provided by Poria et al. [10]. They extracted audio
features from voice data 30 Hz frame-rate and a sliding window of 100 ms. The
open source openSMILE is used to automatically extract 6373 audio features
which has been reduced to 100 features by feature selection methods. Again, for
Visual features we have used the extracted features as provided by Poria et al.
[10]. They have used 3D-CNN for extracting visual features of 512 dimensions
for each utterance. We have further reduced these 512 dimensional vector to 200
dimensional vector by applying Principal Component Analysis. For initial and
last few utterances, zero padding is applied as context to keep the length of every
example same. The final size of the embedding vector is 4272 dimensions.

4 Results and Discussion

In this section, we present the outcomes obtained from the experiments on the
IEMOCAP dataset using Varta Rasa architecture. We have included a compari-
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son of our system with previous works on the same dataset. We also compare the
model complexity of Varta Rasa with the baseline architecture of bc-LSTM. At
last, we present the effect of Modality, Text Embedding, and Ensemble learning
on the performance of the model.

Table 1. Comparison of F1-score of Varta Rasa with baseline methods

Methods Happy Sad Neutral Angry Excited Frustrated Wt.Avg

bc-LSTM [10] 35.63 62.90 53.00 59.24 58.85 59.41 56.19

Dialogue TRM [8] 48.7 77.52 74.12 66.27 70.24 67.23 69.23

ICON [4] 35.6 69.2 53.5 66.3 61.1 62.4 59.0

DialogueRNN [7] 33.18 78.80 59.21 65.28 71.86 58.91 62.75

DialogueGCN [2] 42.75 84.54 63.54 64.19 63.08 66.99 64.18

BiERU-1c [6] 31.56 84.13 59.66 65.25 74.32 61.54 64.59

Varta Rasa 39.64 75.62 64.46 67.5 71.19 61.48 64.8

Multiple experiments are performed by varying modalities (text, audio and
video), text embeddings (BERT, CNN and Glove) and context windows (3, 4
and 5). Best model from our experiments is stacked ensemble model using bi-
directional embeddings of text, audio and video features with 3 context window
size. Our best model is compared with baseline models from literature in Table 1.
In terms of F1 score our model outperforms bc-LSTM, ICON, DialougeRNN and
shows marginally better performance compared to DialougeGCN and Bi-ERU,
however shows lesser performance compared to DialogueTRM.

Table 2. Model complexity of Varta Rasa and baseline methods

Methods Memory Occupied Learnable Parameters

bc-LSTM [10] 8 MB 2,038,057

ICON [4] 24.14 MB 680,306

DialogueRNN [7] 34.70 MB 8,880,406

DialogueGCN [2] 5.28 MB 1,348,046

Varta Rasa 300 KB 37,255

Complexity of Model. We compare the memory complexity and time com-
plexity of our model in Table 2. Varta Rasa occupied 300KB which is 25 times
lower than the memory occupied by the bc-LSTM which is 8MB. Most of the
baseline models will occupy memory comparable or larger to that of the bc-
LSTM.

When it comes to time complexity, LightGBM has a time complexity of
O(0.5× feature× bin) [5]. In our case, number of features are 7455 and number
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of bins are 10. So time complexity is O(37255). Time complexity of LSTM model
or any deep learning model is approximately equal to the order of learnable
parameters. For instance, bc-LSTM model has 2, 038, 057 learnable parameters
which is approximately 55 times more than Varta Rasa.

Ablation Studies. We have shown that it is possible to achieve comparable
or better results even with simpler models in ERC as compared to complex
architectures in literature. The obvious question is that why would a simpler
model perform so well? In this section we present our findings that F1 score in
ERC task is mainly determined by: good text embeddings (BERT) and bagging
methods (Ensemble learning).

Table 3. Effect of modality on the performance (F1 score) of Varta Rasa

Modality Happy Sad Neutral Angry Excited Frustrated Wt.Avg

V 26.05 32.63 28.0 23.69 44.57 37.51 33.36

A 2.67 65.31 41.69 49.39 42.49 42.92 43.04

T 28.87 67.42 57.49 64.21 60.37 63.68 59.14

T+A 32.35 74.49 59.20 60.67 67.01 56.50 60.08

T+A+V 39.64 75.62 64.46 67.5 71.19 61.48 64.8

V - Video, A - Audio, T - Text

In Table 3, we show that the best performance is achieved when each of the
modalities among text, video, and audio are considered. A good choice of text
embeddings can represent the semantics of utterance in a better way and will
have a huge influence on the accuracy of ERC. As we can see from Fig. 2(a),
BERT embeddings show superior accuracy over 1D-CNN and Glove embed-
dings. This is due to the superior nature of BERT embeddings in capturing
the context of the utterance accurately. Also, from Fig. 2(b) we can see that
stacked ensembling improves the F1 score by 6.74% points over the XGBoost
model with everything remaining the same. The nuances between the emotions
such as happy & excited; and sad & frustrated are better captured using stacked
ensemble learning.
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Fig. 2. Effect of text embeddings and model ensembling on performance

5 Conclusion

In this paper, we have proposed a simple yet accurate model to perform the ERC
task. We have shown that use of ensemble learning and BERT embeddings can
improve the accuracy. We also argue that our simpler architecture facilitates
the development of practical applications. Using the IEMOCAP dataset and
extensive comparison with numerous previously proposed methods, we show
that our model achieves results comparable to the state-of-the-art models with
an additional advantage of being lightweight.

Disclaimer. This content is provided for general information purposes and is not

intended to be used in place of consultation with our professional advisors. The Varta

Rasa is the property of Accenture and its affiliates and Accenture be the holder of the

copyright or any intellectual property over it. No part of this paper may be reproduced

in any manner without the written permission of Accenture. Opinions expressed herein

are subject to change without notice.
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Abstract. Object detection in an image aims to point out all the desired
objects in the target image and considers the positional enlightenment to
obtain machine perspective knowledge. In object detection vanishing gra-
dient has been the most significant problem that can occur, it results in
a model with many layers being specified to unable to learn on a specific
dataset. It could cause models to a low-grade solution. To get grip on the
obstacles, this paper has analyzed certain algorithms for precise object
detection from a customized dataset. In this approach, multiple objects
in an image have been classified and localized with the help of Mask
Region Colvolutional Neural Network (R-CNN). This work is pulled off
using a regional convolutional neural network, pixellib, OpenCV, and
TensorFlow, resulting in a preferable desired output. Implementing this
technique and algorithm, based on deep learning, which is also based on
machine learning requires framework understanding. The experimental
result and analysis are done with multiple classes of an image to verify
the efficiency of the mask R-CNN technique. The algorithm has been
compared with other existing object detection strategies to establish the
accuracy and reliability of the concerned determined algorithm. The sys-
tematic execution enabled clarification of the suggested technique to be
precise in analyzing multi-class object in an image.

Keywords: Mask-RCNN · Object detection · Image classification ·
Image segmentation · Deep learning

1 Introduction

Achieving the best idea about an image is to classify the objects within the image
by object detection, the problem here is challenging and interesting [1]. With the
help of image segmentation more intelligent and accurate robots can be built for
better knowledge about the classification of objects [2]. To use mask R-CNN
we need to go through some of the layers of the convolutional neural network
namely, the Convolutional Layer, Pooling Layer, Fully Connected Layer, and
Softmax. Regional convolutional neural network(R-CNN) for object segmenta-
tion is a challenging piece of work that desired both, object localization to pin
point and sketch boundary box around each object in an image and classifica-
tion of the object to anticipate the accurate class of object that was pinpointed.
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Mask R-CNN uses a boundary box to detect multiple objects and objects that
are overlapped in an image. The architecture of the Mask R-CNN model is shown
in Fig. 1. Some of the object detection techniques which can be used in the work
includes Reigion-based Convolutional Neural Network(R-CNN), Fast R-CNN,
Faster R-CNN, Histogram-based object detecting algorithm, Single Shot Detec-
tor(SSD), and different version of You Only Look Once(YOLO) models. Image
segmentation is the technique of identifying object present in images or videos.
This can be achieve by using Mask R-CNN. The prime focus of the experiment
is to teach machine about objects and their classes, identify, understand the
specification of an image just like humans do. Image segmentation can be used
for many applications namely, Medical imaging [3], Self driven cars [4], Face
recognition [5], Satellite imaging [6]. In this work it is shown that the object
can be identified in largely varying lighting and background condition with high
accuracy and it is better in comparison to other existing models.

This paper is arranged in major sections describing the related work that
has been done on image segmentation, discussion of methodology and finally
experimental result and analysis.

Fig. 1. Architecture of Mask R-CNN.

2 Related Work

In this section of the work, various algorithms are discussed which are used in
object detection, mainly the Mask R-CNN technique.

The presented work in reference [7] shows the active use of the Mask regional
convolutional neural network technique in the field of object detection. State-of-
the-art methods for detecting objects of general classes are primarily rooted in
the deep convolutional neural network. In the research paper of Girshick et al.
[8], he proposed a multi-stage pipeline designated as region-based convolutional
neural networks(R-CNN), for training deep convolutional networks to analyze
region proposals for object detection. Later, Fast R-CNN [9] was proposed where
the accuracy of object detection in an image can be more precise. In Faster R-
CNN [10] the region proposals were give rise to region proposal network(RPN).

Apart from framework that consist of region proposal, procedure that straight
away perform position regression and classification have also been put forward to
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object detection. Single shot detection(SSD) [11] give rise to collective fixed size
anchor boxes on each one of the location in order to forecast classification score.
Another algorithm that is widely used in object detection in an image is You
Only Look Once(YOLO). Yolo has been used in many applications that needs
to do object detection. YOLO [12] divides the image into different grids and at
the same time predicts the bounding boxes and classification score for each one
of the grid. In this work, study the behavior of different optimization methods
distinguish itself for image segmentation and object classification using modern
deep learning based object detection strategy. This paper discussed about the
complexities that has been faced in autonomous driving. In autonomous driving
object detection can provide valuable contextual information about the vehicles
surroundings.

3 Methodology

This section gives a brief description of the entire procedure carried out for object
detection dividing into subsequent subsections discussed below:

R-CNN is a pretrained region proposal model. It is a first generation compu-
tational neural network. Region proposals are used to localize objects within an
image. Mask R-CNN is also works with two stage process, Region Proposal Net-
work(RPN), in the second stage, Mask R-CNN works side by side to predicting
the class of each object and giving it bounding box, it also gives binary mask
for each output (Fig. 2).

In neural network, more layer suggests that the network will perform good,
but the weights of the starting layer of neural network won’t be updated correctly
through back propagation. Due to this error gradient is back propagated to
the previous layers and the frequent multiplication makes the gradient small,
resulting a low level output which will be not precise for the model. Residual
Network(Res-Net) resolve this complication by using identity matrix [13]. ResNet
make use of a skip connection in which native input is also added to the output
of the convolutional network [14]. For the neural network block X is our input
and the model will learn true distribution(H(X). The remaining between the
input and output can be denoted as Eq. 1

R(X) = Output− Input = H(X)−X (1)

The Region Proposed Network(RPN) [15] takes the input image and generate
candidate boxes which is known as anchor boxes. RoIPooling losses a lot of data
in the process and to overcome the problem RoIAlign has been used in the
assignment to tackle the problems and to bring down all the object proposals to
their actual size.

Region Proposal Model has a cost function to train and it can be written as:

LossRPN = Loss({pi}, {ti}) + Lossfeaturemap (2)



338 A. Deb et al.

Fig. 2. Detailed workflow of Mask R-CNN.

Fig. 3. Object detection has been done in different conditions using different algo-
rithms. In figure (a) and (c) object detection has been done using Mask R-CNN. In
figure (b) and (d) object detection has been done using YOLO V5

4 Result and Analysis

The Mask R-CNN and YOLO V5 algorithm is able to identify the different class
of object present in the image. Figure 3 shows the sample test image that is
obtain by two of the algorithms. Mean average precision of both of the models
is shown in the Fig. 4. Accuracy of Mask R-CNN and YOLO V5 is given in the
Table 1

Table 1. Accuracy of the model

Mask R-CNN YOLO V5

99.77% 97.7%
99.89% 98.99%
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Fig. 4. Mean average precision for both of the models.

5 Conclusion

The segmentation of multi class object from a data set has been successfully
demonstrated using Mask R-CNN and YOLO V5. A good precision of the
required function will be important for object detection. The main goal of this
project is to determine a object in an image with high accuracy and it has been
achieved in a exact manner. The training model shows that the accuracy of the
obtained output is high. For future work, the mask rcnn model will be imple-
mented for the real time object detection in a faster approach to overcome the
challenges that we faced in this work.
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Abstract. The Internet of Things (IoT) has emerged over the last few years as an
intriguing and promising paradigm that is expanding quickly and opening a wide
range of applications for humanity. Due to the low power, lossy, and resource-
limited nature of IoT devices, an effective routing protocol is very essential for
which the Routing Protocol for Low-Power and Lossy Network (RPL) was stan-
dardized by the Internet Engineering Task Force (IETF) as RFC6550 in 2012. A
path-constructingmethod termed as objective function (OF) is used inRPL to opti-
mize the routing paths considering different metrics. The two standard objective
functions used in RPL are Minimum Rank with Hysteresis Objective Function
(MRHOF) and Objective Function Zero (OF0). To determine if the algorithm is
appropriate for a variety of dynamic scenarios in IOT, this work focuses on perfor-
mance analysis of RPL utilising thetwo-objective function. Network Convergence
Time, Power Consumption, Control Overhead, Packet Delivery Ratio (PDR), and
Latency are the measures used to evaluate the protocol’s performance. According
to the findings,MRHOFprovides superior network quality performance thanOF0.

Keywords: IoT · RPL · 6LoWPAN · Static networks · Dynamic networks ·
Homogenous and heterogeneous traffic

1 Introduction

Internet of Things (IoT) has become a popular term in the twenty-first century. The
constantly developing IoT is regarded as a groundbreaking technology that connects
common products to the internet. Wireless Sensor Networks (WSNs) are crucial to the
development and expansion of IoT.

WSN is recognized as a cutting-edge data collection network that significantly raises
the dependability and effectiveness of infrastructure systems. Low power and lossy
networks are characterized by communication links having high packet loss and low
throughput. LLNs are basically networks consisting of many embedded devices with
limited memory, power and processing resources interconnected by a variety of links
such as IEEE 802.15.4 or low powerWi-Fi. One of the key standards supporting LLNs is

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. R. Molla et al. (Eds.): ICDCIT 2023, LNCS 13776, pp. 341–348, 2023.
https://doi.org/10.1007/978-3-031-24848-1_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-24848-1_25&domain=pdf
https://doi.org/10.1007/978-3-031-24848-1_25


342 S. Manvi et al.

IEEE 802.15.4 which forms the backbone ofWSNs.There is a wide scope of application
areas for LLNs, including industrial monitoring, building automation and smart cities
projects.

IoT devices have less memory, slow transfer rate, andlow energy consumption.
6LoWPAN was developed to transport IPv6 datagrams over restricted networks (Fig. 1)
as IPV6 does not consider the characteristics of constrained devices.RPL is intended
to work over a variety of connection layers, including those that are confined, may be
lossy, or are frequently used in conjunction with host or router devices that are extremely
constrained. Moreover, it is used to respond to LLNs requirements such as load balanc-
ing, unbalanced energy consumption and network traffic. The RPL routing protocol for
low power and lossy networks builds a Destination Oriented Directed Acyclic Graph
(DODAG) based on a set of metrics and constraints. The best parent or the most efficient
route to the destination is chosen and specified using the OF as indicated in Fig. 2.

The objective function MRHOF uses the Expected Transmission Count (ETX) as a
metric whereas OF0 uses hop count to calculate the optimal root. The choice of path
selection mechanism is indicated in Fig. 3.

Fig. 1. 6LoWPAN
based IoT network

Fig. 2. DODAG
topology construction

Fig. 3. Direction of flow
of control messages

Minimum Rank with Hysteresis Objective Function (MRHOF): IT is an objective
function aimed at selecting routes which minimize a metric, while using hysteresis to
decrease churn corresponding to small changes in metric values.The objective function
is achieved in two steps. First, the minimum path cost is found out. Second, it switches
to that minimum rank path if and only if it is shorter than the already in use current path
by at least a given threshold. The said mechanism is called ‘Hysterisis’.

OF0: IT is an objective function that seeks to link a DODAG Version that enables
adequate connectivity to a particular group of nodes, regardless of whether the optimal
way will be made available in accordance with a particular metric. The metric used is
minimum hop count, and the path with the lowest hop count is given the highest priority
to be chosen by OF0. If one is available, OF0 chooses a plausible backup successor in
addition to a preferred parent.

2 Related Work

LLNs are a class of networks consisting of both routers and their interconnects which
are in turn constrained [1]. LLN routers regularly work with constraints on processing
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power, memory, and energy (battery power). Their interconnects are described by high
loss rates, low information rates, and instability.RPL was created in 2012 by the IETF as
the routing protocol for LLNs [2] andwas later standardized asRFC6550 [1]. Lot ofwork
has been carried out on RPL-based conventions related to security, vigor, dependability,
energy efficiency and future possibilities of RPL in connection to IoT systems [3, 4].

MRHOF [5] picks routes to minimize a metric while utilizing hysteresis to reduce
churn in reaction to modest metric changes. RPL can find stable minimum-latency path-
ways from the nodes to a root in the Directed Acyclic Graph (DAG) instance [RFC6550]
by combining MRHOF with the latency metric.RPL specification [6] describes a gen-
eral Distance Vector protocol that can be applied to numerous different network types
by using certain OFs. The RPL specification specifies limitations on how nodes choose
a parent set from among their neighbors.

Different performance metrics like Network convergence time, ETX, power con-
sumption, Packet Delivery Ratio (PDR), hop, latency, and Packet Delivery Ratio in
Mobility Nodes are considered for the evaluation of MRHOF and OF0 [7]. For analyz-
ing the performance ofRPLoperating systems (OS) likeContiki, TinyOS, andFreeRTOS
are popular. Among these Contiki OS is popular as it uses less memory footprint and
the code written for simulation can be ported directly to the hardware [8].

In a real time usage, IoT applications must support both homogenous and heteroge-
neous traffic as well as static and dynamic networks [9]. QWL-RPL uses OF based on
queue size andworkload for heterogeneous traffic to accomplish a dependable route with
better performance.Some researchers have addressed the problems of energy consump-
tion, signaling expense, handover delay, and route stability for mobile nodes in RPL
[10]. Mobility Enhanced RPL uses a new strategy to identifymobile nodes and refresh
the DODAG to improve performance of RPL for mobile nodes [11, 12].

Cross layer approaches have been tried to minimize the power consumption of RPL
by using a single metric which is a combination ETX and local power required for trans-
mission [13]. Several Physical and MAC layer metrics have been analyzed to improve
the efficiency and stability of RPL Since each metric has its own drawback combination
of different metrics have been tried out to improve the overall performance of RPL in
real time environments [14].

RPL is essentially a routing protocol designed for data routing in static topolo-
gies.With the penetration of IOT into applications like smart cities [15] and healthcare,
testing the performance of RPL by providing mobility to nodes using different mobility
models [16] as well as different types of traffic has become a primary concern which is
not addressed by many researchers.

3 Proposed Work

The study aims at exploring the performance of RPL using different objective functions
in varied IOT environments and understands their performance statistics. It is proposed
to study the suitability of RPL for homogeneous and heterogeneous traffic in both static
and dynamic networks. It is proposed to introduce mobility to the nodes and conduct a
detailed study to find out if RPL is suitable for real time dynamic IoT environment.
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4 Simulation and Network Setup

The simulation is performed in Cooja by utilizing Unit Disk Graph Model (UDGM)
as displayed in Fig. 5. The study uses the Cooja test system’s example network, which
includes five to thirty client hubs and one server hub as the DODAG’s root (Fig. 4).

Fig. 4. Cooja simulator view Fig. 5. 30 nodes traffic scenario

5 Results and Analysis

Table 1. Simulation parameters

The parameters set for simulation in Cooja simulator are as listed in Table 1. This
study focuses on performance analysis of RPL using MRHOF and OF0 objective func-
tions. The simulations performed integrate mobility of nodes which is a critical phe-
nomenon for real time IoT applications. The simulation in homogenous environment is
performed for traffic rates of 1 packet per minute (ppm) and 2 packets per minute (ppm).

Scenario: 1: Static and Mobile Nodes in Homogeneous Environment
Graphs in Fig. 6 show that traffic rates have very little impact on the convergence timeand
convergence time follows an increasing path against the increasing number of nodes, both
in case of MRHOF and OF0. Power consumption in case of a homogenous environment
decreases with the rise in the number of nodes while it is observed that consumption
in MRHOF is observed to be more than that compared to OF0. OF0 shows a gradual
increase in latency in static as well as mobile environments with the increase in traffic
rates as well as the number of nodes in homogenous environments. MRHOF shows a



Performance Analysis of Routing Protocol 345

spike in latency when the traffic and the nodes increase by a larger amount, indicating
that MRHOF is suitable for heavy traffic conditions and large networks whereas OF0 is
better suited for applications requiring delayed responses.Control overhead is typically
more significant in dense networks than in networks with sparse population as well as
Control overheads are higher in case ofMRHOFwhen compared toOF0. This shows that
a significant portion of the battery’s power is lost during the transmission and receiving
of control overheads. This is because the network becomes extremely unstable because
of the OF0’s inability to address the congestion and load balancing problems.Packet
delivery ratio is not affected much in either of the OFs even with the introduction of
mobility.

Fig. 6. Comparison of parameters in homogenous environment

Scenario 2: Static Nodes and Mobile Nodes in Heterogeneous Environment
Convergence time follows a decreasing curve against the increasing number of nodes,
both in the case of MRHOF and OF0 making it better suited for applications requiring
faster network setup, while in the case of mobile nodes, it follows a flat path against the
increasing number of nodes initially for both objective functions. But as the number of
nodes increases, a sudden spur in the curve indicates sudden rise in convergence time in
mobile environments. The energy consumption is observed to be more in case of OF0
than in MRHOF in both static as well as mobile environments. This makes MRHOF
networks more scalable and reliable for real time implementation of IoT. The end-to-end
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delay in OF0 reduces as additional nodes are added. There is a longer delay because,
regardless of congestion, OF0 selects the routewith the fewest hops in homogenous envi-
ronments and as a result, delays are increased byboth link-level and load-level congestion
whereas, it can be observed that latency increases gradually in case of OF0 compared to
MRHOF in mobile environments.OF0 is suitable for applications that require delayed
response to applications. Thereby, it can be concluded that MRHOF is better suited
for real time IoT scenarios with heavy traffic conditions and large networks. Control
overheads for MRHOF are larger compared to OF0 in both static as well as mobile
environments which can causea significant loss of the battery power in the transmission
and reception of control overheads. This is due to the inability of OF0 to address the
congestion and load balancing problems. Packet delivery ratio has not varied much for
both OFs in static environments butfollows a decreasing trend in mobile heterogeneous
environments. The PDR is observed to fall more significantly in case of MRHOF when
compared to OF0.This indicates OF0 is better suited for IoT applications in dynamic
network (Fig. 7).

Fig. 7. Comparison of parameters in heterogeneous environments.

6 Conclusion and Future Scope

Analysis has been carried out with homogenous and heterogeneous traffic for both
dynamic and static networks. MRHOF outperforms OF0 in terms of network depend-
ability, howeverOF0 has a faster rate of network convergence and consumes lesser power
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during the DODAG convergence time. OF0 is appropriate for usage in networks with
mobile nodes and networks with power limits.

Machine learning can be used as a method to provide a self-learning, self-adaptive
RPL protocol to suit different traffics loads and applications.
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Abstract. Steganography is a process to conceal the existence of a mes-
sage. Image Steganography involves hiding the message onto a cover
image to obtain a resultant stego image. This paper discusses a proce-
dure for hiding coloured message images onto coloured cover images using
a lossy Image Steganography technique. The secret images undergo Dis-
crete Cosine Transformation, quantization and AES encryption before
embedding using the Least Significant Bit embedding (LSB) technique
onto the cover image. Finally, Peak signal-to-noise ratio (PSNR), Struc-
tural Similarity Index measurement (SSIM), zero normalized cross-
correlation (ZNCC) are used for comparing the cover and stego images
as well as the extracted and original images.

Keywords: Steganography · Image steganography · DCT · LSB
embedding · Encryption · AES

1 Introduction

Although the internet has made communication easier, secure transmission
requires the use of either cryptography or steganography. Steganography is con-
cerned with hiding the existence of a secret message whereas cryptography is
the technique of protecting the message’s contents. This paper discusses a lossy
approach to hide image content using image steganography for different mes-
sage image sizes of 64 × 64, 128× 128, 192× 192, 256× 256 and 512× 512 pixels
wherein the preprocessing consists of discrete cosine transformation, quantiza-
tion of the message image, encryption using the AES 128 bit encryption and
embedding onto the cover image using the least significant bit (LSB) embedding
technique. We also compare the cover image to the stego-image as well as the
original message image to the extracted message image using the mean squared
error, peak signal-to-noise ratio, structural similarity index measurements, zero
normalized cross-correlation parameters.

1.1 Discrete Cosine Transform

DCT is a quick computing type of Fourier transform which converts a signal or
image to the frequency domain from the spatial domain. It aids to split the image
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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into subbands of the spectrum composed of high, medium, and low-frequency
components. DCT separates images into different frequencies. We implement
DCT as stated in [1]
The DCT equation computing the i, jth entry of the DCT of an image is

DCT (i, j) =
(

1
2M

)1/2
G(i).G(j)

M−1∑

x=0

M−1∑

y=0
pixel(x, y) cos

[
π.i
2.M (2x + 1)

]
cos

[
π.j
2.M (2y + 1)

]

(1)
where

G(k) =

{
1√
2
, if k = 0

1, k ≥ 0
(2)

pixel(x,y) represents the x, yth pixel of an image. M is the block size on which
the DCT is applied.

2 Relevant Work

In 2019, Khalaf et al. [2] compare standard LSB embedding (no encryption no
compression) steganography to their proposed technique. The proposal is to
encrypt the secret message followed by LSB embedding and DCT transforma-
tion. The proposed algorithm works on the cover image, breaking it into blocks,
applying DCT transformation to it, followed by LSB embedding of the LSB of
the secret file, replacing the LSB of each DCT coefficient. Similarly, extraction
is performed in reverse to retrieve the secret file. In 2020, Nadish et al. [3] pro-
posed a technique of image steganography wherein the data is embedded in the
edge pixels of the carrier image in existing image steganography techniques with
data hiding in the DCT domain algorithm. In 2020, Baziyad et al. [4] a precise
segmentation process using the region-growing segmentation method is applied
to maximize the homogeneity level between pixels in a segment, maximizing
the hiding capacity while achieving improved stego quality. The cover image is
segmented into homogenous segments in order to utilize the energy compaction
property of the DCT. In 2020, Hongzhu et al. [5] proposed an algorithm that
utilizes cover image scrambling and an optimized modified quantization table in
the DCT domain to get different embedding effects.

3 Proposed Technique

The proposed embedding technique works on the message image, transforms
it using Discrete Cosine Transformation (DCT), quantization [6], Advanced
Encryption Standard (AES) 128-bit encryption using a secret key, and Least
Significant Bit [7] embedding onto a cover image.
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3.1 Embedding

Input: Message Image, Cover Image, Key

• Split message image to RGB channels
• For each channel, extract an 8× 8 block (total three blocks)
• For each block

– Apply DCT transform
– Apply Quantization
– Apply Zig zag ordering [1]
– Encrypt data with AES encryption using key

• Concatenate processed block data together
• Embed concatenated data onto the cover image using LSB embedding

Output: Stego image as depicted in Fig. 1

Fig. 1. Proposed embedding procedure

3.2 Extraction

Input: Stego image, Key

• Read Stego image
• LSB extraction of embedded data
• Split extracted data into blocks of 192 elements (8× 8 block x3 channels)
• Decrypt each block of data with AES 128-bit technique using key
• For each decrypted block



352 A. Sahu and C. Pradhan

– Split the 192 elements into 3 subblocks, each having 8× 8=64 elements.
These correspond to the r,g,b channels for each 8× 8 block to be recon-
structed

– For each subblock
∗ Apply Zig Zag decoding to get an 8× 8 matrix [1]
∗ Apply de-quantization
∗ Apply IDCT
∗ Each subblock then forms the corresponding 8× 8 block of r, g, b

channels
∗ Fill the corresponding pixel values onto the new image

Output: Lossy Reconstructed Message Image As depicted in Fig. 2

Fig. 2. Proposed extraction procedure

4 Results

We compare the cover image and the stego image using the Mean Squared
Error(MSE), Peak Signal-To-Noise Ratio (PSNR) metrics to compare the image
compression quality and Structural Similarity Index Measurement(SSIM) to
quantify the image quality degradation due to compression in our message image.
The MSE represents the cumulative squared error between the compressed and
the original image, whereas PSNR computes the peak signal-to-noise ratio, in
decibels, between two images. The lower the value of MSE, the lower the error,
and the higher the PSNR, the better the quality of the compressed, or recon-
structed image (Tables 1 and 2).
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4.1 Tables

Table 1. MSE, PSNR and SSIM values

Message image size MSE PSNR SSIM

64a 0.006728262 69.85177443b 0.99995267

128 0.026886606 63.83544385 0.99981275

192 0.060410066 60.31971051 0.99960699

256 0.107273259 57.82588887 0.99933051

512 0.428690458 51.80936544 0.99787260

This table shows the MSE, PSNR, and SSIM values while
comparing the cover image and the stego image, for different
sizes of the message image
a The image size is NxN pixels
b PSNR values are in dB

Table 2. SSIM - Original and Extracted Message Image

Message image size SSIM

64 0.936997721

128 0.987625997

192 0.992307347

256 0.997509904

512 0.956731626

This table shows the SSIM values
while comparing the original mes-
sage image and extracted image,
for different sizes of the message
image

5 Conclusion

In this paper, we applied Discrete Cosine Transform and Quantisation techniques
to message image, AES 128-bit encryption, and embedding in a cover image using
Least Significant Bit Embedding method to implement Image Steganography.
The cover image and stego-images were compared using Mean Squared Error and
Pixel Strength to Noise Ratio metrics. The MSE values increase from 0.00672 for
64× 64 coloured message image, to 0.42869 for 512 × 512 message image. PSNR
values showed an inverse relation, where 64× 64 message image had a PSNR
value of 69.85177 dB, which decreased to 51.80937 dB for a 512× 512 message
image. The structural similarity index between the cover and stego-images also
decreased from 0.99995 for 64 × 64 image to 0.99787 for a 512× 512 image. When
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comparing the original message image to extracted image, their structural simi-
larity index scores were 0.93699 for 64× 64 message image increasing to 0.95673
for a 512× 512 message image.

For future works to the proposed approach, we used a single-level DCT
transform, as opposed to a Discrete Wavelet Transform which is a multi-level
transform. Further, the proposed algorithm uses a lossy compression mechanism,
which can be replaced by a lossless compression or similar technique so that the
extracted message image is exact to the original one.
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Abstract. Text data available on the Web are generally unstructured. Text clas-
sification, a machine learning technique, has proven to be a great alternative to
structure textual data in a cost-effective, faster, and scalable manner. This study
examines the feature space of Multilayer ELM (ML-ELM) for the classifica-
tion of text data with the help of a novel feature selection technique termed as
Correlation-based Feature Selection (CRFS). Experimental results show that the
feature space of ML-ELM is better for text classification compared to the tradi-
tional vector space.

Keywords: Correlation · ELM · Feature selection · ML-ELM · Term frequency

1 Introduction

Transferring unstructured text data into a structural form to identify meaningful pat-
terns is known as text data mining. Text mining which uses natural language process-
ing to extract the hidden pattern from text data has a wide range of applications such
as text clustering, categorization, sentiment analysis, text retrieval, text summarization
etc. [1]. Many techniques are used for text classification, and they all fall under three
types of systems:- machine learning-based systems, rule-based systems, and hybrid sys-
tems. Traditional machine learning techniques for text classification are support vector
machine, naive Bayes, logistic regression, maximum entropy, decision trees, etc. The
literature on text classification has been dominated by deep learning techniques moti-
vated by the outstanding results of deep neural networks in text mining, image pro-
cessing, and natural language processing [2]. Although the existing machine and deep
learning techniques have many advantages, there are still some limitations that cannot
be ignored, such as

i. Machine learning techniques cannot capture the discriminative features automati-
cally from the training data. Their performances heavily depend on data represen-
tation, and it is labor-intensive.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. R. Molla et al. (Eds.): ICDCIT 2023, LNCS 13776, pp. 355–361, 2023.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-24848-1_27&domain=pdf
http://orcid.org/0000-0001-6295-262X
http://orcid.org/0000-0001-6104-5171
http://orcid.org/0000-0001-9047-1583
https://doi.org/10.1007/978-3-031-24848-1_27


356 R. K. Roul et al.

ii. Deep learning techniques have limitations such as they need large memory band-
width, huge training time is required because of backpropagation, architecture is
very complex, preserving interdependencies among the internal layers for a long
time is quite difficult etc.

iii. Displaying the data becomes more complex when ample storage space is required
due to the growth of the dataset size.

iv. When the input data grows exponentially on the limited dimensional space, distin-
guishing input features onTF-IDF vector space becomes challenging.

Hence it is not easy to generalize the text classification models to a new domain. An
efficient deep learning classifier called Multi-layer ELM was introduced in the year
2013 by Kasun et al. [3] to address the above problems. In this vein, this research
investigated the feature space of Multi-layer ELM [3,4], which extensively exploits
the advantages of ELM feature mapping [5,6] and ELM autoencoder to address the
constraints mentioned above. The goal of this study is to investigate the extended feature
space of ML-ELM (HDFS-MLELM) and to thoroughly test this feature space for text
classification in comparison to the TF-IDF vector space (VS-TFIDF).

The major contributions of the paper can be summarized as follows:

i. It is clear from the past literature that no research on classification using text data
has been done on the Multi-layer ELM’s enlarged feature space. As a result, in light
of the benefits mentioned above, this study can be considered as a new direction in
the text classification domain.

ii. A novel feature selection termed as Correlation-based Feature Selection CRFS is
proposed for selecting the essential features from a big corpus, which enhances the
performance of the classification process.

iii. This work studiesHDFS-MLELM, and uses text data to thoroughly investigate mul-
tiple classification algorithms on HDFS-MLELM and on VS-TFIDF.

2 Methodology

1. Pre-processing:
Let corpus P consists of C classes. At the beginning of the feature engineering,
all documents of each class are combined into a single set called Dlarge. Then
lexical-analysis, stop-word deletion, HTML tag removal, and stemming 1 are done
on Dlarge. Natural Language Toolkit2 is used to extract index terms from dlarge.
After completing the basic data cleaning, the first set of features was derived from
Dlarge, and a term-document matrix is created.

2. Correlation based feature selection (CRFS):
Using k-means clustering algorithm [7], theDlarge is divided into n term-document
clusters tdi, i ∈ [1, n]. The following steps discuss the methodology used to extract
the important features from each cluster tdi.

1 https://pythonprogramming.net/lemmatizing-nltk-tutorial/.
2 https://www.nltk.org/.

https://pythonprogramming.net/lemmatizing-nltk-tutorial/.
https://www.nltk.org/.
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i. Calculating Centroid: The centroid of tdi is calculated using Eq. 1.

sci =

r∑

j=1

ti

r
(1)

Then cosine-similarity is computed between tj ∈ tdi and sci.
ii. Generating correlation matrix: Eq. 2 is used to find the correlation (cr)3

between pair of terms ti and tj .

crtitj =
Ctitj√

(Vti ∗ Vtj )
(2)

where, Ctitj is the covariance between ti and tj , and Vti and Vtj are their
variances respectively.

iii. Rejection of high correlated terms from tdi: Terms that are highly correlated in
a cluster are generally considered as a sort of synonym, and hence they do not
discriminate well in the cluster. To find those terms in tdi, initially, those terms
with the maximum cosine-similarity score in tdi get selected. Subsequently, a
set of terms are identified which are highly correlated to ti (≤ −0.87 or ≥
0.89)4 and that set of terms get removed from tdi. This step is repeated for the
next highest cosine-similarity score term until tdi gets exhausted. Finally, all
highly correlated terms are removed from tdi.

iv. Computing Discriminating Power Measure (DPM): (DPM) [8] is a technique
that measures the relevance, i.e., the importance of a term in a cluster. If the
DPM score of a term inside an unbiased cluster is very high, then that term is
an important term for that cluster. It is because many documents of the cluster
contain that term. The cohesion or tightness of that term is very close to the
cluster’s center.
– For each ti ∈ tdi, the document frequency inside (DFin,ti ) and outside
(DFout,ti ) of tdi are calculated using Eqs. 3 and 4 respectively.

DFin,ti =
no. of documents ∈ tdi and have ti

no. of documents ∈ tdi
(3)

DFout,ti =
no. of documents have ti and /∈ tdi

no. of documents /∈ tdi
(4)

– The difference between inside and outside document frequency of ti ∈ tdi
is computed using Eq. 5.

DIFFtdi,ti = |DFin,ti − DFout,ti | (5)

– Equation 6 computes the DPM score of each term.

DPM(tdi, ti) =
P∑

i=1

DIFFtdi,ti (6)

3 https://libguides.library.kent.edu/SPSS/PearsonCorr.
4 decided experimentally so that we will not lose more terms

https://libguides.library.kent.edu/SPSS/PearsonCorr.
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v. Selection of candidate terms having High DPM scores: The terms of term-
document cluster are arranged as per the DPM scores, and higher k% terms are
selected as the candidate terms. This step is repeated for each tdi so that every
tdi has top k% candidate terms in them.

3. Generating feature vector:
To build the input feature vector, all the top k% features of each tdi are merged into
a list Llist.

4. ML-ELM feature mapping technique:
ML-ELM cleverly leveraged the extended representation (i.e., n < L) technique of
the ELM autoencoder [5], where n and L are the number of input and hidden layer
nodes, respectively. Llist is mapped from low-dimensional feature space to a higher-
dimensional feature space of ML-ELM [9,10]. Before the transformation, L is set
to a higher value than n. This makes all the features of Llist linearly separable.

5. Classification on MLELM-HDFS:
Different supervised learning algorithms employing Llist as the input feature vector
are run individually on TFIDF-VS and MLELM-HDFS respectively.

3 Analysis of Experimental Results

To conduct the experiment, four benchmark datasets (WebKB5, Classic46, 20-
Newsgroups7, and Reuters8 are used and the details are shown in Table 1. The proposed
approach for the classification of text data is implemented using python 3.7.3 on Spyder
IDE running on a system with Intel Core i11 processor, 32GB RAM, and 24GB GPU.

Table 1. Corpus statistics

Datasets Training docs used Testing docs used Terms selected for training 10% of terms

20-NG 11292 7527 32269 3239

DMOZ 38000 31067 39886 3989

Classic4 4256 2838 15970 1602

Reuters 5484 2188 13532 1351

3.1 Discussion

For practical reasons, six distinct classification approaches are performed on theHDFS-
MLELM and on the VS-TFIDF, employing four datasets individually. The obtained
accuracies and F-measures are shown in Figs. 1–4 and Figs. 5–8 respectively.
Following conclusions are drawn from the findings:

5 http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/.
6 http://www.dataminingresearch.com/index.php/2010/09/classic3-classic4-datasets/.
7 http://qwone.com/∼jason/20Newsgroups/.
8 http://www.daviddlewis.com/resources/testcollections/reuters21578/.

http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/.
http://www.dataminingresearch.com/index.php/2010/09/classic3-classic4-datasets/.
http://qwone.com/~jason/20Newsgroups/.
http://www.daviddlewis.com/resources/testcollections/reuters21578/.
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Fig. 1. 20-NG (Accuracy) Fig. 2. Classic4 (Accuracy)

Fig. 3. Reuters (Accuracy) Fig. 4. DMOZ (Accuracy)

Fig. 5. 20NG (F1-measure) Fig. 6. Classic-4 (F1-measure)

Fig. 7. Reuter (F1-measure) Fig. 8. DMOZ (F1-measure)
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i. Compared to the VS-TFIDF, the obtained empirical findings in all three feature
spaces of Multi-layer ELM are superior.

ii. Linear SVM outperforms other supervised learning algorithms, owing to its convex
optimization property [11,12], and generalisation property [13,14], both of which
are independent of feature space dimension.

iii. F-measure and accuracy are better in HDFC-MLELM whereas it is close on equal
dimensional space.

4 Conclusion and Future Work

This paper studied a novel correlation-based feature selection technique that has been
used for categorizing text data on the feature space of ML-ELM. Traditional machine
learning algorithms are run on the feature space of ML-ELM and on TFIDF vector
space to justify the suitability and importance of the proposed approach. Experimental
results revealed that the feature space of ML-ELM is more suitable for text classification
compared to the conventional TFIDF vector space. This work can further be extended
by finding the variance of hidden layer weights to comprehend the whole operation of
ML-ELM. Also, further studies are required to find the suitability of ML-ELM on a vast
dataset having noise.

Acknowledgement. We thank Thapar Institute of Engineering and Technology for providing the
seed money grant to do this research work.
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Abstract. This work presents an efficient multi-objective version of the
Pelican Optimization Algorithm (POA) which is recently proposed in
the family of meta-heuristic algorithms. It is called a multi-objective
Pelican Optimization Algorithm (MOPOA). From the literature, it is
observed that the POA performed well on a set of unconstrained classi-
cal optimization problems as well as some engineering design problems.
To extend its applicability to multi-objective engineering design models,
the MOPOA has been proposed and applied for two engineering design
models, four bar truss and speed reducer problems. The obtained results
are compared with the literature and they proved that the MOPOA is
an efficient and robust optimizer.

Keywords: Pelican optimization algorithm · Multi-objective
problems · Engineering design problems

1 Introduction

Optimization means achieving the best result under a given set of circumstances.
From the mathematics point of view, it is an objective method of finding the
maximum or minimum value of a function under some conditions [1]. These con-
ditions are called constraints. Optimization problems are classified into two types
based on the number of objective functions. One is a single objective optimiza-
tion problem, and the other is a multi-objective optimization problem (MOPs).
In MOPs, there are more than one objective functions which are conflicted with
each other. Unlike the traditional method with a single objective function, an
optimum does not necessarily exist to optimize all objective functions simul-
taneously. That means, here, a set of optimal solutions is obtained, and all are
incomparable. This set is called Pareto optimal set. A decision maker can choose
the most compromised one from the set based on his requirements.

In recent days, multi-objective optimization has gained importance since real-
world problems have been formulated as multi-objective optimization problems.
To solve such problems, many multi-objective optimizers have been introduced

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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by researchers worldwide since no optimizer exists to solve all kinds of optimiza-
tion problems. For instance, Coello and Coello [2] introduced multi-objective
Particle swarm optimization (MOPSO) to address the multi-objective optimiza-
tion problems. In which, Particle swarm optimizer is the main algorithm, and a
special mutation operator is incorporated to enrich the exploratory capabilities of
the MOPSO. K. Deb and his team [3] proposed an elitist multi-objective genetic
algorithm (NSGA-II). In the NSGA-II, the Genetic algorithm is the key algo-
rithm, and the non-dominated sorting scheme is used to classify the candidate
solutions into different levels (fronts). It also reduces the algorithm’s computa-
tional complexity. Later, many multi-objective meta-heuristic algorithms have
proposed [4–7].

2 Pelican Optimization Algorithm

Recently, the optimizer so-called Pelican Optimization Algorithm (POA) was
proposed by Trojovský P. and Dehghani M [8], which is based on the social
behavior and hunting strategy of pelicans. The mathematical model of the POA
is as follows: Like swarm-based algorithms, the POA is also started with an initial
population. This population is generated randomly according to the lower and
upper bounds of the problem. The mathematical expression for the initialization
of the population is

pi,j = lbj + rand ∗ (ubj − lbj), i = 1, 2, . . . , N andj = 1, 2, . . . ,D (1)

where pi,j is the jth value of the ith Pelican (solution). lbj and ubj are lower,
and upper bounds of the jth variable of a problem, respectively. The value N
represents the population size and D is the dimension of the domain of a problem.
rand is a uniform random number in [0, 1].

The POA mimics two typical characteristics of Pelicans, social behavior and
hunting strategy, to obtain new positions of candidate solutions in the search
space. Especially the hunting strategy is modeled in two phases.

Phase-1: Moving towards prey (exploration phase): In this phase, the peli-
cans find the location of the prey and move toward the prey so that an algorithm
can explore the new search areas in the domain. This phase is modeled, mathe-
matically, as

pFP1
i =

{
pi + rand · (pr − I · pi) , fpr < fi

pi + rand · (pi − pr) , otherwise
(2)

where pFP1
i is the new position of the ith Pelican (pi), FP1 stands for the first

phase. Here, pr is the position of the prey and fpr is its fitness value, and fi is
the fitness of the ith Pelican. The value of I is either 1 or 2, taken randomly.
It is noted that the prey is selected randomly from the population of Pelicans.
Each Pelican updates its position according to Eq. (2).

Phase-2: Winging on the water surface (Exploitation Phase)
In the second phase, after reaching the water surface, the Pelicans spread and
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beat their wings to scoop up the prey in the vicinity. This strategy is modeled,
mathematically as:

pFP2
i = pi + R

(
1 − it

Maxit

)
(2 rand − 1)pi (3)

where pFP2
i is the new position value of the ith Pelican. R is a constant and its

value is 2. The terms it, and Maxit represent the current iteration number, and
total number of iterations, respectively.

3 The Proposed MOPOA

This section presents the proposed multi-objective Pelican optimization algo-
rithm (MOPOA). It combines a non-dominated sorting (NDS) approach and
crowding distances (CD) method for maintaining diversity within the MOPOA
algorithm. In NDS, all candidate solutions are ranked. The first-ranked candi-
date solutions are not dominated by any other candidate solutions, whereas the
second-ranked candidate solutions are dominated by at least one of the first-
ranked members and so on. The CD is utilized to maintain diversity among the
same ranked candidate solutions.

Algorithm 1. Pseudo code of MOPOA
1: function MOPOA(N, D, M, Max − Gen, lb, ub)
2: Generate initial population (P )
3: g = 1
4: while g < Max − Gen do
5: Select Pr from the front-1 candidates � Choose the prey randomly
6: for i = 1 to N do
7: Generate the vector I1×D with the elements 1 or 2
8: Find the new positions of Pelicans NewP 1 using Eqn. (2)
9: Calculate the fitness values of NewP 1

i

10: end for
11: TP = P ∪ NewP 1 � Combine parent population and new

population, TP -Total population
12: Update the population using non-dominated rank and CD
13: for j = 1 to N do
14: Generate new population NewP 2

i using Eqn. (3)
15: end for
16: Update the population using non-dominated rank and CD
17: end while
18: end function

It is crucial that the preponderant features of the POA (i.e. choosing the
prey) be correctly outlined in order to make it into an efficient multi-objective
optimization algorithm. Ordinary optimization problems have only one objective
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function to be optimized. In the traditional POA, the prey (solution) is selected
randomly, and based on its fitness value, the new candidate solution is generated
by Eq. (2). Nevertheless, in the MOO, there are more than one objective func-
tions to be optimized simultaneously. Therefore, the process of selecting prey
has to be changed in the MOPOA. Here, to select the prey, the ranking method
is used. The entire process of the MOPOA is shown in Algorithm1.

In Algorithm 1, the predefined parameters such as population size, number
of objective functions, variable range, and maximum number of generations are
initialized. Firstly, an initial population is created in the feasible space, and
find fitness values for each candidate solution in the population. Next, use a
non-dominated sorting process, assign the non-dominated rank and compute
the CD for each candidate solution. Here, phase 1 starts. In this phase, select
one candidate solution as prey and produce a new population by using Eq.
(2). Then, combine the parent population and the new population to get the
total population. Again, apply the non-dominated sorting process on the total
population and assign non-dominated ranks and compute the CD. Based on these
quantities, non-dominated ranks and CD choose the best candidate solutions for
the second phase. In this phase, the new population is produced by Eq. (3).
Now, again combine the parent population with the new population, which is
obtained by Eq. (3) and assign non-dominated rank and calculate the CD for
each solution. The combined population is sorted based on NDR and the CD.
Lastly, select the best population of size N for the next generation. This process
is repeated until the termination condition is met.

4 Results and Discussions

In this section, two multi-objective mechanical design problems are studied from
the literature to assess the performance of the proposed MOPOA. Two perfor-
mance metrics, Generational Distance (GD) and metric of spacing (S) are con-
sidered in this work in order to measure the efficiency and spread of the MOPOA.
The common parameter, population size, is 100.

4.1 Four-bar Truss Design Problem

The four-bar design problem is a well-known design problem, and many
researchers have studied it [9,10]. The mathematical description is as follows:

minimize

{
F1(x) = L

(
2x1 +

√
2x2 +

√
x3 + x4

)
F2(x) = FL

E

(
2
x2

+ 2
√
2

x2
− 2

√
2

x3
+ 2

x4

)
subject to (

F
σ

) ≤ x1 ≤ 3 × (
F
σ

)
,

√
2 × (

F
σ

) ≤ x2 ≤ 3 × (
F
σ

)
√

2 × (
F
σ

) ≤ x3 ≤ 3 × (
F
σ

)
,

(
F
σ

) ≤ x4 ≤ 3 × (
F
σ

)
where

F = 10KN, E = (2)105KN/cm2, L = 200 cm, σ = 10KN/cm3.
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The MOPOA is utilized to solve the four bass truss design. For a fair compar-
ison, 10000 function evaluations are taken. The statistical measurements, mean
value (mean), and standard deviation (SD) for 30 independent runs are taken
into account, and the obtained results are reported in Table 1 and obtained
Pareto fronts are shown in Fig. 1. The results are compared with that of NSGS-
II [3], MOPSO [2], MWCA [10], micro-GA [11], and PAES [12]. In the case
of the GD metric, the MOPOA performed very well compared to competitors.
The obtained Pareto front by MOPOA is very close to the true Pareto front. It
indicates that the MOPOA has a high convergence ability. From Table 1, it is
observed that the mean value of S metric is very less compared to other methods.
It is evident that the MOPOA has good distribution among candidate solutions.
From Fig. 1, we can observe that MOPOA is able to earn more Pareto optimal
solutions on or near the true Pareto front. In both metrics, standard deviation
values are very small. It shows the consistency of the MOPOA.

Table 1. Results for four-bar truss design problem

Method GD S

Mean SD Mean SD

NSGA-II 0.3601 0.0470 2.3635 0.2551

MOPSO 0.3741 0.0422 2.5303 0.2275

Micro-GA 0.9102 1.7053 8.2742 16.8311

PAES 0.9733 1.8211 3.2314 5.9555

MOWCA 0.2076 0.0055 2.5816 0.0298

MOPOA 2.57e − 04 1.28e − 05 0.0089 0.0014

(a) micro-GA (b) NSGA-II (c) MOWCA (d) MOPSO (e) PAES
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Fig. 1. Best Pareto optimal fronts obtained by proposed MOPOA and competitors for
the Four-bar truss design problem

4.2 Speed Reducer Design Problem

The second problem is speed reduced design problem, and it has been widely
used in past work to assess the performance of the proposed methods. The
mathematical definition of this problem is given below:

Min f1(x) =0.7854x1x
2
2

(
10x2

3/3 + 14.933x3 − 43.0934) − 1.508x1

(
x2
6 + x2

7

)
+ 7.477

(
x3
6 + x3

7

)
+ 0.7854

(
x4x

2
6 + x5x

2
7

)

Min f2(x) =

√
(745.0x4/x2x3)

2 + 1.69 × 107

0.1x3
6
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subject to

g1(x) = 1.0
x1x

2
2x3

− 1.0
27.0

≤ 0, g2(x) = 1.0
x1x

2
2x

2
3

− 1.0
397.5

≤ 0, g3(x) =
x3
4

x2x3x
4
6

− 1.0
1.93

≤ 0

g4(x) =
x3
5

x2x3x
4
7

− 1.0
1.93

≤ 0, g5(x) = x2x3 − 40.0 ≤ 0, g6(x) = x1
x2

− 12 ≤ 0

g7(x) = 5 − x1
x2

≤ 0, g8(x) = 1.9 − x4 + 1.5x6 ≤ 0, g9(x) = 1.9 − x5 + 1.1x7 ≤ 0

g10(x) =
√

(745x4/x2x3)
2+1.69×107

0.1x3
6

− 1300 ≤ 0

g11(x) =
√

(745x5/x2x3)
2+1.575×108

0.1x3
7

− 1100 ≤ 0

2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28, 7.3 ≤ x4 ≤ 8.3,
7.3 ≤ x5 ≤ 8.3 2.9 ≤ x6 ≤ 3.9, 5.0 ≤ x7 ≤ 5.5

It is solved by the MOPOA, and results are presented in Table 2 and the
obtained Pareto front is shown graphically in Fig. 2. For a fair comparison, 15000
function evaluations are taken. The obtained results are compared with NSGA-II
[3], MOALO [9], MOWCA [10], Micro-GA [11], and PAES [12]. From Table 2, it
is confirmed that the MOPOA outperformed other competitors in terms of GD.
It is observed that the MOPOA produces less spacing metric value compared to
other algorithms which are considered in this work, i.e., the MOPOA achieves
a good uniform distribution among Pareto optimal solutions. All our claims are
supported by graphical representation. The standard deviation values of the GD
and spacing metric, which are obtained by the MOPOA, are very less compared
to others. It shows the robustness of the MOPOA in solving engineering design
problems.

Table 2. Results for speed reducer design problem

Method GD S

Mean SD Mean SD

NSGA-II 9.843702 7.08103039 2.765449155 3.53493787

Micro-GA 3.117536 1.67810867 47.80098 32.80151572

PAES 77.99834 4.21026087 16.20129 4.26842769

MOWCA 0.98831 0.17894217 16.68520 2.69694436

MOALO 1.1767 0.2327 1.7706 2.769

MOPOA 0.0027 8.0984e − 04 0.0012 2.2174e − 04

Fig. 2. Best Pareto optimal fronts obtained by proposed MOPOA and competitors for
the Speed reducer design problem
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5 Conclusion

This paper presents a new version of the POA called the multi-objective Pelican
optimization algorithm. In the proposed method, elitist non-dominated sort-
ing and crowding distance are adopted to enrich the convergence and diversity
among solutions. To demonstrate the efficiency and robustness of the proposed
multi-optimizer, two engineering problems, four bar truss design, and speed
reducer problems are solved, and results are reported in terms of statistical
measurements like mean value and standard deviation. Apart from these mea-
surements, graphical representations are also reported. The obtained results are
compared with the literature. From the results and graphical representations, it
is concluded that the MOPOA outperformed competitors in terms of the GD and
metric of spacing. In future research work, it is recommended to apply MOPOA
to multi-modal multi-objective optimization.
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Abstract. Studies of traffic accident analysis, as well as prediction, have tra-
ditionally relied on small-scale datasets with limited coverage, so limiting the
scope and usefulness of these analyses. There is also the issue that many large-
scale databases are either confidential, outdated, or missing important contextual
factors like environmental stimuli (weather, points of interest, etc.). There are
presently 37 million records stored in the US Accidents dataset, including crashes
that occurred anywhere in the 48 contiguous states between 2016 and 2021. We
were able to piece together details like date, time, place, weather, season, and
landmarks from this information. Used deep neural networks that have a trainable
embedding component, a fully connected network, and a recurrent network for
time-sensitive data and time-insensitive data, respectively (for capturing spatial
heterogeneity). Our research includes the prediction of the occurrence of accident
incidents using deep neural networks and an understanding of Accident Severity
against machine learning models.

Keywords: Accident prediction · Deep Learning. Accident Severity

1 Motivation

Around the globe, 1.35 million people died in vehicle collisions in 2016. A traffic acci-
dent resulted in 20 to 50 million additional injuries or disabilities. For young people
and children aged 5 to 29 as well, vehicle collisions are the major cause of death. Death
rates are three times greater in developing nations than in developed nations, which are
gradually becoming more motorized. Both the World Bank and the WHO has said that
governments must take action to minimise the number of vehicle collisions since it is
much high in both developing and developed nations. There is a significant economic
cost associated with traffic accidents in addition to the social cost. According to several
studies, traffic collisions may cost nations 2% of their GDP. As per the World Bank
“halving deaths and injuries due to road traffic could potentially add 22% to GDP per
capita in Thailand, 15% in China, 14% in India, over 2014–2038.” Developing coun-
tries face a substantial economic challenge as a result of traffic accidents. Therefore,
both developing and developed nations must prioritize lowering traffic accidents and
enhancing road safety.
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2 Previous Work

Using deep learning algorithms is a cutting-edgemethod thatmay be used to find patterns
and structures in high-dimensional data, develop learning patterns, and find correlations
in the data that go beyond immediate neighbours [1]. Deep learning has been used in a
variety of applications, like signal processing, speech recognition, computer vision, as
well as NLP [2].

Ref [3] proposed aCNN+LSTMmodel,whichwas used to detect traffic events, such
as accidents, using a labelled dataset built of traffic-related data extracted from Twitter
data. This model was concerned with ensembled deep learning frameworks applied to
vehicle collisions prediction and analysis.

Using a mix of CNN and LSTM networks, the authors of [4] developed a technique
for real-time vehicle collisions risk prediction on urban arterials. A SdAE (StackDenoise
Convolutional Auto-Encoder) with 8 hidden layers and a batch normalising technique
was suggested in Ref. [5]. An ensemble model comprising the LSTM layer, hybrid
LSTM-CNN layer, and CNN layer made up the spatio-temporal convolutional LSTM
(“Long short-term memory”), or STCL-Net Model, which was presented by [6]. The
authors used their model to forecast vehicle collisions in New York City using a variety
of spatio-temporal combinations and various time and spatial grid configurations. A deep
learning model with three layers—a spatio-temporal layer, an embedding layer, and a
spatial layer —known as DSTGCN or “Deep Spatio-Temporal Graph Convolutional
Network” was introduced in Reference [7].

3 Proposed Solution

The model that is the focus of this research makes use of a variety of inputs to better
represent spatial as well as temporal heterogeneity. In context of embedding representa-
tion, we are capable of extracting latent spatiotemporal characteristics. Grid-search was
used to do hyper-parameter tuning to determine the ideal number of recurrent layers
(options included {1, 2, 3}); the ideal recurrent cell type (options include {GRU, RNN,
and LSTM}); grid-cell embedding vector size (options include {50, 100, and 150}); and
activation function ({sigmoid, ReLU, or tanh}) for each fully connected layer. To train
the model, we utilized the Adam optimizer [8] with a 0.001 initial learning rate. The
following are available in the model.

• Recurrent Component: We employ a series of 8 vectors, each of size 24 (i.e., time-
variant qualities), which may be seen as a series of such vectors (provided their
temporal order), to defineour prediction framework; consequently, the recurrent neural
network models could be useful to us. We adopt an LSTM model [9] that consists of
two recurrent layers, each with 128 LSTM cells. The result is a vector with a size of
128.

• EmbeddingComponent: This component, when provided the grid cell index, produces
a distributed representation of that cell that contains crucial data about traffic charac-
teristics, geographic heterogeneity, and the influence of other environmental stimuli
on accident incidence. As we train the whole pipeline, this distributed representation
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will be generated.We use the sigmoid activation function on a feed-forward layer with
a size of 128 and feed this representation to it. The embedding matrix has a dimension
of |R|×128; the input dataset’s grid-cell regions are collected in a set called R.

• Description-to-Vector Component: It makes use of Desc2Vec data, which is a plain
language description of past traffic occurrences in a grid cell. Using the sigmoid
activation function, we send the Desc2Vec of a grid cell to a feed-forward layer with
a size of 128.

• Points-of-Interest Component: It makes use of points-of-interest data, which is spatial
attribute representation (a vector of size 13). We apply the sigmoid activation function
to a feed-forward layer with a size of 128 and a POI vector.

• Fully-connected Component: The final prediction is made by this component using
the results of the previous components. Here, there are four dense layers with the
corresponding sizes of 512, 256, 64, and 2. After 2nd and 3rd layers, we also use batch
normalization [10] to accelerate the training process. The output of the final layer is
subjected to Softmax after using ReLU as the activation function for the preceding
three layers (Fig. 1).

Fig. 1. Overview of the proposed model

4 Materials, Procedure

Moosavi and his colleagues [11] have created a US Accident Dataset that includes data
from all 49 states. Since February 2016, data was continually gathered with various data
sources, like many APIs that provide streaming traffic event data [11]. There are traffic
events like Broken Vehicle, Accident, Construction, Congestion, Lane Blocked, Event,
Flow incident (Table 1).

We frame the issue as follows in light of the preliminary information:
Given:
– “A spatial grid R = {r1,r2,…,rn}, where every r ∈ R represents a 2 km × 2 km

geographical area.
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Table 1. Shows the attributes of the dataset.

Total Attributes 45

Traffic Attributes Source, id, severity, TMC, starting time, starting point, ending time,
end_point, description, and distance

Address Attributes Street, number, city, side (right/left), state, county, country, zip-code

Weather Attributes Temperature, time, humidity, wind chill, visibility, pressure, precipitation,
wind speed, wind direction, and conditions (such as snow, rain, etc.)

POI Attributes Give-way, Amenity, Junction, Railway, No-exit, Station, Roundabout,
Traffic Calming, Stop, Turning Loop, Traffic Signal

– A series of fixed-length time period T = {t1,t2,…,tm}, where |t| is set to 10 min,
for t ∈ T.
– For each r ∈ R geographical region, a database of traffic occurrences Er = {e1,

e2,…}.
– For every r ∈ R geographical area, weather observation records database Wr =

{w1,w2,…}.
– For every r ∈ R geographical area, points of interest database Pr = {p1,p2,…}.
Create:
– Using Pr, Er, and Wr a representation Frt for an area during a time t ∈ T for which

r ∈ R.
– a binary label Lrt for Frt, where 1 denotes that there was at least one collision during

t in area r and 0 denotes otherwise.
Find:
– Using data from the previous six-time intervals, a model M to forecast Lrt with

〈Fr ti-6, Fr ti−5,…, Fr ti−1〉, to predict the current time label interval”.
Objective:
– Attempt to reduce the prediction error.

5 Results

The test data used in the cross-validation procedure served as the basis for all outcomes,
including performance ratings, which allowed the model to be assessed using real-world
data that it had never observed before. The scikit-learn software was used to generate
all graphs and metrics. Each class was equally represented in the test data provided to
the model. At the ideal threshold, the accuracy scores were finally attained (taking into
account other measures like recall and precision).

Figure 2 displays the ROC curve for Atlanta. The accuracy was 87% and the AUROC
was 0.87. An entirely naive classifier is shown by the dotted line in the centre. The
confusion matrix for the Atlanta model is demonstrated in Table 2, and the accuracy, f1
scores, aswell as recall thatwere chosen for an ideal threshold are shown inTable 3.These
results demonstrate that the scores accurately represent the model’s actual performance
since the support for each class is almost substantial and equal.
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Fig. 2. ROC curve for Atlanta city

Table 2. Confusion matrix for Atlanta city

Class Actual 0 Actual 1

Predicted 0 11970 10880

Predicted 1 1960 2630

Table 3. Atlanta model class-based scores

Recall Precision F1-Score

Class 0 0.75 0.93 0.83

Class 1 0.94 0.8 0.86

Table 4. When considering the Accident Severity attribute, with different baseline models, we
found the following accuracies.

Model Accuracy

Logistic Regression 95.4%

K Nearest Neighbours 93.5%

Decision Tree (gini) 96.8%

Random Forest 97.4%

Random forest tells us about the important features of the model as well.

6 Conclusion

Before accidents ever occur, real-time accident prediction algorithms may assist in allo-
cating the appropriate emergency resources. We deployed a deep-learning algorithm to
anticipate traffic accidents. We discovered that this model is superior for the accident
classification task. As a consequence, the prediction model was able to provide more
reliable and objective findings due to all of the attributes the dataset has. We compared
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different traditional machine learning models for severities that are caused by accidents
and found that random forest provides the best accuracy.

7 Limitations and Future Scope

The use of this model has several restrictions. The model doesn’t take into account
driver and vehicle features, which is the first drawback. This three-dimensional data
is not compatible with the model. This model doesn’t train depending on severity of
accident, which is another drawback. It considers all accidents equally, irrespective of
the number of deaths or the level of damage. Another extension would be to develop a
comprehensive system that would enable municipal authorities to collect information,
train, and forecast vehicle collisions with a few simple clicks.
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