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Abstract. The ice reconnaissance task is extremely important for maritime logis-
tics in high latitudes as the results of its solution are the basis for the development
of rational ship routes in high latitudes areas. The intermediate result of ice recon-
naissance is a huge corpus of aerial survey data of poor quality. Since the amount
of aerial survey data is extremely high, it is necessary to ensure the maximum
efficiency of its data processing under low quality source images. The paper con-
siders the issues of highly efficient automation of ice reconnaissance data pro-
cessing based on the use of machine learning methods. In particular, the problem
of automatic classification of the sea-ice floe size distribution (FSD) type for a
three-class model based on aerial survey data is solved. The case of low-quality
images is considered, which a usual situation is for meteorological conditions of
the Far North. We have proposed a new classification method of FSD type based
on aerial survey data processing using machine learning methods which is quite
effective for low quality images processing. Also, an original feature space, which
ensured the efficiency of this classification method, was proposed. The method has
shown its high efficiency in testing it on Data Set, compiled from real low quality
images (high blurriness, fuzziness, presence of meteorological disturbances). The
developed algorithm is based on multi-class SVM and is extremely undemanding
to computing resources, so it can be placed onboard an ice reconnaissance UAV.

Keywords: Sea-ice floe size distribution - Ice reconnaissance - Image
classification - Multi-class SVM - Image histogram - Blurry images - Sea-ice
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1 Introduction

Shipping routes in the Northern latitudes, including the Northern Sea Route, do nothave a
permanent geographical reference and are formed based on a set of hydro-meteorological
information, which comes to the ship. As a rule, the total length of the route, in this case,
is a variable value, since throughout the route the vessel is affected by different from
each other ice conditions. In this case, the tortuosity coefficient always exceeds unity,
and additional increase in route length of the route in old ice due to their circumvention
is 10-30% [1]. When laying routes in the Northern latitudes, the concept of a rational
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route, which best meets some formal criterion (for example: route length, travel time
along the route, fuel economy and others) plays an important role [2]. The main criterion
used when constructing a rational route in the Northern latitudes is the total time spent
on its passage time. A rational route is usually laid through the zones where: total
ice cohesion is minimal, young ice forms prevail, and ice torsion is minimal. All this
information can be obtained operatively only fromice reconnaissance data. Thus, without
taking into account hydro-meteorological information, which is mainly the result of
ice reconnaissance, the construction of a rational route is fundamentally impossible.
Therefore, the role of ice reconnaissance in the set of tasks for providing logistics in
northern latitudes is extremely important. The main navigational characteristic to be
monitored during ice reconnaissance is the “ice cohesion” characteristic. Ice cohesion is
the ratio of the area of ice in area X to the total area of this area, expressed in fractions or
scores [3]. Let us denote this parameter by the symbol S(X). It is the parameter S(X) that
cardinally affects the ability to navigate in a particular area of the sea [3]. More precisely:
the resistance of broken ice increases in proportion to the value of (2 — S(X)) - S2(X)
[3]. Somewhat differently, but close in meaning, ice cohesion can be described by the
concept of “floe size distribution” (FSD) [4]. There are many papers devoted to the study
of FSD, e.g., [4-11], from which it follows that this FSD is well approximated by the
power law. At the same time, some works consider more complex models, such as mix
of power law and gaussian law or the mix of two power laws with different parameters.
Depending on the type of FSD, the ice is classified into classes according to the N point
system. That is, solid ice gets the maximum number of points (N), and sparse ice gets the
minimum number of points. Different applications of the FSD concept imply different
values of N. For example, in [12] N = 10, and in [4] N = 3. From a practical point of
view, it is the ice cohesion score assigned to a particular area E; of the sea surface with an
ice cohesion value S[E;] that is important. Let’s denote this value by y;, y; = {1, ...N}.
In practice, the value of y; is calculated using the processing (manual or automatic)
of some image I(E;) of the surface area E;. The image /(E;) can be made in one or
another spectral range, this image can be obtained by one or another means of aerial
photography. The data processing procedure D, which calculates the value y; based on
I(E;), , in fact, maps the set of all possible images of different parts of the sea surface
(which form the set E), onto the set {1, ...N}. That is:

= 2,01, ..N).
v =DU(E)) € {1,..N},I(E) € E.

In fact, D is a classifier. Depending on the value of y;, the decision is made to include
or not to include the section E; in the ship’s route. It follows from this definition that y;
is a discrete (otherwise coarse) descriptor of the value S[E;].

The efficiency of D classifier implementation directly affects the correctness of deter-
mining the value of y, and consequently, the efficiency of ice reconnaissance data imple-
mentation. Many works are devoted to methods of construction of the classifier D, for
example [13-25]. Different methods of image processing are traditionally used, but the
main accent is made on studying the boundaries of elements of a scene, which represents
an image. In this direction, considerable progress has been made, including the use of
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the fashionable concept of Deep Learning [19]. In this work, Deep Convolutional Neural
Network is successfully used to process ice reconnaissance data.

Against the background of huge recent achievements in the field of ice reconnais-
sance data, the problem remains the construction of such a classifier D, which would
be able to work with images of very low quality. Namely, low-quality ice images are
not uncommon when operating in the High Latitudes using UAVs equipped with visible
range sensors, which is due to the chronically difficult weather conditions of this region.
The images practically used to determine y are often very blurry and highly noisy. As
a rule, traditional image processing methods based on the analysis of image element
boundaries (in fact: local contrast gradients and hessians) prove ineffective when pro-
cessing blurred images [26]. In addition, developers are often faced with the problem of
a training corpus of small volume. Also relevant is the task of ensuring the processing
of ice reconnaissance data directly on board the UAV, which imposes additional require-
ments for optimizing the computational complexity of the algorithms for determining
y.

Therefore, the main goal of this paper is to develop a classifier D that would be
operable for low-quality image processing, remain operable for training on a small
volume image body, and be adaptable for implementation in the onboard complex of a
small UAV.

2 Materials and Methods

2.1 Description of the Features Space Used

For automatic classification of images, explicitly or implicitly, some numerical charac-
teristics of the image are calculated, which informatively characterize the image. Ideally,
they are invariant to scale, rotation and illumination, and also have a significantly smaller
dimensionality than the original image. These features are called features. Typical exam-
ples of features are: histograms, image pixel intensity, contrast gradient, contrast hessian,
SIFT-descriptors (spatial histogram of the image gradients), HOG (histogram of oriented
gradients) and so on. The main idea underlying the proposed method is to form such
features that characterize large fragments of the analyzed image, avoiding the use of
features that characterize small details. We will call the feature of the first type — global
and the feature of the second type — local. The main task of ice reconnaissance is to
estimate the FSD type for quite large fragments of sea surface. This problem can be
solved by different methods, which allow the use of both global and local features.
For example, in [8, 11, 21] both types of features are considered, and in [4, 19, 24]
preference is given to the study of local features. For the case of blurred, noisy images
considered in this paper, the use of fine details of the image, for example, based on the
calculation of contrast gradients and hessians, is problematic. In other words, in this
case, computing local features involves unacceptable errors. Local features computed
in this way are uninformative and therefore unsuitable for solving the problem of FSD
classification or other concepts characterizing FSD, in particular, for determining the
parameter y. On the other hand, global features are less dependent on the parameters of
image blurring (although there is such dependence). The stability of global features is
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largely determined by the radius of correlation of the image: the larger this value is, the
more stable the global features are to the effects of blurring and noisiness factor.

That is why this paper focuses on the use of global features. Initially, a fairly wide
set of features was considered: more than thirty. At subsequent stages, this set was
reasonably narrowed down by selecting the most informative features. Several methods
were used, including three so-called “filtering” methods: chi-square, Pearson correlation
and analysis of variance (ANOVA), as well as adaptive method of backward elimination.
As a result, the following set of features was obtained:

fz = EUE)], |E, STU(E)], HulI(E)], ra, E(Aglx > rg), st(Az|x > rg))
Here:

— I(8) = {ilx € Xj(g)}- image of &, x-coordinates, X;(g)- image I () coordinate set,
i~ intensity in image point with coordinates x;

- E[I(B)] = ZXEXI(E) ix[I(E)|~!, hereinafter, the entry |B| denotes the power of the
set B;
()| = xg)lgé)(lx) xg(ll?a)(zx),

- STE) = \[Lrexye, (s — EUED Xzl '3

— H,,(E)- histogram of /(E) with m bins;

— Az (D)-autocorrelation function of the I (Z) (averaged over different slices),! € (0, d)-
pixel shift; d is determined by the size of the I (E);

— rg - radius correlation of /(E)(averaged over different slices);

~ E@Az(ll € (ra.d) = Y, Az(D(d — r2) ™l

- st(Aglx = rg) = \/Z% As() —E@Az DIl = re)*((d —re)d —rz — 1)

In numerical studies it was assumed that m = 14. The features fz are defined in the
corresponding feature space F, consisting of real vectors of length 20.

2.2 Description of the Data Set Used

To set up and test the proposed classifier, we used a Data Set specially created for this
purpose. This Data Set included, according to the classification from [4], images of three
FSD distribution classes, namely: “Pack Ice”, “Marginal Ice Zone” and “Open Ocean”
(Fig. 1). At statement of the problem the variant of use, so-called, “background” class
was quite consciously excluded. Images of all three classes were collected from open
sources. Then, in order to simulate the influence of a complex meteorological situation,
the images were subjected to the procedure of artificial noising by spatially correlated
noise and smoothing by a Gaussian filter.
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Fig. 1. FSD types used in this study. This figure is taken from the article
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Fig. 2. Class “Open Ocean” (00). (a) Typical sample images from the OO class. (b) Intensity
histogram plotted over the entire typical image from the OO class. (c) Typical autocorrelation
function of an OO- image (averaged over different slices)

Data Set was obtained, in which class PI (“Pack Ice”) corresponds to 96 samples,
class MIZ (“Marginal Ice Zone”) corresponds to 76 samples, class OO (“Open Ocean’)
corresponds to 192 samples. Figure 2 shows the information on the class “Open Ocean”.
Figure 3 shows information on class “Marginal Ice Zone”, and Fig. 4 shows information
on class “Pack Ice”. It can be seen from the figures that the video material is of very
low quality: ice edges are very blurred, contrast is low. But it is images of such quality
that are typical when using small UAVs in the difficult meteorological conditions of the
High Latitudes.
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Fig. 3. Class “Marginal Ice Zone” (MIZ). (a) Typical sample images from the MIZ class. (b) Inten-
sity histogram plotted over the entire typical image from the MIZ class. (c) Typical autocorrelation
function of MIZ- image (averaged over different slices).
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Fig. 4. Class “Pack Ice” (PI). (a) Typical sample images from the PI-class. (b) Intensity histogram
plotted over the entire typical image from the Pl-class. (c¢) Typical autocorrelation function of
PI-image (averaged over different slices).
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2.3 Description of the D-Classificator Used

In practice, the amount of power available to developers and researchers for training Data
Set with aerial survey data is affected by legal restrictions. In particular, special licenses
are usually required to use high-resolution remote sensing data. A significant number of
modern airborne video sensors fall under this limitation. Thus, the Data Set with aerial
imagery data available to a particular developer-researcher may by no means always be
of significant (more than a thousand samples per class) power. In the present work, we
assume that for training classifier D, researchers have access to a Data Set of relatively
small power. Since the dimensionality of feature space is relatively small, and the images
in Data Set have a relatively large correlation radius (8 or more pixels), the samples of the
same class will relatively “smoothly” differ from each other by the metric of F-space.
Under these conditions, it is logical to use a conventional and very computationally
economical multi-class SVM (MC-SVM) as a D-classifier [27]. For comparison, a DL-
classifier was also used: ResNet20 [28]. During training, in order to ensure control of the
generalization ability of the classifiers, the standard Cross Validation scheme was used,
in the LOO (leave-one-out) variant. For the MC SVM classifier, given the multiclass
formulation of the problem, a one-vs-rest strategy was used.

3 Results

The results of the numerical studies are summarized in Tables 1-3. The main information
is contained in Table 1. Here we accumulate the results, which were shown on the test
Data Set by classifiers based on MC SVM and Resnet20. A standard set of metrics was
used to evaluate the classification results: precision, recall, and f1-score. The table shows
that in the experiments, exactly 24 samples from each class were used at the test stage.

Table 1. The basic metrics values on the test Data Set.

Image class Method Precision Recall fl-score Support

Open space (OS) SVM 1.0 0.96 0.98 24
Resnet20 0.96 1.00 0.98 24

Marginal ice zone (MIZ) SVM 0.96 1.00 0.98 24
Resnet20 0.92 1.00 0.96 24

Pack ice (PI) SVM 1.00 1.00 1.00 43
Resnet20 1.00 0.93 0.96 43
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Tables 2 and 3 contain the so-called confusion matrix for classifier implementations
by MS SVM and Resnet20 schemes, respectively. In general, the classification results
are quite good. A more detailed analysis of the results is given in the Discussion section.

Table 2. Confusion matrix for MC-SVM.

Image class (0N} MIZ PI
Open space (OS) 23 0 1
Marginal ice zone (MIZ) 0 24 0
Pack ice (PI) 0 0 42

Table 3. Confusion matrix for ResNet20.

Image class oS MIZ PI
Open space (OS) 24 0

Marginal ice zone(MIZ) 0 24

Pack ice (PI) 1 2 40

4 Discussion

As follows from Tables 1-3, the classifiers built according to different schemes, taking
into account the low power of the Data Set, showed very decent results. At the same time,
the classifier based on MC SVM is slightly superior in all parameters to the classifier
based on ResNet20. This is due to the insufficient power of the Data Set to provide full
training of the DL-classifier, in this case, ResNet20. It is known that the training of DL-
classifiers, for example based on Deep Convolutional Neural Network, requires a Data
Set of considerable power (more than 1000 instances for each class). This is due to the
fact that DL-classifier is a very complex model, which depends on tens of thousands (and
more) parameters. It follows from machine learning theory [29] that model complexity
should grow “slowly” as the size of the training Data Set increases. Therefore, on small
Data Sets, the DL-classifier simply does not have time to be trained, due to the mismatch
in the complexity of the classifier and the Data Set. Analysis of confusion matrixes shows
that MC SVM made only 1 mistake, confusing classes PI and OO. This is probably due to
the fact that these classes, despite their many differences, have in common: a significant
part of the surface, in both cases, may occupy a coherent, texturally homogeneous array:
a water surface (OO-class) or a solid ice slab (PI-class). The ResNet20-based classifier
made three errors. All errors are related to incorrect classification of samples from the
PI-class. The reason for the errors: insufficient capacity of the Data Set to fully train the
ResNet20-based classifier.
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5 Conclusions

The paper suggests a new method for classifying the sea-ice floe size distribution type
based on the use of low-quality video footage. Low quality of video footage is quite
typical for high latitude conditions, where most of the year a set of complex meteo-
rological factors negatively affects the quality of aerial photography. That is why ice
reconnaissance data processing should be able to compensate the negative influence of
meteorological factors on the quality of ice surface imagery. In other words, ice recon-
naissance data processing should be able to estimate with high reliability the sea-ice floe
size distribution type, because this estimation is one of the main results of ice recon-
naissance. The sea-ice floe size distribution type classification method proposed in the
article has high robustness to noises and distortions of the source video material, which
makes it an effective means of overcoming the negative influence of a complex high
latitude meteorological environment. The simulation results showed high reliability in
solving the task of estimating the sea-ice floe size distribution type, which the proposed
method provides under the condition of highly noisy and distorted source data. The
proposed method is economical in the computational sense and, therefore, it can be
implemented in software on a medium- and low-power computing platform placed on
board a small-sized ice reconnaissance UAV.
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