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Preface

We are delighted to introduce the proceedings of the 18th European Alliance for Innova-
tion (EAI) International Conference on Collaborative Computing: Networking, Appli-
cations andWorksharing (CollaborateCom 2022). This conference has brought together
researchers, developers and practitioners from around the world who are interested in
fully realizing the promises of electronic collaboration from the aspects of networking,
technology and systems, user interfaces and interaction paradigms, and interoperation
with application-specific components and tools.

This year’s conference attracted 171 submissions. Each submission was reviewed
by an average of 3 reviewers. After a rigorous review process, 57 papers were accepted.
The conference sessionswere: Session 1, Federated Learning andApplications; Sessions
2, 3 and 8, Edge Computing and Collaborative Working; Session 4, Recommendation
Systems andCollaborativeWorking; Session 5, BlockchainApplications; Sessions 6 and
7, Security and Privacy Protection; Session 9, Deep Learning and Applications; Sessions
10 and 11, CollaborativeWorking; Session 12, Image Processing andRecognition. Apart
from high quality technical paper presentations, the technical program also featured one
keynote speech that was delivered by Prof. Kun Yang from the University of Essex, UK.

Coordinationwith the steering chair, ImrichChlamtac, and steering committeemem-
bers Song Guo, Bo Li, Xiaofei Liao, Xinheng Wang, Honghao Gao, was essential for
the success of the conference. We sincerely appreciate the constant support and guid-
ance. It was also a great pleasure to work with such an excellent organizing committee
team, we thank them for their hard work in organizing and supporting the conference.
In particular, we thank the Technical Program Committee, led by our General Chairs
and TPC Co-Chairs, Xinheng Wang, Honghao Gao, Wei Wei, Tasos Dagiuklas, Yuyu
Yin, Tun Lu,MinghuiWu, and LqbalMuddesar, who completed the peer-review process
on the technical papers and put together a high-quality technical program. We are also
gratefulto the conference manager, Lucia Sedlárová, for her support and all the authors
who submitted their papers to the CollaborateCom 2022 conference and workshops.

We strongly believe that the CollaborateCom conference provides a good forum
for all researchers, developers and practitioners to discuss all science and technology
aspects that are relevant to collaborative computing. We also expect that the future
CollaborateCom conferences will be as successful and stimulating, as indicated by the
contributions presented in this volume.

December 2022 Honghao Gao
Xinheng Wang

Wei Wei
Tasos Dagiuklas
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A Novel Risk Assessment Method Based
on Hybrid Algorithm for SCADA

Chen Yenan1, Lu Tinghui2, Li Linsen1(B), and Zhang Han1

1 School of Cyber Science and Engineering, Shanghai Jiao Tong University,
Shanghai, China

{chenyenan10,lsli}@sjtu.edu.cn
2 Guangdong Power Grid Co., Ltd. Jiangmen Power Supply Bureau,

Jiangmen, China

Abstract. With the frequent occurrence of cyber attacks in recent
years, cyber attacks have become a major factor affecting the security
and reliability of power SCADA. We urgently need an effective SCADA
risk assessment algorithm to quantify the value at risk. However, tra-
ditional algorithms have the shortcomings of excessive parsing variables
and inefficient sampling. Existing improved algorithms are far from the
optimal distribution of the sampling density function. In this paper, we
propose an optimal sampling algorithm and a selective parsing algorithm
and combine them into an improved hybrid algorithm to solve the prob-
lems. The experimental results show that the improved hybrid algorithm
not only improves the parsing and sampling efficiency, but also realizes
the optimal distribution of the sampling density function and improves
the accuracy of the assessment index. The assessment indexs accurately
quantify the risk values of three widely used cyber attacks.

Keywords: SCADA · Cyber attack · Risk assessment · Improved
hybrid algorithm

1 Introduction

With the continued growth of electricity demand, the security of the power
system is becoming increasingly important. In a power system, the application
of the SCADA (Supervisory Control And Data Acquisition) is the most mature
[1], which reliability ensures the security of the entire system.

Cyber attacks against SCADA occurs frequently in recent years, which have
become a major factor affecting the security and reliability of power SCADA.
Therefore, how to conduct the risk assessment of the power system has gradually
been an urgent issue. We need to study an efficient risk assessment algorithm to
accurately quantify the impact of cyber attacks on system reliability and predict
potential threats to SCADA. The power system risk assessment algorithms can
be roughly classified into two categories: parsing algorithms and Monte Carlo
simulation algorithms [2].
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The parsing algorithm obtains the random state of the system by fault enumer-
ation and the probability of the random state by parsing calculation. The mathe-
matical model of the parsing algorithm is accurate and the reliability indexes are
highly precise. However, the number of system states to be analyzed by the parsing
algorithm grows exponentially with the number of system components, which is
difficult to apply to large-scale power system risk assessment.

The Monte Carlo simulation algorithm uses random sampling to obtain the
status of each component in the power system, thereby determining the overall
status of the power system and assessing system risk. The sampling number is
independent of the size of the system. Therefore, it is particularly suitable for
the risk assessment of large-scale power systems. However, the algorithm has
a contradiction of calculation accuracy and sampling number [3,4]. The more
precise the assessment index, the greater number of samples and the longer the
calculation time required. We need to optimize the existing sampling algorithm
to improve the convergence rate, which brings us great challenges.

In addition, most power SCADA risk assessments focus on the system itself,
ignoring that cyber attacks are becoming a major factor affecting system security.
Thus, we propose a novel power system risk assessment algorithm that takes into
account cyber attacks. The major contributions of the work are four-fold:

– We propose an optimal sampling algorithm based on multiple integration
models and variational problems, which realizes optimal sampling of the ran-
dom state for improving the sampling efficiency and the indexes accuracy.

– To provide more efficient selection of parsing variables, we propose a selective
parsing algorithm based on the projection variance, which overcomes the
shortcomings of the parsing algorithm for the excessive analytical number.

– We combine the optimal sampling algorithm and the selective parsing algo-
rithm into an improved hybrid algorithm for risk assessment of three attack
types, which is the first attempt in the field. The improved hybrid algorithm
combines the advantages of both algorithms.

– To assess the effectiveness of the improved hybrid algorithm, we conducted
an error analysis of the risk assessment index and performed an experimental
comparison on the UNSW-NB15 dataset. Experiments show that the algo-
rithm can achieve better performance than other algorithms.

2 Related Work

The study of power system risk assessment algorithms has continuously been
concerned by researchers.

Roslan [5] proposed sequential Monte Carlo (SMC) and non-sequential Monte
Carlo (NSMC). They found that the SMC algorithm is more suitable to assess the
distribution system. Zhang [6] proposed an improved SMC algorithm approach to
substation connection risk assessment. Wu [7] adopted the SMC algorithm based
on the minimal path sets to assess the risk of the distribution network. [8–10] pro-
posed improved SMC algorithms to assess the risk of power systems respectively.
However, the traditional Monte Carlo algorithm is memory-intensive, which leads
to inefficiency.
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Liu and Shen [11] used the improved important sampling algorithm, which
meets the needs of assessment speed and accuracy. Bavajigari [12] presented the
importance sampling algorithm to improve the computational efficiency of Monte
Carlo sampling. Guo and Feng [13] calculated the security risk of the power sys-
tem by the Latin hypercube sampling algorithm. Liu and Li [14] proposed a new
algorithm combining Latin hypercube sampling (LHS) and Monte Carlo sequen-
tial simulation. The probability density functions adopted by these improved algo-
rithms are superior to traditional sampling algorithms, but they are still far from
the optimal distribution.

To overcome the shortcomings of the above algorithms, we propose a risk
assessment algorithm that combines optimal sampling and selective parsing algo-
rithms. The context of the assessment is that the power SCADA suffers cyber
attacks. We aim to compare the performance of the risk indexes obtained by
different algorithms and thus validate the superiority of the algorithm. The algo-
rithm quantifies the impact of cyber attacks on power SCADA more accurately
as well as has good engineering application value.

3 Preliminaries

3.1 SCADA Cyber Attack Types

Reports in [15] show an increasing number of security incidents and cyber attacks
against SCADA in recent years. We have investigated the Repository of Indus-
trial Security Incidents (RISI) [16] and SCADA cyber attacks that have occurred
in the last 20 years [17]–[21] all over the world.

The three attacks that appear most frequently and bring us the biggest secu-
rity challenges are Analysis, DDoS, and Worm. Specifically, Analysis contains the
port scan, spam, and HyperText Mark-up Language (HTML) file penetrations.
Attackers can use analysis tools to identify active ports and prepare for subsequent
attacks. DDoS blocks the communication network by sending a large number of
attack packets. Legitimate network packets are flooded with fake attack packets
and can not reach the control center, while the network packets sent down from
the control center can not be transmitted to the next layer of the network. Worm
attacks Programmable Logic Controller (PLC) and other computers in the control
center. Once the Worm infects the PLC, it can replicate itself to spread to other
computers.

3.2 Traditional Risk Assessment Algorithm

To quantify the impact of three cyber attack types on the system, we take the
32 generators of the test system IEEE RTS-79 [22] as the example for the risk
assessment. In the paper, we study the circuit breakers and generators of the
power system as a whole object. Note that the circuit breakers and generators
of the power system are treated as a whole object.

The forced outage rate (for) of a generator is the probability of an outage
occurring when a component is forced out of operation immediately due to a
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fault. for of the power system generator i corrected under conditions of cyber
attack fori.

The traditional Monte Carlo simulation algorithm samples each component
and determines the component state. The combination gives the state of the
entire system.

For the generator i, consider two states of normal operation (denoted by 1)
and fault (denoted by 0):

xi =

{
0 0 ≤ Ui ≤ fori

1 fori<Ui ≤ 1,
(1)

where xi is the state of generator i. Ui is a random number that obeys a uniform
distribution U(0, 1) generated by a computer. By comparing Ui with fori, the
generator state xi can be determined.

LOLP (Loss of Load Probability) is the probability that the available capac-
ity of a generation system will not be able to meet the annual maximum load
demand of the system:

LOLP =
1
N

N∑
i=1

FLOLP ( �Xi), (2)

where N denotes the number of random states for the system. FLOLP is the test
function of LOLP . �Xi is the system random state vector. When the system is in
condition �Xi without a load cut, then FLOLP ( �Xi)=0. Otherwise, FLOLP ( �Xi)=1.

EDNS (Expected Demand Not Supplied) is the expected value of load
demand power reduction due to generation capacity shortage in a given time
range of the system, which is measured in MW:

EDNS =
1
N

N∑
i=1

FEDNS( �Xi), (3)

FEDNS is the test function of EDND. FEDNS( �Xi) represents the active
power of the system in the random state �Xi in accordance with the cut-off
power.

LOLP and EDNS are both risk assessment indexes. The smaller value of
both, the lower the risk value of the system. The higher the risk value of cyber
attacks means the greater the threat to power SCADA.

4 Improved Risk Assessment Algorithm

The disadvantages of traditional sampling algorithms are low sampling efficiency
and slow convergence. As a useful supplement to the sampling algorithm, the
parsing algorithm can speed up the convergence rate. However, the number of
parsing algorithm is excessive, increasing exponentially with the number of sys-
tem components. We improve the two algorithms and combine them into an
improved hybrid algorithm, as shown in Fig. 1.
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Fig. 1. The framework of the improved hybrid algorithm.

4.1 Multiple Integral Models for Risk Assessment

To reduce the variance of the test function, we need to optimize the probability
distribution function of the system state variables. Rewrite the test function in
the form of a random number vector �x as the independent variable.

F ( �X) = H(�x), (4)

The element xi of the vector �x is a continuous variable.

R = E[F ( �X)] = E[H(�x)] =
∫

Ω

H(�x)d�x, (5)

where R is the risk assessment index. Ω is an n-dimensional hypercube sur-
rounded by planes x1 = 0, x1 = 1, x2 = 0, x2 = 1, ...xn = 0, xn = 1.
d�x = dx1dx2...dxn. We transform the power SCADA risk assessment problem
into a multiple integral model.

4.2 Optimal Sampling Algorithm

Optimal Sampling Density Function. According to [11]–[14], reducing the
variance V {H(�x)} of the test function can improve sampling efficiency and com-
putational speed. Calculate the estimated value R̂ of the risk assessment index.

R̂ =
1
N

N∑
k=1

H ′ (x̄k) , (6)

p(�x) is the probability density function.
The probability density function of sample �xk is p( �xk).

H ′(�x) =
H(�x)
p(�x)

, (7)

H ′(�x) is the corresponding test function of sample �xk. �x takes continuous
values in the integration region.

V {H ′(�x)} =
∫

Ω

[
H2(�x)/p(�x)

]
d�x −

[∫
Ω

H(�x)d�x

]2

, (8)
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V {H ′(�x)} is the variance of the test function. For the Eq. (8),
[∫

Ω
H(�x)d�x

]2
is a constant. When J [p(�x)] =

∫
Ω

H2(�x)/p(x̄)dx̄ gets the minimum value,
V {H ′(�x)} gets the minimum value. Consider the independence of component
states in power systems.

p(�x) = p1 (x1) p2 (x2) · · · pn (xn) =
n∏

i=1

pi (xi) . (9)

The problem of minimizing the variance of the test function is transformed
into a variational problem J = min{J [p]}.{

J [p] =
∫

Ω

[
H2(x̄)/

∏n
i=1 pi (xi)

]
dx̄∫ 1

0
pi (xi) dxi = 1(i = 1, 2, . . . , n).

(10)

According to the variational principle, the optimal edge distribution density
of the ith (i = 1, 2, ...n) dimension is:

pi (xi) =

√∫
Ωi

[
H2(x̄)/

∏n
j=i
j �=i

pj (xj)
]

d�x(i)

∫ 1

0

√∫
Ωi

[
H2(�x)/

∏n
j=1
j �=i

pi (xi)
]

dx̄(i)dxi

, (11)

d�x(i) = dx1dx2 . . . dxi−1dxi+1 . . . dxn. Ωi is a subspace surrounded by planes
x1 = 0, x1 = 1, x2 = 0, x2 = 1, ...xi−1 = 0, xi−1 = 1, xi+1 = 0, xi+1 = 1,...xn =
0, xn = 1.

Optimal Sampling Algorithm. We set Ii (xi):

Ii (xi) =
∫

Qi

⎡
⎢⎢⎣H2(�x)/

n∏
j=1
j �=i

pj (xj)

⎤
⎥⎥⎦ d�x(i), (12)

The piecewise function Ii (xi) is constant in subintervals [0, fori) and
[fori, 0]:

Ii (xi) =

{
Ii1 xi ∈ [0, fori)
Ii2 xi ∈ [fori, 1]

, (13)

Calculate the estimated value Îi1, Îi2 of Ii1 and Ii2:

Îi1 =
1

N1

N1∑
k=1

⎡
⎣ H (�xk)∏n

j=1
j �=i

pj (xj)

⎤
⎦
2
∣∣∣∣∣∣∣
xi∈(0,fori)

, (14)
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Îi2 =
1

N2

N2∑
k=1

⎡
⎣ H (x̄k)∏n

j=1
j �=i

pj (xj)

⎤
⎦
2
∣∣∣∣∣∣∣
xi∈(fori,1)

, (15)

N1,N2 are the number of samples that satisfy the two subintervals respec-
tively. The expression of the optimal sampling density function is:

pi (xi) =

{
pi1 xi ∈ [0, fori)
pi2 xi ∈ [fori, 1]

, (16)

pi1 ≈
√

Îi1

fori

√
Îi1 + (1 − fori)

√
Îi1

, (17)

pi2 ≈
√

Îi2

fori

√
Îi2 + (1 − fori)

√
Îi2

. (18)

The whole algorithm is divided into two stages: pre-sampling and formal
sampling. The purpose of pre-sampling is to obtain the optimal density function
for each sub-interval by iterative calculation. Then, we sample the random states
of the system according to the optimal density function during formal sampling
by Eq. (17) and (18). Finally, the risk index of the power SCADA is assessed by
Eq. (5).

4.3 Selective Parsing Algorithm

The selective parsing algorithm uses the projected variance to quantify the effect
of the randomness of the variables on the variance of the test function. The vari-
ables with high impact are selected for parsing to effectively reduce the variance.

We set Ki(xi):

Ki (xi) =

∫
Ωi

H(�x)d�x(i)

pi (xi)
. (19)

Transform Eq. (6):

R =
∫ 1

0

dxi

∫
Ωi

H(�x)d�x(i) =
∫ 1

0

Ki (xi) pi (xi) dxi, (20)

R̂i =
1
N

N∑
j=1

Ki (xij) . (21)

The accuracy of R̂ depends on the variance of Ki (xij):

V {Ki} =
∫ 1

0

{Ki (xi) − E [Ki (xi)]}2 pi (xi) dxi, (22)
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V {Ki} represents the effect of the randomness for the variable xi on the
variance of the risk assessment index, called the projected variance of xi.

Analogous to Ii (xi), the piecewise function Ki (xij) is constant in subinter-
vals [0, fori) and [fori, 0]:

Ki (xi) =

{
Ki1 xi ∈ [0, fori)
Ki2 xi ∈ [fori, 1]

. (23)

Calculate the estimated value K̂i1, K̂i2:

K̂i1 =
1

N1

N1∑
k=1

[
H (�xk)∏n

j=1 pj (xj)

]∣∣∣∣∣
xi∈(0,fori)

, (24)

K̂i2 =
1

N2

N2∑
k=1

[
H (�xk)∏n

j=1 pj (xj)

]∣∣∣∣∣
xi∈(0,fori)

, (25)

The projected variance of xi is:

V {Ki} ≈
{

K̂i1 − E [Ki (xi)]
}2

foripi1 +
{

K̂i2 − E [Ki (xi)]
}2

(1 − fori) pi2,

(26)

E [Ki (xi)] ≈ foripi1K̂i1 + (1 − foriri) pi2K̂i2. (27)

Similar to the optimal sampling algorithm, the selective parsing algorithm is
divided into two stages: pre-sampling and formal sampling. Pre-sampling calcu-
lates the projection variances and arranges them in order of magnitude, which
is used to select the parsing variables. The optimal set of parsing variables is
determined in this order. The optimal parsing variables are analyzed in the for-
mal sampling stage. We can improve parsing efficiency by the selective parsing
algorithm.

4.4 Improved Hybrid Algorithm

We combine optimal sampling with selective parsing algorithms and propose
an improved hybrid algorithm. The optimal sampling algorithm improves the
efficiency of sampling calculation by optimizing the sampling density function.
The selective parsing algorithm improves the efficiency of parsing calculation by
optimizing parsing variables.

Figure 2 shows the flow chart of the proposed algorithm. First, we enter the
system state, set the pre-sampling iterations and the sampling number to set
the initial sampling density to 1. Then iteratively calculate the optimal den-
sity function for each dimension and interval in pre-sampling 1. Calculate the
projection variance of variables according to the optimal density function and
rank them in order of magnitude to determine the optimal parsing variables
in pre-sampling 2. Next, sample the random states of the simulated variables
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according to the optimal density function and enumerate the states of the pars-
ing variables to obtain the system states in the formal sampling until sampling
completes. Finally, count risk assessment indicators, test function variances and
coefficients of variance, and output the assessment results.

Fig. 2. Flow chart of the improved hybrid algorithm.

5 Example Analysis

5.1 Optimal Sampling Algorithm Assessment Results

To verify the sampling efficiency of the optimal sampling algorithm, we take 32
generators of IEEE-RTS79 as the object.

We conduct an error analysis of the reliability assessment indexes. Figure 3
shows βLOLP , βEDNS , VLOLP , VEDNS under different sampling number for four
sampling algorithms. βLOLP , βEDNS is the variance of LOLP and EDNS.
VLOLP , VEDNS are the variances of the test function for LOLP and EDNS.
The pre-sampling of the optimal algorithm consists of two iterations of the cal-
culation, each with 2000 samples. The number of samples starts from 6000.

It can be seen that the values of βLOLP , βEDNS of four sampling algorithms
decrease as the number of samples increases. It means that the accuracy of the
reliability index increases with the number of samples. The curves smooth out
when the number of sampling reaches 20,000. At this point, the four sampling
algorithms have the highest sampling efficiency and the most accurate calcula-
tion accuracy. Tests have shown that a sampling density function with minimal
variance is obtained after 2 iterations for the optimal sampling algorithm.

As can be seen from the bar charts, the latter three improvements all reduce
the sampling variance to some extent compared to the traditional algorithm.
In particular, the optimal sampling algorithm has the largest reduction. It not
only has the smallest variance of the test function under the same sampling
number, but also the variance of the test function tends to decrease with each
iteration. This proves that the index accuracy and sampling efficiency of the
optimal sampling algorithm are the highest among the four algorithms.
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Fig. 3. βLOLP , βEDNS , VLOLP , VEDNS for four algorithms

5.2 Improved Hybrid Algorithm Assessment Results

To verify the performance of the improved hybrid algorithm, we assessed the
selective parsing algorithm in combination with traditional and optimal sam-
pling algorithms respectively. Based on the conclusion in Sect. 6.1, we selected a
sample number of 20,000 for comparison. We consider the effect of the projection
variance of the system state variables on reliability, which takes 32 generators of
IEEE-RTS79 as the parsing variables.
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Our experiment is divided into three stages.
In the first stage, we combine selective parsing with the traditional sampling

algorithm to obtain an improved traditional algorithm. The pre-sampling is car-
ried out according to the traditional sampling algorithm, which consists of two
iterations of the calculation, each with 2000 samples. The projection variance
of the variables is calculated from the obtained sampling density function by
the selective parsing algorithm and the 32 generators are reordered according
to the magnitude of the projection variance. In the formal sampling process,
the reordered parsed variables are parsed. The variance of the test function is
calculated to obtain the results of the improved traditional algorithm.

In the second stage, we combine selective parsing with the optimal sampling
algorithm to obtain the improved hybrid algorithm. The traditional algorithm
of the first stage is replaced with the optimal sampling algorithm. Repeat the
steps of the first stage and obtain the results of the improved hybrid algorithm.

In the third stage, the performance of the improved algorithms are verified
by comparing the variance of the test functions obtained in Sect. 5.1.

Figure 4 shows the comparison results of four algorithms. The abscissa is the
generator number reordered according to the projected variance. The smaller
the number, the larger the projected variance. We can conclude that VLOLP

and VEDNS decrease as the projection variance increases. It means that parsing
variables with larger projected variances have a greater impact on the variance
of the test function. The greater the projection variance of the parsing variables,
the more efficient the parsing of the selective parsing algorithm. Selecting parsing
variables with large projection variance for parsing can reduce the variance of the
test function and improve the parsing efficiency. The improved hybrid algorithm
further improves the performance of the optimal sampling algorithm, which has
the highest sampling efficiency in Sect. 5.1.

The number of samples is set to 20,000. We compare the assessment results
of the five algorithms in Table 1. Note that Time(/s) is the parsing time. From
Table 1, compared to the other algorithms, we can conclude that βLOLP , βEDNS ,
VLOLP , VEDNS of the improved hybrid algorithm are minimum, which means
that the improved hybrid algorithm has the highest sampling efficiency and the
assessment indexes obtained are the most accurate. In addition, the improved
hybrid algorithm greatly reduces the parsing time of algorithms due to the selec-
tive parsing algorithm’s improved parsing efficiency. The parsing time improved
94.545% compared to the traditional algorithm. It is of great significance in the
reliability assessment of modern large-scale power systems.
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Fig. 4. VEDNS , VLOLP for improved algorithms

Table 1. The assessment results of five algorithms

Algorithm LOLP (10−2) VLOLP (10−2) βLOLP (10−2) EDNS VEDNS βEDNS(10−2) Time

Traditional 8.43019 7.81100 1.45035 15.2672 4568.45 1.94486 165

Improved Important 8.49715 0.72946 0.45807 15.0129 289.65 0.52224 21

Latin Hypercube 8.50148 3.74545 1.04238 15.1606 1692.56 1.29878 132

Optimal Sampling 8.32678 0.50213 0.003406 14.5367 156.483 0.00369212 17

Improved Hybrid 8.30146 0.32541 0.001534 14.5246 102.152 0.00161354 9
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Table 2. LOLP (10−2) for cyber attack

Type Traditional Improved
Important

Latin
Hypercube

Optimal
Sampling

Improved
Hybrid

Primary value 8.4302 8.4972 8.5015 8.3268 8.3015

Worms 16.1869 16.3136 16.3459 15.8672 15.9496

DDoS 15.3428 15.4124 15.4423 15.1454 15.0887

Analysis 16.6942 16.8568 16.8154 16.5478 16.4983

Table 3. EDNS(/MW) for cyber attack

Type Traditional Improved
Important

Latin
Hypercube

Optimal
Sampling

Improved
Hybrid

Primary value 15.2672 15.0129 15.1606 14.5367 14.5246

Worms 30.0572 29.5787 29.8675 28.6785 28.6033

DDoS 31.5478 31.1878 31.4865 30.1853 30.1502

Analysis 33.9645 33.3752 33.7457 32.3458 32.3071

5.3 Risk Assessment for Cyber Attack

The UNSW-NB15 dataset [23] is used to generate attacks for evaluation. LOLP
and EDNS are obtained for cyber attack in Table 2 and Table 3. Note that the
primary values for the assessment index are obtained without cyber attacks. As
a result of the five algorithms calculations, we can conclude that LOLP and
EDNS values of Analysis attack are the largest among the three attack types.
Through our error analysis it is clear that although the five algorithms produce
consistent conclusions, the other four are not sufficiently precise in their indexes.
To maximize the accuracy of the calculation, we have adopted the assessment
indexes of the improved hybrid algorithm calculation. Analysis attack has the
largest LOLP and EDNS values among the three attack types, meaning it
has the greatest impact on the reliability of the system. The value of LOLP
increases 98.74% and EDNS increases 122.43% compared to the primary value.
For Worms attack, the value of LOLP increases 92.13% and EDNS increases
96.93%. For DDoS attack, the value of LOLP increases 81.76% and EDNS
increases 107.58%. As a result of our precise assessment, the risk value of Analysis
attack is the maximum, meaning it is the most dangerous for the power SCADA.

6 Conclusion

In this paper, we first propose an optimal sampling algorithm based on multiple
integration models and variational problems, which improves sampling efficiency
and indexes accuracy. Besides, a selective parsing algorithm based on the pro-
jection variance is proposed to provide a more efficient selection of parsing vari-
ables for improving parsing efficiency. Then, we combine the two improved algo-
rithms to form an improved hybrid algorithm for risk assessment of three attack
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types. After error analysis and experimental comparisons, we can confirm that
the improved hybrid algorithm outperforms the traditional and existing algo-
rithms. The assessment results accurately quantify the impact of cyber attacks
on SCADA security, which show that the Analysis attack has the greatest risk
value. It is extremely well predicted that Analysis attack is the greatest threat
to power SCADA, providing insights into the establishment of the power system
security enhancement strategies.
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Abstract. The practice of releasing individual data, usually in tabu-
lar form, is obligated to prevent privacy leakage. With rendered privacy
risks, visualization techniques have greatly prompted the user-friendly
data sanitization process. Yet, we point out, for the first time, the
attribute order (i.e., schema) of tabular data inherently determines the
risk situation and the output utility, while is ignored in previous efforts.
To mitigate this gap, this work proposes the design and pipeline of a
visual tool (TPA, Tabular Privacy Assistant) for nuanced privacy anal-
ysis and preservation on order-dynamic tabular data. By adapting data
cube structure as the flexible backbone, TPA manages to support real-
time risk analysis in response to attribute order adjustment. Novel visual
designs, i.e., data abstract, risk tree, integrated privacy enhancement, are
developed to explore data correlations and acquire privacy awareness. We
demonstrate TPA’s effectiveness with a case study on the prototype and
qualitatively discuss the pros and cons with domain experts for future
improvement.

Keywords: Interactive system · Visualization · Privacy analysis

1 Introduction

We are all providers and beneficiaries of the collection and release of individ-
ual data. Generally maintained as multi-attribute tables, the collected data can
be used in various learning, statistic, and decision-making tasks (e.g., disease
diagnosing, product recommendation). Alongside the well-known benefits, pri-
vacy issues in the publish of data have raised massive concerns recently, as more
and more real-world safety violation caused by data leakage and abuse are wit-
nessed [21,28] and the promulgation of regulations (e.g., GDPR).

The privacy risk stems from the fact that individual identity, although usually
anonymized, is correlated and may be re-identified by the other seemingly harm-
less attributes. As a result, it is obligated for data holders (e.g., organizations,
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companies) to properly sanitize data before releasing it. Research communities
have responded to this critical requirement with many privacy protection tech-
niques, including anonymity [16], differential privacy [9], and synthetic data mix-
ture [1,36]. With such technical basis, visualization has been introduced recently
to facilitate illustrative, understandable, and easy-to-use privacy analysis tools
on behalf of the users [6,7,31–33,35]. For example, in [33], visual presentations on
privacy exposure level and utility preservation degree are provided for detecting
and mitigating privacy issues in tabular data.

Previous visual methods for privacy analysis build on the setting of fixed
attribute order, i.e., the target table has fixed columns. However, we find that the
currently unexplored attribute order (i.e., schema) inherently deter-
mines the privacy risk situation and the output utility (Detail analysis
in Sect. 3.2). For example, in the process of checking K-anonymity privacy con-
straints [30] on a sheet, whereas we may find privacy breach on the 3rd attribute
and have 5 values changed during protection in an order of ‘Age, Work, Disease’,
we would face a totally different (thornier) privacy context, like privacy breach
on the 1st attribute with 10 values changed, in order ‘Work, Disease, Age’. As a
result, randomly choosing an attribute order, as the existing proposals do, may
unfortunately lead to over-protection and unnecessary utility losses.

We are thus motivated to design a flexible visual tool (TPA) that can sup-
port and explore order adjustment for nuanced (user-specific, reactive) privacy
investigation. The most challenging part for dynamic order is that one should
dynamically re-perform risk analysis (e.g., equivalent class parsing) according
to the new attribute order. This can be a disaster for existing implementations
as it involves aggregation calculations for all combinations under additive pre-
fixes, especially when the sheet owns vast amounts of data items and lots of
attributes, indicating significant interaction latency. As a remedy, we adapt the
data cube structure with flexibly pre-aggregation to organize the table and use
an operation tree to handle order adjustment in real-time (Sect. 4.1).

Combined with various privacy enhancement technologies, TPA guides data
holders on the risks in their data, and prompt utility losses of preserving opera-
tions. The main contributions are as follows:

– We identify the impact of tabular attribute order on privacy analysis, utility
loss, and processing costs. We propose a new tool to explore such a property
by adopting data cube to guarantee real-time interaction.

– We leverage multi-dimensional value distance to measure utility change at the
back-end. We use abstract extraction for inter-attribute relationship analysis
and design an intuitive risk tree that semantically bonded with data items
for interactive privacy analysis preservation at the front-end.

– We implement the prototype of TPA and evaluate its effectiveness with use
a case from the medical domain, respectively. A qualitative interview points
out the pros and cons of TPA from the perspective of domain experts.
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2 Related Work

In this section, we provide the background of the privacy preserving and review
the literature on visualization.

2.1 Privacy Preserving Techniques

Data providers sanitize the data before before making it public. There are three
dominant technologies:

Anonymity Method. The most widely used technique for dealing with linking
attacks is k-anonymity [30], which is one of the most representative methods.
K-anonymity calls all records with the same quasi-identifier an equivalence class.
It requires each equivalence class has at least k records. The k-anonymity avoids
attackers to identify users by quasi-identifiers with a confidence level no more
than 1

k . However, it cannot prevent homogeneity attacks. For example, the sen-
sitive attributes in a equivalence classes are identical, and the attackers can still
confirm their sensitive information. Hence, l-diversity was proposed [19]. If a
sensitive attribute of an equivalence class has at least l well-represented count,
then the equivalence class is said to be l-diversity. Similarly, if all the equivalence
classes meet l-diversity, the dataset can be considered to meet l-diversity. If the
distance between the distribution of the sensitive attribute in the equivalence
class and the distribution of the sensitive attribute in the whole dataset does
not exceed the threshold t, it is considered to meet t-closeness [17]. In addi-
tion, there are many other variants based on these three methods [15,29].But
anonymity methods are parameter sensitive, and apply to specific constraints.

Differential Privacy. Differential privacy [9] is widely used which has no dis-
advantages of anonymous methods (only applicable to attackers with specific
background knowledge). If the absence of a data item does not significantly
affect the output result, the function conforms differential privacy definition.
For example, if there is a function that queries 100 items in a certain way and
results in the same results as queries for the 99 items, there is no way for an
attacker to find information about the 100th item. Therefore, the core idea of
differential privacy is that there is only one record for the difference between two
data sets, making the probability of the result is almost the same.

Synthetic Data. The intuitive advantage of synthetic data is that it is ‘artifi-
cial data’, so synthetic data does not contain real information. Synthesizing data
is also presented to protect publishing data from traditional attacks [1,23,36].
Therefore, many studies [2,4,27] work on similarity between real and synthetic
records to measure privacy leakage in synthetic datasets. True, these techniques
avoid exposing real data, but as Stadler argues [27], these studies seriously over-
estimate the ability of privacy preserving. They can’t always prevent attacks.
Synthetic data is far from the holy grail of privacy preserving data publishing.
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2.2 Privacy Visualization

Privacy preserving is a part of data processing. Visualization plays a key role in
data analysis and processing. Recent literature proves that visualization is gain-
ing momentum in the domain of privacy preserving. Much work has assimilated
and expanded the concept of privacy and data mining, analyzed how to reduce
privacy leaks, maintain utility, and provide the preserving pipeline.

Visualization in Data Analysis. Data analysis [18,34] mainly analyzes
the relationship between samples from the perspective of distribution, corre-
lation and clustering. Many visualization tools, such as Hierarchical Cluster
Explorer [26], PermutMatrix [5] and Clustergrammer [11], are used to analyze
the relationship between samples.

Tabular is the primary way to represent data attribute relationships. Tabular
visualization [12,13,24] is extremely scalable because cells in table can be divided
into many pixels to show more information about data. Tagging is a critically
acclaimed tool [12], which is an item-centric (cells in the sheet) visualization
technique that provides a seamless combination of details through data-driven
aggregation.

Visualization for Privacy Analysis. In recent years, a growing number of
studies focus on visualizing-specific contributions for privacy preserving. Chou
et al. proposed a visualization tool to help avoid privacy risks in vision, and
designed a visual method based on anonymity technology for social network
graphs [6] and time series [7]. GraphProtector [32] guides users to protect privacy
by using graphical interactive visualizations to the connection of sensitive and
non-sensitive nodes and observe structural changes in the graph of utility.

There are also some studies [3,8,37] that analyze how existing visualizations
of privacy preserving affect data and how effective they are. Dasgupta et al.
analyze the disclosure risks associated with vulnerabilities in privacy-preserving
parallel coordinates and scatter plots [8], and present a case study to demon-
strate the effectiveness of the model. Zhang et al. investigate visual analysis
of differential privacy [37]. They analyze effectiveness of task-based visualization
techniques and a dichotomy model is proposed to define and measure the success
of tasks.

Visualization for Privacy Preserving. The preserving pipeline is designed
to provide users with a complete processing framework from analysis to protec-
tion. Xiao et al. proposed a visualization tool named VISEE [35] to help protect
privacy in the case of sensor data sharing. VISEE makes a trade-off between util-
ity and privacy by visualizing the degree of mutual information between different
pairs of variables. Overlook [31] was developed for differential privacy preserving
of big data. It allows data analysts and data administrators to explore noised
data in the face of acceptable delays, while ensuring query accuracy compa-
rable to other synopsis-based systems. Wang et al. [33] propose UPD-Matrix
(utility preservation degree matrix) and PER-Tree (privacy exposure risk tree)
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and developed a visualization tool for multi-attribute tabular based on them. It
provides a five-step pipeline of user interaction and iterative processing of data.

These visualization tools are designed to help users troubleshoot potential
risks. However, most of them are based on a single exploration domain or auto-
matic algorithms. We find that different schema has great difference in risk anal-
ysis and handling (Sect. 3.2). Our approach allows users to explore the tabular
data of different attribute order more flexibly and support different granularity
of privacy preserving operations.

3 Preliminaries, Motivations, and Requirements

For ease of exposition, we first denote the relevant entities: 1) Individuals whose
information are recorded in a sheet. One individual can correspond to several
items. 2) Data holders1 (e.g., institutions, administrators) that own, maintain,
and release the sheet.

3.1 Preliminaries on Tabular Privacy

The basic privacy risk of sharing tabular data is that individual identity is cor-
related and may be revealed by the other seemingly harmless attributes. We
denote such a unique combination of attributes a quasi-identifier for individ-
ual privacy. We first give some key definitions in this privacy context.

(Definition 1) Equivalent Class: A subset of items with equal values on all
the focused attributes.

For example, in Fig. 1, if ‘Gender’ is the focused attribute, then all the items
with value ‘M’ form an equivalent class, while all items with ‘F’ form another
class. According to K-anonymity argument, if the size of a equivalent class is
smaller than k, then the inside items form quasi-identifiers that identify their
owners’ identities.

Fig. 1. Aggregation for privacy analysis under a schema example. (a) Original sheet. (b)
Reordered records by schema. (c) Privacy-enhanced sheet based on merging attribute
values.

Given a tabular set, a general privacy analysis process (e.g., [33]) involves
calculating the size of equivalent classes under additive attribute prefix. For
1 We use data holder and user interchangeably.
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example, measuring the size of equivalent class of prefix ‘Gender=F’ and raising
a privacy risk if the number is smaller than k; then checking prefix ‘Gender=F,
Children=1’, et al.

(Definition 2) Schema: The order of attributes assigned for measuring the
size of equivalent class to find a privacy breach.

We denote the process of finding equivalent classes according to the schema
as aggregation, so that privacy investigation turns into aggregation in
the given order of attributes. Figure 1 shows the aggregation under a specific
schema (from the left column to the right ones). Attribute of the left-most column
(Gender) is first investigated by measuring the equivalent class of Male (‘M’)
and Female (‘F’) separately. Wherein, the ‘M’ class would breach K-anonymity
if k > 1, which can be mitigated by merging values ‘M’ and ‘F’ together to loose
the quasi-identifier (k = 5). Then the next dimension (Children) is measured by
counting items under prefix ‘M, 1’, ‘F, 1’, and ‘F, 2’ separately.

3.2 Motivations: Self-defined and Dynamic Schema

Previous studies use a fixed schema during privacy analysis for that analyzing
equivalent class for a tabular set is computation complex, especially when there
are large amounts of data items with many attributes. As a result, they usually
perform analysis according to the original attribute order in the sheet. However,
we find that:

Remark: Different schema will yield different privacy risk situations, facili-
tate distinguished privacy-preserving granularity, and introduce distinct risk han-
dling overhead.

Taking the merging operation as an example, different schemas correspond
to different aggregations and result in different equivalence classes after merging.
In the case of Fig. 2, O1 and O2 are the same sheet with different schema. When
checking the first attribute, O1 will merge the ‘Gender’ into M |F (operation
a), whereas ‘Children’ in O2 satisfies k = 2-anonymity and will be retained.
Then, O1 continues to check ‘Children’ without merging operation and merge
‘Cancer’ under the prefix of ‘Gender-Children’. O2, on the other hand, merges
the ‘Cancer’ and ‘Gender’ attributes under the prefix of ‘Children’. Finally, O1
has 10 values altered, while O2 got eight changed during aggregation. That is,
the schema has a explicit impact on the privacy situations and enhancement
level.

In particular, we note that the latter attribute in the schema order has a
higher chance of breaching privacy as the equivalent class of a longer prefix (finer
granularity) gradually gets smaller, namely, easier to go below the constraint k.
As a result, the latter attribute may be heavily merged for privacy preserving,
losing more utility. Considering this, we point out that the schema should be
assigned by the data holder according to their privacy/utility prefer-
ence, e.g., subjectively retaining information of some attributes by putting them
in the front. Furthermore, as we will show in Sect. 6, data holders will dynam-
ically adjust the schema to analyze the risky attributes in coarser
granularity for flexible merging operations. For example, instead of studying
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Fig. 2. An example of performing equivalent class merging for privacy enhancement
under different schemas (O1 and O2). Obviously, the yielded sheets are different.

many equivalent classes for a latter attribute, one can move it to the front to
perform merging on fewer classes.

Yet, existing visualization cannot meet the above dynamic schema intentions,
as the change in schema requires a new round of aggregation, which will cause
significant latency in online interaction. We are thus motivated to design a new
privacy visualization tool that supports schema dynamics.

3.3 Requirement Analysis

Through meetings with domain experts, we acknowledge that they are familiar
with common privacy enhancement technologies, such as k-anonymity and dif-
ferential privacy. In fact, they have actively applied these techniques to mitigate
risk before data released. On this basis, we discussed the insufficiency in current
privacy practice and have identified four main requirements:

R1: Ability to Control Schema. As indicated above, different order of
attributes shows different preference on attributes and has different granular-
ity when applying privacy preserving operations. Flexible support for adjustable
schema is widely required.

R2: Multidimensional Data Analysis. Users’ prior knowledge is important
in risk analysis. Even professional data analysts cannot find relation between
attributes by simply glancing at a sheet. Heuristic algorithms for risk assessing
do not know the semantic knowledge and their results are unreliable. Therefore,
domain experts believe that a sketch view on for exploring attribute relations is
beneficial.

R3: Intuitive Risk Cue. Prior privacy preserving studies have addressed
visual designs for privacy risk. In these realizations, users are reminded that
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there are risks somewhere without mapping directly to the specific records on
the sheet. Thus, it is expected to provide an integrated process for risk presen-
tation and mitigation.

R4: Operation-Granularity Utility Evaluation. The sanitization of data
inevitably discard some information details. It would blur the data, deviate the
statistics, and reduce releasing utility. In particular, as different schema and
sanitization operations lead to different utilities, users generally want to attain
the utility outputs of the current settings for further involvement.

4 Back-End Engine

This section introduces the key techniques of TPA and how they are used in the
system.

4.1 Data Structure for Order-dynamic Schema

Section 3 discusses the necessity and challenges of adjusting schema dynamically.
We propose to adapt data cube as the basis for data management, which has
efforts in addressing R1 and R2. With data cube, we design the operation tree
and facilitate users to change schema and perform operations with almost no
perceptible latency.

Fig. 3. Data cube of a dataset with attributes D = A,B,C. (a) Tree-based data cube.
(b) Aggregation relationships of the data cube.

Data Cube. Data Cube [14] is well suited to handle online analytical process-
ing queries. It is a data processing form for statistics of data, such as SUM,
MIN, MAX and AVERAGE. Queries have low latencies by pre-aggregated. We
introduce the data cube into TPA, and pre-calculated aggregations are used to
reduce query latency.

As shown in Fig. 3, (a) shows a tree-based data cube. Similar to a search tree,
records are added as a node based on the value of each dimension. However, the
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data cube also stores the aggregated results (i.e., the subtree pointed to by the
blue arrows). The aggregation results store records when a dimension value was
ignored. When a query does not care about the values of specific dimensions, data
cube can response quickly by access aggregation. For example, The user wants to
find all records which attribute C is c1 and doesn’t care about other attributes.
The result can be obtained by accessing the aggregation of {all, all, c1}, which
is the green node in the figure.

Fig. 4. An illustration of creating and updating the operation tree. (a) Data cube is
built at the back-end based on the tabular data above. (b) Operation tree is generated
based on the data cube. (c) An example of updating the operation tree.

Operation Tree. We propose the operation tree for interaction and visualiza-
tion on the client side. When the user specifies a schema, the operation tree
is generated quickly based on the data cube. The operation tree is similar to
the data cube in that each node denotes an aggregation and stores indexes of all
records in the aggregation. The nodes in the operation tree have the same aggre-
gated order as the schema, only dimensions involved in the schema are stored,
which is a lightweight tree designed for front-end (client) interaction.

When requesting a new schema, TPA will quickly create the operation tree by
accessing the aggregations from the data cube. Figure 4 (a) and (b) illustrate the
process of creating an operation tree, when a user is interested in two attributes
and given an schema of Cancer → Gender. Taking advantages of the data cube,
TPA does not need to traverse all records to build the operation tree. TPA
can quickly find out records of each node (operation tree) just by looking at
aggregations of the data cube. TPA is able to create the operation tree with
little overhead, even if the user frequently reorders the dimensions.

When we apply certain preserving operations, they are directly performed
to the operation tree. Figure 4 (c) show how the operation tree updated after a
merging operation performed. Updating may add or delete nodes and branches,
and update the values of node records. Since these changes only tweak the tree
structure, they do not incur much computing overhead on the client side, while
changes to the operation tree are synchronized to the data cube of the server
side, again with no additional delay in interaction.
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4.2 Utility Quantification

Utility is a summary term describing the value of a given data release as an ana-
lytical resource [10], which is essentially a measure of the information obtained
from the dataset. There is no accepted measure of utility and few studies focus
on utility quantification of tabular data. According to the definition of utility,
we consider using distance and distribution to measure the utility loss. For
any values fa(x) in original dataset (where fa(x) is the value of the attribute
a) and handling values f

′
a(x) which is obtained after privacy preserving, we use

Ldistance(Fa, F
′
a) and Ldistribution(Fa, F

′
a) to denote the utility loss according to

the difference in distance and distribution between them. We propose different
algorithms to calculate utility losses for numerical data and categorical data,
respectively.

Numerical Distance. Inspired by EMD [25], Earth Mover’s Distance is used
to compare the distance between two datasets. Sort all records of two datasets,
and calculate the distance of the corresponding records:

Ldistance(Fa, F
′
a) =

n∑

i=1

|i − j|
n

, (1)

where i and j refer to the sorted index of fa(x) and f
′
a(x) and n is the number

of records.

Categorical Distance. Since the Categorical data may be fuzzy, the value of
fa(x) is actually a set. For example, fgender = {male, female} represents an
uncertain value that the gender of this record may be male or female. First, we
calculate I of these two fuzzy sets, where I denotes the number of individual
values that can only be taken from one of the sets. Taking {a, b, c} and {b, c, d}
as an example, a and d are individual values, hence the I is 2. Then the distance
between sets can be calculated by:

Ldistance(Fa, F
′
a) =

n∑

i=1

2I

|fa(x)| + |f ′
a(x)| , (2)

where |fa(x)| refers to the size of the set (i.e., the number of fuzzy values con-
tained).

Numerical Distribution. As a nonparametric test method, K-S test [20] is
applicable to compare the distribution of two datasets when the distribution is
unknown. We use the K-S test to measure the distribution of numerical distri-
bution and use the p-value to represent the utility loss:

Ldistribution(Fa, F
′
a) = 1 − p. (3)
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Categorical Distribution. To measure the distribution of fuzzy sets, we first
get the global distribution of all possible values. For an attribute a, count the
number of occurrences of all values C = {ca1 , ca2 , . . . , can

}, where can
refers to

the number of values with an. Given a fuzzy set fa(x), counting each possible
value an by can

= can
+ 1

|fa(x)| . After getting the global count, the distance of
each value can be calculated by:

Ldistribution(Fa, F
′
a) =

n∑

i=1

|C − C ′|
n

. (4)

Fig. 5. Tabular Privacy Assistant (TPA), a visual tool for the risk analysis and privacy
preservation of tabular data with dynamic attribute order. (a) A widget that allows
personalized attribute order setting and dynamic adjustment. (b) Statistics of different
attributes for overall distribution analysis. (c) The main view for tabular data presen-
tation (box plot means abstract of several items) and interactive privacy enhancement
(e.g., choosing five items to merge). (d) Privacy risk tree under the current attribute
order (red: privacy breach items on K-anonymity). (e) Historical privacy enhancement
operations (allowing backtrack and comparison). (f) Data utility dynamics during inter-
actions.

5 Front-End Visualization

We implemented the TPA prototype system, as shown in the Fig. 5. The front-
end of TPA works in 5 steps (Fig. 6): importing, building data cube, privacy
analysis, privacy preserving, and exporting. Among them, (c) privacy analysis
and (d) privacy preserving are of the most concern for data holders. Being at
the heart of visualization and interaction, these two steps work iteratively by
presenting risks and performing enhancement until privacy and utility are both
satisfactory.
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Fig. 6. TPA visualization framework, a 5-step pipeline: import the data sheet, build
the data cube, iterate to analyze and deal with privacy risks, and finally export the
data sheet.

5.1 Importing and Building Data Cube

As the first step in the pipeline, the user needs to upload the data sheet here.
TPA will attempt to automatically identify the attributes type (categorical or
numeric), and user can correct possible misjudgments by manually setting the
type. Once the attribute type is determined, it cannot be modified in subsequent
steps.

After receiving the sheet uploaded at the first step, TPA will build the data
cube for management and create a session. The session created is used to respond
to requests for schemas and to keep track of updates to the operation tree.

5.2 Privacy Analysis

Figure 5 (a) shows how the schema is modified. This widget has two boxes (left
and right), and user changes the order by moving the attributes in these two
boxes. The first time at this step all the attributes are in the right side area, and
users can select the interested attributes and move them to the left. Users can
also add or remove interested attributes at any time. The attributes of the left

Fig. 7. Abstract: Performance on the building time and response time. (a) Linkube’s
building time on the Flight dataset. (b) The response time of 10,000 queries on the
Twitter dataset. (c) The response time of Linkube with the arrival of queries. Risk
tree: A risk tree design for intuitive perception of privacy risks in aggregations.
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box can be dragged at will to adjust the aggregated order. Thanks to data cube
applied, any changes to the schema will instantly generate the corresponding
operation tree. In addition, clicking an attribute can mark it as sensitive (used
for l-diversity and t-closeness).

Abstract. Aggregations have sorted records in equivalent classes according to
the schema, but dozens or even hundreds of lines of records are hardly to be
summarized. To help data holders understand and analyze the relation between
attributes (R2), we design the visual abstract. As shown in Fig. 5 (b), TPA
provides a global abstract, which shows the distribution and proportion of val-
ues. In addition to the global summary, TPA supports draw abstract for any
aggregation selected. Clicking on the left of the record to collapse or expand the
aggregation, and draw abstract for the collapse one. There are two types of the
abstracts, as shown in Fig. 7(a):

– The categorical abstract in (a). Its value distribution is represented by the
percentage of color block. For fuzzy values, such as null values and uncertain
values, are bisected among all possible blocks. The light (upper) part of the
color block refers to the uncertain value. By observing the proportion of the
light part, users can know how many records apply the merging operation.

– The numeric abstract in (b), based on a box-plot design. The box-plot clearly
shows the extreme, quartile, and mean values of the aggregation.

With summaries by the abstract, users can quickly get the information of the
selected aggregation and the relation between the data of different attributes,
which is helpful for data analysis.

Privacy Risk Tree. Abstract can guide data analysis, and help to explore
data relations, but users also like the system to tell them directly where the
privacy risks are (R3). We came up with a more intuitive visual design, the
risk tree, locating privacy risks according to anonymity technologies. Figure 7(b)
illustrates the risk tree widget. A selector on the top left of the widget allow
user to select a specific anonymity technology from k-anonymity, l-diversity and
t-closeness. The constraint parameters are set by the slider. Risk Tree consists of
layers of pie charts, with the layers from inside to outside corresponding to the
given schema. The division of piece at each layer represents the distribution of the
value of this attribute, and each piece is a corresponding node (aggregation) from
the operation tree. Calculate whether each piece satisfies the constraint based
on the parameters set by the user, and map the privacy risk of aggregations
to different colors. When the block does not meet the constraint, the color is
calculated by linear interpolation, and the color can relay the degree of risk of
each aggregation. Users can hover to view specific aggregation information, and
click to quickly jump to its location in the main view.

Due to the different granularity of each layer, the actual priority of risks are
different. Obviously, the aggregation node of the outer layer has fewer records,
exposing fine-grained privacy risk easily. On the contrary, the high risk color of
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the inner aggregation indicates that the aggregation has large-scale leakage and
should be paid more attention to. A simple understanding is that the risk of
inner aggregations means that an attacker can use less information to identify
items and should be dealt with first.

5.3 Privacy Preservation

The privacy risks identified in the previous step could be addressed in the this
step. TPA provides four operations for privacy enhancement: merging, noise
injection, fake data injection, and removing. Operations other than merging
require a selection of records. As shown in Fig. 8(a) (b), user can select records
by ctrl+clicking equivalent classes or records.

Fig. 8. Preserving operations: (a) Merging operation. (b) Select records. (c) Open
operations menu. Adding noise: A visual design for adding noise.

Merging. Merging is the primary preserving operation, which prevents an
attacker from identifying items by making the value fuzzy. Two equivalent classes
can be merged when all prior attributes of them have same values (i.e., the two
nodes in the operation tree have the same parent node). As shown in Fig. 8(a),
dragging one folded class onto another to merge them. The value of these two
classes will be updated from a concrete value to an uncertain value (A|B).
Besides, the two aggregations that are merged will exist as a new class in the
operation tree, so user can continue to merge it with other classes which have
the same parent.

Adding Noise. The noise operation applies to numeric attributes. By clicking
the ‘Add noise’ of the menu, a new view for noise operation is shown in Fig. 8(b).
The view shows the histogram for all numeric attributes, and the number of bars
in the histogram determines the granularity of bins, which can be set by tweaking
the slider above. The noise operation adds Laplace noise to the data based on
differential privacy. One can click the switch in the upper right corner to set the
noise parameter, and drag the white dot in Fig. 8(a) (b) to set λ of Laplace for
each bin that how much noise to add. After parameters are set, view will prompt
some red lines which denote the fluctuations of each bin after adding noise.
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Adding Fake Data. The fake operation uses CTGAN [36] to generate synthetic
records and adds these records into sheet to confuse attackers. After clicking
‘Generate fake data’ in the menu, TPA will use the selected records as training
inputs to generate synthetic records. Synthetic data is not always effective in
preventing leakages, but it provides a method that does not require other prior
knowledge. Since the synthetic data have similar distribution as the training
inputs, the utility loss can be controlled to some extent.

Removing Records. Sometimes, users want to remove records directly (e.g.,
outlier data). The removing operation can be applied to remove the selected
records from the sheet.

History View. The history view records all privacy enhancement operations
applied. As shown in Fig. 9(a), the view lists historical states and their detail,
allowing user to go back to the historical state. It also provides the user the
number of records that are affected. This helps users understand the granularity
of each operation. In addition, users can compare utility losses by selecting two
historical states.

Fig. 9. History view: The history view records the historical states. Utility view:
Comparison of two historical states, indicating the difference in utility loss.

Utility Analysis. For any preserving operation, whether it is modifying the
original value or adding/removing records, will result in a loss of utility. Thus,
user wants to see how utility changes with each operation (R4). TPA uses the
measure introduced in Sect. 5.2 to estimate the utility loss by calculating the dis-
tance and distribution. To compare utility changes in each operation, we propose
the utility comparison view (Fig. 9(b)). Users can select two historical states at
history view to compare. When we select a historical state, TPA will compute
the result from applying the first operation to the operation selected, and then
calculates the difference in utility between selected state and the original sheet.

To compare two different states, we utilize a superimposed matrix to
visualize the changes in two historical states. The rows represent algorithms to be
compared and the columns represent attributes. Each cell is divided into an outer
region and an inner region, with the background color saturation representing
the difference of the utility in two different state. The higher the saturation, the
more the differs from the original data in this attribute (high utility loss). The
view is designed to help users understand changes in utility.



A Visual Tool for Interactively Privacy Analysis 33

5.4 Exporting

The analysis and preserving loop stops if data holder considers the privacy and
utility situation are satisfactory. The corresponding sheet is such downloaded
and released.

6 Case Study

We conduct a case study with the prototype of TPA. This dataset comes from
the CDC (Centers for Disease Control and Prevention) [22], which collects data
on the health of U.S. residents. Each record has 300 attributes, including various
indicators of the body. According to a CDC report, heart disease is the leading
cause of death in the United States. Considering indicators related to heart
disease, we narrowed it down to 12 attributes and randomly selected 20,000
records for this example.

Fig. 10. For a hight-dimensional complex dataset, t-clossness is used to explore dimen-
sional correlations and locate high risk aggregations. (a), (b) and (c) Iterate through
the schema to find high correlated attributes. (d) and (e) Compare the utility loss after
using the preserving operation on ‘Race’ and ‘Sex’. (f) Result of applying preserving
operations.

Patients certainly don’t want to expose their disease. In this example, we
focus on analyzing and dealing with privacy risks related to ‘HeartDisease’
attribute. From the perspective of publishers, we should first find out what
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other attributes are related to the disease. We set the ‘HeartDisease’ as a sen-
sitive attribute and adjust it to the end of the order. As a result in Fig. 10 (a),
the t-closeness view in risk-tree points out that the distribution of heart dis-
ease among drinkers was clearly different from the global distribution. It can be
considered that drinking is highly correlated with heart disease. We move ‘Alco-
holDrinking’ to the front of the order and look at the risk-tree again. The new
view (b) shows that “Stroke” also has a significant effect on the distribution.
Thus, we move ‘Stroke’ after ‘AlcoholDrinking’.

We have moved high correlated attributes to the front of the order, and
adjusted schema is easier to locate risks than a random schema (c). After switch-
ing to the K-anonymity view, we find some aggregations with salient high risk in
branches of the ‘Sex’ and ‘Race’. To reduce risk, we merge aggregations of ‘Sex’,
which is shown in Fig. 10(d). Jump to the high risk aggregation and try to deal
with two attributes separately by merging operation. Figure 10 (e) indicates the
comparison of the feedback from utility view, we find that to merge ‘Sex’ has
less utility loss than to merge ‘Race’. Therefore, merging aggregations of ‘Sex’
is a better choice to reduce risks.

Fig. 11. The result of abstracts indicates that people with stroke have more physical
and mental health problems.

To further explore the risks, we collapse the attribute ‘Stroke’ (Fig. 11).
Abstracts show that people who have had a stroke tend to have high value
of mental and physical problems. The proportion of people who had both stroke
and alcohol drinking is small, and stroke is highly associated with heart disease.
Although health scores are less sensitive. That also means health scores are also
more likely to be collected by attackers, which should be blurred for patients
with heart disease. As shown in Fig. 12, We filtered and selected stroke and alco-
hol drinking among patients with heart disease, adding noise to the high values
of mental and physical problems.

For a dataset with 12 dimensions and 20,000 records, taking a long time to
calculate once aggregations. Taking advantage of the data cube, even such a
high-dimensional dataset can still interact in real-time and dynamically adjust
the aggregated order.
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Fig. 12. Add noise to blur the health score and protect the privacy of people who
smoke, stroke and have heart disease.

7 Qualitative Discussions

We conducted interview with four domain experts on the applicability of TPA
in real-world scenarios. These users are experienced in data analysis and often
work with tabular data. They commented positively on our work and indicated
suggestions for improvement.

Effectiveness. Interviewees agreed that TPA was effective in data analysis,
especially in aggregation abstract that help them to grasp the value distribution
of attributes and the correlation between attributes in the dataset (R2). They
favored the function that they could adjust the schema in real-time (R1), and
also appreciated TPA’s capability to efficiently handle big datasets. One of the
users said that it was difficult to effectively analyze the risks of data sets in the
past when faced with high-dimensional data sets. When used in conjunction with
risk tree, dynamic adjustment order were considered to help perceive privacy
risks intuitively (R3). In addition, TPA saved them a lot of time than other
visualization tools, by providing more preserving operations and allowing them
to control the granularity of them (R4).

Limitations. However, some users pointed out that the interaction design of
the prototype was not good enough, even though we instructed users how to use
TPA in prior. Further, some supposed that the utility view may be of limited use.
While the utility view could remind them of the differences between the current
state and the original one, they still don’t understand how those differences
mean. Some users also suggested providing a recommendation scheme function to
help to carry out privacy enhancement operations. This indicates that, whereas
TPA is designed to provide users with high flexibility, they can often get lost in
the choices, thus providing some recommended actions shall be a good way to
get started quickly.

Future Work. Considering that data will be shared to work for specific analysis
tasks, we plan to extract patterns for those tasks (e.g., extreme values of samples,
clustering, etc.). By indicating the pattern differences before and after privacy
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preserving, one can more easily take balance between privacy and utility. We
will also improve the interface and provide support for more diverse data type,
like time, location, sequence, etc.

8 Conclusion

We propose a visual tool, TPA, for privacy protection of tabular data. Our design
helps users analyze multidimensional data relationships and identify potential
privacy issues. In addition, we provide users with some preserving operations to
reduce privacy risks and a utility view is designed to help control the utility loss
of operations. By introducing data cube, we have implemented a system that
support user exploring any aggregated order in real-time, allowing users to ana-
lyze privacy risks from different perspectives and flexibly control the granularity
of preserving operations. We use a real dataset to demonstrate that TPA can
handle all kinds of data, including big datasets and high dimensional datasets.

Acknowledgment. This work is supported by National Natural Science Foundation
of China (62172155, 62072465).
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Abstract. With the increasing amount of data, data privacy has drawn
great concern in machine learning among the public. Federated Learn-
ing, which is a new kind of distributed learning framework, enables data
providers to train models locally to protect privacy. It solves the problem of
privacy leakage of data by enabling multiple parties, each with their train-
ing dataset, to share the model instead of exchanging private data with
the server side. However, there are still threats of data privacy leakage in
federated learning. In this work, we are motivated to prevent GAN-based
privacy inferring attacks in federated learning. For the GAN-based pri-
vacy inferring attacks, inspired by the idea of gradient compression, we
propose a defense method called Federated Learning Parameter Compres-
sion (FLPC) which can reduce the sharing of information for privacy pro-
tection. It prevents attackers from recovering the privacy information of
victims while maintaining the accuracy of the global model. Comprehen-
sive experimental results demonstrated that our method is effective in the
prevention of GAN-based privacy inferring attacks.

Keywords: Federated learning · Inferring attacks · Generative
adversarial network · Intrusion detect · Parameter compress

1 Introduction

Deep learning, which is the most popular machine learning method driven by
big data, has been widely used in various domain like image recognition [1],
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social networks [2], speech technology [3], natural language process [4] and face
detection [5]. However, the centralized data storage currently has many prob-
lems. First, if all training data is stored and trained in a centralized manner, the
transmission of data requires a very large communication cost. Second, train-
ing learning algorithms on large dataset requires higher performance computing
equipment. Third, many scenarios cannot be relied on because of the absence of
trust boundaries. If personal information is submitted to the outside, users will
face privacy leakage risks because they cannot control how their data will be
used after sharing, which will directly disclose important personal privacy infor-
mation and may cause serious privacy problems [6]. Therefore, it is important
to run a machine learning in a way that protects sensitive data from privacy
leakage.

Federated learning (FL) [7,8] is a novel machine learning paradigm to solve
this problem. In federated learning, the data owner must participate in the whole
learning process instead of relying on a trusted third party. Federated learning
was first proposed by Google [7]. It is a server-client architecture consisting of
a parameter server and multiple clients. The server and the client carry out
multiple rounds of iterative communication and collaborate to train a global
model. Private data is stored in a locally isolated device and will not be shared
with other parties during the training process, which not only guarantees users’
privacy and data security but also solves the problem of data fragmentation and
isolation.

Although FL shows superb performance in privacy-preserving and breaks
data silos effectively, it’s still surprisingly susceptible to GAN-based data recon-
struction attacks [9], which is a kind of privacy inference attack [10] in the
training phase of FL.

Existing relatd work show that differential privacy (DP) [11] is regarded as
one of the strongest defense methods against these attacks. The core idea of DP
is introducing random noise into the privacy information, but DP often adds so
sufficient noise that the accuracy of the global model is reduced notably.

To address this problem, we focus on the inference attacks toward Non-
i.i.d federated learning. In addition, we conduct various experiments to evalu-
ate the privacy leakage that the adversary can get from the parameter of the
global model during the training phase and understand the relationship between
the reconstruction sample and global model information leakage. Thus, we find
parameter compression is an effective defense method against GAN-based recon-
struction attacks toward federated learning.

Our contributions can be summarized as the follows:

• We reveal that the gan-based privacy inferring attacks toward federated learn-
ing is defensible.

• We propose an efficient defense method to protect sensitive data against infer-
ring attacks toward federated learning.

• We compare our method with the current defense method that adds noise to
the parameter and the experiment result shows our method is better.
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2 Related Work

2.1 Overview of Federated Learning

It has been well recognized that FL is a peculiar form of collaborative machine
learning technique. FL allows the participants to train their model without
exchanging data to a centralized server, which combats the problems of privacy
concerned about central machine learning and communication costs.

A traditional FL system is built by a central server to aggregate and exchange
parameters and gradients. The end-user devices train their local model and
exchange their parameter or gradient periodically without uploading data to
ensure that there is no privacy leakage concern.

Generally, the whole process of FL can be expressed as follows.

(1) Client Initialization: The participants download the parameter from the
central server to initialize their local global.

(2) Local training: Every client uses the private data to train the model and
upload parameters to the central server at last.

(3) Parameter Aggregation: The central server gathers the uploaded parameter
from every participant and generates a new global model by robust aggre-
gation and SGD.

(4) Broadcast model: The central parameter server broadcasts the global model
to all the participants.

Categorization of Federated Learning. Based on the characteristics of the data
distribution [10], federated learning can be classified into three general types.

HFL, which is also called homogeneous federated learning, usually occurs in
the situation where the training data of the clients have overlapping identical
feature space but have disparate sample space. Most research, which focuses on
FL, assumes that the model is trained in HFL.

VFL, which is also called heterogeneous federated learning, is suitable for
the situation where the participants have the Non-i.i.d datasets [12]. Meanwhile,
sample space is shared between participants who have different label spaces or
feature spaces.

FTL [13] is suitable for situations similar to that of traditional transfer learn-
ing [14], which aims to leverage knowledge from previously available source tasks
to solve new target tasks.

Threats in Federated Learning. FL is vulnerable to adversarial attacks such
as unauthorized data-stealing or debilitating global model [15]. The adversary
mainly focuses on both the privacy attacks and robustness attacks towards cen-
tralized federated learning.

In privacy attacks that often occur in the training phase, the target of the
adversary can be the sample reconstruction. This is an inferring attack that
aims to reconstruct the training sample and/or associated labels used by other
FL participants. The privacy leakage of the sample reconstruction attacks may
come from model gradients [16], loss function [17] or model parameters [9].
Furthermore, the sample reconstruction attacks are considered not only on the
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client-side but on the server-side [18]. Besides, Fu et al. [19] proposed a label
inference attack which is in a special and interesting Non-i.i.d. federated learn-
ing setting. Existing relatd work regard differential privacy as an efficient method
to defend the privacy inference attack [20]. In the local differential privacy, the
FL clients add Gaussian noise to the local gradients or parameters.

Another main attack toward federated learning is the robustness attack which
aims to corrupt the model. Due to the characteristic of the inaccessibility of local
training data in a typical FL system, poisoning attacks are easy to implement
which causes FL to be even more vulnerable to poisoning attacks than classic
centralized machine learning [21]. The goal of the adversary is to diminish the
performance and the convergence of the global model. These misclassifications
may cause serious security problems.

Besides, the backdoor attack [22] is known for its higher impact of its capa-
bilities to set the trigger. It’s an effective targeted method to attack FL system.
Various robust aggregation algorithms are proposed to defend against poisoning
attacks towards FL, such as Krum [23], Bulyan [24], Median [25] and Fang [26].

There also exist related work on the prevention of Android malware [27–33],
on the detection of software vulnerabilities [34], on the detection of network
anomalies [35], or on enhancing the privacy in other scenarios like communica-
tions of smart vehicles [36].

2.2 Generative Adversarial Networks

In the field of deep learning, generative adversarial networks (GANs) [37] have
recently been proposed, and they are still in a highly developed and researched
stage [38]. Various GANs has been proposed. They can be used to generate
deepfake face [39], generate image by text [40]. The goal of GAN is not to
classify images into different categories, but to generate samples that are similar
to the samples in the training dataset and have the same distribution without
touching the original samples.

The training of GAN network is a typical game confrontation process of
finding the maximum and minimum values. The game between discriminator
and generator is shown as in formula 1.

min
G

max
D

V (G,D) = Ex∼pdata(x)log[D(x)]

+Ez∼pz(z)log[1 −D(x)]
(1)

When the discriminator D cannot distinguish between the samples in the
original data and the samples generated by the generator G, the training process
ends.

Hitaj et al. [9] first proposed a GAN-based reconstruction attack. In the
attack, malicious participants in the system steal the private data information
of other honest participants. The attacker only needs to train a GAN locally
to simulate the victim’s training samples and then injects fake training samples
into the system over and over again. Without anyone in the system noticing,
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Fig. 1. The image recovered by the attacker

the attacker can trick the victim into releasing more information about their
training data, and eventually recover the victim’s sample data.

For the GAN-based privacy inferring attacks, Yan et al. [41] proposed to
detect the GAN-based privacy inferring attacks by setting hidden points on the
parameter server side, and adjusting the parameters of the model to make the
training model GAN invalid. Since GAN must alternately optimize G and D
to achieve the optimal synchronization, G may collapse if the optimal balance
between G and D is not reached. Since the learning rate has a great influence
on the training process, this method disrupts the training process of GAN and
makes it invalid by changing the learning rate.

The GAN-based privacy inferring attacks aim to reconstruct recognizable
data images from the victim’s personal data information. The GAN effectively
learns the distribution of training data. In order to prevent such attacks, Luo et
al. [42] proposed an Anti-GAN framework to prevent attackers from learning the
true distribution of victim data by adding fake images into the source real image.
The victim first inputs the personal training data into the GAN generator, and
then inputs the generated fake images into the global model for training of fed-
erated learning. Besides, the author designed a new loss function so that the
images generated by the victim’s GAN not only have classification features sim-
ilar to the original training data, but also have indistinguishable visual features
to prevent privacy inferring attacks.
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Fig. 2. Defense result when R% = 90%

2.3 Compression

Distributed Stochastic Gradient Descent algorithm has been widely used in the
training of large-scale deep learning models, and the communication cost between
working nodes has become a new system bottleneck.

Gradient compression is a solution that improves communication efficiency
by compressing the gradient of transmission. In general, the gradient change of
the model parameters in each iteration is relatively small, most of the parameters
are still the same as before. So there will be a lot of redundant parameters during
the transmission process, but the attacker can use the redundancy parameters
updates to reconstruct the sample. Gradient compression uses this feature to
compress the gradient generated in each iteration. This method reduces the
amount of gradient in communication and reduces the burden on bandwidth by
sending a sparse vector of a subset of important values in the gradient.

There are many optimization algorithms for Gradient Compression. For
example, Lin et al. [43] proposed the Deep Gradient Compression algorithm
to preserve the model accuracy in the gradient compression process. In order
to reduce the gradient sparsification time, Shi et al. [44] proposed an optimal
algorithm to find the trade-off between communication cost and sparsification
time cost. There are also optimization algorithms of adaptive compression ratios
to increase the flexibility of compression schemes [45], etc.
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Fig. 3. Defense result when R% = 99%

3 Defense Against GAN-Based Privacy Inferring Attacks

3.1 Threat Model of GAN-Based Privacy Inferring Attacks

In federated learning, all participants have their own data, and they train a global
model with a common learning goal, which means that each participant knows
the data labels of the other participants. The central server is authoritative and
trustworthy, it cannot be controlled by any attacker.

The attacker pretends to be an honest participant in the federated learn-
ing system, but tries to extract information about local data owned by other
participants. The attacker builds a GAN model locally. At the same time, the
attacker follows a protocol that is agreed upon by all participants. He uploads
and downloads the correct number of gradients or parameters according to the
agreement. The attacker influences the learning process without being noticed
by other participants. He tricks the victim into revealing more information about
his local data.

Adversary A participates in the collaborative deep learning protocol. All such
participants agree in advance on a common learning objective, which means that
they agree on the type of neural network architecture and labels on which the
training would take place. Let V be another participant (the victim) that declares
labels [a,b]. The adversary A declares labels [b,c]. Thus, while b is in common,
A has no information about class a. The goal of the adversary is to infer as much
useful information as possible about class a [42].

The attack begins when the test accuracy of both the global model and
the local model of the server is greater than a threshold. The attack process is
as follows. First, V trains the local model and uploads the model parameters
to the central server. Second, A downloads the parameters and updates his
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Fig. 4. Defense result when R% = 99.9%

discriminator of GAN accordingly. A then generates samples of class a from GAN
and marks it as class c. A trains his local model with these fake samples and
uploads these parameters to the global model on the server side. Then A tricks
victim V to provide more information about class a. Finally, A can reconstruct
images of class a that are very similar to V’s own original images.

Algorithm 1. Parameter Compression on client C
Require: parameters w = {w[0], w[1], ..., w[n]}
1: for j = 0 to n do
2: diff ⇐ wt[j] − wt−1[j]
3: count ⇐ |diff |
4: k ⇐ count · (1 − R%)
5: wcompressed[j] ← topk(abs(diff)) + wt−1[j]
6: end for
7: C submit wcompressed to server

3.2 Parameter Compression Method

There is a gradient compression method in distributed learning, which reduces
the communication overhead by compressing the gradient in each communication
round. Gradient sparsification is a kind of gradient compression. The sparsifica-
tion algorithm decides to send a small part of the gradient to participate in the
parameter update, and most of the gradients with small changes are temporarily
updated. The widely used gradient sparsification method is to select the gradi-
ent according to the compression rate R%. In this method, the gradient with a
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Fig. 5. Test accuracy of global model

maximum change of 1-R% was finally chosen. Usually, the compression ratio is
90% , 99% and 99.9%.

Parameter Compression (PC) method takes advantage of the idea of gradient
compression. Since the parameters of the model contain the key information
about the training data, compressing the parameters is equivalent to truncating
some parameters, which reduces the data information leaked to the attacker and
achieves the purpose of privacy protection.

The algorithm of parameter compression of a single client model is presented
in Algorithm 1. In the tth round, for the jth parameter component, it calculates
the difference diff between round t and the previous round t-1. Then the k
largest parameters are selected from the absolute value of diff . Finally, it can
obtain the compression parameters of the jth parameter component by adding
these k parameters and the parameter of the round t-1. When all the parameter
components are compressed, the final compressed parameters of the model can be
obtained. Define R% as the compression ratio. If R% is 90%, it means that only
the first 10% (1-R%) of the absolute value of the difference e will be updated.

The parameter compression scheme is applied to the GAN-based privacy
inferring attacks. Before uploading the local model parameters, each client com-
presses the parameters and uploads them to the server. The server keeps its
aggregation algorithm unchanged, and still uses the federated average algorithm
(FedAvg) to aggregate all parameters.
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Fig. 6. Defense result when noisescale is 10−4

3.3 Experiments

Datasets and CNN Architectures MNIST Dataset: It consists of handwritten
gray-scale images of digits ranging from 0 to 9. Each image is 28 × 28 pixels.
The dataset consists of 60,000 training data samples and 10,000 testing data
samples [46]. This experiment used a convolutional neural network (CNN) based
architecture on the MNIST dataset. The layers of the networks are sequentially
attached to one another based on the keras.Sequential() container so that layers
are in a feed-forward fully connected manner. The neural networks are trained
by Tensorflow.

Results. The defense of GAN-based privacy inferring attacks takes the attack
experiment of reconstructing the digital image of “3” as an example. Figure 1
shows the victim’s data finally reconstructed by the attacker. It can be seen that
the attacker recovers a very clear image.

The results of the parameter compression scheme are as follows. When R%
= 90%, the image finally recovered by the attacker is shown in Fig. 2. As can
be seen, the image is much more blurred than the original image recovered by
the attacker, but the number 3 in the image is still recognizable. Thus, this
compression ratio isn’t high enough to prevent information leakage.

When R% = 99%, the attacker eventually recovers an image like Fig. 3. The
image is too fuzzy for the number to be recognized, but there are some outlines,
which means some valid information is still leaked.

When R% = 99.9%, the image recovered by the attacker is shown in Fig. 4.
It can be seen that no valid data information can be seen at all. Therefore, when
compression rate is 99.9%, the privacy leakage can be completely prevented.
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Fig. 7. Defense result when noisescale is 10−3

Global Model Accuracy. In order to test whether the accuracy of the global model
is influenced after the parameters of the client are compressed, the accuracy of
the global model on the test dataset is calculated during each round of feder-
ated learning. Figure 5 shows the accuracy change of the global model on the
test dataset: the final accuracy of the global model with different compression
rates is above 94%. Compared with the baseline of the original attack without
compression, it has no significant effect on the accuracy of the global model.

3.4 Compare with Gaussian Noise

Local differential privacy is often used to defend against this attack, but it may
negatively impact the model performance if the strength of the noise is not
appropriate.

Experiments. Adding noise is a common way to disturb the information. When
all clients upload updated parameters, they first add Gaussian noise to the
updated parameters to protect their data information from leaking. In the exper-
iments, the mean of Gaussian noise is set to 0, and the standard deviation of
different noise is marked as noisescale. And noisescale’s value is set as 10−4,
10−3, 10−2.

When noisescale = 10−4, the noise added is the smallest. It can be seen that
it cannot prevent the leakage of data information, as shown in Fig. 6. When
noisescale = 10−3, the final image recovered by the attacker is shown in Fig. 7.
Although the image is more noisy than when noisescale = 10−4, there are very
few outlines of the number three. When noisescale = 10−2, the image finally
recovered by the attacker is shown in Fig. 8. At this time, the content of the image
is completely invisible. The attacker can not obtain any valuable information
about the digital image 3, which indicates that the attack failed.
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From the above experiments, it can be seen that only in the situation where
the Gaussian noise standard deviation is greater than or equal to 10−2, data
leakage can be completely prevented. However, the accuracy of the global model
is greatly affected. Figure 9 is the accuracy change curve of the global model on
the test dataset. When noisescale =10−3 and noisescale =10−4, the final accuracy
of the global model is similar to that of the baseline, both around 95%. But when
noisescale =10−2, as the blue curve shown in the figure, the final accuracy of
the global model is 80.35%, which is a very large drop. It directly destroys the
training and learning process of the global model.

Fig. 8. Defense result when noisescale is 10−2

Analysis of Privacy Protection. From the above experiments, it can be seen that
although noise can be added to the parameters when the noise is small, it is not
enough to cover up the information of the real samples. When the noise is large,
it directly decreases the accuracy of the global model. Therefore, adding noise to
the parameters is not a desirable defense method. In the parameter compression
defense method, not only the private information is protected from leaking, but
no great influence on the accuracy of the global model is exerted when the
compression rate is 99.9%. Therefore, parameter compression is a desirable and
efficient defense method. In GAN-based privacy inferring attacks, the premise
on which the attacker’s GAN network takes effect is that the model at the server
and both local models have reached an accuracy that is higher than a certain
threshold [9]. When the parameters are compressed, the accuracy of the model
has reached a relatively high level and the accuracy of the model cannot be
greatly affected. In the Gaussian noise defense method, adding larger noise is
equivalent to directly making larger changes to the model parameters, which
has a great impact on the accuracy of the global model. Therefore, parameter
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Fig. 9. Test accuracy of global model

compression is an efficient defense method that prevents GAN-based privacy
inferring attacks.

4 Conclusion

For the GAN-based privacy inferring attacks, experimental results demonstrate
that our proposed parameter compression method, which uploads part of the
parameters with the largest changes in each round, is effective in protecting
data privacy.

In this way, the sharing of information is reduced to prevent private infor-
mation leakage. By adopting Gaussian noise defense method, although privacy
can be protected when the noise is large enough, the accuracy of the global
model is reduced. Therefore, parameter compression is a better defense method,
as it guarantees the accuracy of the model to a great extent by sharing only the
important parameter updates.

The core idea of the parameter compression defense method proposed in this
paper is gradient compression which was originally proposed to reduce commu-
nication costs by reducing the gradient amount to compress the gradient. The
Parameter compression method also reduces the exposure of data information
by reducing the shared parameters so as to achieve the role of defending against
GAN privacy inference attack. Therefore, studying whether the idea of gradient
compression can prevent other privacy leakage problems in federated learning,
and how to optimize this compression algorithm to protect information can be
our future work.
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Abstract. The increasingly rampant network monitoring and tracing
bring a huge challenge on the privacy protection, because even if the
message data is encrypted, the communication privacy is difficult to
be hidden. Existing anonymous systems sacrifice anonymity for efficient
communication, or vice versa. In this paper, we present ACS, an effi-
cient messaging system which leverages a two-layer framework to provide
tracking-resistance. The first layer is the entry layer, which consists of
entry servers to relay messages. The second layer is the exchange layer,
which consists of exchange servers to exchange messages. Users divide
its message into different shares and send each share to exchange server
via a randomly chosen entry server. Users only provide their pseudonyms
to exchange servers for message exchange. Then, entry servers have no
information about the message exchange, and exchange servers have no
information about users’ identities. The exchange servers also provide
message storage service in case that the receiver of these messages are
offline, in which way, the communication becomes more simple and flexi-
ble. The experimental results show that our proposed system guarantees
the strong tracking-resistance and high communication efficiency.

Keywords: Anti-tracking network · Anonymous communication ·
Message segmentation · Offline messaging · Privacy protection · Cyber
security

1 Introduction

The security of communication privacy attracts more and more attention due
to the disclosure of extensive mass surveillance programs [1–4], especially, some
network surveillance and censorhip programs are participated or dominated by

Supported by the National Key Research and Development Program of China under
Grant No.2019YFB1005205.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022

Published by Springer Nature Switzerland AG 2022. All Rights Reserved

H. Gao et al. (Eds.): CollaborateCom 2022, LNICST 461, pp. 55–74, 2022.

https://doi.org/10.1007/978-3-031-24386-8_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-24386-8_4&domain=pdf
https://doi.org/10.1007/978-3-031-24386-8_4


56 Z. Nan et al.

the state. The protection of communication privacy and users’ identities in the
Internet has become an increasingly important security requirement.

To address this problem, anonymous network has been proposed as the coun-
termeasure to fight against the network surveillance and censorship [5]. Tor, a
practical manifestation of Onion-routing, has become the most popular anony-
mous network. Unfortunately, the Onion-routing based anonymous networks are
susceptible to traffic analysis attack [6–8] by an adversary that can monitor or
tamper with network traffic between nodes. Mix-net [9] based anonymous net-
works are message-oriented systems which confuse the network traffic through
mix nodes to improve anonymity. Due to the high latency and computation over-
head of mixing, they can hardly accommodate real-time and high bandwidth
communication. DC-net [10,11] based anonymous networks allow multiple par-
ties to implement a broadcast channel to prevent each party from distinguishing
the message sender and receiver. However, they sacrifice the bandwidth for the
anonymity.

With the development of network technologies, the techniques of network
surveillance and censorship become more diverse and sophisticated. And the
adversary may have a global view of network and continuously monitor the
Internet backbone. Furthermore, the adversary may take the active attack to
crack down the anonymous system, such as the DDoS attack or information
tampering. So, A successful system needs to resist powerful active and passive
attacks, and provide efficient and secure communication.

In this paper, we propose an anti-tracking messaging system called ACS.
ACS system contains two kinds of servers: entry server and exchange server which
construct the two-layer framework of ACS. The entry server is only used to relay
the messages between the user and exchange layer. In this way, the entry server
breaks the direct relationship between the user and exchange server. Hence,
each user only needs to provide its pseudonym to exchange server for message
exchange. The message exchange is implemented only according to the users’
pseudonyms.

To avoid information leakage, each sender divides its message into differ-
ent shares and sends each message share to one exchange server for message
exchange. Only received all the message shares from the exchange servers, the
receiver can reconstruct the original message. The entry server and exchange
server can not get any valid information from each message share.

Each message share is delivered by a randomly chosen entry server to improve
security and anti-tracking in network communication. The exchange server also
stores the valid message shares if the receiver is offline. When the receivers access
ACS system again, they can receive the message stored in the exchange servers.
The offline messaging avoids the negotiation and confirmation between the com-
municating parties, which provides a more flexible transmission mechanism.

The contributions of this paper are outlined as follows:

– We design an anti-tracking messaging system (ACS), which divides the mes-
saging process into message forwarding and message exchange through two-
layer (entry layer and exchange layer) messaging framework. Entry layer hides
the users’ identities from the exchange layer and the exchange layer hides the
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communication relationship from the entry server. ACS provides low-latency
communication and high tracking-resistance.

– ACS system provides offline messaging which makes the communication more
flexible. The communicating parties need no negotiation and confirmation
with each other. Then, each user doesn’t need to stay online in ACS system
all the time to wait for the possible messaging process. Also, offline messaging
makes the messaging process happen in different time, which improves the
difficulty in traffic analysis of communication relationship.

– ACS system reduces the information leakage to the minimum level through
message segmentation mechanism. The original message will be split into
different shares, and each message share will be sent to different exchange
server via different entry server. Only received all the message shares, the
receiver can reconstruct the original message.

The rest of the paper proceeds as follows. In Sect. 2, we introduce the notice-
able anonymous networks and technologies. In Sect. 3, we introduce the threat
model and give an overview of ACS system. In Sect. 4, we elaborate on the archi-
tecture of ACS system. After that, Sect. 5 analyzes the ACS system in detail from
the resistance to active and passive attacks. Section 6 evaluates ACS system with
its communication and anti-tracking performance. Finally, we conclude our work
in Sect. 7.

2 Related Works

All the anonymous networks share the common goal of hiding users’ identities
and communication patterns from the adversary. Anonymous networks can be
mainly divided into three categories: (i) Multi-hop based methods, (ii) Mix-net
based methods, (iii) DC-net based methods.

2.1 Multi-Hop Based Methods

Multi-hop based methods use several relay nodes to transfer information and
each relay node only knows its direct communication nodes to hide the whole
transmission path. Tor, as the most popular anonymous network, provides sender
anonymity through multi-hop onion routing. Considering the limitations of Tor,
such as the directory server, untrusted volunteer ndoes et al., many systems pro-
pose the improvement methods based on Tor. PIR-Tor [12] is an architecture for
the Tor network in which users obtain information about only a few onion routers
using private information retrieval techniques(PIR), and the security of PIR-Tor
depends on the security of PIR schemes. SGX-Tor [13] is a practical approach
to effectively enhance the security and privacy of Tor by utilizing Intel SGX, a
commodity trusted execution environment. SGX-Tor can prevent code modifi-
cation and limits the information exposed to untrusted parties. Herd [14] is an
anonymous network where a set of dedicated, fully interconnected cloud-based
proxies yield suitably low-delay circuits, while untrusted superpeers add scalabil-
ity. Herd provides caller/callee anonymity among the clients within a trust zone
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and under a strong adversarial model. HORNET [15] enables high-speed end-to-
end anonymous channels by leveraging next generation network architectures.
HORNET is designed as a low-latency onion routing system that operates at the
network layer thus enabling a wide range of applications. HORNET uses only
symmetric cryptography for data forwarding yet requires no per-flow state on
intermediate nodes. TresMep [16] uses node ring to relay message and each node
ring randomly chooses the exit node to deliver the message. TresMep achieves
a dynamic multi-hop communication path to improve tracking-resistance at the
cost of communication latency.

Multi-hop based methods have the advantage in network scalability and low-
latency communication, but these methods are vulnerable to traffic analysis
[17,18] and malicious node infiltration [7,19,20]. Network traffic on anonymous
communication has its special features that can be distinguished from the back-
ground traffic. The adversary can monitor the network traffic, recognize the
anonymous traffic through its features and trace its transmission path. More-
over, it is also difficult to prevent the malicious nodes from infiltrating in the
communication channel. Then, the malicious nodes can observe the communica-
tion relationship to break the anonimity.

2.2 Mix-Net Based Methods

Mix-net based methods use mix nodes to shuffle the traffic and output them
in a reshuffled form. Then, the input-output relation between different traffic
can be hidden, such that an adversary is not able to establish a correlation
between input and output traffic. Vuvuzela [21] is a new scalable messaging sys-
tem that offers strong privacy guarantees, hiding both message data and meta-
data. Vuvuzela is secure against adversaries that observe and tamper with all
network traffic, and that control all nodes except for one server. But Vuvuzela
operates in rounds, and offline users lose the ability to receive messages and all
messages must traverse a single chain of relay servers. Stadium [22] and Anon-
Pop [23] improve the Vuvuzela by making the routing of messages dependent on
the dynamics of others. Loopix [24] provides bi-directional “third-party” sender
and receiver anonymity and unobservability by leveraging cover traffic and brief
message delays. Loopix allows offline users to receive messages and uses paral-
lel mix nodes to improve the scalability of the network. Riffle [25] consists of
a small set of anonymity servers and a large number of users, and guarantees
anonymity as long as there exists at least one honest server. Riffle uses a new
hybrid verifiable shuffle technique and private information retrieval for band-
width and computation-efficient anonymous communication. But Riffle can not
handle network churn.

Mix-net based methods can effectively resist the traffic analysis and corre-
lation analysis. But, the computation overhead in mix nodes may result in the
high latency in communication. In general, the mix nodes need to be deployed
specially, so that mix-net based methods is vulnerable to the single point failure.



ACS: An Efficient Messaging System 59

2.3 DC-Net Based Methods

DC-net protocol offers non-interactive anonymous communication using secure
multi-party computation with information-theoretically secure anonymity, guar-
anteeing sender anonymity while enabling all participants to verify the final
outcome [26].

Dissent [27,28] offers provable anonymity with accountability for moderate-
size groups, and efficiently handles unbalanced loads where few members wish
to transmit in a given round. Each DC-net run transmits the variable-length
bulk data comprising one member’s message, using the minimum number of bits
required for anonymity. BAR [29] combines broadcasting features of DC-net with
layered encryption of Mix-net. The main advantage of BAR over other broadcast
systems is bandwidth configurability and it can significantly reduce the required
bandwidth for a small increase in latency, without affecting anonymity. Atom
[30] is an anonymity system that protects against traffic-analysis attacks and
avoids the scalability bottlenecks of traditional anonymity systems. Atom con-
sists of a distributed network of mix servers connected with a carefully structured
link topology. Atom is designed for latency tolerant unidirectional anonymous
communication applications with only sender anonymity in mind.

DC-Net based methods protect the users against traffic analysis attacks effec-
tively, but sacrifice the bandwidth. The DC-net protocol lacks the flexibility
in anonymous communication, which needs all participants’ cooperations, and
allows only one user to communicate in one protocol round.

3 Overview of ACS

3.1 Threat Model

The main goal of ACS system is to hide the users’ network identities and com-
munication patterns from the adversary. So, ACS considers adversaries with the
following capabilities.

Firstly, the adversary has a global view of the network to observe all net-
work traffic between users, entry servers and exchange servers. This adversary
is able to observe the entire network infrastructure, launch network attacks or
conduct indirect observations. Secondly, the adversary has the ability to corrupt
the servers of ACS system. If the adversary controls the entry server, it will
get the communication relationship between the users and exchange servers. If
the adversary control the exchange servers, it will know the message exchange
among the user’ pseudonyms. But, we assume only a fraction of entry servers
and exchange servers can be corrupted or be operated by the adversary. Finally,
the adversary has the ability to participate in ACS system as a compromised
user, who may deviate from the protocol of ACS system. But we assume that
the adversary can only control a limited number of such users.

We also consider the adversary has the limited computational resources so
that it cannot break the security of cryptography. In ACS system, the only leaked



60 Z. Nan et al.

information is whether an user is online or offline. This information is impossible
to hide from the adversary, and hence it is the minimum level of information
leakage.

3.2 The Overview

The ACS system’s architecture contains of two layers, entry layer and exchange
layer, as illustrated in Fig. 1. We consider a population of U users communicating
through ACS, each of which can act as sender and receiver, denoted by indices si
and ri, where i ∈ {1, ..., U}. Each sender creates different shares of the message
using additive secret sharing scheme [31] and sends the message shares to differ-
ent entry servers randomly. The entry servers are used for grouping the received
message shares and forwarding them to/from exchange servers. For anonymity,
the users only provide their pseudonyms to exchange servers, and negotiate the
symmetric keys with exchange servers via identity-based cryptography [32–34]
to encrypt the message shares. So, all users need to register in exchange servers
with pseudonyms, and exchange servers achieve the message exchange according
to the pseudonyms of the communicating parties.

Fig. 1. The ACS system’s architecture.

The exchange servers can be viewed as “information center” to exchange the
message secretly and anonymously. The exchange servers also provide storage
service to achieve the offline messaging. If the senders forward the message shares
to exchange servers, but no receivers request for them. Exchange servers will store
these message shares and wait for the requests from the receivers until the storage
service of these message shares is expired. Storage service of message shares
reduces the process of communication handshake between senders and receivers
which makes the anti-tracking communication more flexible and efficient.

ACS contains the following three steps to implement its functionality:
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– User Registration. At the beginning, each user ui registers in the exchange
servers with a unique pseudonym. Each exchange server takes the role of Key
Generation Center (KGC) to generate the secret key for each user using a
master secret key through identity-based key arrangement protocol (ID-based
KAP) [32–34].

– Anti-tracking Communication. ACS system works in rounds. In each
round of communication, all the online users need to send messages (the
real messages or the cover messages) to exchange servers. The real messages
contain the pseudonyms of the sender and the receiver for message exchange.
The cover messages contain no useful information, but show the online status
to exchange servers. All the messages will be divided into different shares,
and sent to exchange servers through different entry servers. The exchange
servers output the new message shares according to the content of the received
message shares, and send them back to the corresponding users. After each
user collects all the message shares from exchange servers, it can reconstruct
the complete message.

– Offline Messaging. The message exchange is implemented only by the
pseudonyms of users and the content of message shares. Because the exchange
servers cannot receive the message shares from offline users, the messages
sent to the offline users cannot be transmitted successfully. In this case, the
exchange servers provide the storage service for these messages and wait the
corresponding users go online. Storage service makes that the communication
between the sender and receiver does not have to happen in one same round
of ACS, which also improves the tracking-resistance.

4 The ACS Architecture

In this section, we will introduce the architecture of ACS system in details. For
the convenience of discussion, we assume that ACS consists of three exchange
servers in exchange layer: MS1,MS2,MS3, and four entry servers in entry layer:
ES1, ES2, ES3, ES4. We denote n as the number of users.

4.1 User Registration

At the beginning, each exchange server MSl, l ∈ {1, 2, 3}, plays the role of KGC
to generate the master secret key mskl according to ID-based KAP [32–34]. Each
user ui generates a unique pseudonym UNi of 64 bits, and sends its UNi to each
exchange server. According to the pseudonym of each user, each exchange server
MSl generates the secret key ski,l for each user ui and sends ski,l to ui. For the
convenience of key agreement between users and exchange servers, each exchange
server also generates its pseudonym SNl and computes the corresponding secret
key skMSl

using the master secret key mskl. Then, each exchange server pub-
lishes its pseudonym SNl to each user for the key agreement.

When registration is completed, each user ui will get three secret keys: sk1,
sk2, sk3, and the corresponding pseudonyms of exchange servers: SN1, SN2,
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SN3. Each exchange server will get the list of all registered users’ pseudonyms:
CUN = {UN1, UN2, ..., UNn}. Then, users and exchange servers only use the
pseudonyms to recognize each other.

4.2 Anti-tracking Communication

Anti-tracking communication is the core function of ACS. In each communication
round r, the main phases of anti-tracking communication are outlined as follows.

Input preparation. In each round r, all users have to play one of the following
roles: (i) the sender, which send message to a specific user, (ii) the receiver, which
check the message from a specific user, and (iii) the cover, which send the cover
message to exchange servers in order to circumvent the threat of traffic analysis
and show the online status to ACS system.

According to the three role types, we define the message block as the form
(L, ui, uj ,M) in which L denotes the role type, ui denotes the source user of this
message, uj denotes the target user of this message, and M denotes the context
of communication. In ACS system, L = S denotes the sender, L = R denotes
the receiver, and L = C denotes the cover. We can set M = mc (mc denotes the
cover message), if no message need to be delivered, and uj = 0 when the covers
create the message block because the covers only send the redundant traffic.

Each sender si first creates three shares of its message mi using additive
secret sharing scheme. The additive secret sharing scheme works in a ring ZN ,
where a secret value x ∈ ZN which will be shared among n parties. The n shares
of x can be created by first choosing n − 1 random numbers modulo N and the
last share is computed by subtracting the n − 1 random numbers from x and
then modulo N :

x1 ← random() (mod N)
x2 ← random() (mod N)

· · ·
xn ← x − x1 − · · · − xn−1 (mod N)

(1)

So that, mi = mi,SM1 +mi,SM2 +mi,SM3 according to additive secret sharing
scheme, and mi,SMl

denotes the share will be delivered to exchange server SMl.
Assume the sender si intends to send message mi to receiver rj , then it

creates the message share (S, si, rj ,mi,SMl
), l ∈ {1, 2, 3}. The receiver rj creates

the message share (R, rj , si, 0) which denotes rj has message request from si.
Each cover ck creates the message share (C, ck, 0, 0).

According to ID-based KAP, each user ui computes the encrypted keys ki,l
with its secret key ski and the pseudonym SNl of exchange server MSl. The
exchange server MSl can also compute the encrypted key Ki,l with its secret key
skMSl

and the pseudonym UNi of each user ui. Then, each user ui uses secret
key ki,l to encrypt the message share which will be sent to exchange server MSl.

Anti-Tracking Communication. Users and exchange servres have no iden-
tity information about each other except their pseudonyms. So, the entry
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servers relay the messages between users and exchange servers by mapping the
pseudonyms to the real addresses.

Each user ui randomly sends its message share to an entry servrer, then
the entry server will get different message shares from different users. Entry
servers record the corresponding relationship between users and message shares.
Likewise, exchange servers record the corresponding relationship between entry
servers and message shares. In this way, entry servers break the direct links
between users and exchange servers and exchange servers only use the users’
pseudonyms to complete the message exchange.

Fig. 2. The communication between users and exchange servers via entry servers.

In Fig. 2, a simple example of communication between users and exchange
servers via entry servers is presented. The entry servers forward the message
shares to exchange servers, and the exchange servers can recognize that each
message share belongs to which entry server. After the message exchange is
completed by the exchange servers, each exchange server computes the output
message shares which contain the result of messaging, and sends them back
to the corresponding entry servers. Then, the entry servers send these message
shares to the relevant users according to the pseudonym in each message share.

Message Exchange. MSl(l ∈ {1, 2, 3}) will receive one message share from
each online user. To check the consistency of the message shares received by each
exchange server, the exchange server first sorts the message shares according
to the users’ pseudonyms using the oblivious quicksort algorithm [35]. Then,
each exchange server computes a hash value of the pseudonyms in the order
they appear in the above sequence, as HMSl

= H(UN1||UN2||...||UNn). Each
exchange server MSl compares its HMSl

with the hash value computed by other
exchange servers. If the hash values are equal, all the exchange servers receive
the right message shares. Otherwise, the malicious operations are taken place in
either entry servers or exchange servers.
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The message shares of the sender, receiver and cover are respectively denoted
as: bs = (S, si, rj ,m), br = (R, rj , si, 0), and bc = (C, ck, 0, 0).

According to the role type and the users’ pseudonyms, the exchange servers
implement the message exchange process among different message shares. We
conclude five cases in the message exchange process as follows:

(1) bs = (S, ui, uj ,m) and br = (R, uj , ui,mreq). In this case, bs and br have the
same communicating parties, which denote user ui and uj wish to exchange
messages. The exchange server computes the output message shares, b′

s =
(S, ui, uj ,mreq) and b′

r = (R, uj , ui,m), and sends b′
s and b′

r to user ui

and uj respectively. The fourth component mreq of b′
s denotes the request

information of uj , and the fourth component m of b′
r is the message which

will be sent to uj .
(2) bs = (S, ui, uj ,m) and bc = (C, uj , 0, 0). In this case, user ui sends mes-

sage to uj , but user uj does not request messages from ui. The exchange
server computes the output message shares, b′

s = (S, ui, jj , infos) and
b′
c = (C, uj , ui,m), and sends b′

s and b′
c to user ui and uj respectively. b′

s

changes its fourth component with infos from bs to notice ui the completion
of message exchange, b′

c changes its third and fourth components with ui

and m from bc respectively to notice uj that ui has sent the message m.
(3) br = (R, ui, uj ,mreq) and bc = (C, uj , 0, 0). In this case, user ui has a

message request from user uj , then the exchange server computes the output
message shares, b′

r = (R, ui, uj , infor) and b′
c = (C, uj , ui,mreq), and sends

b′
r and b′

c to user ui and uj respectively. b′
r changes its fourth component

with infor from br to notice ui that its request information has been sent
to uj , b′

c changes its third and fourth components with ui and mreq from bc
respectively to notice uj that ui has a request message mreq.

(4) bs = (S, ui, uj ,m), but no message shares come from uj . In this case, we
think user uj is offline. Then, the exchange server stores the message share
from ui until bs is expired. Also, the exchange server computes the output
message share b′

s = (S, ui, uj , infooff ) and sends b′
s to user ui to notice the

offline status of user uj .
(5) br = (R, ui, uj ,mreq), but no message shares come from uj . In this case,

the exchange server stores the message share from ui, computes the output
message share b′

r = (R, ui, uj , infooff ) and sends b′
r to user ui to notice the

offline status of user uj .

In fact, the above process of message exchange is implemented among the
received message shares and the stored message shares in each exchange server.
The detailed message exchange process will be discussed in the following section.

4.3 Message Storage

In each round r, all online users need to send messages to ACS system. In other
words, if the exchange servers do not receive the message share from user uk, we
believe user uk is offline. If the valid message shares, bs = (S, si, rj ,mi,SMl

) and
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br = (R, rj , si, 0), do not match the corresponding users, the exchange servers
will store them for the future message exchange.

The message exchange between the received message shares and the stored
message shares in each exchange server is the key problem for offline messag-
ing. Assume that Seqr = (a1, a2, ..., an) and Seqs = (b1, b2, ..., bm) denote the
sequences of received message shares and stored message shares respectively.
Source(x) and Target(x) denote the source user and target user of message share
x respectively. We discuss the offline messaging from the following cases:

(1) Exist ai ∈ Seqr(1 ≤ i ≤ n), bj ∈ Seqs(1 ≤ j ≤ m), Source(ai) =
Target(bj). But for other ak ∈ Seqr(1 ≤ k ≤ n, k �= i), Source(ai) �=
Target(ak). In this case, the message exchange only exists between the
received message shares and stored message shares. As illustrated in Fig 3a,
the exchange server extracts the valid information from the stored message
shares, and computes the output message shares according to the commu-
nicating message shares.

(2) Exist ai, ak ∈ Seqr(1 ≤ i, k ≤ n, i �= k), bj ∈ Seqs(1 ≤ j ≤ m),
Source(ai) = Target(ak) and Source(ai) = Target(bj). In this case, the
received message share and stored message share have the same user for
messaging. As illustrated in Fig 3b, the exchange message outputs two mes-
sage shares, one is to carry the valid information of the received message
share, the other is to carry the valid information of the stored message share.

In each messaging round, the exchange server deletes the stored message
shares when their valid information has been transmitted or they are expired.

(a) A case of message exchange which only
exists between received message shares
and stored message shares.

(b) A case of message exchange in which
both the received message share and
stored message share have the same user
for messaging.

Fig. 3. The two cases of message exchange between the received message shares and
the stored message shares.
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5 System Analysis

In this section, we present the analysis of ACS’ security and argure its resistance
to active attack and passive attack.

5.1 Resistance to Active Attack

Security of Entry Server. In the architecture of ACS, users and exchange
servers have no valid information with each other except their pseudonyms. They
recognize and communicate with each other only through their pseudonyms.
Then, entry servers take the role of ”middleman” in the communication between
users and exchange servers. The advantage of entry servers is concluded as fol-
lows:

– The identities of users and exchange servers are protected by entry servers.
– The message can be mixed and shuffled by entry servers which foil the network

monitors from learning about the correspondences between the users and
exchange servers.

– The entry servers facilitate the synchronization and consistency of different
exchange servers.

All the communication between users and exchange servers rely on entry
servers, once the entry servers are corrupted by the adversary, the performance
of trakcing-resistance of ACS would be threatened. So, the security of entry
servers has to be taken into account. To this end, we guarantee that the number
of entry servers is ne, the number of exchange servers is nx, and ne >> nx. The
message from each user should be divided into nm shares, and each share can
only be delivered by one entry server. In this way, we can reduce the risk of
collusion of corrupted entry servers.

Assume the adversary can not corrupt all the entry servers and the number
of corrupted entry servers is nc(1 ≤ nc ≤ ne). Each user randomly chooses one
entry server for one share, then the probability of that all chosen entry servers
are corrupted is Pc shown in Equ. 2.

Pc =
nc∏

i=1

nc − (i − 1)
ne − (i − 1)

(2)

Only nc ≈ ne, then Pc ≈ 1. In other words, if most of the entry servers are
corrupted, the adversary can control the communication between the users and
exchange servers in high probability. But in practical application, it is difficult
for the adversary to control all the entry servers.

Even some of the entry servers may be corrupted, the corrupted entry servers
can not collect all the shares from one user. Then, every malicious operation, such
as tamper or discard the message shares, will be detected by exchange servers
because at least one honest entry server will forward the correct information to
exchange servers.
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Security of Exchange Server. We consider the corrupted exchange servers
which provide the wrong outputs to destroy the reconstruction of messages.
Then, at least one honest exchange server can guarantee the security of ACS.
Before the message exchange, each exchange server will check the consistency
of all its received message shares with other exchange servers. The corrupted
exchange servers which provide the wrong verification information will be
detected by other exchange servers.

Each user gets different sets of ID-based KAP from different exchange servers,
and encrypts the message share sent to the exchange server MSi with the agreed
upon key which is generated by MSi. In this way, the exchange server cannot
decrypt the message shares sent to other exchange servers. So, ACS guarantees
the security of message shares sent to different exchange servers and deters the
collusion of corrupted exchange servers.

5.2 Resistance to Passive Attack

ACS system relies on the entry servers to provide the unlinkability between the
users and exchange servers. Every online user sends the messages to exchange
servers, and receives the corresponding output messages from the exchange
servers in each messaging round. No matter whether the users have the mes-
saging tasks or not, they have the same communication behaviors which provide
high resistance to traffic analysis and correlation attack.

Each user has no information about the exchange servers, and communicate
with them only via their pseudonyms. Only entry servers know the communi-
cation relationship between the users and exchange servers. But, entry servers
have no information about the message exchange process.

ACS system relies on the exchange servers to break the communication rela-
tionship between different users. All the message exchange process is completed
by the exchange servers. The exchange servers provide the following advantages:
(i) No information about message exchange will be leaked without the control
of exchange servers. Only the exchange servers know the communication rela-
tionship among different pseudonyms of users. (ii) The message exchange only
relies on users’ pseudonyms, without the collusion of entry servers, no adversary
can trace the communication relationship of different users. (iii) Each exchange
server also provides the message storage service for offline messaging, so the mes-
sage exchange process may not happen in one messaging round of ACS system.
It is nearly impossible for the adversary to trace the communication of different
users which happens in different messaging rounds.

The messages transmitted in ACS system may be the real or the cover mes-
sages. All the messages will be created into different shares and encapsulated
into the same form (L, ui, uj ,M) which has been mentioned above. All message
shares are padded to the same length and end-to-end encrypted to make sure
the adversary can not distinguish the real message from the cover message, and
also learn no information from the encrypted messages.
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6 Experiments and Evaluation

We implement a prototype of the ACS system which contains 5 exchange servers
which are deployed on the computer with a 12-core 4 GHz CPU and 64 GB
RAM, and 10 entry servers which are deployed on Cloud platforms with a 2-core
4 GHz CPU and 48 GB RAM. We run a simulation program on a computer
with a 8-core 3 GHz CPU and 64 GB RAM to simulate the independent users
to communicate with the ACS system.

We evaluate the ACS prototype system from its system performance and
anti-tracking ability.

6.1 Performance Evaluation

We first evaluate the latency overhead of ACS system in consideration of the
various number of users and the different message size. In this experiment, all
users send the messages to a randomly chosen target in each round, and the
message size is set with 1KB, 2KB, 4KB and 8KB respectively. After the pro-
totype system completes the communication, we measure the running time to
evaluate the latency overhead. In the following experimental results, we use |M |
to indicate the message size.

Fig. 4. Latency overhead of ACS system where 100 to 1000 users simultaneously send
message with different size.

As shown in Fig. 4, with the increasing of the number of users and the mes-
sage size, we can see that the latency overhead of the prototype system grows
exponentially. In the current system configuration, when the number of users is
less than 500, the latency overhead of all the four cases is in a reasonable range.

But, when the number of users exceeds 500, the latency overhead grows
sharply. There are two aspects which may affect the communication efficiency of
ACS system: (i) the performance of message forwarding of entry servers, and (ii)
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the performance of message exchange in exchange servers. Next, we will evaluate
the performance of the entry servres and exchange servers respectively to find
out the bottleneck of ACS system in communication efficiency.

(a) The running time of message exchange

size.l

(b) The running time of Entry servers in

Fig. 5. The running time of entry servers and exchange servers in different message
size.

To evaluate the performance of exchange servers, we directly send the mes-
sage shares to exchange servers and measure the running time when exchange
servers complete the message exchange. As shown in Fig. 5a, all the curves
grow sharply when the number of users exceeds 500. The message exchange
in each exchange server uses the oblivious Quicksort algorithm [35] which needs
O(log(n)) steps to sort n inputs when executed in parallel [36]. So, the complex-
ity of message exchange computation is in logarithm relation with the number
of inputs. The exchange servers need more computation cost to match the com-
municating users and computes the output messages when the number of users
is increased.

To evaluate the performance of entry servers, we only implement the function
of entry servers to relay the message shares. The exchange servers do not take any
operations and directly send back the received messages to entry servers as the
outputs. Then, we measure the running time of entry servers when they complete
the transmission of all the upstream and downstream messages. As shown in
Fig 5b, with the increasing of the number of users, the running time of entry
servers grows exponentially. Compared with the experimental results of latency
overhead evaluation, the performance of entry servers in message forwarding has
a direct effect on the communication efficiency of ACS system. In our prototype
system, we only set five entry servers to relay the messages between the users
and exchange servers. With the increasing of users, entry servers need to process
more transmission requests from users. The entry servers also need extra time
to mix, label the message shares and correlate the pseudonyms with their real
network addresses.
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6.2 Anti-tracking Evaluation

To effectively evaluate the anti-tracking performance of ACS, we introduce a
measuring method of tracking-resistance based on information entropy [37,38].
Let X be a discrete random variable over the finite set F with probability mass
function p(x) = P (X = x). The Shannon entropy H(X) of a discrete random
variable X is defined as Equ. 3.

H(X) = −
∑

x∈X

p(x)log(p(x)) (3)

In ACS, the entry server protects the privacy of users’ network identities,
the exchange server protects the privacy of the message exchange information
among users’ pseudonyms. An adversary has to steal the above two kinds of
information to trace the communication relationship. Assume that the number
of entry servers is ne and n′

e entry servers are corrupted by the adversary. The
number of exchange servers is nx, and n′

x exchange servers are corrupted. The
corrupted entry server can analyze the message shares and distinguish the sender
and target exchange server of each message share, but cannot decrypt the mes-
sage share encrypted by the secret key of each exchange server. The corrupted
exchange server knows the pseudonyms in communication. So, the path between
two communicating users contains three hops: ve → vx → ve, in which ve denotes
the entry server and vx denotes the exchange server. The traceable probability
of ACS, denoted by Ptrace, is defined by Eq. 4.

Ptrace = (
n′
e

ne
)2
n′
x

nx
(4)

We consider that the messaging behavior of each user is independent in prob-
ability, and each user randomly chooses the entry servers to forward the message
shares. Then, the distribution of traced users can regard as Binomial Distribu-
tion. For n communicating users, k of them can be traced by the adversary, then
the probability of traced users is defined by Eq. 5.

P{X = k} =
(
n

k

)
(Ptrace)k(1 − Ptrace)n−k (5)

The traceable rate Rtrrace indicates the probability of tracing the commu-
nicating users via the corrupted servers. We use the entropy of traced users’
distribution to describe Rtrace. So, Rtrace can be calculated by Eq. 6.

Rtrace = −
n∑

k=1

(P{X = k})log(P{X = k}) (6)
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We simulate 1000 users to communicate with each other via ACS prototype
system. Through the increase of n′

e and n′
x, we evaluate the tracking-resistance

of ACS according to its traceable rate Rtrace. In Fig. 6a, we increase n′
e from 1

to 10, and compare Rtrace under different n′
x. In Fig. 6b, we increase n′

x from
1 to 5, and compare Rtrace under different n′

e. From the experimental results,
Rtrace increases in logarithm relation with both of n′

e and n′
x. The adversary

can reach an efficient traceable rate Rtrace only when both of the entry servers
and exchange servers are compromised in high probability. So, the anti-tracking
ability lies in the double protection of entry server and exchange server. On the
contrary, it’s not sufficient for the adversary to trace the communicating users
if they only compromise one kind of servers.

(a) Traceable rate w.r.t. corrupted entry
servers.

(b) Traceable rate w.r.t. corrupted ex-
change servers.

Fig. 6. The tracking-resistance evaluation with increasing number of corrupted entry
servers and corrupted exchange servers.

7 Conclusion

In this paper, we present ACS system to achieve the anti-tracking messaging. In
the design of ACS system, ACS contains two layers: entry layer and exchange
layer, which separates the two process of message forward and message exchange.
The entry servers are only used to relay messages between the users and exchange
servers. The exchange servers are only used to exchange the message shares. To
improve the anti-tracking performance, all the users use pseudonyms to label
their messages, and exchange servers have no information about the users’ real
identities. Even the entry servers know the identities of the users, but they have
no information about the message exchange process. So, the adversary has to
corrupt both the entry servers and exchange servers to trace the communicating
users. In addition, message storage is also provided to achieve offline messaging.
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We evaluate the prototype system of ACS of its communication latency and
anti-tracking performance. From the experimental results, ACS has a acceptable
communication latency and a strong anti-tracking ability. Only when both of
the entry servers and exchange servers are corrupted, the adversary can trace
the communicating users effectively. But in practical application, it is difficult
for the adversary to corrupt both of the entry server and exchange server.
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Abstract. Millions of radio frequency identification (RFID) tags are
pervasively used all around the globe to identify a wide variety of objects
inexpensively. However, the tag cannot use energy-hungry cryptogra-
phy due to the limit of size and production costs, and it is vulnera-
ble to cloning attacks. A cloning attack fabricates one or more replicas
of a genuine tag, which behave the same as the genuine tag and can
deceive the reader to obtain legitimate authorization, leading to poten-
tial economic loss or reputation damage. Among the existing solutions,
the methods based on radio frequency (RF) fingerprints are attractive
because they can detect cloning attacks and identify the clone tags.
They leverage the unique imperfections in the tag’s wireless circuitry
to achieve largescale RFID clone detection. However, training a high-
precision detection model requires a large amount of data and high-
performance hardware devices. And some methods require professional
instruments such as oscilloscopes to collect fine-grained RF signals. For
these reasons, we propose a lightweight clone detection method Anti-
Clone. We combine convolutional neural networks (CNN) with transfer
learning to combat data-constrained learning tasks. Extensive experi-
ments on commercial off-the-shelf (COTS) RFID devices demonstrate
that Anti-Clone is more lightweight than the existing methods without
sacrificing detection accuracy. The detection accuracy reaches 98.4%, and
the detection time is less than 5 s.

Keywords: Radio frequency identification (RFID) · Cloning
detection · Fingerprint · Transfer learning

1 Introduction

Radio frequency identification (RFID) technology is a non-contact automatic
identification technology through spatial coupling or backscattering of radio fre-
quency signals. The advantages of low cost, lightness, and long-distance identi-
fication of multiple targets make RFID technology widely used in every corner
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of our life. Such as payment systems, object monitoring, and continuous health
monitoring through implantation [14,16–20,26,27,29,30]. However, since RFID
can be attached to cash and other valuable objects and implanted into animals
and people, their widespread usage has raised severe security and privacy con-
cerns. More importantly, the low cost and small size of tags make some excellent
cryptographic algorithms and security mechanisms unable to be applied to exist-
ing RFID systems. For these reasons, RFID tags are vulnerable to attack.

This paper considers the tag cloning attack, where the attacker extracts data
from the corrupted tag to other tag chips or rogue devices called clone tags. The
clone tag saves all the valid data the same as the genuine tag and has the same
permissions as the genuine tag. Intuitively, the resilience of RFID tags to cloning
attacks is strongly correlated to their applicability in critical applications. For
example, by injecting clone tags into the logistics or drug supply chain, the com-
pany will lose the tracking of assets [31]. By injecting clone tags into e-passports
to ensure national borders’ security, terrorists or illegal immigrants will enter
a country undetected. By injecting clone tags into the access control system,
unauthorized personnel will enter the control area at will. More importantly,
clone tags may cause severe damage to human health and safety because RFID
technology is used in the medical field.

Approach. To solve the cloning problem of low-cost tags without relying on
cryptography, some prior work has proposed approaches based on radio fre-
quency (RF) fingerprints [2,7,11,24,25,32]. RF fingerprints leverage the com-
mon individual differences in the RFID tag circuit. By extracting the features of
the received signal and associating them with a given tag, the unique identifica-
tion of the tag can be obtained. These features are generated in the production
process and cannot be controlled by human beings. We call them RF finger-
prints. Existing methods rely on protocol-specific feature-extraction techniques,
such as minimum power response [25], spectral characteristics [32], and dynamic
wavelet fingerprints [1], which can only be applied to a specific tag type. And
these methods need professional equipment such as oscilloscopes and univer-
sal software radio peripheral (USRP) to collect fine-grained fingerprints, which
is beyond the capacity of existing commercial off-the-shelf (COTS) readers. In
contrast, in this paper, we use machine learning (ML), especially convolutional
neural networks (CNNs), to create RF fingerprint classifiers to detect clone tags.
Compared with traditional ML, the main advantage of CNN is that it uses many
parameters and can distinguish high device populations.

Existing Issues. A fundamental challenge in training any CNN model comes
from the need for large data sets. This challenge is severe in our environment
due to the limited public RF fingerprint data sets. A naive solution is to continu-
ously collect the data of each tag for a long time. However, it is difficult to obtain
large-scale and high-quality data in actual scenarios due to cost, privacy, envi-
ronmental constraints, and other issues. Therefore, to reduce the cost of model
training and adapt the neural network to the learning task with limited data,
this paper introduces transfer learning into CNN and proposes a lightweight
method Anti-Clone for detecting clone tags.
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Technical Contributions. We summarize the novel contributions of Anti-
Clone to the current status of cloning detection:

1. We entirely use the limited processing capacity of passive RFID tags and
introduce Anti-Clone, which can detect cloned tags in real-time. Anti-Clone
only requires COTS devices and no additional hardware devices.

2. We use the non-replicable physical layer signal to establish the tag RF fin-
gerprint, creatively convert the signal sequence into images, and build the
fingerprint database of genuine tags based on CNN. Then combined with
transfer learning to reduce the cost of model training and simultaneously
make the network adapt to the learning task with limited data.

3. We implemented a prototype and conducted extensive experiments. Our
results show that Anti-Clone has high detection accuracy. Extensive experi-
ments show that the detection accuracy reaches up to 98.4%, and the detec-
tion time overhead is minimal. The fastest is less than 5 s.

The rest of this paper is organized as follows. Section 2 introduces the related
work. Section 3 provides an overview of the cloning attack threat model, the
theoretical and experimental basis for Anti-Clone’s work, and the challenges and
solutions of clone detection. Section 4 describes the Anti-Clone in detail. Section 5
evaluates the performance of Anti-Clone. Section 6 concludes this paper.

2 Related Work

Aiming at the risk of cloning attacks faced by RFID technology, how to quickly
and effectively detect clone tags has attracted much attention. Current scholars
focus on synchronization keys, collision detection, trajectory analysis, and RF
fingerprints.

2.1 Synchronization Keys

Synchronization keys are double authentication for a tag by loading different
random numbers into a low-cost tag. Lehtonen [15] investigated a method to
pinpoint tags with the same ID. It writes a new random number on the tag’s
memory every time the tag is scanned. A back-end that issues these numbers
detect tag cloning attacks as soon as the genuine and the cloned tag are scanned.
Okpara [21] proposed a detection method based on chaos theory used to generate
random numbers. These methods increase the communication delay and require
tag memory space.

2.2 Collision Detection

The method based on the collision principle to detect clone tags was proposed
by Bu et al. [3–5]. The conflict caused by a genuine tag and a cloned tag with the
same ID is used for clone tag detection, which is driven by the Aloha communica-
tion protocol. However, these methods were later overturned by Burmester et al.
[6]. They proved that these methods are impossible in practice by analyzing the
protocol.
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2.3 Trajectory Analysis

The trajectory-based detection method indicates whether the trajectory to be
measured matches the normal trajectory. Normal trajectories can be predefined
trajectories or statistical features based on historical trajectories.

Ouafi and Vaudenay [22] proposed Pathchecker. When the final trajectory
is not equal to the defined target trajectory, it is regarded as abnormal. This
method has high detection accuracy. However, storing the correct trajectory
requires a large amount of memory, which is a high requirement for tags.

Feng et al. [10,12] proposed the deClone, which obtained the features of
normal trajectories through statistics on many historical trajectories and then
found anomalies through matching. Wang et al. [28] also contributed to this
field. These methods are highly portable. However, they could only detect the
presence of a cloning attack in the system, not identify which one is the cloning
tag.

2.4 RF Fingerprints

The method based on RF fingerprint can distinguish individual tags. In detail,
it can identify which is the genuine tag and which is the clone tag. The seminal
work applies RFP to 50 HF tags, achieving a 2.43% error rate [8]. Among oth-
ers, the features used are based on the Hilbert transform. Zanetti et al. [32] use
the time and spectrum level domain to fingerprint 70 UHF tags, achieving 71%
accuracy. To improve detection accuracy, Piva et al. [23] combine CNN and fed-
erated learning. However, these methods ignore the difficulty of collecting data.
Therefore, for learning tasks with limited data, we combine CNN with transfer
learning. Without loss of detection accuracy, our method is more lightweight
than other methods.

3 Overview of Anti-Clone

3.1 Threat Model

In RFID systems, a cloning attack is to create one or more copies of genuine
tags, which are called clone tags and have the same valid data as genuine tags.
The clone tag saves all the valid data the same as the genuine tag and has
the same permissions as the genuine tag. Since most RFID applications use the
authenticity of tags to verify the authenticity of tagged objects, clone tags may
harm the entity. Therefore, this paper aims to identify clone tags with the COTS
devices.

3.2 Basic Idea

The application layer data (such as EPC and ID) stored in the tag memory can be
cloned by the attacker. The physical layer RF signal is difficult to clone because
the RF signal is affected by many factors, including device diversity, multipath
effect, tag position, and direction. Different environments and hardware devices
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significantly impact the RF signal, which makes the RF signal unpredictable and
is widely used in wireless sensing. The received signal strength (RSS) and phase
are two basic physical-layer metrics of RF signals. The received signal strength
indication (RSSI) reflects the value of RSS. An RFID reader can directly read
RSSI and phase.

In this section, we first model the RF signal and theoretically deduce the
influence of different tags on the signal. Then, we prove our derivation through
experiments.

RSS/Phase Model. RSS model. Received signal strength (RSS) measures
the power present in a received RF signal. Phase reflects the offset degree between
the received signal and the sent signal. According to the Friis equation [9], we
can quantify the effect of different tags on RSS.

RSS = 10 lg

(
PT, reader

1mW
Greader

2Gtag
2

(
λ

4πd

)4

Tb

)
(1)

where PT,reader is the transmission power of the reader antenna, Greader is the
gain of the reader antenna, Gtag is the gain of the tag antenna, d is the distance
from the reader antenna to the tag, λ is the working wavelength of the RFID
system, and Tb is a constant representing the backscattering loss.

In the same environment, when the readers are the same and the distance
between the readers and tags is the same, RSS depends on the gain of the tag
antenna. And the gain varies with different devices.

Phase model. The phase reading φ reported by the RFID reader contains three
parts.

φ = φtag + φpro + φcir (2)

where φtag is the phase shift caused by the tag and is related to the tag antenna
impedance Za. φpro is caused by the distance d that the signal travels in the air.
φcir is the phase shift introduced by the RFID reader circuit. All three parts are
unknown.

When the readers and their distance from the tag are the same, φpro and
φcir are fixed. φtag is the phase shift caused by the tag and is related to the tag
antenna impedance Za and tag diversity. And many studies have shown that
the object material will have an impact on the impedance.

RSS/Phase Changes for Different Tags. We show the impact of different
tags on RF signals through a toy experiment. In the same environment, we
placed five different tags with the same type at the same location and observed
the RSSI and phase. The results are shown in Fig. 1. The abscissa is the phase,
and the ordinate is the RSSI. Different colors represent different tags. Although
the experimental environment and deployment conditions remain unchanged,
the RF signal measurement results of different tags differ. Hardware differences
cause this. These results confirm the significant influence of tag diversity on RF
signals. We can distinguish tags by RF signal.



80 Y. Feng et al.

Fig. 1. Tag diversity.

3.3 Observation and Challenges

When the tag reports its ID to the reader, the reader measures RSSI and phase.
Therefore, for tags with different IDs, we can easily classify the physical layer
signal according to the IDs. However, when a cloning attack occurs, the clone tag
has the same valid data as the genuine tag, including ID. The measured RSSI
and phases mix even though they come from different tags (a genuine tag and
its clone tags). The preliminary studies show that RF signals can distinguish
different tags.

However, we still face challenges. First, the difference between tags is mini-
mal, and RF signals are highly couple. A simple classification algorithm makes
it difficult to distinguish the tags accurately. Second, collecting a large amount
of data requires a lot of human and financial resources, and it needs to design an
efficient classifier for the learning task with limited data. Third, tags are usually
attached to the surfaces of the objects. The surface material of the object will
affect the RF signal.

To overcome these challenges, we combined two physical layer indicators. We
convert the sequence data into two-dimensional images classified through CNN.
We combine CNN with transfer learning to adapt to the learning task with
limited data and design a lightweight clone detection method, Anti-Clone. In
the experimental evaluation stage, we considered the impact of different material
types of attachments on the experimental results.

4 Anti-Clone Design

To achieve our goal of detecting the clone tag, we propose Anti-Clone, which
operates as shown in Fig. 2.
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Fig. 2. Overview of Anti-Clone.

4.1 Data Pre-processing

In this section, we will pre-process the data. We transform the sequence into the
form of images to better distinguish the tags.

We divide the data sequence of a tag into multiple data blocks and then
form multiple images containing the same amount of data. However, due to the
different sampling rates of devices and the interference of the environment, it is
impossible to ensure that the amount of data collected is the same in the same
collection time. In addition, for the network, the larger the amount of data,
the higher the accuracy of the model. Therefore, we use the sliding window to
divide the data sequence into blocks with the same amount of data as much as
possible. In order to make the images contain more effective information and
ensure that the same class has the same reference, we take the maximum and
minimum values of all the data by a tag as the boundary of this class of heat
map. Figure 3 shows the heat map generated by four different tags.

Fig. 3. Heatmap of different tags.
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4.2 Feature Extraction

The feature extraction stage mainly extracts the features of each tag to realize
the establishment of a fingerprint database. We do this by extracting features
from images. First, we describe the neural networks. Then, we describe how to
effectively transfer the network to solve the small sample problem and reduce
the training time.

Neural Network Description. We extract tag features through CNN. Cur-
rently, CNN has reached industrial application in multiple classification prob-
lems. However, the general network has a complex structure and a large amount
of computation, which is incompatible with a large amount of data and reason-
able real-time. This paper decides to use the lightweight network SqueezeNet for
image classification.

SqueezeNet was proposed by Forrest et al. in 2017 [13]. It has fewer parame-
ters while ensuring the same recognition accuracy, which means that the archi-
tecture requires less communication with the server in distributed training.
SqueezeNet is more suitable for deployment on devices with limited performance.

The fire module is the basic building module in SqueezeNet, which is com-
posed of a squeeze module and expand module. The squeeze module comprises
a set of 1 × 1 continuous convolution. The expand module contains a set of
1 × 1 continuous convolution and 3 × 3 convolutions in the spatial ascending
superposition. The schematic diagram is shown in Fig. 4.

Fig. 4. Fire module schematic diagram.

SqueezeNet starts with the convolution layer (conv1), then uses 8 fire modules
(fire2-9), and ends with the convolution layer (conv10). Figure 5 depicts the
structure of SqueezeNet.
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Fig. 5. SqueezeNet model flow diagram.

Extending to New Tasks. We hope to expand the network to new classifica-
tion tasks efficiently to reduce the training network’s consumption. For example,
after training the classifier with a large data set, we want to extend it to the
learning task with limited data to detect clone tags. Therefore, we adopt transfer
learning to transfer training knowledge from a well-trained source domain to a
new target domain.

The networks described in the previous section are composed of multiple
layers. Some of them are used for feature extraction or coding. At the same
time, others are used for classification. The feature extraction layer can be further
divided into a common layer and a task-specific layer. The common layer can
be directly transferred from the trained classifier to the target domain as a
freezing layer. This dramatically reduces the number of parameters that the new
task needs to learn, thus reducing the size of the data set required to achieve
high accuracy. We freeze the previous layer and replace the last two-dimensional
convolution layer “conv10” and classification layer “softmax”. And then retrain
the network.

4.3 Clone Detection

We have introduced the classification model based on transfer learning in detail.
This model realizes the feature extraction of genuine tags and can establish the
legal fingerprint database of genuine tags. When the tag to be tested is read, we
will match the fingerprint of the tag to be tested with the fingerprint database
to complete the cloning detection. In this section, we will introduce this process
in detail.

During the cloning attack, the attacker clones the valid application data,
including the ID used for identification. The fingerprint signal used for data
transmission in the communication process depends on the device itself and
cannot be predicted and cloned. Therefore, when the clone tag appears, although
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the ID is the same as the ID of the genuine tag, we can still distinguish the
genuine tag and the clone tag by fingerprints.

In detail, based on the fingerprint database established by the genuine tag,
we carry out clone tag detection. When the reader collects the tag information
to be tested, the detection model matches the fingerprint to be tested with the
genuine fingerprint in the fingerprint database. When the matched category is
the same as the ID by the tag to be tested, we consider the tag to be tested to
be a genuine tag. On the contrary, when the matched category is different from
the ID by the tag to be tested, we consider the tag is a clone tag. See Algorithm
1 for the detailed detection process.

Algorithm 1. Cloning tag detection algorithm
Input:

The ID of the tag, which means the category: ID
RSSI of the tag to be detected: R
Phase of the tag to be detected: P

Output:
The status of the tag to be detected: clone or genuine

1: image: An image transformed from a sequence of the tag to be detected
2: pred: The prediction category of the model on the image
3: image = toImage(R,P )
4: pred = classify(image)
5: if pred �= ID then
6: The tag is cloned.
7: else
8: The tag is genuine.
9: end if

5 Implementation and Evaluation

In this section, we present the implementation and evaluation of our system.

5.1 Experimental Setup

We implemented Anti-Clone in the indoor environment of a typical office build-
ing. We use COTS RFID devices to build a system prototype. As shown in Fig. 6.
An Impinj Speedway R420 reader connects to a larid S9028 antenna to collect
the physical layer signal of each tag. The reader continuously broadcasts signals.
When the tag responds to ID, the reader simultaneously records the RSSI and
phase information of the tag.

We collected data with three types of tags to evaluate the impact of tag
types on Anti-Clone performance. Tags were pasted on objects with four types
of materials. We collected them to evaluate the effects of different material types
on detection performance. We used 500 tags for the experiment and carried out
a cloning attack on each tag in turn.
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Fig. 6. System deployment.

5.2 Efficiency of Anti-Clone

Overall Performance. We study the effectiveness of Anti-Clone against
cloning attacks, which helps remind users and avoid potential economic losses.
We use the accuracy rate, false positive rate (FPR), and false negative rate
(FNR) to display the results. FPR means a false alarm rate. FNR means miss
alarm rate. The detection results show that the detection accuracy of Anti-Clone
for cloning attack is 98.4%.

We evaluated the classification model separately. This model realizes the fea-
ture extraction of tag individuals and is the primary determinant of the detection
effect of Anti-Clone. We use the traditional machine learning classifier quadratic
discriminant analysis (QDA), K-nearest neighbor (KNN) clustering algorithm,
and SqueezeNet for comparison. The results are shown in the following table.
The results show that the classification model is superior to other methods in
terms of classification effect (Table 1).

Table 1. Comparison of the results of different classifiers

Approach QDA KNN SqueezeNet

Accuracy 58.23% 69.63% 99.4%

Performance with Different Types of Tags. In the RFID application sys-
tem, different tags are designed according to the protected objects’ types, shapes
and materials, and planned costs. We evaluated the impact of different tag types
on the effectiveness of Anti-Clone and selected three commonly used typical tags
in the experiment, including NXP U8, Impinj R6, and imping M4E. We com-
pared the performance in Fig. 7. The results show that different types of tags
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have different degrees of influence on the experimental results, but the effect is
negligible. Therefore, Anti-Clone has robustness in clone tag detection and can
adapt to different types of tags.

Fig. 7. Accuracy v.s. type of tags.

Performance with Different Material Types of Objects. In the RFID
application system, the effect of the surface material of the protected object
on the tag signal has been proved by experiments. In this section, we evaluate
the effects of objects with different materials on the clone detection effect. We
selected four typical materials commonly used in the system, including paper,
plastic and rubber. Figure 8 shows the experimental results. The abscissa indi-
cates different types of attached objects, and the ordinate indicates the accuracy
rate, FPR, and FNR. We can see that the detection accuracy is over 96% for
different types of attached objects. Therefore, the different materials of the tag
protection object have no impact on the Anti-Clone, which has good robustness
in the clone tag detection.

5.3 Time Overhead

Model Training Time. At the stage of establishing a fingerprint database,
we combine CNN with transfer learning to combat small sample learning, make
the network lightweight, and reduce the dependence on hardware resources. In
this section, the lightweight is demonstrated by using the training time of the
network before and after the transfer learning. We used the same data to train
the network. The results show that 23min can be saved by using transfer learning
with a 1.8% loss of detection accuracy.
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Fig. 8. Accuracy v.s. type of attachment.

Clone Detection Time. Cloning attacks detection system usually needs high
real-time performance and requires administrators to respond quickly to clone
tags. Therefore, the shorter the detection time and the loss can be reduced as
much as possible.

Fig. 9. Clone detection time overhead.

In this paper, the construction of the fingerprint database is offline, and the
modeling time will not affect the detection time. Therefore, in this section, we
only consider the time cost in the online detection stage. We built a system pro-
totype on a laptop with common performance. The following figure shows the
impact of different data volumes on the detection time. The abscissa represents
the data collection time. The ordinate represents the clone detection time. When
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the data to be measured is collected for one minute, the time required for detec-
tion is less than 5 s. This means we can know whether a tag is a cloned tag within
5 s after it is read, which can timely prevent the harm caused by cloning attacks.
In Fig. 9, the clone detection time is proportional to the data collection time, but
it is not fully proportional. This is because due to the environment’s influence,
the reader’s reading rate to the tag is different, which makes the amount of data
collected simultaneously have apparent differences.

Through experiments, we verify that the Anti-Clone has a slight detection
delay and real-time performance.

6 Conclusion

This paper proposes a lightweight clone tag detection method, Anti-Clone. Its
basic idea is to use the unpredictable and unclonable physical layer signal to
describe each tag with COTS RFID devices. We combined CNN with transfer
learning to overcome the challenges of limited data and high signal coupling. A
large number of experimental results show that the detection accuracy of Anti-
Clone can reach 98.4% without any software or hardware modifications needed.

Our future work will be conducted on the extension of Anti-Clone to arbitrary
environments. We try to design a detection method with environment robustness.
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Abstract. As many users join the smart grid system, energy companies
need user energy data to manage and improve energy delivery. However,
while enjoying the services provided by energy companies, the energy
data submitted by users may lead to the risk of privacy leakage. To
solve this problem, this paper proposes a privacy-preserving scheme for
smart grid based on blockchain and multi-receiver encryption (PPBME).
The scheme utilizes lightweight multi-receiver encryption, blockchain,
and smart contract technologies to solve the problem of privacy leakage
when user data are shared. Also, our PPBME construction employs off-
chain storage technology to improve the scalability of the blockchain, so
that reducing the storage pressure of the blockchain. This paper also pro-
poses a compensation mechanism for the loss of user privacy. According
to the security analysis and computational cost analysis, our PPBME
scheme is efficient and secure in supporting smart grid applications.

Keywords: Smart grid · Blockchain · Lightweight · Multi-receiver
encryption · Off-chain storage

1 Introduction

Nowadays, as people pay attention to renewable energy power generation, there
is an urgent need for an intelligent system that evaluates and prices electricity in
real-time, which cannot be offered by the classic power distribution system. The
smart grid was introduced in the early 2000s s to integrate the two-way com-
munication infrastructure into the traditional power grid [12], which provides
functions such as digital communication between users and suppliers, and mon-
itoring, updating, and reliable distribution of electrical energy for smart meters.
It is necessary to provide security mechanism on user data [3].
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With the popularization of smart grids and smart home appliances, the data
generated and transmitted in smart grids has grown tremendously. Regarding
companies responsible for supplying and transmitting electricity, the data col-
lected by smart meters can help them improve system performance and enhance
the user experience. Nevertheless, users want a great service experience without
their privacy being gained by any entity other than the company they trust [18].
Also, the information transmission between smart meters and service providers
faces security and privacy challenges [24]. In the process of data sharing, how
to protect the privacy, security and verifiability of user energy data is a prob-
lem that smart grids need to solve. Tampering with energy data may mislead
service providers and lead to financial losses. In addition, the adversary’s long-
term analysis of energy data may reveal the user’s daily behavior, leading to the
leakage of user privacy.

1.1 Our Contributions

To address the privacy and security problems of energy data sharing in smart
grid, this paper proposes a privacy-preserving scheme based on blockchain and
multi-receiver encryption (PPBME). User data includes the usage data of var-
ious types of energy for a period of time, which may contain the user’s private
information. These data are required for the service providers to adjust resource
allocation and regulate prices. Since in the process of data sharing over the pub-
lic network, user energy data may subject to common known attacks such as
eavesdropping and tampering, our PPBME construction is designed to ensure
the confidentiality and integrity of the data by utilizing blockchain and data
encryption technologies. PPBME also employs off-chain storage technology to
store the original data in the cloud. The blockchain stores the relevant creden-
tials for data usage, thereby improving the scalability of the blockchain. Due to
the limit computing power of smart meters, the encryption scheme of PPBME in
data sharing uses lightweight multi-receiver encryption, which can better achieve
fine-grained access control. In order to incentivize users to share their private
energy data, the smart contracts are used to generate contract accounts, and
service providers will compensate users for privacy leakage by paying to the
contract accounts.

The security analysis demonstrates that the proposed PPBME construction
can protect the privacy and security of user energy data, as well as resist tradi-
tional attacks. Theoretical and experimental analysis show that the computing
cost of the proposed PPBME construction is significantly reduced compared
with related solutions.

1.2 Related Works

To address the privacy protection issues of communications between suppliers
and users in smart grids, many cryptographic schemes have been proposed. Ding
et al. [4] presented an efficient metering data aggregation scheme, which sup-
ports batch verification of collectors and power service providers, and ensures
the privacy and integrity of metering data. Chen et al. [2] proposed a privacy
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protection scheme based on the certificateless aggregate signcryption technology,
where masking random numbers are used to hide the consumption data of users.
Wei et al. [14] presented to apply the blind signature to smart grid to achieve
conditional anonymity so that malicious users can be identified. Li et al. [16]
further proposed a scheme using conditional anonymous group blind signatures
to protect data privacy in smart grids. Yu et al. [25] proposed an EC-ElGamal
encryption supporting double trapdoor decryption in smart grid to ensure data
privacy.

Due to the limited computing power of smart meter, many studies have
proposed lightweight algorithms to protect data privacy at the smart meter side.
Liu et al. [17] proposed a lightweight authentication communication scheme,
which uses XOR operation to encrypt data and Lagrangian interpolation for
identity authentication. However, the XOR operation does not provide sufficient
security, so some schemes have been proposed to improve the security of their
scheme while ensuring data privacy with only lightweight operations.

Zhang et al. [26] designed a lightweight anonymous authentication key agree-
ment scheme for smart meters and service providers, which simultaneously real-
izes authentication and key sharing. Moghadam et al. [5] established a low-cost
and secure two-way handshake communication using an ECC-based authenti-
cation and key exchange protocol. Gope et al. [8,9] used a physically unclon-
able function (PUF) to provide a smart meter-to-service provider authenticated
key exchange protocol. The difference is that [9] solves the security problem of
the modeling attack faced by [8]. Cao et al. [1] also used PUF to implement a
lightweight privacy-preserving authentication data collection scheme. The exper-
iments show that this scheme has high efficiency and low communication cost.

As an emerging technology, blockchain has the advantages of decentraliza-
tion, data immutability, and traceability. Zhang et al. [27] used blockchain to
realize secure signing of multi-party electronic contracts. Their scheme also uses
an identity-based encryption algorithm to ensure the confidentiality of the con-
tract and fairness in signing contracts. Wen et al. [23] constructed a blockchain
supervision framework in a multi-party environment, which uses a double-chain
structure to supervise the data in the blockchain. Blockchain technology can also
be employed to realize privacy-preserving and verifiable billing in smart grid sys-
tems [28]. Gao et al. [7] proposed using blockchain technology to monitor smart
grid, which can ensure user data privacy and transparently provide users with
electricity consumption details. Gai et al. [6] adopted consortium chains to pro-
tect the privacy of energy transactions in smart grids.

However, the scalability of the blockchain is still a problem to be considered.
If the storage space of all nodes is used to store data, the vast data redundancy
will cause a significant burden on the blockchain nodes. Wang et al. [21] pro-
posed an on-chain and off-chain coordination management system based on a
consortium blockchain. In this system, the blockchain only stores the hash value
and response records of the data, while a large amount of raw data is stored in
an off-chain database. Wang et al. [22] designed a blockchain-based smart grid
data sharing scheme, which provides immutability and transparency through
cloud and blockchain as off-chain storage space and authentication platform,
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respectively. Although off-chain storage can solve the blockchain scalability prob-
lem, the security provided by on-chain storage cannot be replaced entirely. For
example, there is no guarantee that data stored off-chain has not been tampered
with.

2 Preliminaries

2.1 Blockchain

Blockchain is a peer-to-peer network technology for building and maintaining
a distributed ledger or database of records [20]. Participants in the blockchain
need to be verified by a specific consensus mechanism before uploading data to
the blockchain for storage. The data blocks on the blockchain are linked in the
chronological order of their respective generation in the form of chains and are
copied and stored on different nodes. It has the characteristics of decentraliza-
tion, immutability, and so on. With these characteristics, blockchain can ensure
the reliability of recorded data.

Smart contract was first proposed by Nick Szabo [19] in 1994, which is essen-
tially a piece of software code on the blockchain. It usually runs in a virtual
environment, and the application can interact with the smart contract through
the virtual machine’s interface. The smart contract will strictly execute this code
to complete the operations defined by the code.

2.2 Mathematical Difficulties on Elliptic Curves

Discrete Logarithm (DL) Problem. Let G be an elliptic curve group of
prime order q, and P be a generator of G. Given a tuple (x, xP ) with unknown
x ∈ Z∗

q , computing x is difficult in any polynomial algorithm.

Decision Diffie-Hellman (DDH) Problem. Let G be an elliptic curve group
of prime order q, and P be a generator of G. Given X = xP and Y = yP with
unknown x, y ∈ Z∗

q , determining whether Q = xyP ∈ G holds is difficult in any
polynomial algorithm.

3 System Model and Security Requirements

This section presents the system model of PPBME and summarizes its security
requirements.

3.1 System Model

As shown in Fig. 1, a PPBME system consists of five types of entities, namely,
key generation center (KGC), smart meter (SM), energy company (EC), cloud
and blockchain (BC).
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Fig. 1. System model of PPBME.

– KGC: KGC is a trusted third party that is mainly responsible for generating
and distributing members’ public and private keys.

– SM: The smart meter belongs to the sender in the system, which has the
ability to collect energy data from various household energy-consuming appli-
ances, is responsible for generating data information, and can generate cipher-
text using the recipients’ identities and public keys. Also, each smart meter
can create a contract account AC, so that all nodes in the blockchain can
access to pay privacy compensation.

– EC: The energy company belongs to the receiver in the system and is an
energy service provider in the smart grid. This entity hopes to obtain the
data collected by the user’s smart meter to improve service quality and reduce
costs. It can decrypt the ciphertext with its private key. By paying for con-
tract accounts, energy companies can compensate users for privacy loss when
sharing data.

– Cloud: The cloud is responsible for storing user energy data in encrypted
form, and providing cloud storage services for users to store data off-chain to
improve system efficiency.

– BC: The blockchain is responsible for storing data such as the transaction
between SM and EC. Note that the original data is not stored on blockchain.
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3.2 Security Requirements

The PPBME system is a system based on blockchain and multi-receiver encryp-
tion technology, which can ensure the privacy of user data during data sharing.
It needs to satisfy the following requirements.

– Privacy of user data: Before data sharing, SM will store user energy data
on the public cloud. Only two entities, the SM and the service provider who
purchased the data, during data sharing, can access the user energy data
stored on the cloud. No entity can tamper or falsify the stored data.

– Resist denial and fraud attacks: During data sharing between smart meter
and the service provider, service providers cannot deny or refuse to pay for
data purchases.

– Resist replay attacks: No malicious entity can obtain some confidential infor-
mation by replaying the data tuples transmitted between the smart meter
and the service provider.

– Resist privileged-insider attack : When other entities apply to KGC for keys,
malicious users inside KGC cannot infer the private key of any entity based
on the data tuples sent or received in the secure channel at this stage.

– Access control : Unauthorized service providers cannot obtain user energy data
in any way.

3.3 System Framework

A PPBME construction consists of eight procedures, namely, Setup, KeyGenEC,
KeyGenSM, OffChainSto, TransApp, TransPro, MulEnc, and Dec.

– Setup(1λ) → Ω: The system setup procedure is executed by KGC, which
takes the security parameter 1λ as input and outputs the system public
parameters Ω.

– KeyGenEC(Ω, IDi) → (pki, ski, dECi
,XECi

): The key generation procedure
of EC is executed by KGC, which takes the system public parameters Ω and
EC’s identity IDi as input, and outputs the public-private key pair (pki, ski)
and signing key pair (dECi

,XECi
) for EC.

– KeyGenSM(Ω, IDSM ) → (dSM ,XSM ): The key generation procedure of SM
is executed by KGC, which takes the system public parameters Ω and SM’s
identity IDSM as input and outputs the signing key pair (dSM ,XSM ) for
SM.

– OffChainSto(Ω,M) → (k,CK, site,D): Off-chain storage procedure is exe-
cuted by SM, which takes the system public parameters Ω and user energy
data M as input and outputs symmetric key k, ciphertext CK of data M
under symmetric key k, the storage transaction D and the storage location
site.

– TransApp(Ω, IDi, contracti) → (Yi, O): The transaction application pro-
cedure is executed by EC and SM. EC takes the system public parameter
Ω, EC’s identity IDi and purchase contract contracti as input, outputs the
transaction request data Yi, and sends Yi to SM. SM takes the system public
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parameter Ω and the transaction request data Yi of EC as input and outputs
transaction data O.

– TransPro(Ω,O) → ({Li}n
i=1, AC, δcom): The transaction processing proce-

dure is executed by SM, which takes the system public parameters Ω and
transaction data O as input. SM initiates a smart contract through the trans-
action data O, and the smart contract creates the transaction {Li}n

i=1 of both
parties. When all nodes successfully verify the transaction through the con-
sensus algorithm, the transaction will be recorded in the blockchain. At the
same time, SM creates a contract account AC that all nodes in the blockchain
can access. EC pays enough contract currency to contract account AC as
“compensation”, AC closes the payment channel, changes the status of the
contract account, and returns a payment completion flag δcom.

– MulEnc(Ω, {IDi}n
i=1, {pki}n

i=1, k) → CT : The multi-receiver encryption
procedure is executed by SM, which takes the system public parameters Ω,
symmetric key k, the identities of all participant ECs {IDi}n

i=1 and their pub-
lic keys {pki}n

i=1 as input and outputs the ciphertext CT under the symmetric
key k and a multi-receiver encryption scheme.

– Dec(Ω,CT, site, pki, ski) → (k,M): The decryption procedure is executed
by EC, which takes the system public parameters Ω, ciphertext CT , EC’s
public-private key pair (pki, ski) and the data storage location site in the
cloud as input. The EC decrypts the ciphertext CT using the multi-receiver
encryption scheme to obtain the symmetric key k, then finds the storage
transaction D according to the storage location site in the cloud, and finally
decrypts the ciphertext CK in D with the symmetric key k to obtain the
user energy data M .

A correct PPBME construction should satisfy the following conditions: If all
participants faithfully follow the procedures, then

– Each EC can successfully validate the key pair generated by KGC.
– Each EC can successfully decrypt the ciphertext generated by SM.

4 PPBME Construction

This section introduces a PPBME construction.

4.1 System Initialization

Setup. KGC takes the security parameter 1λ as input and outputs
p, q, E,G,Gp, Gq, P,Q, where p, q are two distinct prime integers, E is an ellip-
tic curve defined on Fp, G is the additive group on the elliptic curve E, Gp is a
subgroup of G with prime order p, Gq is a subgroup of G with prime order q,
P ∈ Gp is a generator of Gp, and Q ∈ Gq is a generator of Gq.
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KGC chooses a random integer x ∈ Z∗
p as the master private key, and cal-

culates Ppub = x · P as the corresponding public key. KGC selects five collision-
resistant hash functions Hi : {0, 1}∗ → Z∗

p for i = 1, 2, 3, H4 : {0, 1}∗ → Z∗
q and

H5 : {0, 1}∗ → {0, 1}l1 , where l1, l2 are determined by the security parameter λ.
KGC chooses a secure multi-receiver encryption algorithm I, a secure symmet-
ric encryption scheme Π = (KeyGen,Enc,Dec) (e.g., AES) and a function F (·)
that maps from point to value [13]. KGC publishes the system public parameters
Ω = {p, q, E,G,Gp, Gq, P, Ppub, Q,H1,H2,H3,H4,H5, I,Π, F, l1, l2}.

KeyGenEC. Each ECi randomly selects an integer ti ∈ Z∗
p , and calculates

Ti = ti · P

Then, ECi sends dataset set1 = {Ti, IDi} to KGC, where IDi is ECi’s identity.
KGC computes the encryption and signing keys for ECi according to the

dataset set1 and the system parameters Ω. KGC randomly selects integers
ri, vi ∈ Z∗

p , dECi
∈ Z∗

q , calculates

Ri = ri · P

Vi = vi · Ti

XECi
= dECi

· Q

bi = H1(Ri‖Vi‖IDi)
ci = ri + bix (mod p)

and sends the dataset set2 = {Ri, Vi, ci, vi, dECi
,XECi

} to ECi through a secure
channel.

After receiving the dataset set2, ECi first verifies it by checking the following
equality

Ri + H1(Ri‖Vi‖IDi)Ppub
?= ci · P (1)

If it holds, set2 is valid, and then ECi calculates ui = ti · vi. Thus, the public
key of ECi is pki = (Ri, Vi), and the private key is ski = (ci, ui). At the same
time, ECi obtains the public-private key pair (dECi

,XECi
) for signing.

KeyGenSM. Similarly, SM applies to KGC for a pair of signing keys, sends the
SM’s identity IDSM to KGC.

KGC randomly selects an integer dSM ∈ Z∗
q , calculates

XSM = dSM · Q

and sends the dataset set4 = {dSM ,XSM} to SM through a secure channel.
Therefore, SM obtains the public-private key pair (dSM ,XSM ) for signing.
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4.2 Off-Chain Storage

With the secure symmetric encryption scheme Π, SM generates the symmetric
key k, and encrypts the user energy data M to obtain ciphertext CK as follows.

k ← Π.KeyGen(1λ)
CK = Π.Enck(M)

SM generates current timestamp T1, selects a random integer ȧ ∈ Z∗
q , and

calculates a signature tuple σ̇SM = (Ȧ, Ḃ) as follows.

Ȧ = F (ȧ · Q) (mod q)

Ḃ = ȧ − H4(CK‖T1) · dSM (mod q)

SM outputs a storage transaction D = {CK, T1, σ̇SM}. Then, SM stores D on
the public cloud and records the data storage location site.

4.3 Transaction Processing

TransApp. Each ECi generates a purchase contract contracti and current
timestamp T2,i, selects a random integer ai ∈ Z∗

q , and calculates a signature
tuple σEC,i = (Ai, Bi) as follows.

Ai = F (ai · Q) (mod q)
Bi = ai − H4(contracti‖T2,i‖IDi‖XECi

) · dECi
(mod q)

ECi sends a request data Yi to SM, where

Yi = 〈contracti, T2,i, IDi,XECi
, σEC,i〉

After receiving the request data Yi, SM first checks whether Tnow − T2,i ≤ ε
holds, where Tnow is the current time, and ε is the maximum transmission delay.
Then, if SM approves the purchase contract of ECi, it returns an approval
response and generates a timestamp T3. Next, SM selects a random integer
ä ∈ Z∗

q , and calculates a signature tuple σ̈SM = (Ä, B̈) as follows.

Ä = F (ä · Q) (mod q)

B̈ = ä − H4((Y1, Y2, · · · , Yn)‖T3‖XSM ) · dSM (mod q)

Then, SM outputs the transaction data O, where

O = 〈Y1, Y2, · · · , Yn, T3,XSM , σ̈SM 〉
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TransPro. SM initiates a smart contract through O, as shown in Algorithm1.
The smart contract verifies the signature in O as follows

F (B̈ · Q + H4((Y1, Y2, · · · , Yn)‖T3‖XSM ) · XSM ) ?= Ä (2)

and, for each Yi, checks the signature as follows.

F (Bi · Q + H4(contracti‖T2,i‖IDi‖XECi
) · XECi

) ?= Ai (3)

If all are satisfied, the transaction Li between ECi and SM is constructed and
recorded in the blockchain. At the same time, a contract account AC is created,
and all nodes in the blockchain can access the contract account.

Algorithm 1. Create Transaction and Contract Accounts
Input: O = 〈Y1, Y2, · · · , Yn, T3, XSM , σ̈SM 〉
Output: Li; AC; δcom
1: if Time.now() − T3 ≤ ε Then
2: Verify 〈Y1, Y2, · · · , Yn‖T3‖XSM 〉 = V erXSM (σ̈SM ) is true
3: end if
4: Ttrans ← Time.now(); value = 0; status = 1
5: While i ≤ n do
6: i := i + 1
7: Verify (contracti‖T2,i‖IDi‖XECi) = V erXECi

(σEC,i) is true Then
8: Li ← (Yi, valuecontracti , Ttrans)
9: AC ← (value, status)

10: p ← AC.getpayment()
11: AC.updata(value = value + p)
12: if Time.now() − Ttrans ≤ ε Then
13: Li completed
14: Verify value ≥

∑
valuecontracti is true Then

15: Receive δcom from Blockchain
16: if Verify δcom = true Then
17: AC.updata(status = 0)
18: end if

ECi synchronizes blockchain data and detects the status of contract account
AC. ECi needs to pay the purchase amount in the purchase contract contracti to
the contract account AC. After AC receives the purchase amount, it determines
whether the amount is sufficient. If satisfied, it changes the status of the AC and
returns a payment completion flag δcom.

4.4 Data Sharing

SM synchronizes blockchain data and checks the status and identity of the con-
tract account AC. When all ECs have executed the contract, the SM encrypts
the symmetric key k using a multi-receiver encryption scheme.
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MulEnc. With the identities {IDi}n
i=1 of {ECi}n

i=1 and their public keys
{pki}n

i=1, SM encrypts the symmetric key k, and shares the ciphertext and
cloud storage address with participating ECs as follows. SM randomly chooses
ω ∈ {0, 1}l2 , and computes

s = H2(k‖ω)
S = s · P

For each ECi, SM calculates

bi = H1(Ri‖Vi‖IDi)
Ui = s · (Ri + biPpub + Vi)
μi = H3(Ui‖IDi‖Ri‖Vi)

randomly chooses an integer e ∈ Z∗
p , and computes a polynomial f(y) with

degree n as follows.

f(y) =
n∏

i=1

(y − μi) + e (mod p)

Next, SM calculates
γ = (k‖ω) ⊕ e

C = H5(S‖e) ⊕ H5(k‖ω)

and uploads ciphertext CT = (S, f, γ, C) and the data storage location site to
blockchain.

Dec. After ECi obtains {CT, site} from the blockchain, it finds the cloud stor-
age transaction D through site. Then, ECi verifies the timestamp on the trans-
action D, and checks the following equality

F (Ḃ · Q + H4(CK‖T1) · XSM ) ?= Ȧ (4)

If it holds, it indicates that D is a storage transaction created by SM; otherwise,
D is an invalid transaction. After ECi has successfully verified the signature,
ECi computes

U ′
i = (ci + ui) · S

μ′
i = H3(U ′

i‖IDi‖Ri‖Vi)
e = f(μ′

i) (mod p)
(5)

and checks the following equality

H5(e ⊕ γ) ?= H5(S‖e) ⊕ C (6)

If it is not satisfied, the decryption process aborts; otherwise, ECi outputs the
symmetric key k.

ECi decrypts the ciphertext CK in D and outputs the SM energy data M
as follows.

M = Π.Deck(CK)
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Theorem 1. The proposed PPBME construction is correct.

Proof. To prove the correctness of the proposed PPBME construction, it is nec-
essary to prove that the Eqs. (1)–(6) are satisfied.

For the dataset set2 issued by KGC, equality (1) satisfies as follow:

Ri + H1(Ri‖Vi‖IDi)Ppub

= ri · P + H1(Ri‖Vi‖IDi)x · P

= (ri + H1(Ri‖Vi‖IDi)x) · P

= ci · P

For the signature σ̈SM from SM, equality (2) satisfies as follow:

F (B̈ · Q + H4((Y1, Y2, · · · , Yn)‖T3‖XSM ) · XSM )
= F ((ä − H4(Y1, Y2, · · · , Yn) · dSM ) · Q

+ H4((Y1, Y2, · · · , Yn)‖T3‖XSM ) · XSM )
= F (ä · Q)

= Ä

The Eqs. (3) and (4) can be proved similar to the Eq. (2)
In order to decrypt the energy data M from ciphertext CK, the Eq. (5)

satisfies as follow:
U ′

i =(ci + ui) · S

= (ci + ui) · s · P

= s · (ci · P + ui · P )
= s · ((ri + bix) · P + ti · vi · P )
= s · (ri · P + bix · P + vi · Ti)
= s · (Ri + biPpub + Vi) = Ui

For Ui calculated by SM and U ′
i calculated by ECi, we have

f(μi) = f(H3(Ui‖IDi‖Ri‖Vi)) = e (mod p)

and
f(μ′

i) = f(H3(U ′
i‖IDi‖Ri‖Vi)) = e (mod p)

Therefore, k‖ω = e ⊕ γ, which means EC can correctly decrypt the symmetric
key k and further decrypt ciphertext CK.

In order to verify the correctness of the ciphertext CT decryption, the Eq. (6)
satisfies as follow:

H5(e ⊕ γ) = H5(k‖ω) = H5(S‖e) ⊕ C
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5 System Security Analysis

This section analyzes the security and performance of the proposed PPBME
construction.

Theorem 2. Suppose the symmetric encryption scheme Π is secure. In the
PPBME construction proposed in this paper, any entity (including the cloud)
except the key owner cannot obtain or infer the original data stored on the cloud.
Also, the key owner cannot maliciously modify the data stored in the cloud.

Proof. In the off-chain storage phase of PPBME, only SM with the symmetric
key k can decrypt the ciphertext stored in the cloud. Only by obtaining the
symmetric key k and the data storage location site can the attacker decrypt the
private data through the decryption algorithm Π.Deck(·). At the same time, SM
needs to sign the ciphertext and the current timestamp and store them in the
cloud together. If the encryption party maliciously modifies the data, it will be
detected and traced in time.

Theorem 3. In the proposed PPBME construction, the transaction application
and processing between SM and EC can effectively resist denial and fraud attacks.

Proof. In PPBME, transaction processing between EC and SM is performed
by smart contracts in a prescribed manner. EC’s transaction and data usage
are publicly recorded in the blockchain ledger, which means EC cannot deny or
refuse to pay compensation. If the EC has fraudulent or false transactions, the
real identity of EC will be discovered and traced. Therefore, the PPBME system
proposed in this paper can effectively resist denial and fraud attacks.

Theorem 4. The proposed PPBME construction is resistant to replay attacks.
Any adversary cannot extract some valuable information by replaying the request
data Y or transaction data O transmitted between EC and SM.

Proof. The PPBME construction is proposed in a synchronous environment, and
the massages between EC and SM are processed with the current timestamp.
Thus, any adversary cannot efficiently perform replay attacks on the system. If
the adversary tries to launch a replay attack by pretending to be a participant,
when the smart contract creates transaction information and contract accounts,
it will detect whether there are old messages through the timestamp attached
to the messages.

Theorem 5. The proposed PPBME construction can resist the privileged
insider attack.

Proof. In the KeyGen phase, the internal attacker may know the dataset set2 =
{Ri, Vi, ci, vi} sent by KGC to EC. However, it cannot obtain ri, vi, ti and the
master private key x if the DL assumption holds in probabilistic polynomial
time. Also, the attacker cannot obtain ui in EC’s private key ski = (ci, ui),
without knowing ti and vi. Thus, the PPBME construction can resist privileged
insider attacks.



104 X. Li et al.

6 Comparison and Analysis

In this section, we compare the proposed PPBME scheme with the ones proposed
by Kumar et al. [15], He et al. [11], and Guan et al. [10] in terms of security,
functional characteristics, and computational cost.

6.1 Comparison on Security and Functionality Features

In Table 1, the schemes in [10,11,15] and our PPBME scheme are compared
under five attributes such as simulated attack, denial and fraud attacks, replay
attack, privileged insider attack and access control. The analysis shows that
only our PPBME scheme can resist all these attacks and support access control
mechanism, thus, our PPBME construction is more secure than other related
schemes in [10,11,15].

Table 1. Security and functional features.

Properties [15] [11] [10] PPBME scheme

Simulated attack Yes Yes Yes Yes

Denial and fraud attacks No No Yes Yes

Replay attack Yes No No Yes

Privileged insider attack — Yes Yes Yes

Access control No Yes Yes Yes

In Kumar et al.’s scheme [15], a session key is generated for each pair of
participants in the smart grid who wish to trade to ensure the confidentiality
of the communication between two parties. Their scheme also uses timestamps
to prevent replay attacks. However, this scheme does not support supervision
on transaction party and allow the trusted third party to register for the two
parties, thus, malicious users may conduct fake transactions, or launch denial
and fraud attacks. Also, in one-to-many transactions, the scheme of Kumar et
al. [15] cannot achieve access control well.

He et al.’s scheme [11] achieves system privacy protection through a multi-
receiver encryption scheme, where the original data was directly encrypted and
transmitted. For big data, it would be a major problem for devices with limited
computational resources such as smart meters. Also, their scheme cannot resist
denial and fraud attacks among users.

Guan et al.’s scheme [10] provides users with fine-grained access control
through ciphertext-policy attribute-based encryption (CP-ABE). The service
provider can determine whether the data is the one to be purchased through an
access policy verification. However, their scheme is designed in bilinear groups,
which seriously decreases the efficiency of data encryption and decryption.

The PPBME scheme proposed in this paper can solve the shortcomings
of [10,11,15]. Our PPBME scheme uses the blockchain to store transaction
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information and smart contracts to control the completion of transactions, pre-
venting the appearance of fraudulent or false transactions by participants and
effectively resisting denial and fraud attacks. Also, we consider the scalability
of the blockchain and store the encrypted data on the public cloud for off-chain
storage. During transaction processing, the smart contract will authenticate the
transaction parties and the transaction content to ensure that the transaction is
valid, prevent the simulated attack and replay attack, and protect the security
of transactions. Moreover, our PPBME scheme uses lightweight multi-receiver
encryption technology to achieve access control and data privacy protection dur-
ing transmission. Therefore, our PPBME scheme provides more security protec-
tion mechanisms than related one in smart grid.

6.2 Theoretical Analysis

As shown in Table 2, we analyze and compare the computing cost of our PPBME
construction and the schemes in [10,11,15], where G1, G2 are multiplicative
cyclic groups, and Ĝ is additive groups on nonsingular elliptic curves.

Suppose n ECs are wishing to obtain energy data from SM. In order to
achieve energy data sharing, Kumar et al.’s scheme [15] requires SM to perform
3n multiplication operations on Ĝ, 5n hash operations, 3n symmetric encryp-
tion operations and n XOR encryption operations. Therefore, the transaction
and encryption time on the SM side is 3nTsm−Ĝ + 5nTgh + 3nTEnc/Dec + nTsc.
The EC side needs to implement 5 multiplication operations on Ĝ, 8 hash opera-
tions, one XOR operation and 3 symmetric encryption operations. Therefore, the
transaction and decryption time on EC side is 5Tsm−Ĝ+8Tgh+2Tsc+3TEnc/Dec.

In He et al.’s scheme [11], the SM side needs to perform 3n+1 multiplication
operations on Ĝ, n addition operations on Ĝ, 4n + 2 hash operations, n XOR
encryption operation and one symmetric encryption operation. Therefore, the
transaction and encryption time on SM side is (3n + 1)Tsm−Ĝ + nTadd−Ĝ +
(4n+2)Tgh +nTsc +TEnc/Dec. The EC side needs to implement 3 multiplication
operations on Ĝ, 7 hash operations, two XOR operations and one symmetric
encryption operation. Therefore, the transaction and decryption time on EC
side is 3Tsm−Ĝ + 7Tgh + 2Tsc + TEnc/Dec.

In Guan et al.’s scheme [10], the SM side needs to perform n + 2 expo-
nentiation operations on G1, one bilinear pair matching operation and two
exponentiations on G2. Therefore, the transaction and encryption time on
SM side is (n + 2)Texp−G1 + Tbp + 2Texp−G2 . EC side needs to implement
2n + 3 bilinear pairing operations, n exponentiation operations on G2, one
exponentiation operation on G1, one hash operation and one ECDSA sign-
ing operation. Therefore, the transaction and decryption time on EC side is
(2n + 3)Tbp + nTexp−G2 + Texp−G1 + Tgh + Tsig.
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Table 2. Calculation cost comparison.

Schemes Smart meter side Service provision side

[15] K1 — 2Tsm−Ĝ + Tgh

K2 2nTsm−Ĝ + 3nTgh +nTEnc/Dec + nTsc Tsm−Ĝ + 4Tgh + TEnc/Dec

K3 nTsm−Ĝ + 2nTgh + 2nTEnc/Dec 2Tsm−Ĝ + 2TEnc/Dec + 3Tgh + Tsc

[11] K1 — Tsm−Ĝ

K2 (3n + 1)Tsm−Ĝ + 4nTgh +nTadd−Ĝ + nTsc —

K3 2Tgh + TEnc/Dec 2Tsm−Ĝ + 7Tgh + 2Tsc + TEnc/Dec

[10] K1 — Tgh + Tsig

K2 (n + 2)Texp−G1 —

K3 Tbp + 2Texp−G2 (2n + 3)Tbp + nTexp−G2 +Texp−G1

PPBME scheme K1 — 2Tsm−Ĝ + Tadd−Ĝ + Tgh

K2 TEnc/Dec + 2Tsig Tsig

K3 (2n + 1)Tsm−Ĝ + 2nTadd−Ĝ+(2n + 3)Tgh + 2Tsc Tsm−Ĝ + 3Tgh + 2Tsc +TEnc/Dec + Tver

Notes: K1: System initialization, K2: Off-chain storage and data processing, K3: Data
sharing. Tbp: Bilinear mapping time (e : G1 × G1 → G2), Texp−G1 : Exponentiation
operation time on group G1, Texp−G2 : Exponentiation operation time on group G2,
Tsm−Ĝ: Multiplication operation time of group Ĝ, Tadd−Ĝ: Addition operation time

of group Ĝ, Tgh: Hash operation time, Tsc: XOR operation time, TEnc/Dec: Symmet-
ric encryption/decryption time, Tsig: ECDSA signature operation time, Tver: ECDSA
authentication operation time.

In our PPBME scheme, the SM side needs to perform 2n + 1 multiplication
operations on Ĝ, 2n addition operations on Ĝ, 2n+3 hash operations, two XOR
encryption operations, one symmetric encryption operation and two ECDSA
signing operations. Therefore, the transaction and encryption time on SM side is
(2n+1)Tsm−Ĝ+2nTadd−Ĝ+(2n+3)Tgh+2Tsc+TEnc/Dec+2Tsig. EC side needs to
implement 3 multiplication operations on Ĝ, one addition operation on Ĝ, 4 hash
operations, two XOR operations, one ECDSA signing operation, one ECDSA
verification operation and one symmetric encryption operation. Therefore, the
transaction and decryption time on EC side is 3Tsm−Ĝ +Tadd−Ĝ +4Tgh +2Tsc +
Tsig + Tver + TEnc/Dec.

6.3 Experimental Analysis

In this section, we evaluated the experimental performance of the proposed
PPBME construction in an environment with a quad-core Xeon processor, 16G
memory, and the 2021.3.3 version of the Goland software. The PBC and Crypto
libraries are used to support crypto operations, where the elliptic curve is of
Type E (y3 = x3 + ax+ b) such that q and the element size in G are all 256 bits,
and the encryption algorithm is AES-256-CBC. All hash functions are SHA-256.
The experimental results of key operations are summarized in Table 3. Accord-
ing to Table 2 and Table 3, it is easy to get the running time at the smart meter
side and the service provider side of these schemes, which are shown in Table 4.
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Table 3. Running time of key operations.

Notations Runtime (milliseconds)

Tbp 28.353

Texp−G1 1.352

Texp−G2 1.725

Tsm−Ĝ 2.806

Tadd−Ĝ 0.016

Tgh 0.002

Tsc 0.001

TEnc/Dec 0.042

Tsig 2.945

Tver 5.871

Table 4. Running time (milliseconds).

Scheme Smart meter side Service provider side

Kumar et al. [15] 8.555n 14.174

He et al. [11] 8.443n + 2.852 8.476

Guan et al. [10] 1.352n + 34.507 58.431n + 89.358

PPBME scheme 5.648n + 8.746 17.302

Fig. 2. Time cost at smart meter side.

We evaluated the time spent at the smart meter side of the proposed PPBME
scheme in the system initialization phase, off-chain storage phase, transaction
processing phase, and data sharing phase when the number of service providers
n = 10, 20, 30, respectively, which are shown in Fig. 2. These results are con-
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sistent with those in Table 4. Therefore, the proposed PPBME scheme enjoys
higher efficiency than other related schemes.

7 Conclusion

In order to solve the privacy leakage problem caused by data sharing in smart grid
systems, this paper proposed a privacy protection system based on blockchain
and multi-receiver encryption. The elliptic curve encryption and off-chain stor-
age technologies are used to improve the system’s efficiency in processing data.
Before data sharing, energy companies deposit the compensation to the con-
tract account to compensate for the leakage of user data in the future. Users
can achieve control access on energy data for energy companies through smart
meters with a multi-recipient encryption technology. The security and perfor-
mance analysis showed that the proposed PPBME construction is secure and
efficient.
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Abstract. Edge computing plays an important role in processing and
storing data. By offloading tasks to the edge server, mobile users can
access necessary computing resources on demand. However, security of
edge computing service is still a major concern. This paper proposes an
edge computing resource allocation mechanism based on dynamic trust.
First, security problems due to lack of reliability in the resource alloca-
tion process are solved based on the trust mechanism. This mechanism
considers the resource allocation process between the mobile user node
and the edge server as a transaction, according to the trading behavior
in the transaction process of server to give its corresponding trust. Sec-
ond, a trust mechanism is used for dynamic credit granting. Mobile users
with similar behaviors form a group, where a representative is elected to
trade resources and bundle information into a block and attach it on the
chain. At the same time, the delay problem is added as a constraint to
the trust calculation. Finally, the simulation experiment shows that the
mechanism improves security of edge computing.
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improve the efficiency of computing resources and optimize performance indi-
cators, edge computing resource allocation and task scheduling have received
widespread attention [1]. At the same time, edge computing also faces many
security problems, its nodes are exposed at the edge of the network [2], comput-
ing power and storage capacity are limited, which make equipment and network
resources favor by attackers easily [3].

The attackers pose threats to different infrastructures in edge computing net-
work architectures, such as user devices, server nodes, and network resources. In
order to improve the security of edge computing in resource allocation, a reason-
able trust mechanism can be established to filter the infrastructure in the net-
work. To construct the evaluation mechanism including resource trust, identity
trust and behavior trust, it is necessary to integrate the historical information,
the matching degree of resources to different requirements.

For the design of trust mechanism, the credibility mechanism included in
blockchain technology has been relatively mature in the calculation of trust, so
it can be introduced to edge computing. The blockchain technology adopts the
method of distributed data storage, in essence, it can be seen as a decentralized
database. We can think of blockchain as an intermediary responsible for resource
allocation transactions, account management and currency exchange, which is
jointly managed and maintained by users. Therefore, compared with the tra-
ditional centralized database, the consensus mechanism, encryption algorithm,
smart contract and other technologies included in it make it have the charac-
teristics of multi-party maintenance, immutability, openness and transparency
[4], and data security and high availability are well guaranteed [5]. Therefore,
with the help of its immutable property, it can be considered to store the relevant
information in the transaction process of edge computing resources on the chain,
which can be monitored and viewed by users, and is not easy to be changed.

This paper studies the security of edge computing resource allocation and
proposes a dynamic trust-based edge computing resource allocation mechanism
(DTERAM). This mechanism regards the resource application process between
the edge server and the mobile user as a transaction, and dynamically grants
credit based on the behavior of the edge server in the resource transaction pro-
cess. At the same time, in order to reduce the number of interactions between the
edge server and mobile users and the cost of mobile users to purchase resources,
the DTERAM divides mobile users into groups and realizes resource sharing
within the group. Mobile users apply for resources to edge servers on a group
basis, preferentially select edge servers with a high degree of trust for transac-
tions, and group members share the cost of purchasing resources. The DTERAM
takes the security of resource transactions as the evaluation standard, realizes
resource allocation between edge servers and mobile users, and improves the
security of the transaction process.

The main contributions of this paper are as follows:
(1) A trust model is established to realize the resource transaction process

between edge servers and mobile users, which improves the security of resource
allocation. The server pricing process takes into account the relationship between
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price and user needs, and uses a greedy algorithm to solve the trust model to
improve the security in the process of resource transactions.

(2) An edge computing resource allocation mechanism based on dynamic
trust of blockchain is proposed. Two aspects of historical trust degree and
dynamic trust degree are considered. Adding trust in the evaluation of the server
status is more conducive for mobile users to select edge servers with high security.

The remainder of this paper is organized as follows. In Sect. 2, related work
is reviewed. Section 3 introduces the system model. Section 4 introduces the
DTERAM resource allocation mechanism. Section 5 carries on the experimental
results and related analysis and the conclusion is given in Sect. 6.

2 Related Work

In recent years, there has been a lot of research work on resource allocation in
edge computing. Dong et al. [6] presented a task priority-oriented resource allo-
cation method for mobile edge computing, and assigned corresponding priorities
to tasks based on their average processing value to achieve the effect of reducing
overall delay and energy consumption. Li et al. [7] proposed a joint resource
allocation and task scheduling algorithm, which improved the peak load capac-
ity of the edge and reduced user delay. Xue et al. [8] established a joint convex
optimization goal based on computational offloading and task allocation, and
used Lagrangian multiplier method to iterate update to get the optimal solu-
tion. Yang et al. [9] proposed a joint optimization scheme for task offloading and
resource allocation in a 5G communication network based on edge computing,
and transformed the problem of task offloading and resource allocation into a
joint optimization problem of time delay and energy consumption. Alfakih T
et al. [10] proposed a state-action-state-action (RL-SARSA) algorithm based on
reinforcement learning to solve the resource management problem of edge servers.
Liao et al. [11] proposed a resource allocation and task scheduling optimization
scheme based on service emergency priority. Samrat Nath et al. [12] studied the
dynamic caching, computing shunting, and resource allocation problems in the
cache-assisted multiuser MEC system with random task arrival. Wang et al. [13]
studied the problem of effectively allocating and adjusted edge resources in the
case of high dynamics brought about by user mobility in edge computing.

The main focus of the above-mentioned research is on the algorithm opti-
mization of the edge computing resource allocation process, which is contin-
uously improved under the premise of considering the characteristics of delay
and mobility, but the security issues are ignored. However, the Internet tech-
nology is becoming more and more perfect, security issues such as data leakage
and personal information privacy appear to be particularly important. There-
fore, improving the security in the process of resource allocation has become an
urgent problem to be solved in related fields.

As the underlying technology of the Bitcoin system, blockchain technology
has been more and more used in recent years due to its high security. With
the development of blockchain technology research, there are more researches on
the application of blockchain in the field of non-digital currency [14], such as in
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applying it to edge computing to solve security problems. Ref. [15] proposed an
edge computing distributed trusted authentication system based on blockchain
technology. Xu et al. [16] aimed at the problem of lack of trust in sharing the data
generated in edge computing among stakeholders, developed a blockchain-based
big data sharing framework, and a new type of blockchain transaction includ-
ing Express. Zhang et al. [17] aimed at the security problem of the consensus
algorithm vulnerable to attacks in blockchain-based mobile edge computing, pro-
posed a group signature scheme to verify the generated blocks of the blockchain
and verify the identity of mobile users. Wu et al. [18] introduced an incentive
mechanism and a decentralized accountability mechanism to establish a trust
and reputation system for CEC stakeholders, and used smart contracts to ver-
ify correctness and automatically punish them in case of failure. Nabil EI Loini
et al. [19] established a trusted orchestration management framework based on
blockchain, which supports the identification, traceability and orchestration of
all participants, and achieves complete tracking and verification of data. Huang
et al. [20] used blockchain technology to improve the security of edge computing
resource allocation, while taking into account the fairness cost (FDC) and node
mobility (RDC). In the reputation based consensus mechanism (PoR) included
in the D2D-ECN framework proposed in Ref. [21], the device with the high-
est reputation score is responsible for packaging the resource transactions and
reputation records of the blockchain.

For the existing research on improving the security of edge computing with
the help of blockchain technology, the trust degree is mainly based on identity
verification, data storage and verification, but the behavior trust of participants
is only an evaluation value based on historical information. Therefore, we con-
sider a dynamic trust evaluation of participants behavior, and evaluate trust
from two aspects: historical information and real-time transaction behavior.

3 System Model

First, an example of edge computing resource trading is given to describe the
process of resource trading. The process consists of four parts: pricing, bidding,
selection and negotiation, transaction and feedback. When a transaction occurs,
the sequence of steps performed is as follows:

(1) The edge server sets the price of a unit resource with reference to the
overall demand put forward by the mobile user, and the unit resource price is
inversely proportional to the overall demand of the mobile user.

(2) After negotiation within the group, mobile users give their own bids based
on their actual conditions.

(3) Mobile users select the target server based on the trust level, the resource
pricing and the resource capacity of the edge server, then negotiate the final
price with the target server, and the final price must be higher than the cost
price of the resource. The negotiation process is divided into three types: 1) If
the mobile user bid is not less than the selling price of the edge server, the final
price is the mobile user bid; 2)If the mobile user bid is less than the selling price
of the edge server and greater than the resource cost price, the final price is the
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selling price; 3)If the mobile user’s bid is less than the cost price of the resource,
then the transaction failed.

(4) The mobile user group and the edge server conduct transactions at the
final price determined in step 3. After the transaction is completed, the mobile
user will give feedback on the quality of experience during the transaction.

The specific process is shown in Fig. 1. The mobile users are divided into dif-
ferent groups. The members in the group have the same preference for resources
and the group is used as a unit to apply for resources. In order to improve the
security in the resource allocation process, the mobile users select edge servers
for transactions based on factors such as trust and price. The resource transac-
tions involve a group of edge servers (sellers) and mobile user groups (buyers).
The edge server sets its own selling price according to the overall needs of users.
The user makes a choice with reference to the trust and selling price of the edge
server. During the transaction, mobile users do not know each other’s bids, and
edge servers do not know each other’s selling prices, and the information is stored
on the blockchain. According to resource demand, trust and price, complete the
mapping of edge server and mobile user group to realize resource service.

As shown in Fig. 1, we model the process of resource allocation between edge
servers and mobile users as trust transactions, and design a high security feasible
solution for j mobile user groups to allocate i edge server resources. The solution
considers that the resources provided by different servers are heterogeneous,
because the same type of resources provided by different servers are different
due to factors such as trustworthiness, service quality, and price.

In the transaction process between the edge server and the mobile user, in
order to obtain the maximum utility, the edge server acts as the seller and
sets the resource selling price according to the resource cost and demand. As a
buyer, in order to reduce costs and the number of interactions with edge servers,
the mobile users form a group with the same hobbies, share the resources and
distribute the cost evenly. Additionally, the representative selected by group
conduct transactions with the edge server. In the selection process of the edge

Fig. 1. Trading model of resource allocation mechanism based on dynamic trust
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Table 1. Parameters of the system model

Symbol Description

I The set of edge servers

J The set of mobile user groups

Ci Capacity of edge server i

Bi Bandwidth of edge server i

pi Unit resource final price of edge server i

si Unit resource selling price of edge server i

ci Unit resource cost price of edge server i

valj Unit resource bid of mobile user group j

Dj Total resource demand of mobile user group j

mi,j Resources demand by mobile user group j from edge server i

trusti Trust of edge server i

Δi,j State evaluation by mobile user group j for edge server i

server, although each edge server has its own resources, due to the difference in
service quality, the user group will first evaluate the status value of the server
through the trust level, resource capacity and resource price of the edge server,
then select the server with the best status value for resource service. The main
symbols involved in the transaction model are explained in Table 1.

Edge Servers: Edge server provides mobile users with the resources they
request, the set of edge servers is denoted by I = {1, 2, . . . , i, . . . , m}, the capacity
of edge server i is denoted by Ci and the bandwidth of edge server i is denoted
by Bi. Different edge servers have different quality of service when providing
resources to users. The trust degree of the edge servers is evaluated, the initial
trust degree is set to 0.5, and the upper limit is set to 1. The edge servers are
divided into three categories through trust changes: high-quality, low-quality,
and malicious edge servers. Edge servers with a degree of trust between [0.5,1]
provide high-quality services, with a large number of successful transactions, rea-
sonable resource prices, and low transaction delays; Edge servers with a degree
of trust between [0.2, 0.5) provide low-quality services, the number of successful
resource transactions is moderate, resource prices are high, and the transaction
process delay is relatively high; Those with a trust level of [0, 0.2) are malicious
edge servers. When users apply for resources, they conduct malicious competi-
tion through measures such as price reduction, or tamper with the content of
resources, which lead to a higher number of transaction failures.

Mobile User Groups: Mobile users with similar interests form a group, the
set of mobile user groups is denoted by J = {1, 2, . . . , j, . . . , n}, the number of
mobile users in mobile user group j at time t is denoted by nj(t). Most of the
resources required by the members of the group are the same, so a representative
from a user group can be selected to apply for resources from the edge server
and conduct resource transactions. The total resource demand of mobile user
group j is denoted by Dj . The resources obtained after the transaction is com-
pleted can be shared and exchanged within the group, which can improve their
QoE. In addition, the members of the group equally share the costs required in
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Fig. 2. Blockchain structure

the resource transaction process, which not only reduces the number of interac-
tions between the user and the server, avoids repeated applications for the same
resource, but also reduces the cost for users to obtain the required resources.

Blockchain: Blockchain can be divided into public chain and private chain.
Public affairs can be verified by all independent participants, and private affairs
need to be processed by authorized participants. In this paper, a public chain is
used to record the resource transaction process between edge servers and mobile
users. The block structure is shown in Fig. 2. Each block contains two parts:
Block header and Transaction. The Block header realizes the connection between
blocks through the included hash value, and Transaction is responsible for storing
the relevant information of each transaction. Members of the same mobile user
group can view and verify the information on the blockchain. Representatives
selected by each group are responsible for packaging the relevant transaction
records of each resource application and uploading them to the blockchain.

Smart Contract: The smart contract is a set of commitments defined in digital
form, and an agreement that includes contract participants to implement these
commitments. Smart contracts can be introduced in the transaction process, and
information such as pricing, payment, storage, and delivery can be processed
through smart contracts. As shown in Fig. 3, each smart contract is assigned a
unique address, which can be triggered by sending a transaction. Different events
are triggered by processes in the smart contract, and related transactions will be
recorded on the blockchain in the order of timestamps. The use of smart contracts
can enable entities to write transaction rules according to certain specifications of
their own conditions, and achieve the purpose of maximizing utility through time
and transaction prices. In addition, using smart contracts to execute transactions
does not need to rely on trusted third parties (banks, Government, etc.).
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Fig. 3. Smart contract

The specific conditions and process of the smart contract are as follows:

Initialization: 1) Initial settings for resource transactions. The capacity Ci,
cost price ci, selling price pi and trust trusti of edge server i; The resource
demand Dj , resource bid valj of mobile user group j; Transaction deployment
time dT ime. 2)The edge server i and the mobile user group j negotiate smart
contract transaction rules.

Creation: After the edge server i and the mobile user group j agree on the smart
contract transaction rules, use the create function to deploy smart contracts on
the blockchain. The output of this function is the address of the smart contract
on the blockchain, which is public to all edge servers and mobile users, so each
entity can be selective Interact with the contract. In addition, in order to ensure
the smooth progress of the smart contract, both the edge server i and the mobile
user group j must put some deposits in their accounts into the smart contract
to prevent malicious behavior. The smart contract will return the deposit after
the transaction is over.

Transaction: If a smart contract is deployed on the blockchain, the transaction
function is executed, resource transactions between edge server i and the mobile
user group j will start after time t > dT ime. The mobile user group j calculates
status Δi,j based on the trust trusti, the resource capacity Ci, and the unit
resource selling price pi of the edge server i, choose the server with the largest
value of Δi,j to apply for resource transactions. The edge server i determines
the resource selling price according to the total resource demand of mobile users
in order to obtain the maximum utility ui. In addition, smart contracts can
supervise content delivery between mobile user group j and edge server i. If
any party does not abide by the signed agreement, the function Penally() will
be called. Finally, if the smart contract reaches the service period, financial
settlement is performed, and all assets owned by it are recovered.

Threat Model: We also consider the harm of untrusted edge servers and mobile
user groups. First, the edge server maliciously participates in the competition of
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Fig. 4. Transaction process

resource transactions, such as malicious bidding that interferes with the trans-
action, resulting in a waste of time or resources. Second, attackers may use them
to return malware or viruses to the requesting program to gain potential intent.
Third, a malicious mobile user group may refuse the resource service of the edge
server and thus refuse to pay. Similar to the existing blockchain-based applica-
tions, this paper uses a reputation mechanism to grant dynamic trust, and uses
trust as an important reference condition in the resource transaction process to
ensure security.

4 Dynamic Trust-Based Edge Computing Resource
Allocation Mechanism

The specific process of the dynamic trust-based edge computing resource alloca-
tion mechanism is shown in Fig. 4. There are four stages including Start, Selec-
tion, Transaction, and Finish. Among them, the Start stage is mainly the pricing
stage of the edge server, the pricing process is based on the total demand of
mobile users. Selection, Transaction and Finish are three stages of the transac-
tion process. In this three processes, mobile users will calculate state values based
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on the trust and the pricing of the edge server, then select the edge server with
the largest state value for transaction negotiation. The negotiation is mainly for
the price of resources. The negotiation process is divided into three types, which
corresponding to different results. Finally, the mobile user evaluates the edge
server on the transaction quality, the transaction information and evaluation
results will be recorded in the block.

4.1 The Resource Pricing of Edge Servers

Because the resource capacity of each edge server is limited, mobile users must
pay the corresponding service fee when applying for resource services from the
edge server. Therefore, after the transaction is completed, the utility ui of the
edge server i is denoted by:

ui = pi ∗ Dj − ci ∗ Dj ; i ∈ I, j ∈ J (1)

where pi is the final price of unit resource, ci is the cost price of unit resource
and Dj is the total resource demand of mobile user group j from edge server i.

Considering the relationship between the resource demand of mobile users
and the resource pricing of the edge server, when the edge server sets the resource
price, it needs to know the total demand for the resource of the mobile user.
When the price is high, the demand will become lower. Conversely, when the
price is low, the demand will become higher, that is, the user’s demand and the
price are inversely proportional. So in order to describe the relationship between
price and demand, we use a linear function to describe it.

Dj =

{
Ci − ξi ∗ si, si ≤ Ci

ξi

0, si > Ci

ξi

(2)

where Ci is the resource capacity of the edge server i, si is the selling price of
unit resource and ξi is the price reference value of edge server i when pricing.
The ξi is related to many factors, including the number of mobile users, the size
of the resource applied for, and the popularity of the resource. Therefore, the
calculation method of the ξi in reference [22] takes into account the relationship
between the price of edge server resources and the demand of mobile users, and
rewrites the utility of the edge server i as

ui = (pi − ci) ∗ (Ci − ξi ∗ si);∀i ∈ I (3)

In this process, the malicious edge server can have two kinds of attack behav-
iors. The first type of behavior is that a malicious edge server deletes, modifies,
or replaces the resource content applied by the mobile user to achieve some of
its potential intentions. The second type of behavior is that the edge server has
been destroyed, thereby injecting viruses or malware into mobile users request-
ing resources from themselves. If an attack is to be implemented here, mobile
users need to select a malicious edge server to apply for resources. In the solu-
tion proposed in this paper, the choice of edge server is related to trust and



Dynamic Trust-Based Resource Allocation Mechanism 121

resource prices. Therefore, in order to attract more mobile users, each malicious
edge server needs to obtain a higher degree of trust, and need to set a lower
resource price, but this will not maximize the utility. At the same time, after a
transaction is over, the feedback of mobile users will reduce the trust value of
the malicious edge server, making it unable to have a higher trust value, then it
will not continue to be selected. Therefore, our proposed scheme can avoid these
two attack methods.

4.2 Mobile User Groups

In the process of resource transactions, the attack of malicious edge servers may
cause mobile users to be unable to obtain the required resources for security.
Therefore, in order to improve the security in the transaction process, we have
added the concept of trust to enable mobile users to obtain reliable and trust-
worthy resource services. We assign a trust value to each edge server, and use
the trust value to indicate the credibility of the edge server. The higher the
value, the higher the credibility of the server and the safer and more reliable the
resource services provided.

According to the interactive behavior and result of the resource transaction
process with the edge server, the mobile user can evaluate the service quality of
the edge server. If the user is satisfied with the service, they can send a high-level
feedback, and the user can achieve dynamic credit to the edge server based on
the real-time feedback of each service quality, update its trust value in time, and
ensure high security at any time.

According to the processing method in reference [23], the DTERAM mecha-
nism divides the entire process into a series of epoch from the running time, each
epoch completes a resource transaction and generates a block, which is divided
into three parts in the process of calculating the trust degree of the edge server.

(1) The initial trust trusti(his) based on the historical records before the
start of each epoch;

(2) The trust trusti(t − 1) of the last transaction at the current transaction
moment t ;

(3) The delay time Latency obtained by the calculation method of delay in
reference [24].

First, based on the logistic regression model, the calculation method of the
initial trust degree of the edge server is given.

trusti(his) =
1

1 + e−α(
∑n−1

x=0 νx−γ×∑n−1
x=0 ϕx)

(4)

where trusti(his) is the initial trust given to the edge server i based on the
previous behavior of i at the beginning of the current transaction, n is the
current nth transaction, α is the total number of transactions that the server
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has participated in, νx is whether edge server i is trading normally during the
xth transaction, normally is 1 and otherwise is 0. And ϕx is whether edge server i
is trading maliciously during the xth transaction, maliciously is 1 and otherwise
is 0, γ is the penalty weight for malicious transactions performed by the edge
server, which can be set by the user. The greater the weight, the greater the
penalty for malicious transactions. At the same time, the initial trust level is
specified as trusti(0) = 1

1+e−α(0−0) =0.5.
The logistic regression model has a rapid increase in the trust value during

the logarithmic growth period. It is not reasonable to judge the trust value
purely based on the model. Therefore, this paper balances the trust of current
transaction based on the historical and the trust of the last transaction. At the
same time, considering the delay of edge computing, the formula for calculating
the trust of the transaction is finally obtained.

trusti(t) = β × trusti(his) + (1 − β)trusti(t − 1) +
λ

Latancy
(5)

where trusti(t) is the trust of the edge server i in the tth epoch resource trans-
action. Here, parameter β issued to modify the rate of increase of trust to avoid
the centralization of trust in the initial stage caused by excessive growth. The
initial value of β is 1, because at the beginning it is not known whether the
edge server will be prone to malicious transactions. Parameter λ is to weight
the delay, the delay and the trust have an inverse relationship. The smaller the
delay, the greater the trust degree value. Conversely, the greater the delay, the
lower the trust degree value.

The change of parameter β is determined by the cumulative trust deviation
νt ∗ ttrusti, and the specific relationship is

β = threshold + c × δt ∗ trusti
1 + νt ∗ trusti

(6)

Initially, ν0 ∗ trusti = 0, parameter c can be defined by the user to control
the weight of the reaction to the recent behavior of the edge server. threshold is
a threshold set to prevent β transition saturation from tending to 1, the initial
value is set to 0.25, δt ∗ trusti is the trust degree deviation, the calculation
method is,

δt ∗ trusti = |trusti(t − 1) − trusti(his)| (7)

At the tth epoch transaction, the trust degree deviation of edge server i is
equal to the difference between the current initial trust degree and the absolute
value of the trust degree in the t − 1th epoch transaction, therefore, the cal-
culation method of the cumulative trust deviation νt ∗ trusti in the tth epoch
transaction is

νt ∗ trusti = c × δt ∗ trusti + (1 − c)νt−1trusti (8)
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The larger the value of the parameter c, it means that the weight of the recent
trust deviation given by the mobile user is more important than the previous
cumulative trust deviation weight.

Latency is the delay time, which is inversely related to the trust. Here the
delay time is divided into four parts, namely the bidding time of mobile user
group bidj , the bidding time of edge server chargei and the time of negotiate
Condj

i .
Latency = {bidj , chargei, Condj

i} (9)

After obtaining the trust of the edge server, the mobile user group will choose
the edge server with the best trust according to their needs. There are two
criteria for mobile users to choose the best edge server: 1)The optimal edge
server selected should have a high degree of trust and be able to provide safe,
reliable, and high-quality resource services; 2)The resource price of the optimal
edge server should be low and the capacity should be large. Therefore, each
mobile user group will establish a trust threshold to judge whether the edge
server is trustworthy. The trust threshold is calculated as:

νi,j(t) = ωtrtrustmax
i,j (t) + α × log(1 +

nj(t)
nmax

j (t)
(10)

trustmax
i,j (t) is the maximum trust of the mobile user group j to the edge

server i from the initial time to the current time t, nj(t) represents the number of
users in mobile user group j at time t, nmax

j (t) represents the maximum number
of users in the mobile user group in time[0,t], α is a weighting parameter, and
ωtr is a threshold adjustment parameter.

Each mobile user group calculates the resource status of the edge server,
and then selects an optimal server for resource transactions. We define the
resource status of the server as the ratio between trust level, resource capac-
ity and resource price. Then for the mobile user group j, the resource status of
the edge server i is

Δi,j =
η ∗ trusti, j + μ ∗ Ci

si
(11)

where η and μ are the weighted parameters of trust level and resource capacity
respectively, according to the resource status of each edge server, the mobile user
group j selects the best edge server for transactions.

i∗ = argmaxi{Δi,j |trusti,j ≥ ζ(t)} (12)

After the mobile user group j selects the edge server i∗ corresponding to
the maximum state value Δi,j , the two will negotiate the resource price of the
transaction. The negotiation process is:

pi =

⎧⎨
⎩

valj , valj > sj

si, ci ≤ valj ≤ si

fail; valj < ci

(13)
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On the other hand, trust can be used as a reward for edge servers to provide
high-quality services, and it is also a manifestation of edge server reputation.
In order to maintain the number of edge servers participating in the resource
transaction process, trust consumption is introduced. In addition, based on the
characteristics of the Logistics regression model, the trust level of the edge server
is limited by the upper limit. Here, the reference to trust consumption is to ensure
the participation of edge servers. If few edge servers participate in the transaction
process, the resource allocation mechanism based on dynamic trust is of little
significance. As long as the edge server participates in the bidding and selection
of resource transactions, regardless of whether it is selected by the mobile user in
the end, there will be no trust consumption. On the contrary, if the edge server
does not participate, then its trust will be consumed. The calculation formula
for the trust consumption of the edge server i is

trusti(his) =

{
1

1+e−α(
∑n−1

x=0 νx−γ×∑n−1
x=0 ϕx)

,ΔB = 0

trusti(t) × e−D×ΔB , otherwise
(14)

where ΔB represents the block interval, that is the interval between the last par-
ticipating transaction and the current participating transaction (starting from
0), the calculation method is ΔB = Bcur - Bpre. If two transactions are consec-
utive, then ΔB = 0, at this time, the edge server participates in the calculation
and transactions with the current trust level, and the trust consumption function
will not be executed, which greatly ensures that the edge server actively par-
ticipates in resource transactions. The value of D will be dynamically adjusted
according to the transaction quality, and the final resource transaction qual-
ity will be maintained at a stable level. The increase in transaction difficulty
will make transactions require more trust weighting. High-quality servers will
choose not to participate in the transaction temporarily, in order to find that
the difficulty is reduced, and the opportunities will increase to participate in the
transaction, but when the participation of the edge server is too low, the prob-
ability of the malicious edge server’s success becomes higher. At the same time,
the increase in difficulty will increase the trust consumption of edge servers that
do not participate in transactions, which will help increase the participation of
edge servers.
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4.3 DTERAM Algorithm Implementation

The Algorithm 1 is the implementation process of the proposed DTERAM,
DTERAM is mainly composed of two main parts, the user’s choice of edge
server (SelectEdgeServer) and the utility calculation of the edge server (Edge-
serversutility). The DTERAM algorithm takes edge servers I, resource cost price
ci, resource selling price si, initial trust trusti(his), delay time Ti, mobile user
group J , resource demand Dj and resource bid valj as input. In each round
of transactions, the mobile user group j will read the trust level of the edge
server i∗, then calculate the service status δi,j of i, next sort the edge server sta-
tus values in descending order, and select the server i∗ with the highest status
value, and then conduct price negotiation to get the transaction price p∗

i . After
completing the transaction with price p∗

i , the mobile user group j evaluates the
server i∗, and the server i∗ calculates its own utility.

The DTERAM algorithm mainly uses blockchain-related technologies to
improve the security of edge computing in the process of resource allocation.
However, while using blockchain technology, the process of generating blocks
and put the block on the chain will consume a part of the time. Therefore, the
mechanism needs to be optimized in terms of time performance. The next step
can be to reduce time consumption and improve the performance.

5 Experimental Results and Analysis

In this section, we evaluate the proposed method through simulation experi-
ments. First, we introduce the relevant settings of the simulation experiment,
and then analyze the results of the experiment.

5.1 The Setup of Simulation Experiment

First, 5 mobile user groups and 10 edge servers are deployed in the net-
work. The number of users in each mobile user group is randomly deter-
mined between [5,10], the resource demand of resources is randomly determined
between [1,10] Mb, and the resource capacity of each edge server is randomly
determined between [10,50] Mb. The initial trust level of each edge server is set
to 0.5, and the edge servers are preliminarily divided into three types: high qual-
ity, low quality and malicious. The proportions of the three types are 0.4, 0.3
and 0.3 respectively. Other parameter configurations are: ζ(i, j) = 0.4, γ=2, α
= 1, threshold = 0.25, η = 0.3, μ = 0.4.
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Algorithm 1. Dynamic Trust-Based Edge Computing Resource Allocation
Mechanism
Require:

The edge servers I,the resource cost price ci, the resource selling price si, the initial
trust trusti(his), the delay time Ti, the mobile user group J , the resource demand
Dj and the resource bid valj .

Ensure:
The set of redundant service DWSf and the set of active execution service for
tasks in user request Uf ;

1: Initial: t = 0, trusti(his) = 0.5, pi = 0.
2: for t = 1 −→ T
3: procedure SelectEdgeServer
4: get trusti(his) of each edge servers by using blockchain
5: calculate trusti(t) by Eq.(5)
6: for i = 1 −→ I
7: for j = 1 −→ J
8: η∗trusti,j+μ∗Ci

si

9: if trusti,j ≥ η(t)
10: i∗ ←− maxΔi,j

11: end if
12: end for
13: end for
14: for j = 1 −→ J
15: if valj > s∗

i

16: p∗
i ←− valj

17: Transaction
18: else if valj < s∗

i and valj > c∗
i

19: p∗
i ←− sj

20: Transaction
21: else if valj < c∗

i

22: Transaction failure
23: end if
24: end for
25: Each social group updates its current trust for Edge Server by Eq.(4)
26: return updated trusti(t)
27: end procedure
28: procedure Edgeserversutility
29: for i = 1 −→ I
30: μi,j ←− (pi − ci) × Dj or 0
31: μi ←− ∑J

j=1 μi,j

32: end for
33: end procedure
34: t ←− t + 1
35: end for
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5.2 The Analysis of Simulation Experiment Results

Figure 5 illustrates the relationship between the edge server unit resource price
and the number of transactions. It can be seen from the figure that the unit
resource price of a highquality edge server increases with the increase in the
number of transactions, and eventually stabilizes. The unit resource prices of low-
quality edge servers and malicious edge servers both increase at the beginning,
but will gradually decrease in the future and eventually stabilize. It can be
understood that the initial trust of all edge servers is the same at the beginning,
the mobile user group will prefer lower-priced servers when choosing, so the
resource prices of low-quality and malicious edge servers that have lower-priced
will increase. However, as the transaction progresses, trust is an important basis
for the selection of mobile user groups, low-quality edge servers and malicious
edge servers will be exposed, users gradually turn to high-quality edge servers,
which will cause the resource prices of high-quality edge servers to gradually
rise to achieve greater utility. When the trust tends to stabilize, the price tends
to stabilize accordingly and this time the utility of the edge server reaches its
maximum value. At the same time, lowquality and malicious edge servers can
only participate in the competition by lowering resource prices due to the decline
in trust. However, since trust is an important basis for selection, the effect is not
great. Figure 6 is the relationship between the resource demand and resource
price of the mobile user group when the edge servers are 10, 20, 30, and 40
respectively. It can be seen that when the number of edge servers is different, as
the mobile Fig. 6. unit resource price-resource requirements. user groups demand
for resources increases, the price gradually increases. At the same time, when
the resource demand of mobile users is the same, the fewer the number of edge
servers, the higher the resource price. It can be understood that when the demand
for mobile users increases, edge servers will increase resource prices to obtain
greater profits. In addition, when there are more edge servers, the edge servers
will participate in the competition by reducing prices to attract more mobile
users to conduct resource transactions. Therefore, the more edge servers there
are, the lower the resource price will be.

Fig. 5. Unit resource price-number of transactions
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Fig. 6. Unit resource price-resource requirements

Figure 7 shows the relationship between the average trust of edge servers
and the number of transactions. This paper calculates the average values of the
trust levels of highquality, low-quality, and malicious edge servers respectively.
The initial value of trust is 0.5, therefore, the initial values of the average trust
levels of the three types of servers are all 0.5. It can be seen from the figure
that the average trust of highquality edge servers increases with the increase
in the number of transactions, and then gradually stabilizes. Conversely, the
trust of low-quality and malicious edge servers will decrease over time. It can be
understood that high-quality edge servers provide high-quality resource services.
Due to high-quality services, mobile users’ trust evaluation of the server during
the transaction process will also increase, and as the number of transactions
increases, the server’s average trust level will stabilize. On the contrary, low-
quality and malicious edge servers provide low-quality services that will cause
mobile users to lower their trustworthiness, which leads to their average trust-
worthiness gradually decreasing as the number of transactions increases.

Fig. 7. The average trust-number of transactions
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Figure 8 shows the relationship between the overall trust of high-quality edge
servers and the number of transactions when the c are 0.1, 0.5, and 0.9 respec-
tively. Since the high-quality ratio among the 10 edge servers is 0.4, the initial
overall trust level is 2, and the upper limit of trust level is 4. It can be seen from
the figure that the c value is different, the corresponding trust rate growth rate
is also different, but in the end it will be close to the upper limit. The larger the
value of c, it means that the trust growth rate in recent transactions accounts for
a larger proportion of the overall trust growth rate, that is, the real-time trust
changes reflected in the transaction process have a greater impact on the trust
calculation. After the transaction, the trust of the edge server will be maintained
at a stable level.

Fig. 8. Total trust-number of transactions

Figure 9 shows the decline process of the overall trust of edge servers. This
process assumes that all edge servers remain offline when their trust reaches their
peak, that is, if they do not participate in resource transactions, then the entire
transaction will no longer be safe. It can be seen from the figure that if all edge
servers do not participate in resource transactions, the trust level of the first few
transactions remains basically stable, but after the fifth transaction, the trust
level has dropped significantly, and the decline process is non-linear. After the
seventeenth transaction, it gradually tends to zero.
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Fig. 9. Trust punish

6 Conclusion

In view of the malicious competition and vulnerability of edge computing in the
process of resource allocation, an edge computing resource allocation mechanism
based on dynamic trust of blockchain is proposed in this study, regarding trust
as an important basis for selection, at the same time all transaction information
is stored on the blockchain to avoid attacks such as malicious tampering of
information. It is verified through simulation experiments that as the number
of transactions increases, the trust of high-quality edge servers will gradually
increase to a stable state, while the trust of low-quality and malicious edge servers
will gradually decrease as the number of transactions increases. Mobile users
choose high-quality edge nodes for resource services, and transaction information
is stored on the blockchain, which greatly improves security.

This paper addresses the security of edge computing in the process of resource
allocation, taking into account the security of mobile users when making choices
and the security of information storage, using smart contract technology to pro-
cess the transaction process. However, the use of smart contracts is still on the
surface. Later, we will consider in-depth study of smart contract technology and
borrow smart contract technology to better improve the security of edge com-
puting resource allocation.
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Abstract. The application of differential privacy (DP) in federated
learning can effectively protect users’ privacy from inference attacks.
However, privacy budget allocation strategies in most DP schemes not
only fail to be applied in complex scenarios but also severely damage the
model usability. This paper designs a stochastic gradient descent algo-
rithm based on adaptive DP, which allocates a suitable privacy budget
for each iteration according to the tendency of the noise gradients. As
the model parameters keep optimizing, the scheme adaptively controls
the noise scale to match the decreased gradients, resizing the allocated
privacy budget when too small. Compared with other DP schemes, our
scheme flexibly reduces the negative effect of added noise on model con-
vergence and consequently improves the training efficiency of the model.
We implemented the scheme on five datasets (Adult, BANK, etc.) with
three models (SVM, CNN, etc.) and compared it with other popular
schemes in the classification accuracy and training time. Our scheme
proved to be efficient and practical, which achieved 2% better than the
second one in model accuracy, costing merely 4% of its training time
with the 0.05 privacy budget.

Keywords: Differential privacy · Stochastic gradient descent ·
Empirical risk minimization · Machine learning

1 Introduction

In recent years, big data-driven artificial intelligence (AI) has burst into great
potential, accomplishing large-scale complex task learning in many fields such as
finance, medical care, urban planning, and autonomous driving. Machine learn-
ing, as the core technology of AI, is also widely concerned about its performance
and privacy. Traditional machine learning requires centralized training by ser-
vice providers after collecting user data. However, user data is closely related
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to the individual user and may contain sensitive information such as personal
age, race, and disease. As privacy concerns grow, users are less willing to share
their data. Paradoxically, AI technologies must rely on large amounts of data
collection and fusion. Without access to the unlimited wealth of information to
train models and develop technologies, the development of AI applications will
be severely limited.

Federated learning (FL) emerged in the context of the contradiction between
data silos and the need for data fusion. In 2017, Google first introduced the concept
of federated learning [23], in which multiple data holders (e.g., cell phones, IoT
devices, or financial or medical institutions) collaborate to train models without
directly sharing data and only exchange training parameters in the intermediate
stage. Ideally, federated learning results in a shared model similar to or better than
a model trained on a central server with the universal set of all users’ data [22]. As
a result, companies can fuse data to extract information legally and efficiently. At
the same time, individuals or other data-holding organizations can still enjoy the
AI services companies provide while retaining data control.

For the sake of dealing with federated learning in data-rich scenarios, the
stochastic gradient descent (SGD) algorithm is exploited as a very efficient
method due to its ability to extend to the parallel mode in computation. Ini-
tially, SGD accesses all data records of a dataset in random order and updates
the corresponding model approximation by the local gradient of the loss func-
tion associated with each record. Due to its tractability and scalability, SGD has
become a method efficient of choice for large-scale data training [5]. To improve
the convergence efficiency, some researchers have proposed the mini-batch SGD
algorithm [10,11]. It uses partial samples to calculate the gradient instead of a
single sample or all samples during the training iteration. Compared with the
randomized algorithm, the mini-batch SGD algorithm uses multiple samples to
calculate the gradient, which can reduce the variance of the randomized gradient
and thus improve the convergence speed of the algorithm to some extent.

Although federated learning achieves natural protection for data privacy by
avoiding direct data exposure to third parties, it’s still facing three significant risks
of privacy leakage: First, federated learning requires the exchange of intermedi-
ate parameters for collaborative training, which may compromise privacy. Second,
unreliable participants exacerbate the risk of the privacy breach. Finally, attackers
can steal user privacy by inferring the user data through the trained model.

To reduce the risk of privacy leakage from passing intermediate parameters,
the differential privacy mechanism is introduced. In 2006, Dwork et al. [13,14]
proposed differential privacy, which is a practical approach to guarantee a
quantifiable level of privacy. Among them, the ε-differential privacy model has
received extensive research attention. It ensures privacy in theory and is robust
to known attacks (e.g., those involving auxiliary information) [16], while imple-
mentation requires perturbing the data by adding noise.

Transforming the gradient in the training process can protect data privacy
and security but it meanwhile reduces the usability of the model. In earlier work
on differential privacy SGD [8,18,25,31], the learning rate was set to a constant
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and the privacy budget was equally distributed to each iteration. For example,
suppose the budget is ε and the maximum number of iterations is T , then the
privacy budget allocated to each iteration is εt = ε

T , (t = 1, 2, . . . , T ). Under
this privacy budget allocation scheme, the convergence is strictly limited by the
preselection parameter T . If T is too small, the optimal solution has not been
obtained at the end of the iterative process; if T is too large, it means that
the privacy budget allocated to each iteration is small and the corresponding
interference noise added to the gradient is large, and the accuracy cannot be
guaranteed.

The optimal problem of differential privacy SGD iterations in the machine
learning training process is the empirical risk minimization (ERM): Let D =
{d1, . . . , dn} be an input database of n independent observations. Each observa-
tion di = (xi, yi) is composed of xi ∈ Rp and yi ∈ R. The ERM problem can be
expressed in the following form: minw∈C f(w;D) := 1

n

∑n
i=1 L(w, di) + λ

2 ‖w‖22,
where L is a loss function and C is a convex set. Note that the regularization
term λ

2 ‖w‖22 does not affect the privacy guarantee since it is independent of the
data.

To solve the private ERM problem, a large number of works have conducted
relevant research on privacy budget allocation strategies. Abadi et al. [1] pro-
posed a new mechanism for tracking privacy loss, called moments accountant,
which permits tight automated analysis of the privacy loss of complex compos-
ite mechanisms and significantly improves the accuracy of the model under a
suitable privacy budget. Lee et al. [21] designed an adaptive privacy budget
allocation scheme to assign appropriate privacy budgets for each iteration sepa-
rately to satisfy zero-concentrated differential privacy (zCDP) while improving
the accuracy of the model. However, both methods (especially [21]) require more
computational overhead to enhance the usability of the model compared to ear-
lier work. Also, in scenarios with small privacy budgets, the scheme of Abadi et
al. [1] cannot work due to its mechanism.

It is not hard to discover two critical points in solving the private ERM prob-
lem: proper privacy budget strategies and criteria to judge the effectiveness of
the noise gradient. Wang et al. [28] proposed a new differential privacy budget
allocation scheme in the tree index. The privacy budget allocated during the
iteration is an arithmetic progression. Inspired by their scheme, we propose an
improved differential privacy budget allocation scheme. When t is small, the gra-
dient value of the model is larger and can withstand greater noise; as t increases,
the gradient value of the model decreases, and a larger privacy budget needs
to be allocated to reduce the effect of noise and ensure the convergence of the
model. And our scheme ensures that each noise gradient conforms to the direc-
tion of gradient descent, i.e., that the value of the loss function continues to
decrease. It was mentioned in [21] that the noise gradient may be in the direc-
tion of descent even if the norm of the noise gradient is much larger than the
norm of the true gradient. Our solution is to take in a set of weights obtained
from different learning rates, compute their loss function values, and choose the
learning rate corresponding to the smallest loss function value. If the selected
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learning rate is 0, this noise gradient does not fit the gradient descent direction.
The algorithm will discard it and reallocate a larger privacy budget to compute
a new noise gradient.

Combining the above solution ideas for the two critical problems, we propose
a differential privacy SGD algorithm with adaptive privacy budget allocation.
Our contributions are summarized as follows:

– We proposed a stochastic gradient descent algorithm based on adaptive dif-
ferential privacy. It can flexibly choose a suitable privacy budget for each
iteration to guarantee model usability and accelerate the training process.

– Unlike previous works, we designed a learning rate selection mechanism. It
can select the optimal learning rate in a set of learning rate, which ensures
that the model parameters keep optimizing and ultimately achieve higher
accuracy.

– We perform extensive experiments on real datasets against other popular
ERM algorithms. Experimental results show that our scheme achieves 2%
higher model accuracy than the second one, costing only 4% of its training
time with a 0.05 privacy budget, which means that our scheme is efficient and
practical.

The rest of this paper is organized as follows. In Sect. 2, we review related
work. In Sect. 3, we provide preliminaries on differential privacy and machine
learning. We introduce the specific implementation of our scheme in Sect. 4.
Section 5 contains the experimental results on real datasets.

2 Related Work

Applying differential privacy in federated learning can effectively protect data
privacy, but the usability of models perturbed by noise will unavoidably be
destroyed, so solving the private ERM problem becomes a complex problem. So
far, many works have been trying to solve the private ERM problem in machine
learning, and their methods can be mainly concluded into three types: output
perturbation, objective perturbation, and gradient perturbation.

The output perturbation [8,18,32] is the addition of perturbations to the
results, in which noise is added to the output of the underlying deterministic
algorithm. The form of added noise depends on the sensitivity of the underlying
algorithm, which measures the maximum change in the algorithm’s output when
an element in the input data set changes. Simply put, the principle of output
perturbation is to find the exact convex minimizer and then add noise. Chaudhuri
et al. [8] implemented the ERM with output perturbation and proved that adding
noise to the output result can play a specific role in artifacts. Zhang et al. [32]
used algorithmic stability arguments to bound the L2 sensitivity of the whole
batch gradient descent algorithm to determine the amount of noise that must be
added to outputs partially optimize the objective function. In general, the noise
generated by output perturbation algorithms is usually inaccurate because the
noise is calibrated to the worst-case analysis.
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The objective perturbation [8,17,19] is to add noise to the objective function.
Unlike the output perturbation, this is not a random disturbance classifier but a
disturbance to the objective of algorithm minimization. The study of Chaudhuri
et al. [8] showed that objective perturbation performs better than output per-
turbation. Kifer et al. [19] used approximate differential privacy instead of pure
differential privacy, effectively improving the utility of objective perturbation
methods. Although objective perturbation is more effective, its privacy guaran-
tee is based on the premise that the problem can be solved exactly, but most
time optimization problems are solved approximately in practice.

The iterative gradient perturbation method [3,30] and their variants [27,29,
32] are very popular method. Bassily et al. [3] proposed a (ε, δ)-differentially
private version of stochastic gradient descent (SGD) algorithm. At each itera-
tion, their algorithm perturbs the gradient with Gaussian noise and applies the
advanced composition [15] together with the privacy amplification result [4] to
get an upper bound on the total privacy loss. Later, Talwar et al. [26] improved
those lower bounds on the utility for the Least absolute shrinkage and selection
operator (LASSO) problem. In [27], the gradient perturbation method is com-
bined with the stochastic variance reduced gradient (SVRG) algorithm, and the
resulting algorithm is near-optimal with less gradient complexity. Abadi et al. [1]
proposed a new mechanism for tracking privacy loss, called moments accountant,
which permits tight automated analysis of the privacy loss of complex compos-
ite mechanisms and significantly improves the accuracy of the model under a
suitable privacy budget. Lee et al. [21] designed an adaptive privacy budget
allocation scheme to assign appropriate privacy budgets for each iteration sepa-
rately to satisfy zero-concentrated differential privacy (zCDP) while improving
the accuracy of the model. Du et al. [12] extended the Gaussian DP’s central
limit theorem (CLT), and proposed a novel dynamic DP-SGD algorithm for this
case. Cheng et al. [9] proposed a gradient-based algorithm with distributed dif-
ferential privacy in which try to expand the number of iterations instead of the
fixed. It combines the Analytic Gaussian Mechanism with linear search method
to broaden the definition domain of ε and obtain a relatively compact variance
bound.

3 Preliminaries

In this section, we briefly recall the definition of differential privacy, introduce
essential theorems, and then overview the basic principles of machine learning
using SGD.

3.1 Differential Privacy

Definition 1 ((ε, δ)-Differential Privacy [13]). A randomized mechanism
M : D → R with domain D and range R satisfies (ε, δ)-DP if for any two
adjacent inputs d,d′ ∈ D and for any subset of outputs S ⊆ R it holds that

Pr[M(d) ∈ S] ≤ eε Pr[M(d′ ∈ S)] + δ (1)
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The non-negative parameter ε is the privacy budget, which indicates the degree
of privacy protection. As ε is set smaller, the privacy protection becomes greater.
When ε tends to zero, the probability distribution of M outputting the same result
on the adjacent data sets D and D′ tends to be the same, and the less information
M may disclose. The δ is also a non-negative parameter, which indicates the
probability that the difference between the outputs of M on D and D′ exceeds
eε, i.e., the probability of violating differential privacy protection. Obviously, the
smaller the δ, the higher the degree of privacy protection.

In particular, when δ = 0, the algorithm M provides the strictest ε -
differential privacy protection.

Theorem 1 (Privacy amplification via sampling [4]). Over a domain of
data sets Dn, if an algorithm M is ε′ < 1 differentially private, then for any
data set D′ ∈ Dn, executing M on uniformly random γn entries of D′ ensures
2γε′-differential privacy.

Theorem 2 (Navie composition [14]). The class of ε-differentially private
mechanisms satisfies kε-differential privacy under k-fold adaptive composition.

Theorem 3 (Strong composition [15]). Let ε, δ′ > 0. The class of ε-
differentially private algorithms satisfies (ε′, δ′)-differential privacy under k-fold
adaptive composition for ε′ =

√
2k ln (1/δ′) + kε(eε − 1).

Lemma 1 [6]. If two mechanisms satisfy (ε1, δ)-DP and (ε2, δ)-DP, then their
composition satisfies (ε1 + ε2, δ)-differential privacy.

Definition 2 (L2sensitivity). For the adjacent data sets D and D′, let Q :
Dn → Rd be the query function, and the L2 sensitivity of the query function Q
is defined as follows:

�2 (Q) = max
D∼D′

||Q(D) − Q(D′)||2 (2)

The L2 sensitivity represents the maximum range of variation of the query func-
tion Q over the adjacent data set.

Theorem 4 (Gaussian Mechanism [14]). Let ε ∈ (0, 1) be arbitrary and f be
a query function with L2 sensitivity of �2 (Q). The Gaussian Mechanism, which
returns f(D) + N(0, σ2), with

σ ≥ �2 (Q)
ε

√
2 ln(1.25/δ) (3)

is (ε, δ)- differential privacy.

3.2 Machine Learning

Machine learning is a general term for a class of algorithms that try to attempt
to mine large amounts of historical data for implied patterns and use them for
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prediction or classification. More specifically, machine learning can be thought
of as finding a function where the input is sample data and the output is the
desired outcome.

To ensure the correctness of the function found by the machine learning algo-
rithm, we define a loss function L that represents the penalty for mismatching
the training data. The loss L(w) on parameters w is the average of the loss
over the training examples {d1, . . . , dn}, so L(w) = 1

N

∑
i L(w;xdi). We want to

find w in the training, which produces the minimum loss (though in practice we
seldom expect to reach an exact global minimum).

For complex algorithms, like neural networks, the loss function L is usu-
ally non-convex and difficult to minimize. In practice, the minimization is often
done by the mini-batch stochastic gradient descent (SGD) algorithm. SGD also
known as incremental gradient descent, is an iterative method for optimizing
differentiable objective functions. The method iteratively updates weights and
biases by calculating the gradient of loss function on small batch data. For
example, at iteration t, SGD randomly selects a small set of data Dt ⊂ D
and calculates the corresponding gradient �L(wt;Dt). −�L(wt;Dt) may not
be the correct update direction, but it is the expected update direction since
E(�L(wt;Dt))|wt = �L(wt). SGD goes far beyond the naive gradient descent
method on the highly nonconvex loss surface, which has dominated most modern
machine learning algorithms. In this algorithm, at each step, one forms a batch
B of random examples and computes gB = 1

|B|
∑

d∈B �L(w; d) as an estimation
to the gradient �L(w). Then w is updated following the gradient direction −gB

towards a local minimum.

4 Proposed Scheme

In this section, we first describe the main idea of the proposed algorithm and
then present the details of its four main components.

4.1 The Main Idea

As shown in Algorithm 1, during the t-th epoch training, after obtaining the
gradient by training the model on the dataset, the algorithm first clips the gra-
dient to obtain the original gradient gt. Subsequently, the corresponding noise
is calculated according to the assigned privacy budget and added to the origi-
nal gradient to get the noise gradient g̃t. Then, it determines whether the noise
gradient conforms to the gradient descent direction. If it does, the algorithm cal-
culates the weight w for the next iteration by the corresponding learning rate.
If not, the algorithm assigns a larger privacy budget and recalculates the noise
gradient until the noise gradient conforms to the gradient descent direction. The
above processes repeat until the end of the training, and the notations used in
our scheme are shown in Table 1.
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Table 1. Notations

Notation Description

d The data for training

w The model weight

L(·) The loss function

g̃t The noise gradient

σ The noise scale

Cgrad The gradient norm bound

ε The privacy budget

a The privacy budget increase rate

ρ The a increase rate

η The learning rate

Φ The set of learning rate

λ The learning rate decay rate

Algorithm 1: Differential Privacy SGD Algorithm
Input: {d1, . . . , dn}, L(w), ε, Cgrad, ρ, λ

1 Initialize w0 and Φ
2 while t ≤ T do

3 gt ← ∑n
i=1 (�L(wt; di)/ max(1, ‖L(wt)‖2

C
))

4 εt ← A + B
1+e−at+b

5 σ ← 1/εt
6 g̃t ← ḡt + N(0, σ2C2

gradI)
7 idx ← 0

8 while idx = 0 & t < T+1
2

do
9 Ω = {L(wt − ηg̃t) : η ∈ Φ}

10 idx ← arg min{Ω}
11 if idx > 0 then
12 ηt ← ηidx

13 wt+1 ← wt − ηtg̃t
14 end
15 else
16 a ← ρ · a

17 εt ← A + B
1+e−at+b

18 σ ← 1/εt
19 g̃t ← ḡt + N(0, σ2C2

gradI)

20 end

21 end
22 if t%τ = 0 then
23 ηt+1

max = λ · max(η1, η2, . . . , ηt)
24 end

25 end
26 return w
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4.2 Private Gradient Approximation

In each iteration, the noise gradient g̃t = �L(wt) + N(0, σ2) can be obtained
by adding Gaussian noise with variance σ2 to �L(wt). According to Theorem 4,
the magnitude of the noise σ2 depends on the maximum change in the output
value of the query function Q when one individual data changes. To Bound this
quantity, some works [8,19] assume ‖x‖ ≤ 1. Instead, we adopted the scheme of
Abadi et al. [1], clip the gradient in L2 norm by dividing it by max(1, ‖L(wt)‖2

Cgrad
).

4.3 Adaptive Privacy Budget Allocation

Varying from the equal allocation in previous privacy budget allocation schemes,
our scheme considers the privacy protection needs of each iteration. It continu-
ously adjusts the size of the allocated privacy budget as the training progresses.
In the model training process, as the training progresses, the model’s accuracy
increases, and the impact of adding noise becomes greater, so more privacy bud-
get is needed to ensure that the model’s accuracy is not affected.

We divide the training process into three stages: Model initialization, Model
training, and Model convergence. In the first stage, the model is just trained,
and the accuracy requirement is not high, so we can allocate a small privacy
budget and increase the privacy budget by a small amount, and finally obtain a
model with low accuracy. After entering the second stage, the privacy budget is
increased by a large margin so that the model can be steadily improved until it
is close to convergence. Finally, in the third stage, the near-convergence model
can converge faster under the maximum privacy budget.

Fig. 1. Allocated privacy budget per epoch
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For the t-th iteration, the allocated privacy budget is calculated according to
Eq. 4, i.e., the privacy budgets ε1, ε2, . . ., εT are assigned to the iterations from
1 to T respectively (assuming the total number of iterations is T ).

εt = εmin +
εmax

1 + e−at+b
, 1 ≤ t ≤ T (4)

where εt is the privacy budget at iteration t, the constants εmin and εmax jointly
control the maximum and minimum values of the privacy budget during training,
and the constants a and b control the growth rate of the privacy budget.

From Eq. 4 and Fig. 1, we can find that the value of a determines the trend
of each privacy budget value assigned throughout the training process when the
constants εmin, εmax and b are fixed. The smaller the value of a, the closer the
difference between neighboring privacy budgets; conversely, the larger the value
of a, the larger the difference between neighboring privacy budgets. Therefore,
an appropriate a value can assign a reasonable privacy budget for each iteration
and ensure the improvement of model accuracy.

Our scheme changes the size of the allocated privacy budget by dynamically
adjusting the value of a during the training process. As shown in Fig. 1, when
t < T+1

2 , the smaller a is in the same iteration, the larger the corresponding
privacy budget is. So when the algorithm finds that the current privacy budget
is too small, it updates a = ρ · a, 0 < ρ < 1, where ρ is the decay coefficient, and
reallocates the privacy budget. After half of the training process is completed,
i.e., t > T+1

2 , when the privacy budget has reached a high level, keep a constant
and complete the subsequent privacy budget allocation according to Eq. 4.

4.4 Learning Rate Selection

In the previous section on SGD, we learned that the descent direction of the
gradient gt during SGD training is not the correct gradient update direction but
it is the expected update direction. While in a private setup, the guarantee in
expectation becomes less reliable due to the addition of noise. Thus the per-
iteration privacy budget needs to be used more efficiently.

For this purpose, we create a learning rate set Φ containing k candidate
learning rates that follow a uniform distribution from 0 to ηmax. The ηmax

denotes the maximum upper bound of the learning rate.
The updated gradient is obtained after the tth iteration of training �L(wt),

and the perturbed updated gradient is obtained by adding noise according to
the assigned privacy budget �L(wt) + Nt(0, λ). We use g̃ to denote the update
gradient after perturbation, so the iterative update process has the following
simplified form:

wt+1 = wt − ηtg̃ (5)

For the best case, the model parameters are close to the optimal solution for
each iteration. Therefore, we need to select the most appropriate learning rate
from the learning rate candidate set Φ for the current noise level.



A SGD Algorithm Based on Adaptive Differential Privacy 143

In our scheme, the element in Ω is the value of the loss function L(wt − ηg̃),
i.e. Ω = {L(wt − ηg̃) : η ∈ Φ}. Then we locate the minimum value L(wt − ηidxg̃)
in Ω, and the corresponding learning rate ηidx is the best learning rate we aim
to find. If the learning rate ηidx is 0, it means that this noise gradient does
not match the gradient descent direction; the algorithm will reallocate a larger
privacy budget and recalculate the noise gradient. Until the learning rate ηidx is
not 0, the model is updated using the selected learning rate.

4.5 Adjusting the Learning Rate Selection Range

Generally, the SGD algorithm with a constant learning rate does not guarantee
convergence to the optimum. In order to control the variance of private gradient
estimation, the range of learning rate selection needs to be updated. After every
τ iteration, we update ηmax according to the following rule:

ηt+1
max = λ · max(η1, η2, . . . , ηt), 0 < λ < 1 (6)

where ηt+1
max is the maximum learning rate at the t+1th iteration, λ is the decay

coefficient, ηt denotes the learning rate chosen at iteration t. This allows our
algorithm to adaptively change the learning rate range based on the relative
position of the current iteration.

4.6 Correctness of Privacy

The correctness of the algorithm depends on (ε, δ)-differential privacy composi-
tion (Lemma 1) and accounting for the privacy cost of each primitive.

Proof To maintain the total privacy budget as our pre-set value ε, let εt +
εT−t+1 = 2 · ε

T . According to the Lemma 1, the total privacy budget ε can
be expressed as:

εtotal =
T∑

t=1

εt =
T

2
(εt + εT−t+1) = T · ε

T
= ε (7)

To keep the correctness of Eq. 7, the sum of parameters εmin and εmax will
be constant as 2 · ε

T , and parameter b will be a fixed value aT
2 .

Since our scheme adjusts the value of a during training, we need to discuss
whether εtotal ≤ ε holds in this scenario. We assume that k operations to update
the value of a occur, where k ≤ 	T+1

2 
. When k = 0, Eq. 7 still holds. And when
k > 0, take k = 1 as an example, the value of a is updated from a0 to a1, where
a1 < a0. Figure 1 shows that when t > T+1

2 , the smaller a is, the smaller the
corresponding privacy budget is; thus, we have εt(a1) < εt(a0) for each iteration.
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Therefore, the total privacy budget satisfies the following condition:

εtotal =
T∑

t=1

εt

=

T+1
2∑

1

εt +
T∑

T+1
2 +1

εt

=

T+1
2∑

1

εt + εT+1
2 +1(a1) + . . . + . . . + εT (a1)

<

T+1
2∑

1

εt + εT+1
2 +1(a0) + . . . + εt′(a0) + εt′+1(a1) + . . . + εT (a1)

= ε

In summary, the privacy budget consumed in our scenario does not exceed
the total set privacy budget.

5 Experimental Results

In this section, we apply the scheme to the classical machine learning algorithms:
support vector machines (SVM) and logistic regression. We compare our scheme
with other popular schemes in model classification accuracy and training time
to show that our scheme has better accuracy and higher efficiency. Finally, we
apply our scheme to a more complex convolutional neural network (CNN) to
illustrate that our scheme is also excellently suited for complex models.

5.1 Experiment on SVM and Logistic Regression

In this part, we experiment with SVM and Logistic Regression on the four UCI
datasets and compare them with other schemes. The dataset we use is as fol-
lows: (i) Adult [2,7] dataset contains 48,842 records of individuals from the
1994 US Census. (ii) BANK [2] contains 45,211 records of marketing campaign-
related information about customers of a Portuguese banking institution. (iii)
IPUMS-BR and (iv) IPUMS-US datasets are also Census data extracted from
IPUMS-International [24], and they contain 38,000 and 40,000 records, respec-
tively. Table 2 summarizes the characteristics of datasets used in our experiments.

Baseline Model. We compare our scheme against four baseline algorithms,
namely, SGD-Adv [3], SGD-MA [1], DP-AGD [21] and NonPrivate. SGD-Adv is
a differentially private version of SGD algorithm, it implements differential pri-
vacy protection under SGD algorithm by advanced composition theorem with
privacy amplification results. SGD-MA also implements differential privacy pro-
tection under SGD, except that it uses a combinatorial approach called moments
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Table 2. Characteristics of datasets

Dataset Size (n) Dime Label

Adult 48,842 124 Is annual income >50k?

BANK 45,211 33 Is the product subscribed?

IPUMS-BR 38,000 53 Is monthly income >$300?

IPUMS-US 40,000 58 Is annual income >25k?

accountant, tailored for Gaussian noise distribution. DP-AGD is an adaptive pri-
vacy budget allocation scheme that dynamically adjusts the size of the privacy
budget for the current iteration during the training process. NonPrivate is an
optimization algorithm that does not satisfy differential privacy.

In the comparison experiment, we report the classification accuracy (i.e., the
proportion of correctly classified examples in the test set) and the time spent on
training the model. All reported results are averaged over 10 iterations of 5-fold
cross-validation.

Parameter Setting. When there are known default parameter settings for the
prior works, we use the same settings. Throughout all the experiments, the value
of privacy parameter δ is fixed to 10−8 for the Adult, BANK, IPUMS-BR, and
IPUMS-US datasets. According to the common practice in optimization, the
sizes of mini-batches for SGD-Adv and SGD-MA are set to

√
n. The parameter

settings of DP-AGD refer to the values given in the article [3], where the gradient
crop value Cgrad is set to 3.0, the objective function crop value Cobj is set to
3.0, and the attenuation parameter γ is set to 0.1.

Since the parameters of our scheme can be dynamically adjusted during train-
ing, we just need to consider a few parameters, and the most important of which
is the gradient clipping norm Cgrad. If Cgrad is set to a too low value, it sig-
nificantly reduces the sensitivity, but at the same time, it can cause too much
information loss in the estimates. Conversely, if Cgrad is set too high, the sensi-
tivity becomes high, resulting in adding too much noise to the estimates. On the
other hand, increasing the norm bound C forces us to add more noise to the gra-
dients (and hence the parameters) since we add noise based on σC. In practice,
a good way to choose a value for C is by taking the median of the norms of the
unclipped gradients over the course of training. Based on experiments in testing
the effect of different Cgrad on classification accuracy, we finally determined the
value of Cgrad to be 3.0.

Experimental Results on SVM. Support vector machine (SVM) is one of the
most effective tools for classification problems. The SVM classification problem
is formulated as an optimization problem:

min
w

λ

2
‖w‖22 +

1
n

n∑

i=1

max{1 − yiw
T xi, 0},

where xi ∈ Rp+1 and yi ∈ −1,+1 for i ∈ [n].
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(a) Adult (b) BANK (c) IPUMS-BR (d) IPUMS-US

Fig. 2. Classification accuracies of SVM by varying the ε

(a) Adult (b) BANK (c) IPUMS-BR (d) IPUMS-US

Fig. 3. Training time of SVM by varying ε

Figure 2 shows the classification accuracy of the SVM model on the four real
data sets, and Fig. 3 shows the training time of the SVM. Taking the experi-
ments on the Adult dataset as an example, in Fig. 2(a), we can see that when
the privacy budget was small (e.g., ε = 0.05 and ε = 0.1), our scheme was able
to achieve a higher classification accuracy compared to the other three schemes.
The reason was that adaptive privacy budget allocation provides a tighter pri-
vacy loss and enables our scheme to withstand a higher number of iterations,
this can also be reflected in Fig. 3(a), our scheme took a longer time than SGD-
Adv to complete an iteration. However, we improved the classification accuracy
by about 10% compared to SGD-Adv. Also, compared to DP-AGD, which also
performed well with a small privacy budget, our scheme achieved higher classi-
fication accuracy in less time. When ε = 0.05, our scheme spent 0.94 s to obtain
71.05% classification accuracy, while the DP-AGD scheme spent 25.86s to obtain
67.93 % classification accuracy.

As the privacy budget increases, we no longer have a clear advantage in
classification accuracy. After ε ≥ 0.2, DP-AGD obtained an approximate accu-
racy with our scheme. When ε = 0.2, our scheme spent 2.68s to access 83.50%
classification accuracy, while the DP-AGD scheme spent 25.55s to get 83.23 %
classification accuracy. SGD-MA worked properly when ε = 0.58 and led other
differential privacy schemes at ε = 0.95 and ε = 1.32. When ε = 0.8, our scheme
spent 4.30 s to obtain 84.05% classification accuracy, while the DP-AGD scheme
spent 26.93 s to access 84.25% classification accuracy, and the SGD-MA scheme
spent 11.76 s to acquire 84.22% classification accuracy. The reason was that the
moments accountant mechanism used by SGD-MA can provide a tight bound
on the privacy loss, which, combined with the privacy amplification effect due
to subsampling, enables SGD-MA to withstand a higher number of iterations.
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(a) Adult (b) BANK (c) IPUMS-BR (d) IPUMS-US

Fig. 4. Classification accuracies of logistic regression by varying ε

(a) Adult (b) BANK (c) IPUMS-BR (d) IPUMS-US

Fig. 5. Training time of logistic regression by varying ε

However, the disadvantage is that when the privacy budget is small, it is dif-
ficult to use the moment accountant scheme due to the insufficient number of
iterations. When δ was fixed as 10−8, a single iteration of SGD-MA consumed
a privacy budget of about 0.58. And a lower privacy budget implies a higher
level of privacy protection, so it is difficult for the moments accountant scheme
to achieve a high level of privacy protection. However, our scheme still had sig-
nificant strength in training time.

The experimental results on other datasets were basically consistent with the
performance on the Adult dataset as well. It is worth noting that in Fig. 2(b)
and Fig. 3(b), we noticed that when conducting experiments on BANK dataset,
the classification accuracy decreases and the training time was large when the
privacy budget was large (e.g., ε = 0.8 and ε = 1.6). After analysis, we believed
that it is because the structure of the BANK dataset is very simple. Hence,
the model reaches convergence too early, and finding a noisy gradient to match
the gradient descent direction can be more difficult. Maybe this problem can be
improved by adjusting the number of training iterations.

Experimental Results on Logistic Regression. We also applied our algo-
rithm to a regularized logistic regression model in which the goal is

min
w

λ

2
‖w‖22 +

1
n

n∑

i=1

log(1 + exp(−yiw
T xi)),

where xi ∈ Rp+1, yi ∈ −1,+1 and λ > 0 is a regularization coefficient.
The performance of the logistic regression model on the four datasets in

Fig. 4 and Fig. 5 was generally consistent with that of the SVM model. Under
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a small privacy budget, our scheme still performed the best among the four
privacy schemes, it used less time and obtained a higher accuracy rate. Similarly,
taking the experiments on the Adult dataset as an example. When ε = 0.05, our
scheme spent 0.5679 s to obtain 81.63% classification accuracy, while the DP-
AGD scheme spent 25.91736 s to obtain 79.00% classification accuracy.

By experimenting with SVM models and logistic regression models, we can
find that our scheme performed well under various sizes of privacy budgets,
especially under small privacy budgets, it can get a higher classification accuracy
in a shorter training time. This shows that our scheme is a practical and efficient
differential privacy SGD scheme.

5.2 Experiment on CNN

We conduct experiments on the standard MNIST dataset for handwritten digit
recognition consisting of 60,000 training examples and 10,000 testing exam-
ples [20]. Each example is a 28 × 28 size gray-level image. We use a CNN with
ReLU units and softmax of 10 classes (corresponding to the 10 digits) with
cross-entropy loss.

Baseline Model. Our baseline model is a CNN model consisting of two con-
volutional layers and one Fully-Connected layer, using ReLU as the activation
function. Using the batch size 128, we can reach an accuracy of 98.34% in about
10 epochs as shown in Fig. 6(a).

Parameter Setting. In this part of the experiment, the key parameter we
need to determine remains the gradient clipping norm Cgrad. Based on experi-
ments in testing the effect of different Cgrad on classification accuracy, we finally
determined the value of Cgrad to be 5.0.

Experiment Results on CNN. For a differentially private model, we experi-
ment with the same model on MNIST. To limit sensitivity, we clip the gradient
norm of each layer at 5.0. We report results for three choices of the privacy bud-
get, which we call small (ε = 0.5), medium (ε = 2), and large (ε = 8). Meanwhile,
the δ-values are all set to 10−5.

Figure 6(b) 6(c) 6(d) shows the results for different privacy budget. Each plot
shows the evolution of training accuracy and loss function value as a function of
the number of epochs. We achieved 89%, 95%, and 96% test set accuracy for (0.5,
10−5) (2, 10−5), and (8, 10−5)-differential privacy respectively. In Fig. 6(b) we
can see that the loss function value fluctuates more during the descent and the
final model had a lower classification accuracy at ε = 0.5 compared to the other
two cases. This was because using a small privacy budget requires adding a larger
amount of noise to the gradient. Benefiting from the fact that our algorithm
determines whether the noise gradient according to the direction of gradient
descent during training, the value of the loss function decreased and the accuracy
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(a) Baseline (b) eps = 0.5

(c) eps = 2.0 (d) eps = 8.0

Fig. 6. Results on the accuracy for different noise levels on the MNIST dataset

improved. Also thanks to the adaptive privacy budget allocation, a larger privacy
budget can be allocated to ensure the convergence of the model in the later stages
of training. Combining Fig. 6(c) and Fig. 6(d), the training process of the model
is smoother and the final accuracy is higher after increasing the privacy budget.
The final model accuracy of our scheme was only 1% away from the SGD-MA
scheme, which performed well on CNN.

In addition, in our experiments, a substantial improvement in accuracy
occurred at the start of a new epoch of training, which can be also demon-
strated in Fig. 6. The problem also appeared in non-privacy-preserving training
and was slowly corrected in subsequent training, so we believe it caused little
influence on the final result.

By experimenting on a CNN, we are able to find that our scheme still has
excellent performance even on a more complex model, which indicates the suit-
able generalization of our scheme.

6 Conclusion

The private ERM problem in machine learning has been a tough problem since
it sacrifices too much utility and accuracy for privacy preservation. Solving the
privacy ERM problem can enhance the usability of the model while protecting
users’ privacy, which has considerable positive significance for the popularization
and practicality of federated learning. According to the problem above, we design
a stochastic gradient descent algorithm based on adaptive differential privacy: it
allocates a privacy budget for each iteration incrementally based on the current
iteration and evaluates the suitability of each added noise. Thus, in our scheme,
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we can train models with higher accuracy for a limited number of iterations.
In our experiments, our algorithm has been shown to train models with higher
accuracy in less time and performs well, especially in scenarios with a small
privacy budget. However, privacy budget allocation in our scheme cannot fully
exhaust the given privacy budget. Accordingly, we may further optimize the
privacy budget allocation strategy to improve the model accuracy in future work.
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Abstract. Machine learning algorithms have been widely leveraged in
traffic classification tasks to overcome the challenges brought by the
enormous encrypted traffic. On the contrary, ML-based classifiers intro-
duce adversarial example attacks, which can fool the classifiers into giv-
ing wrong outputs with elaborately designed examples. Some adversar-
ial attacks have been proposed to evaluate and improve the robust-
ness of ML-based traffic classifiers. Unfortunately, it is impractical for
these attacks to assume that the adversary can run the target classi-
fiers locally (white-box). Even some GAN-based black-box attacks still
require the target classifiers to act as discriminators. We fill the gap
by proposing FAT (We use FAT rather than TAT to imporove readabil-
ity.), a novel black-box adversarial traffic attack framework, which gener-
ates the transFerable Adversarial Traffic to evade ML-based encrypted
traffic classifiers. The key novelty of FAT is two-fold: i) FAT does not
assume that the adversary can obtain the target classifier. Specifically,
FAT builds proxy classifiers to mimic the target classifiers and gener-
ates transferable adversarial traffic to misclassify the target classifiers.
ii) FAT makes adversarial traffic attacks more practical by translating
adversarial features into traffic. We use two datasets, CICIDS-2017 and
MTA, to evaluate the effectiveness of FAT against seven common ML-
based classifiers. The experimental results show that FAT achieves an
average evasion detection rate (EDR) of 86.7%, which is higher than the
state-of-the-art black-box attack by 34.4%.
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1 Introduction

Network traffic classification is a critical and fundamental task in network man-
agement and cyberspace security [1]. With the widespread use of encryption
technology, the volume of encrypted traffic is ballooning (Google reports that
95% of its products use encrypted communication [2]). Unfortunately, encrypted
network traffic brings enormous challenges to traditional payload-based traffic
classifiers [3]. To overcome these challenges, Machine Learning (ML) algorithms
have been widely leveraged in encrypted traffic classification tasks and have
become the mainstream method in many applications, such as quality of service
(QoS) [4], application classification [5] and malicious traffic detection [6], etc.

While excellent performances are shown, ML-based encrypted traffic classi-
fiers introduce new vulnerabilities named adversarial example attacks [7,8]. An
adversarial example is formed by adding a well-designed and tiny perturbation
to the normal example, which can fool the ML-based classifier into giving a
wrong classification output with high confidence. To evaluate and improve the
robustness of ML-based classifiers, the computer vision community proposes sev-
eral adversarial example attacks, such as FGSM [8] and C&W [9]. Nevertheless,
these attacks are specifically designed for images and are not well suited for
disrupting network traffic. Due to the limitations of the complex TCP/IP proto-
cols, not all bytes in the encrypted traffic can be modified at will. Additionally,
extracting features from traffic is non-differentiable, making most gradient-based
adversarial example generation methods unsuitable for two-step ML classifiers.

Some works have attempted to remove gaps between the data and exploit the
adversarial vulnerability of encrypted traffic classifiers [10–12]. Unfortunately,
the assumptions are too strong to perform these adversarial attacks. Firstly,
most existing adversarial example attacks assume that the adversary can obtain
copies of the target classifiers and run them locally. Even some methods [11,
12] use the target classifier as the discriminator of the Generative Adversarial
Network(GAN) [13] architecture to generate adversarial examples and do not
require the target classifier to backpropagate gradient. The target classifiers are
still needed to participate in the entire calculation process. This requirement still
seems harsh for the adversary. Secondly, some works choose to directly perform
adversarial perturbations on feature vectors to avoid the non-differentiability
problem of feature extraction. It is impractical to assume that the adversary
can manipulate the feature vectors directly. Hence, a more practical adversarial
attack is required to evaluate and improve ML-based encrypted traffic classifiers.

In this paper, we fill the gap by proposing FAT with more reasonable assump-
tions. FAT is a novel and practical black-box adversarial traffic attack framework,
which is capable of generating the transFerable Adversarial Traffic to evade the
ML-based encrypted traffic classifiers. The key novelty of FAT consists of two
parts. Firstly, FAT does not assume that the adversary is able to obtain the
copies of the target classifiers and run them locally. FAT barely requires any
knowledge of the target encrypted classifiers except the prediction results. It is
not harsh for the adversary to obtain the prediction result from a commercial
encrypted traffic classifier. Proxy classifiers are built locally in FAT to mimic
the target classifiers, and transferable adversarial traffic is generated to mis-
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classify the target classifiers. Secondly, FAT makes the adversarial traffic attack
more practical by translating the time-related features and packet-length-related
features into traffic.

Our contributions can be briefly summarized as follows:

(1) We propose FAT, a novel and practical black-box adversarial traffic attack
framework, which is able to effectively misclassify the encrypted traffic clas-
sifiers without controlling or obtaining the target classifiers. FAT is the first
adversarial traffic attack assuming that the adversary does not obtain the
copies of the target classifier to the best of our knowledge.

(2) We transform the time-related and packet-length-related adversarial fea-
tures into real adversarial traffic, which can run on existing network infras-
tructure normally. It is more practical to perform an adversarial attack by
the adversarial traffic than the adversarial feature vectors.

(3) We evaluate the effectiveness of FAT on two popular datasets(CICIDS-2017
and MTA). The results show that FAT can achieve an average evasion detec-
tion rate(EDR) of 86.7%, which is 51.6% and 34.4% higher than the state-
of-the-art white-box and black-box attacks, respectively.

(4) We demonstrate that the architecture of the proxy classifier and the dataset
on which the proxy classifier is trained are two key factors affecting the
transferability of the adversarial traffic.

2 Related Work

Encrypted Traffic Classifiers. Sun et al. [14] propose a hybrid approach com-
bining signature and statistical features, using the signature method to identify
TLS traffic and then using the statistical feature-based method to identify dif-
ferent applications. Liu et al. [15] designed a set of packet-level statistic features
and fed them into a semi-supervised algorithm to distinguish different encrypted
flows. Okada et al. proposed and evaluated 49 statistical features and analyzed
how these features differentiated between unencrypted and encrypted traffic. Liu
et al. [16] proposed an end-to-end model that leverages the powerful represen-
tational capabilities of the DL algorithm to learn useful features from packet
sequences automatically. Moreover, they use autoencoder to strengthen this fea-
ture learning process. Finally they use several layers of MLP as a classifier to
classify the learned features and achieve very high classification accuracy. As
described, methods using ML and DL techniques have become the mainstream.

Adversarial Examples Attack. The concept of adversarial examples was first
proposed by Szegedy et al. [7]. They design L-BFGS to maliciously add impercep-
tible subtle perturbations to the input samples, which cause the target model to
output incorrect classification results with high confidence. Goodfellow et al. [8]
proposed a Fast Gradient Sign Method(FGSM) to generate adversarial examples
efficiently and quickly. FGSM solved the problem of the low efficiency of L-BFGS.

In the field of traffic, the most primitive attack is traffic obfuscation against a
traffic classifier. Stinson et al. [17] escaped the detection of the classifiers by mak-
ing some random perturbations to the traffic. But such attacks didn’t exploit the
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adversarial vulnerabilities of machine learning. Hashemi et al. [11] introduced the
adversarial example technique to the field of anomaly detection and designed an
adversarial attack against traffic classifiers. Nonetheless, such attacks based on
the white-box assumption are not very practical. Lin et al. [10] designed an adver-
sarial traffic features generation method based on GAN architecture. However,
this method can only generate adversarial feature sets but cannot be converted
into adversarial traffic and has limited practicality. While Novo et al. [18] imple-
mented adversarial examples in the traffic space by adding adversarial proxy at
both hosts of the C&C communication link, it is still a while-box attack. Han
et al. [12] proposed a sophisticated black-box adversarial traffic attack also using
GAN. Unfortunately, these GAN-based methods still require the target model
to act as the discriminator, which is still harsh for the adversary to some extent.

3 Preliminaries

In this section, we sequentially introduce the adversarial examples attack, our
motivation and define our problem and goals.

Table 1. List of the notations

Notations Meaning Notations Meaning

X Traffic flow set ψt Target classifier
Xm/b A malicious/benign flow in X ψp Proxy classifier
Xadv/c A adversarial/clean flow in X α Gradient scaling factor
xi The i-th feature of flow X θ Parameters of a classifier ψ

Ym/b Actual malicious/benign label η Adversarial perturbation
Zm/b Prediction of target classifiers L Cross-Entropy loss
Am/b Prediction of proxy classifiers ε Perturbation constraint

3.1 Adversarial Examples

An adversarial example is a maliciously modified input, which causes the vic-
tim ML&DL-based classifier ψ to make a wrong prediction. Usually, adversarial
examples are also generated by minimizing the loss function L. However, unlike
training a neural network, when generating adversarial examples, the parameters
θ of the target classifier are kept fixed and modify the input samples.

Xadv = arg min
d(X,Xadv)≤ε

L(X,Ytargeted, Ytrue; θ) (1)

In a targeted adversarial attack, the loss function usually consists of two cross-
entropy losses C. Minimizing the first cross-entropy loss to keep the predicted
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label Z far away from the actual label Ytrue, and minimizing the second cross-
entropy loss to ensure the predicted labels are as close as possible to the targeted
label Ytargeted.

L(X,Ytargeted, Ytrue; θ) = −C(ψ(X; θ), Ytrue) + C(ψ(X; θ), Ytargeted) (2)

Given the classifier prediction distribution Z and label Y , the cross-entropy loss
is as follows: I(Y = c) is one if Y = c; otherwise, it is zero.

C(Z, Y ) = − 1
N

N∑

i

C∑

c=1

I(Y = c) log Zi
c (3)

Additionally, we use the L-infinity norm distance function to measure the degree
of perturbation.

d(X,Xadv) = ||Xadv − X||∞ (4)

3.2 Motivation

Adversarial attacks essentially move normal examples across the classifier’s deci-
sion boundary by perturbing. Consequently, we need the parameters of the target
classifier to calculate the direction in which the examples are moving. Unfortu-
nately, it seems impractical for the adversary to get the complete parameters of
a black-box classifier.

Inspired by this limitation, we attempt to locally build a proxy classifier
with a similar decision boundary as the target classifier. Thus the proxy classi-
fier guides a similar moving direction for the adversarial examples as the target
classifier. Additionally, the architecture and training data are two key factors
affecting the decision boundary of a classifier. Classifiers with similar archi-
tectures trained on data which have similar distributions have closer decision
boundaries. Therefore, we need to search or a suitable architecture for the proxy
classifier and collect data with the same or similar distributions as the target
classifier used.

As shown in Fig. 1, when we build a proxy classifier that meets the require-
ments, the remaining work is to move the examples to cross the proxy classifier’s
decision boundary. By controlling the moving distance, the samples will also
cross the decision boundary of the target classifier. We consider such adversarial
examples to be transferable.

3.3 Problem Definition

This paper focus on the task of malicious encrypted traffic detection. Therefore,
the adversarial example attack is to generate adversarial traffic to misclassify
the target malicious traffic classifier. A raw traffic flow can be represented as
a feature vector. In a specific attack scenario, given a malicious but clean(not
be perturbed) flow Xc

m = [x1, x2, · · · , xn],Xc
m ∈ X, where xi is the i-th feature
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Fig. 1. The motivation of the transferable adversarial examples

of the malicious flow, and X is the traffic flow set. The target malicious traffic
classifier ψt classifies the malicious flow as malicious label Zm.

Our approach is divided into two steps. First, we need to train a proxy classi-
fier ψp to mimic the target classifier. And the proxy classifier can also classify the
malicious flow normally ψp(Xc

m) → Zm. The second step is to generate adver-
sarial traffic flow Xadv

m . And the adversarial traffic flow not only can misclassify
the proxy classifier ψp(Xadv

m ) → Zb, but also can be transferred to misclassify
the target classifier ψt(Xadv

m ) → Zb to output the benign label. Table 1 list the
notations used in this paper.

4 Proposed Method

Fig. 2. The general framework of our approach.
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This section first discuss the threat models in adversarial traffic attack scenar-
ios, which contains some assumptions about the adversary and the detectors.
And then, our approach will be introduced. The approach mainly consists of
three steps, as shown in Fig. 2. Firstly we feed a batch of traffic samples into
the target classifier and collect the output. Afterwards we use the output as
the labels of these traffic samples to train a proxy classifier. Secondly, we con-
duct a gradient-based adversarial attack on the proxy classifier and generate the
adversarial perturbation. Finally, we translate the adversarial features into the
original malicious traffic and perform adversarial attack on the target encrypted
traffic classifier.

4.1 Thread Model

The thread model for adversarial traffic attack is shown in Fig. 3. Entities related
to it are as follows.

1) The victim. A victim is a host that is infected with malware or controlled
by malware, also known as a zombie host, leaking information to the out-
side world or receiving instructions through encrypted command and con-
trol(C&C) channel.

2) The detector : The detectors are malicious encrypted traffic classifiers which
are located in some communication nodes between the victim hosts and the
hackers. They are usually viewed as black-box models and are passive in
capturing the packets from the link.

3) The adversary : The adversaries are usually the ones who control the victim
host, so they can manipulate the traffic generated by the malware and access
the communication link. Furthermore, we assume that the adversaries can
obtain the detection result of the detectors. It isn’t a strong assumption to
obtain the results of the detector compared to obtaining the copy of the
detector or requiring the detector to participate in the calculation. Many
commercial detectors, such as MTD [19] and GuardDuty [20], provide the
service of querying detection results.

Fig. 3. Threat model for adversarial traffic attack scenarios
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4.2 Proxy Building

The first and critical step of our approach is the proxy model building. In this
step, we try to build a proxy classifier that has a similar decision boundary with
the target classifier.

First of all, we prepare a batch of data X containing benign traffic and
malicious traffic and its actual label Y . For the k-th traffic sample Xk, feed it to
the target classifier ψt and collect its output Zk. Note that Zk is a category of Xk,
not the probability distribution, which make it is more practical to implement.
Next, we focus on training the proxy classifier ψp. For the j-th traffic sample Xj ,
we feed it into the proxy classifier and obtain the output aj . And then calculate
the cross-entropy loss(as shown in Eq. 3) of aj and Zj . Finally, we update the
parameters θ of the proxy classifier by backpropagating. The entire process of
transfer training is shown as Algorithm 1.

The adversary could control the victim host to run the malware and generate
corresponding malicious traffic in a practical attack scenario. It should be noted
that most online detectors have a proper delay, so there needs to be a time
interval between running the malware twice on the victim host. Thus, it is time-
consuming and laborious work. In the experimental environment, we directly
input the prepared traffic to the target classifier.

Algorithm 1. Proxy Building
Input: Encrypted traffic samples: X ∈ X; Target detector: ψt; Learning rate: lr; Train

epoch size: epoch; Samples number: N
Output: proxy model: ψ∗

p = argmin
θ∈ψp

J (ψp(X), ψt(X))

for k ← 1 to N do
Zk ← ψt(Xk)

end for
for i ← 1 to epoch do

L ← 0
for j ← 1 to N do

aj ← ψp(Xj)
loss ← −(Zj · log(aj) + (1 − Zj) · log(1 − aj))
L ← L + loss

end for
L ← L

N

θi+1 = θi − lr · ∂L
∂θi

end for

4.3 Perturbation Generation

Since the proxy model ψp is trained locally, we can obtain all the parameters
of the proxy model. Therefore, we can generate adversarial perturbations with
gradient-based methods.
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Given a malicious traffic sample Xm, we need to turn it into adversarial mali-
cious traffic Xadv

m . Firstly, we obtain the output A of the proxy classifier for Xm.
And then calculate the cross-entropy loss of A and attack target label Yb(means
that the adversary wants the proxy classifier to misclassify X as benign). Finally,
we update Xm with the gradient obtained by backpropagation. We cyclically
repeat the above steps until the proxy classifier predicts Xm as benign, at which
point we get the adversarial traffic Xadv

m . The generation of Xadv
m is shown in

Algorithm 2.
There are two points to pay special attention to. On the one hand, unlike

the training of ψp, we need to fix the parameters θ of the proxy classifier ψp

and modify the input samples guided by the gradient. On the other hand, our
perturbation to the traffic samples needs to be limited under ε, and the distance
function d we use here is the L-infinity norm to control the cost of translating
adversarial traffic.

Algorithm 2. Generate Adversarial Example
Input: proxy detector: ψp; Malicious but clean traffic: Xc

m; Scaling factor: α; Pertur-
bation constraint: ε; Max epoch size: epoch;

Output: Adversarial malicious traffic: Xadv
m

Xadv
m ← Xm

A ← ψp(X
adv
m )

num ← 0
while A �= Yb and num ≤ epoch do

loss ← −(Yb · log(A) + (1 − Yb) · log(1 − A))
η ← ∂loss

∂Xadv
m

Xadv
m ← Xadv

m + α · η
Xadv

m ← clip(Xadv
m , ε) s.t. d(Xc

m, Xadv
m ) ≤ ε

A ← ψp(X
adv
m )

num ← num + 1
end while

4.4 Traffic Translation

The adversarial traffic samples Xadv we generate so far are feature vectors.
As mentioned before, an adversarial attack on features is meaningless to the
adversary. So our main task in this part is to translate the adversarial features
sequences Xadv

m into real adversarial traffic.
There are two kinds of features commonly used in ML&DL-based encrypted

traffic classifiers. Traditional ML classifiers generally use manually extracted
statistical features as input, while DL classifiers automatically learns useful
information from sequential features. We used CICFlowMeter [21] to extract
77-dimensional flow-based statistical features1, and use two sequential features:
1 The 77-dimensional feature list extracted by CICFlowMeter can be obtained from

https://github.com/ahlashkari/CICFlowMeter.

https://github.com/ahlashkari/CICFlowMeter
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packet-length sequence and time-interval sequence. In this paper, we divide exist-
ing features into three categories according to the operations of translating adver-
sarial feature into traffic. Features used in this paper are shown in Table 2

Packet Length-Related Features. Packet length-related features include
various packet length-related statistical features and sequential features, such
as mean packet length, max packet length, packet length sequence and so on.
Time-related features such as packet interval are greatly affected by hardware,
so they can generally be artificially increased but not reduced.

– Padding . The adversary would pad meaningless data, such as 0x00, to the
end of the packet to increase the packet’s length. When the C&C server
receives the data, it will remove the padding data at the end, so this operation
will not affect the regular communication of the malware.

– Splitting . The adversary would split a packet into two smaller packets to
reduce the length of some large packets. For the C&C server, it is equivalent
to receiving two smaller packets.

Time-Related Features. Time-related features include various time-related
statistical features and time-related sequential features, such as flow duration,
mean packet interval, time interval sequence and so on. For translating time-
related features into traffic, the following operations are used. Note that we only
operate the application layer data in order to ensure the normal transmission of
the traffic.

– Delay. The adversary would delay a packet until the interval time between
two packets meets the requirements.

5 Experimental Evaluation

In this section, we first introduce our experimental settings in detail, including
the datasets, proxy&target classifier architectures, evaluation metrics and exper-
imental environment. Then we search for the optimal hyperparameters and the
optimal proxy classifier architectures for each target classifier. Based on optimal
hyperparameters and proxy classifier, we evaluate the effectiveness of FAT and
compare it with the state-of-the-art black-box and white-box adversarial attacks.
Finally, we visualize the adversarial traffic and explain why it works.

5.1 Experimental Settings

Datasets. We use two popular traffic datasets(CICIDS-2017 and MTA) to eval-
uate the effectiveness of FAT. CICIDS-2017 [22] dataset contains benign and the
most up-to-date common attack traffic, which resembles true real-world data. We
selected five common attack traffic as positive samples and the same amount of
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Table 2. Summary of features

Statistical features Sequence
features

No. Name Attributes Direction Name

Time-related features 0 Flow duration - Both Time
interval
sequence15–28 Time between two

packets
Avg, Std, Max, Min Both

Sum, Avg, Std,
Max, Min

Fwd

Sum, Avg, Std,
Max, Min

Bwd

69–76 Active time Avg, Std, Max, Min Both
Idle time Avg, Std, Max, Min Both

Packet- length-related features 1–12 Packet count – Both Packet
length
sequenceTotal length – Fwd, Bwd

Packet length Avg, Std, Max, Min Fwd, Bwd
37–41 Packet length Avg, Std, Max,

Min, Var
Both

Others 13–14
50–68

Rate – – –

29–36
42–49

TCP flag – –

benign traffic in the same period as negative samples. MTA [23] dataset provides
a large amount of C&C communication traffic captured from sandbox environ-
ments for up to 10 years. We collected 1621 pcap files provided by MTA from
2013 to 2022. Then we filtered out all encrypted flows and labelled each SSL
flow by comparing its SHA1 fingerprint of the certificate and the SSL Blacklist
project [24]. Finally, we selected the traffic of five malware families with enough
flows as positive samples and the same number of benign traffic as negative
samples. Table 3 describes the malicious type and the number of flows of the
datasets we used.

In each dataset, we split the dataset into a target training set (40%), a proxy
training set (40%) and a test set (20%). The target training set is used to train
the target classifiers, and the proxy training set contains only features and no
labels. The test set is used to generate adversarial traffic and test the performance
of the target classifiers. We use 5-fold cross-validation to reduce overfitting.

Target Classifiers. To evaluate the effectiveness of FAT against ML-based
malicious encrypted traffic classifiers. We use the seven most common ML-based
classifiers with different architectures as the target classifiers. Logistics Regres-
sion (LR), Decision Tree (DT) and Support Vector Machine (SVM) represent
common supervised learning classifiers. Multi-Layer Perceptron (MLP) repre-
sents neural network-based classifiers. Isolation Forest (IF) is the representative
of unsupervised classifiers. Additionally, Long Short-Term Memory (LSTM) [25]
and FS-Net [16] are representatives of end-to-end classifiers that exploit the
sequential features of traffic.
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Table 3. Summary of datasets in evaluation

Datasets Features type Malicious type # Flows

CICIDS-2017 Statistical features Botnet 1,966
Fuzzing 231,073
PortScan 127,537
BruteForce 13,835
DDoS 97,718

MTA Statistical features sequence features Tofsee 22,947
Dridex 8,165
Quakbot 706
TrickBot 657
Gozi 585

Proxy Classifiers. To explore the effect of proxy classifiers using different algo-
rithmic architectures and features on the effectiveness of FAT, we selected three
proxy classifiers with different architectures. MLP is representative of traffic
classifiers using statistical features, and LSTM and FS-Net are representatives
of classifiers using sequential features. At the same time, they also represent
common traffic classifiers with DNN and RNN structures. Note that the adver-
sarial traffic is formed by modifying the original malicious traffic according to
the back-propagated gradient of the proxy classifier, so the proxy classifier is
limited to neural network-based classifiers.

Table 4. The classification result confusion matrix

True label Predicted label
Zm Zb

Ym True Positive (TP) False Negative (FN)
Yb False Positive (FP) True Negative (TN)

Metrics. For each category, according to the true label Y and predicted label Z
of each sample, samples can be divided into four categories, as shown in Table 4.
For each target classifier, we use macro Precision, Recall, F1-Score to evaluate
its classification performance.

We focus on whether the target classifier can correctly identify malicious
samples, so we use the macro Evasion Detection Rate(EDR) as the metric to
evaluate our attack. EDR, aka False Negative Rate (FNR), refers to the ratio of
the number of samples that are actually malicious but predicted to be benign to
the total number of actual malicious samples.

EDRi =
FNi

TPi + FNi
, EDR =

1
N

N∑

i=1

EDRi (5)
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Experimental Environment. The core part of the proxy/target model and
adversarial perturbing are implemented with the Sciket-learn and PyTorch
frameworks. We used a machine that has a Xeon processor with 32 cores running
at 2.3GHz and 128GB RAM.

5.2 Proxy Classifier and Hyperparameter Selection

Impact of Perturbation Limit(ε). Like other traffic obfuscation methods,
adversarial traffic attacks also have a trade-off between the degree of pertur-
bation and the evasive effectiveness. In order to search for the optimal ε, we
designed the following experiments.

Firstly, when both the target classifier and the proxy classifier are FS-Net,
the evasive effectiveness of FAT with different ε is shown in Fig 4(a). For all mal-
ware families in the MTA dataset, FAT’s evasion detection rate(EDR) increases
with the perturbation degree ε. When ε = 0.03, the EDR of all malware families
are above 90%. What’s more, Fig. 4(b) shows the evasive effectiveness of adver-
sarial traffic for different target classifiers with different ε. Taking Trickbot as an
example, when ψp = LSTM and ε = 0.10, the adversarial traffic has excellent
evasive effectiveness on DL-based classifiers such as FS-Net and LSTM but has
weak evasive effectiveness on traditional ML-based classifiers such as SVM and
LR. The reason is that the architecture of the proxy classifier and the target
classifier are too different. The influence of the algorithm architecture between
the proxy classifier and the target classifier will be explored later. However, even
if the classifier architectures are quite different, when ε = 0.3, the adversarial
traffic can achieve acceptable evasive effectiveness.

Additionally, it can be seen from Fig. 4(a) that the variations of the evasive
effectiveness on the proxy model and the target model are similar. So the adver-
sary can fine-tune ε based on the feedback from the proxy model until the best
one is found.

Impact of Training Data. For an ML&DL-based classifier, the distribution of
training data dramatically affects the shape of its decision boundary or decision
hyperplane. By collecting the output of the target classifier, we try to build a
training dataset with a similar distribution to the target. The more data we
collect, the more similar its distribution is to the original distribution. We use
different number of collected samples to train the proxy classifier (ψp = LSTM)
separately and then generate adversarial traffic. The evasive effectiveness of FAT
for FS-Net is shown in Fig. 5. From our experimental results, it can be seen that
the more data we collect, the higher the probability of adversarial traffic evading
the target classifier.

Proxy Classifier Selection. There are two key factors to guide us in choosing
an appropriate proxy classifier. One is the architecture of the target classifier,
and the other is the type of features used by the target classifier.
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Fig. 4. The evasion effectiveness of the adversarial traffic with different ε. (a) shows
different malware families and (b) shows different target architectures.

Fig. 5. The evasive effectiveness of adversarial traffic generated by LSTM classifier
trained with different number of training samples.

To figure out the transferability of FAT between classifiers with different
architectures, we chose three proxy classifiers (MLP, LSTM, FS-Net) and seven
target classifiers and conducted 21 sets of experiments. At the same time, in
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order to explore the impact of different types of features on FAT, we extract
two type of features from MTA dataset for experiment. Note that FS-Net is not
included in the experiments of statistical features since FS-Net cannot handle
statistical features.

When the ε = 0.1, the experimental result is shown in Table 5. When the
proxy and target classifiers use the same architecture, FAT achieves the best
EDR even if their parameters are different. When the proxy and target classi-
fiers use different but similar architecture, for example, FS-Net and LSTM, the
evasive effectiveness is acceptable for the adversary. On the contrary, if the proxy
classifier uses a significantly different architecture from the target classifier, such
as LSTM and IF, the evasive effectiveness is poor. Thus we can conclude that
adversarial traffic transfer better between the classifier with more
similar architectures.

From the experimental results, we also find that FAT can be transferred well
between classifiers using the same type of features. For example, if MLP is used as
the proxy classifier, the EDR of FAT against classifiers using sequential features
is significantly higher than those using sequential features. This is because such
RNN-based classifiers are designed to analyse sequential data, which are different
from traditional ML algorithms. In contrast, MLP is closer to traditional ML
algorithms and can better fit statistical features.

We attempt to explain from the perspective of the decision boundary. There
are two main factors that determine the decision boundary of a classifier, one is
the algorithm architecture, and the other is the distribution of the training data.
Classifiers with similar architectures contain more similar mapping functions and
are more likely to learn similar decision boundaries. For example, both FS-Net
and LSTM contain RNN structure, which is very different from DNN, so the
adversarial traffic generated based on LSTM has good evasive effectiveness for
FS-Net, but is poor for DNN classifier. What’s more, some ML algorithms like
DT and IF do not apply gradients to update parameters, so the gradient-based
adversarial traffic seems to be less effective for evading these classifiers.

Table 5. Transferability of adversarial traffic between classifiers with different archi-
tectures (ε = 0.1).

Feature type Proxy classifiers (ψp) EDR against target classifiers (ψt)
MLP FS-Net LSTM LR DT SVM IF

Sequence features MLP 65.62 32.84 27.43 20.63 15.1 0.46 49.06
FS-Net 8.9 99.94 96.19 30.03 100 0.46 21.36
LSTM 7.06 96.68 82.58 42.26 71.63 0.55 24.136

Statistical features MLP 69.05 – 41.67 72.96 63.69 51.03 21.74
LSTM 34.62 – 75.97 38.52 50.48 34.84 0.89
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5.3 Attack Effectiveness for Different Target Classifiers

Based on the above observations and findings, the attack effectiveness experi-
ments of FAT are set up as follows. For the sequential feature, we choose FS-Net
as the proxy classifier, and for the statistical feature, we use MLP as the proxy
classifier. We calculate the detection performance of four ML-based classifiers
and two DL-based classifiers, respectively, and the EDR of FAT against the
above seven target classifiers.

When the perturbation limitation ε = 0.1, the experimental results are shown
in Table 6. When the target classifiers use sequential features, the adversarial
traffic generated by FS-Net achieves more than 95% evasion detection rate on
LSTM and FS-Net while having poor evasive effectiveness on MLP, LR, SVM
and IF. DT seems odd, mainly because the tree-related classifiers can change
the classification result as long as one suitable feature is modified.

When the target classifiers use statistical features, the adversarial traffic gen-
erated by MLP has more than 50% EDR for most ML classifiers except IF. The
reason is that IF is different from other classifiers and does not use indicators
such as distance or density to describe the difference between a sample and other
samples, so modifying features in a small range may not work well for IF.

Table 6. Detection effectiveness of target classifiers and evasing effectiveness of adver-
sarial traffic.

Target classifier (ψt) Sequence features (ψp =FS-Net) Statistical features (ψp =MLP)
Detection Evasion Detection Evasion
P R F1 EDR P R F1 EDR

MLP 97.78 98.43 98.11 8.90 94.84 95.00 94.80 69.05
FS-Net 99.98 99.98 99.98 99.94 – – – –

LSTM 96.88 97.09 96.85 96.19 94.40 94.47 94.35 41.67

LR 99.75 99.87 99.81 30.03 89.75 99.06 94.09 72.96
DT 100.00 100.00 100.00 100.00 99.61 99.53 99.57 63.69

SVM 99.85 98.99 99.42 0.46 96.43 99.24 97.77 51.03
IF 82.84 52.71 64.35 21.36 76.54 48.22 59.16 21.74

5.4 Comparison Experiments

Comparison Attack. To fully evaluate the effectiveness of FAT, we compare it
with the state-of-the-art white-box and black-box adversarial traffic work. The
baseline and SOTA works are summarized as follows.

– Baseline. Applying random perturbations to the traffic can also misclassifies
the target classifiers [17], which is also adversarial to the target classifier
to some extent. R-T randomly inserts interval time between packets; R-D
randomly duplicates partial original traffic.
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– White-box. Hashemi et al. [11] introduced adversarial attacks into network
intrusion detection systems for the first time. They design a white-box adver-
sarial attack assuming that the adversary has all knowledge about the target
classifiers.

– Black-box. Han et al. [12] designed a black-box adversarial attack based on
the GAN architecture and used the same CICIDS-2017 dataset as ours for
evaluation.

Furthermore, to evaluate the effectiveness of our method in feature-
constrained scenarios, we divide FAT into four groups according to the features.
All statistical features in the first group can be modified(FAT-A). The second
and third groups only modify time-related features(FAT-T) and packet length-
related features(FAT-L), respectively. The last group modifies both time-related
features and packet-length-related features.

Table 7. Comparative experimental results with ψp = MLP

Target Detection Comparison attack Our FAT
P R F1 EDR EDR

R-D R-T White-box Black-box A T L T+L

MLP 99.62 98.52 99.16 12.96 7.15 27.03 47.89 94.89 73.99 58.37 95.02
LR 99.46 94.54 96.92 13.88 15.73 57.54 62.67 84.83 59.41 74.39 80.38
DT 99.88 99.86 99.87 14.02 15.90 56.70 65.11 99.99 100.00 100.00 99.99
SVM 99.41 96.47 97.71 15.39 13.65 33.89 59.93 99.63 81.86 65.59 92.78
IF 90.72 57.45 70.46 0.38 6.58 0.26 25.67 54.19 44.11 10.32 55.33
AVG 97.82 89.37 92.82 11.33 11.80 35.08 52.25 86.71 71.35 61.73 82.12

Comparison Results. The comparison results are shown in Table 7. As shown
in the experimental results, when all features can be modified arbitrarily, our
attack achieves an average EDR of 86.7%, which is higher than the state-of-the-
art black-box attack by 34.4%. Even when only time-related features or packet
length-related features are modified, our attack can achieve an average EDR of
71.3% and 61.7%, and if both types of features are used, the average EDR can
reach 82.1%.

Comparing our second and third groups of attacks, we find that the perfor-
mance of MLP, SVM, and IF is more dependent on time-related features, while
LR is more dependent on packet-length-related features.
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5.5 Adversarial Traffic Visualization

To intuitively explain why FAT can evade encrypted traffic classifiers and can be
transferred between classifiers with similar architecture, we conduct the following
visualization experiments.

Effectiveness of FAT. For benign traffic and malicious traffic of each attack
in the CICIDS-2017 dataset, we extract their 77-dimensional statistical features
and generate adversarial features for malicious traffic under the guidance of the
MLP proxy classifier. Finally, we use PCA to reduce the three sets of statistical
features to 2 dimensions and draw their corresponding scatter plots.

The result is shown in Fig. 6. For each malicious attack, the distribution of
the adversarial traffic is far different from its original malicious traffic and is
closer to the benign traffic. In other words, FAT looks more like benign traffic
to the classifiers based on spatial distance. This phenomenon is more obvious on
Botnet, BruteForce and PortScan. Adversarial perturbation essentially changes
the distribution of traffic in space, and once it crosses the decision boundary of
the classifier, the adversarial traffic can misclassify the classifiers.

Fig. 6. Adversarial traffic visualization (ψp = MLP and ε = 0.1).

Transferability of FAT. To demonstrate the transferability of FAT between
classifiers with different architecture, we conduct the following experiments. For
each target classifier, we take the prediction of the target classifier as the ground
truth label, and combine the prediction of the proxy classifier to get the confusion
matrix.

The results is shown in the Fig. 7 Fewer FPs and FNs indicate that the
prediction results of the proxy classifier are closer to the target classifier. The
experimental results show that the prediction results of MLP are closer to LR,
SVM and DT, but quite different from IF. This means that the decision bound-
ary of MLP is more similar with LR, SVM and DT, and FAT can be better
transferred among them. Combined with the results in Table 7, it can be seen
that the FAT generated by MLP has better evasion effectiveness against LR,
SVM and DT, but the evasion effectiveness against IF is poor.



Evading Encrypted Traffic Classifiers by Transferable Adversarial Traffic 171

Fig. 7. Prediction results of classifiers with different architectures.

6 Conclusions and Future Work

This paper proposed a novel adversarial traffic attack framework named FAT,
which can effectively misclassify the ML-based traffic classifiers without control-
ling or obtaining the target classifier. Firstly, we built a proxy classifier with a
similar decision boundary to the target classifier. And then, we generate adver-
sarial features via the proxy classifier to misclassify the target classifier. Finally,
we translated the adversarial features into real adversarial traffic. Experimental
results showed that under appropriate settings, transferable adversarial traffic
can achieve an average EDR of 86.7% for unknown target classifiers, which is
higher than the state-of-the-art black-box attack by 34.4%.

For future work, we will try to generate transferable adversarial traffic based
on more complex features and attempt to propose a practical approach to defense
the adversarial traffic attacks.
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Abstract. Mobile crowdsensing has attracted widely attention as a new
sensing paradigm, in which mobile users collect sensing data by their
devices embedded various sensors. To motivate mobile users participat-
ing in sensing tasks, a number of auction mechanisms have been pro-
posed. In our work, we focus on the task allocation problem with multi-
ple constraints for the auction-based crowdsensing system to maximize
profit of the central platform, which has been proved to be NP-hard. To
solve the problem, a greedy-based task allocation algorithm with (1+γ)-
approximation solution is proposed, in which the bid improving profit of
the platform most is selected as the winning bid greedily in each iter-
ation. However, bids for all tasks of a user submitted to the platform
might let out location of the user unexpectedly. Therefore, we further
design a secure auction mechanism with secret-sharing-based task allo-
cation protocol, where each user can submit at most a winning bid to the
platform instead of all bids for tasks to prevent locations of users from
being inferred. The effectiveness of task allocation and location privacy
protection based on our proposed secure auction mechanism is verified
by theoretical analysis and simulations.

Keywords: Mobile crowdsensing · Privacy protection · Auction
mechanism · Secret sharing

1 Introduction

With the improvement of 5G technology, Internet of Things (IOT) devices inter-
act with each other at low delay and high rate to provide services such as intel-
lisense, recognition and pervasive computing. As a new sensing paradigm of IOT,
mobile crowdsensing [1] collects data through large-scale smart mobile devices
embedded sensors like accelerator, camera, GPS, etc. Generally, a crowdsensing
system consists of many mobile user devices to collect sensing data and a central
platform resided on the cloud to extract valuable information from received sens-
ing data. Compared with the traditional data acquisition method which takes
advantage of purchasing and installing sensors, mobile user devices have more
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flexibility to collect a large amount of data in different regions in crowdsensing
system. Thanks to the effectiveness of mobile crowdsensing, it has been applied
in many fields such as health care [11], environmental monitoring [9], traffic
prediction [14,16].

In order to ensure the quality of service for mobile crowdsensing applica-
tions, it is important to stimulate mobile users to participant in sensing tasks.
Moreover, assigning tasks to users for execution (i.e., task allocation) is a crit-
ical step to impact profit of the platform, which has become a major concern.
So far, many task allocation methods have been proposed to address the prob-
lem of motivating users based on auction mechanisms [19,22,24]. Normally, a
mobile user should transmit bid data including bids for all tasks to the plat-
form for task allocation. However, the sensitive information such as location
of each user might be revealed unexpectedly in an auction-based crowdsensing
system without trusted third parties when raw bid data of users are submitted
to the platform. The intuition of location leakage is that the smaller the bid
for a task in bid data submitted by a user, the distance between the user and
the task is shorter. If mobile crowdsensing applications fail to effectively protect
location privacy of mobile users, users will be reluctant to take part in sensing
tasks. Thus, it is vitally important to protect sensitive information of users for
a crowdsensing system.

Nowadays, a number of literature is committed to protect the location pri-
vacy of mobile users for crowdsensing systems. Some location privacy protection
mechanisms are proposed for crowdsensing with third trusted parties by apply-
ing encryption and differential privacy (DP). For these encryption approaches
[2,4,7,20], they always assume there is a trusted authority in the crowdsensing
system which is responsible for key generation and distribution to collaborate
with smart mobile users to encrypt sensitive data. Differently, DP-based meth-
ods [6,18] perturb the original sensitive data of smart device users by a trusted
platform to keep privacy information from leakage. However, it is not realistic
to assume that there is a completely trusted third party. Fortunately, both loca-
tion differential privacy (LDP) and secret-sharing method are effective tools for
crowdsensing without a trusted third party. Compared to DP-based approaches,
LDP-based methods [5,12,17,23] perturb sensitive data by mobile users locally
instead of the platform. Differently, the research based on the secret sharing
scheme [21] divides private data into multiple shares and send these shares to
other users to compute collaboratively and safely through interactive communi-
cation. However, there are few methods considering location privacy leakage of
users by bid information for task allocation in the auction-based crowdsensing
system without any trusted third party.

Although these researches have protected the private locations of mobile
users, it is very difficult for them to be applied to our proposed model. Firstly,
we must ensure that the location privacy information cannot be inferred based
on bids submitted by users during the auction mechanism for our mobile crowd-
sensing system, meanwhile the task allocation decisions should be decided. How-
ever, it is ignored by many existing works. Secondly, the DP and LDP schemes
inevitably lead to performance degradation of results by adding noise. Thus, it
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is unjustified to adopt the methods to protect privacy for the NP-hard problem
in our work which can only obtain an approximate solution in polynomial time.
Finally, although existing works based on encryption schemes can achieve the
homomorphism of the calculation to ensure the validity of decisions, they set up
an authority agency to generate and distribute keys in the crowdsensing system.
Moreover, encryption will generate a huge computational cost, which greatly
increases the computation delay of privacy protection.

To solve the problem of task allocation for auction-based crowdsensing sys-
tem, we firstly propose the greedy-based task allocation (GBTA) algorithm.
Then, a secure auction mechanism utilizing secret-sharing-based task allocation
(SSTA) protocol is designed, in which each user only submits the winning bid
to the platform. For the auction mechanism based on GBTA algorithm, each
user submits bid data for all tasks to the platform and the algorithm greedily
selects a winning bid which can most improve profit of the platform in each
iteration. However, as the bid data of a user should be enclosed and submitted
to the untrusted platform, the location of the user might be inferred. Thus, we
apply secret sharing technology to design a secure auction mechanism, in which
each mobile user splits one bid into multiple polynomial bid shares and sends
them to other users. After these users complete security multi-party computa-
tion according to SSTA protocol, all users will return the decision shares they
hold for restoration. In the end, each user only needs to upload the price request
for the assigned task, not for all tasks. As the platform cannot infer the distance
relationship between tasks and a user according to the submitted winning bid of
the user based on our secure auction mechanism, the location privacy of users
can be well protected.

The main contributions of our work are summarized in the following:

– we consider the task allocation problem in the auction-based crowdsensing
system, in which one task can be allocated to multiple users under budget
constraint of the task. Meanwhile, the attack model which can infer locations
of users based on bid data is presented. We prove the task allocation problem
is NP-hard, then the GBTA algorithm is designed to obtain an approximate
solution.

– To protect the location information of users during the auction process, a
secure auction mechanism incorporating the SSTA protocol is proposed for
crowdsensing without a trusted third party, in which each mobile user can
only submit at most one winning bid to the platform. Moreover, the SSTA
protocol can obtain the same approximate solution as GBTA. We prove that
the location privacy of users is well protected from being disclosed to third
parties during the execution of SSTA.

– We conduct simulations to evaluate the effectiveness of task allocation and
location privacy protection level of the proposed mechanism. The results show
that our method can effectively protect the location privacy of users while
ensuring the profit of the platform.

This paper is organized as follows. We first discuss related works in Sect. 2.
Then, we present our system model, attack model and problem formulation in
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Sect. 3. The GBTA algorithm and the secure auction mechanism utilizing SSTA
protocol with a logarithmic approximation ratio are proposed in Sect. 4. Finally,
simulation results are presented in Sect. 5, and the paper is concluded in Sect. 6.

2 Related Work

In this section, we present briefly several location privacy-preserving mechanisms
for mobile crowdsensing which can be classified into two categories including of
trusted third party (TTP) assisted mechanisms and TTP-free mechanisms.

There are some works [2,4,6,7,18,20] focus on crowdsensing systems with
TTPs. The approach proposed in [2] can prevent leakage of geo-tagged sensing
data for crowdsensing with fog nodes effectively by applying Paillier encryption,
in which the users send ciphertext of sensing data encrypted with a key dis-
tributed by the TTP. In [4], locations of users and regions of sensing tasks can
be encrypted into a set of prefixes after key distribution by the trusted authority
based on prefix encoding method. Moreover, both [7,20] are committed to design
secure reverse auction mechanisms to protect locations of users by preventing
bid leakage during auction period for crowdsensing with a TTP distributing keys
to users. Li et al. [6] obfuscate position correlation weights between mobile users
through trusted edge nodes based on differential privacy for edge computing.
Wei et al. [18] assume that the cellular service provider is a TTP, and service
requesters and mobile users send raw location data to the TTP for adding noise.

In other works [5,12,17,21,23], researchers assume that there is no TTP in
the proposed crowdsensing system. Obviously, this assumption is more realis-
tic. To recruit mobile users, Li et al. [5] guarantee the crowdsensing coverage
meanwhile protecting locations of users based on LDP methods. Mobile users
need upload one of frequently visited obfuscated-locations and find a set of users
to maximize future crowdsensing coverage based on these perturbed locations in
[17]. A novel location privacy-preserving mechanism is designed in [23] to protect
the location of users in the space dimension and spatiotemporal activity. For the
field of Internet of Vehicles, Qian et al. [12] propose a location-preserving task
allocation method meanwhile improving task quality by perturbing locations on
mobile devices. Different from above works, Xiao et al. [21] protect the sensing
quality of each user to prevent location privacy leakage based on secret sharing
scheme.

However, there are few works which are commited to location privacy pro-
tection at the auction stage for the crowdsensing system without any TTP.

3 System Model and Problem Formalization

In this section, we introduce our crowdsensing system model which consists of
a semi-honest central platform and plenty of semi-honest mobile users. Then, a
security model is introduced to measure the computation security under semi-
honest model in our crowdsensing system and an attack model is presented to
infer locations of users based on the received bid data. Finally, the task allocation
problem formalization is given.
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3.1 Crowdsensing System Model

We consider there is a central platform to announce many sensing tasks T =
{t1, t2, · · · , tm} and some mobile users U = {u1, u2, · · · , un} participate in sens-
ing tasks in our crowdsensing system. Moreover, the platform and users are
semi-honest, which means they may extract extra information from received
data. After the platform announces sensing tasks, a user can be allocated at
most one task to execute and each task may be allocated to multiple users so
that the platform can obtain an accurate estimated value of the task based on
a mass of sensing data collected by these users. For sake of convenience, geo-
graphical locations can be represented by two-dimensional grid coordinates in a
2D space. Thus, each task is denoted by a tuple tj

def= <lj , Bj>, where lj is the
grid coordinate location of the sensing task tj , and Bj is the total budget of tj .

If a user ui’s location is inconsistent with the location of the task tj to be
performed, the user should move to the location of the task to collect sensing
data. The cost of the movement is denoted by cj

i , which is positively correlated
with the distance dj

i between user ui and task tj . Compared to the cost of
movement, the cost of performing tasks can be neglected so that the bid of user
ui performing task tj is equivalent to the cost of movement and can be also
denoted by cj

i . That is to say, the bid increases as the distance between the user
and the task increases. After the sensing data collected by user ui of task tj is
transmitted to the platform, the platform will make a profit αiGj − cj

i , in which
αi ∈ [0, 1] represents the credit of user ui for completing tasks according to
quality of historical sensing data and Gj is the basic earning of task tj provided
by the platform.

As shown as Fig. 1, the auction process for our auction-based crowdsensing
system can be divided into five steps: (1) The platform publishes m location-
sensitive tasks with location tags and budget constraints. (2) Each user generates
the bid set Ci = {c1i , c

2
i , · · · , cj

i} based on the distance to tasks and submits
these bid data to the platform. (3) The platform allocates tasks to users to
maximize the profit of the platform according to received bid sets of all users
C = {C1, C2, · · · , Cn}. (4) Each user submits the results of allocated sensing task
to the platform. (5) The platform pays some rewards to users according to the
winning bids.

However, as the raw bid sets are uploaded to the central platform in the
auction-based crowdsensing system, the platform may infer the location of a
user according to the distance between the user and each task contained in the
bid set. Therefore, a secure auction mechanism for crowdsensing without any
TTP will be designed in the Sect. 4.4 to prevent the location of each user from
being revealed.

3.2 Security Model

In our work, both the platform and mobile users are semi-honest. On the one
hand, the platform and mobile users follow the task allocation protocol, show-
ing the honest aspect. On the other hand, they may infer the location privacy
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Fig. 1. An auction-based crowdsensing system model.

according to the received bid data in the course of auction, showing the dishon-
est aspect. Moreover, if each semi-honest party in system cannot extract extra
information from the received data during execution of protocol, we can consider
the computation in the protocol to be private. The private computation under
semi-honest model can be defined in the following:

Definition 1 (Private computation under semi-honest model [3]). Sup-
pose there is a function F that is computed jointly by n parties, we let xi

be the input of the i-th party, and Fi is the output of the i-th party, i.e.,
F(x1, x2, · · · , xn) = (F1,F2, · · · ,Fn). Especially, let 1 ≤ i ≤ n represent
n mobile users. The view of the i-th party during the execution of the pro-
tocol is V IEWi = (xi, r,mi), where r represents the outcome of the i-th
party’s internal coin tosses and mi represents the messages that the user has
received. For I = {i1, i2, · · · , ik} ⊂ {1, 2, · · · , n}, the outcomes of these parties

Fi1 ,Fi2 , · · · ,Fik can be denoted by FI . Moreover, the view of I is V IEWI
def
=

(I, V IEWi1 , V IEWi2 , · · · , V IEWik). Then, for any party subset I, the compu-
tation protocol can compute the function F privately if there exists a polynomial
time algorithm A satisfying the following relationship:

A(I, (xi1 , xi2 , · · · , xik ,FI)) = V IEWI . (1)

According to Eq. (1), what is acquired from a party’s view can be obtained
entirely from the input and output of this party. That is to say, any party in our
system cannot infer the location information from they received data as long as
a private computation protocol is designed.

3.3 Attack Model

For the crowdsensing system, we introduce an attack model to infer the location
of a user according to bid data submitted by the user. For the convenience of
expression, the candidate locations, where the distance to tasks increases as the
bid increases, are denoted by L. Then, the attacker infers the location of a user
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Fig. 2. An attack example.

by calculating the Euclidean distance similarity between the normalized distance
vector from a candidate location to tasks and the normalized bid vector.

For example, there is a region divided to 4 * 4 grids and a user at location
(1,1), three tasks located at (2,2), (0,1), (3,1) respectively as shown as Fig. 2.
Suppose the original bid vector is set as (2,1,4) computed by the square func-
tion. Firstly, the candidate locations L can be determined as coloured areas in
the figure. That is to say, the distances from a location in L to task 2, task 1,
and task 3 are monotonically increasing and the user must be in one of these
candidate locations. Next, the Euclidean distance similarity between the nor-
malized distance vector of each candidate grid and normalized bid vector can
be obtained. Finally, we can find that the value of grid (1,1) is smallest which
means the user is most likely to be in the location. So far, an attacker may infer
the location of a user based on the received bid information.

3.4 Problem Formalization

In the work, we focus on the secure task allocation problem in the auction-based
mobile crowdsensing under the semi-honest model to maximize the total profit
of the platform. Then, the problem can be formalized as follows:

Maximize :
∑m

j=1

∑n

i=1
(αiGj − cj

i )x
j
i (2)

Subject to :
∑n

i=1
cj
ix

j
i ≤ Bj (3)

∑m

j=1
xj

i ≤ 1 (4)

xj
i ∈ {0, 1} (5)

Eq. (1) holds (6)

Here, Eq. (3) represents the budget constraint, which means the total cost of
multiple users performing a task cannot exceed budget of the task and Eq. (4)
indicates that each user can be allocated at most one task. Equation (5) shows
the task allocation decision xj

i is binary. If the task tj is allocated to the ui (i.e.,
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bid cj
i is one of winning bids), the decision variable xj

i = 1, otherwise xj
i = 0. To

protect the location of each user from being revealed, Eq. (6) should be satisfied
so that additional location information of users can not be inferred during the
execution of a secure computation protocol.

4 Methodology

In this section, we first introduce a GBTA algorithm for the system without secu-
rity guarantee, and we analyse theoretically the approximation ratio achieved by
the GBTA algorithm. Moreover, a secure auction mechanism with SSTA proto-
col is designed on this basis. Finally, we prove that the location of each user can
be preserved well during the execution of SSTA and the accuracy of this method
is same as GBTA algorithm.

4.1 Problem Complexity Analysis

Theorem 1. The task allocation problem is NP-hard.

Proof. We consider a special case of the task allocation problem, in which there
is only one task to be allocated, i,e., | T |= 1. Thus, each user ui will generate
a bid ci for the task. Moreover, the credit of user ui is denoted by αi, G is the
basic earning of the task provided by the platform and the budget of the task is
B. Then, we should select some users U ′ ⊆ U performing the task to maximize∑

ui∈U ′(αiG− ci), while the total bid of users U ′ is no more than the budget B.
Obviously, the special problem is regarded as 0–1 knapsack problem equivalently
which is a classic NP-hard problem: Given a knapsack with capacity B and an
item set U , the value of item ui is αiG − ci and the weight is ci, select some
items to put into the knapsack to maximize the total value within the capacity
of the knapsack. Accordingly, the general task allocation problem in our work is
at least NP-hard.

4.2 Greedy-Based Task Allocation Algorithm

As the task allocation problem is NP-hard, an algorithm based on greedy strat-
egy is designed to obtain an approximate solution in polynomial time. Firstly,
let X be the set of decision variable xj

i whose initial value is 0. The GBTA algo-
rithm contains multiple iterations and the algorithm always selects the bid which
most improves the profit of the platform within the budget constraints of tasks
in each iteration. That is to say, if there is a bid cj

i that makes αiGj − cj
i the

largest non-negative value, the task tj will be allocated to user ui, i,e., xj
i = 1.

Moreover, if there is no bid to meet the budget constraint or make non-negative
profit in bid data of a user, the user will be not assigned tasks. Since each user
is assigned at most one task, the user ui should be removed from the user set U
after a task is allocated to the user and GBTA terminates when the user set is
empty.
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Algorithm 1: Greedy-Based Task Allocation algorithm
Input: U , S, C, {αi | i ∈ U , j ∈ T }, {Bj , Gj | j ∈ T }
Output: X

initialization: X = 0, max = −1
1: while U �= ∅ do
2: for each user i in U do
3: construct task set of each user ui:

T ′
i = {tj | cji ≤ Bj , αiGj − cji ≥ 0}

4: if T ′
i = ∅ then

5: U = U\ui;
6: for each user i in U do
7: for each task j in T ′

i do
8: if αiGj − cji > max then
9: max = αiGj − cji

10: allocTask = j
11: selUser = i
12: xAllocTask

selUser = 1
13: U = U\selUser
14: BallocTask = BallocTask − cji
15: return task allocation decision X

The detailed GBTA algorithm is as shown as Algorithm1. From step 2 to
step 5, we construct a candidate task set for each user, in which each task has
enough budget and the profit of the platform will be improved by assigning the
task to the user. If the candidate task set of a user ui is empty, the user will not
be assigned any task. Then, a winning bid which produces largest non-negative
profit αiGj −cj

i within task budget constraint is determined in step 6–11 for each
iteration and we record the index of the winning bid. When a bid cj

i is winning
bid, the task tj will be allocated to the user ui. Thus, we remove the user who
has been assigned a task from the user set and update the budget of the task tj
in step 12–14.

4.3 Approximation Performance Analysis

Theorem 2. Suppose the profit produced by Algorithm 1 is Falg and the profit
generated by the optimal solution is Fopt. They satisfy the following equation:

Fopt

Falg
≤ 1 + γ, where γ = max{Bj

cj
i

| tj ∈ T , ui ∈ U} (7)

Proof. Then, we can prove Eq. (7) by adopting mathematical induction method.
(1) Firstly, when | U |= 1, we can find obviously that the greedy solution is

same as optimal solution and Fopt/Falg = 1(< 1 + γ).
(2) Next, suppose Fopt/Falg ≤ 1 + γ holds when | U |= n.
(3) Given | U |= n+1. Without loss of generality, we assume that α1G1−c11 =

max{αiGj −cj
i | ui ∈ U , tj ∈ T } and the value is non-negative. According to the



A Secure Auction Mechanism for Task Allocation in Mobile Crowdsensing 183

GBTA algorithm, u1 must be assigned task t1, i,e., xj
i = 1. Now, we consider

two cases in the following:

In the Optimal Solution, Task t1 is also Allocated to User u1. Consider
the sub-problem P ′ in which the user set is U ′ = U −{u1} and the budget of task
t1 is B′

1 = B1−c11. After running the GBTA algorithm for the sub-problem P ′, we
can get the profit Falg|P ′ . Moreover, the profit generated by optimal solution for
the sub-problem is denoted by Fopt|P ′ . Then, we have Falg = Falg|P ′ +(α1G1−c11)
and Fopt = Fopt|P ′ + (α1G1 − c11) based on optimal structure of our problem.
According to the step (2) of the mathematical induction, we find Fopt|P ′ ≤
(1 + γ)Falg|P ′ . Accordingly, we have:

Fopt

Falg
=

Fopt|P ′ + (α1G1 − c11)
Falg|P ′ + (α1G1 − c11)

≤ 1 + γ (8)

In the Optimal Solution, Task t1 is Not Allocated to User u1. Thus, the
task t1 is assigned to other users U (1)

opt and the profit generated by the allocated

task t1 based on optimal solution is denoted by F
(1)
opt . Then, we have:

F
(1)
opt =

∑

ui∈U(1)
opt

(αiG1 − c1i ) ≤ γ(α1G1 − c11) (9)

Without loss of generality, we assume the user u1 is allocated task t2 in optimal
solution. Consider the sub-problem P ′′ in which the user set is U ′′ = U −{u1}−
U (1)

opt, the task set is T ′′ = T −{t1} and the budget of task t2 is B2−c21. The profit
produced by optimal solution for the sub-problem can be denoted by Fopt|P ′′ .
Then, we have:

Fopt = Fopt|P ′′ + F
(1)
opt + (α1G2 − c21) (10)

It should be noted that the sub-problem P ′′ is contained in problem P ′ so that
Fopt|P ′′ ≤ Fopt|P ′ . Moreover, as |U ′| = n in sub-problem P ′, we can get Fopt|P ′ ≤
(1 + γ)Falg|P ′ . Thus, the following inequality exists:

Fopt|P ′′ ≤ (1 + γ)Falg|P ′ (11)

From Eq. (9) to Eq. (11) and α1G1 − c11 = max{αiGj − cj
i | ui ∈ U , tj ∈ T }, we

have:
Fopt

Falg
=

Fopt|P ′′ + F
(1)
opt + (α1G2 − c21)

Falg|P ′ + (α1G1 − c11)

≤
(1 + γ)Falg|P ′ + γ(α1G1 − c11) + (α1G2 − c21)

Falg|P ′ + (α1G1 − c11)

≤ 1 + γ

(12)

So far, Theorem 2 is proved. That is to say, GBTA algorithm can achieve (1+γ)-
approximation solution where γ = max{Bj

cji
| tj ∈ T , ui ∈ U}.
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4.4 A Secure Auction Mechanism for Task Allocation

For the basic auction-based crowdsensing system, the location of a user could be
leaked out as the bid set of the user is submitted to the platform to execute the
GBTA algorithm. To protect the bid information from third parties, we apply the
secret sharing scheme to the GBTA. Firstly, we introduce the preliminaries of a
well-known Shamir secret sharing scheme and then a secure auction mechanism
with SSTA protocol is designed for protecting sensitive information and assigning
tasks to users.

Preliminaries

Definition 2 (Shamir secret sharing). Let p be an odd prime and Zp be
a prime field. A secret s ∈ Zp means that s ∈ {0, 1, 2, · · · , p − 1}. If a secret
s is shared among n parties based on a random polynomial fs = s + α1x +
α2x

2 + · · · + αtx
t mod p with randomly chosen αk ∈ Zp for 1 ≤ k ≤ t ≤ n

2 ,
[s]p = {fs(i) | 1 ≤ i ≤ n} is a share set of the secret s ∈ Zp. Moreover, the share
of secret s received by party i in the [s]p is denoted by [s]ip.

Suppose that there are two secrets a, b to be shared and the random polynomials
with degree t of them are fa = a + a1x + a2x

2 + · · · + atx
t mod p and fb =

b + b1x + b2x
2 + · · · + btx

t mod p, respectively. For the sake of writing, we use [·]
instead of [·]p in the following. Then, there are some mathematical operations
of secure multi-party computation to calculate one function based on Shamir
secret sharing scheme. The addition operation and subtraction operation can be
redefined and computed as follows:

[a] + [b] � [(a + b) mod p] = ([a] + [b]) mod p (13)

[a] − [b] � [(a − b) mod p] = ([a] − [b]) mod p (14)

The Eq. (13) above can be established as fa + fb = (a + b) + (a1 + b1)x + (a2 +
b2)x2+· · ·+(at+bt)xt mod p and in a similar way, Eq. (14) is correct. Obviously,
we can find that each user ui can calculate the redefined addition and subtraction
of own shares locally by the received share [a]ip and share [b]ip.

However, the multiplication operation [a]∗[b] � [(a∗b) mod p] and comparison
operation Comp([a], [b]) can not be realized locally for any party. Let l be the bit
size of the prime p. In our work, [a]∗[b] is computed by communicating with other
parties according to the secure distributed multiplication protocol [8] based on
Newton’s interpolation theorem, in which the computation complexity is O(n2l)
bit-operations per user and the communication complexity is O(nl). To compare
the value a and value b, a multiparty comparison computation protocol [10] is
proposed, in which the communication complexity is 279l+5 times as large as the
multiplication operation and the computation complexity depends on 15 rounds
of performing the multiplication protocol in parallel. Note that if a ≤ b, the com-
parison protocol determines Comp([a], [b]) = [1], otherwise Comp([a], [b]) = [0].
Then, the max selection operation Max([a], [b]) � [max(a, b)] can be calculated
by [a] + (Comp([a], [b]) ∗ ([b] − [a])).
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Fig. 3. A secure auction mechanism for crowdsensing system.

Design for Secure Auction Mechanism. In auction-based crowdsensing
system, if only the winning bid of a user is submitted to the platform, the
platform can not infer location of the user according to the distance relationship
between the user and tasks contained in bid set of the user. This gives us the
inspiration to design our secure auction mechanism to maximize total profit of
the platform by task allocation. The main steps of our secure auction mechanism
are as shown as Fig. 3.

(1) Task Publication: The platform publishes m tasks, the location lj and the
budget Bj of each task tj , 1 ≤ j ≤ m. Moreover, the platform computes the
value of αiGj and sends the value to each user ui.

(2) Parameters Generation: Each user ui submits an odd prime pi which is
larger than max(c1i , · · · , cm

i ). Then, the platform determines the odd prime p
which is larger than max(αiGj + 1, {pi | ui ∈ U}, {Bj | tj ∈ T }) and the degree
of polynomial is t(≤ n). The parameters including the odd prime p and degree
t are released to all users.

(3) Secret Sharing: Each user ui computes function Ij
i according to the

received value αiGj and bid cj
i as follows:

Ij
i =

{
αiGj − cj

i + 1, if αiGj − cj
i ≥ 0

0, if αiGj − cj
i < 0.

Then, each user ui generates a share set [cj
i ] of secret cj

i and a share set [Ij
i ] of

secret Ij
i and transmits the shares [cj

i ]
i′
p , [Ij

i ]i
′

p to each other user ui′ .
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Algorithm 2: Secret-Sharing-based Task Allocation protocol
Input: U , S, [cji ], {αiGj , Bj | i ∈ U , j ∈ T }
Output: [X ]

initialization: [xj
i ] = [0], [yi] = [0], [sj ] = [Bj ]

1: for round 1 to n do
2: for i in candidate user set U do
3: for j = 1 to m do
4: [f j

i ] = [Ij
i ] ∗ Comp([cji ], [sj ])

5: [fmax] = Max([f j
i ] | 1 ≤ i ≤ n, 1 ≤ j ≤ m)

6: users compute and reveal Comp([fmax], 0).
7: if Comp([fmax], 0) == 1 then
8: break;
9: else

10: for i in candidate user set U do
11: for j = 1 to m do
12: [z] = Comp([fmax], [f j

i ]) ∗ (1 − [yi]) ∗ Comp([cji ], [sj ])
13: [xj

i ] = [z] + [xj
i ]

14: [yi] = [yi] + [z]
15: [sj ] = [sj ] − ([z] ∗ [cji ])

each user ui′ send [yi]
i′
p to user ui for restoration,

16: if yi = 1 then
17: the user ui communicates with the platform, then the platform updates

and broadcasts the candidate user set U = U − {ui} to all users.
18: else
19: continue;
20: return polynomial decision share [X ]

(4) Task Allocation: This step is also regarded as the process of selecting
winning bids. Users jointly make the task allocation decision share [X ] = {[xj

i ] |
∀ui ∈ U ,∀tj ∈ T } according to SSTA protocol.

Specially, Users compute jointly the function [f j
i ],∀ui ∈ U ,∀tj ∈ T . If the

bid cj
i is larger than the budget Bj , SSTA determines the function [f j

i ] = [0],
otherwise [f j

i ] = [Ij
i ] in step 2–4. Step 5–8 indicates that the maximum value of

the function is determined as fmax privately and the protocol will be terminated
in advance if fmax < 0. From step 12–17, users determine the winning bid and
make task allocation decisions. If the function f j

i is largest and user ui has
not been assigned a task on the condition that the budget of tj is adequate,
users determine the decision share set [xj

i ] = [1] and execution flag of the user
is [yi] = [1]. Then, the budget of task tj should be updated and the user ui

should be removed from the candidate user set. Moreover, the decision share set
[X ] can be decided after at most n iterations. When the [X ] is decided, each
user ui′ sends {[xj

i ]
i′
p | ∀tj ∈ T } to user ui. Then, the task allocation decision

{xj
i | ∀tj ∈ T } can be derived by user ui according to decision share [xj

i ] based
on Newton’s interpolation theorem.
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(5) Task Submission: If the task allocation decision xj
i = 1, user ui arrives

the location of task tj . Moreover, the user sends the sensing data of task tj and
the winning bid cj

i to the platform. Note that the platform only obtains the
winning bid and the allocated task of each user so that the locations of users
can be protected.

(6) Reward Users: The platform pays rewards for each user ui according to
the winning bid cj

i submitted by the user.

Theorem 3. The SSTA protocol in the secure auction mechanism can protect
location of each user from being revealed to other semi-honest mobile users and
the platform, even if t−1 users are monitored at the same time by other attackers.

Proof. In the step 1 and step 2 of our proposed mechanism, each user submits
some random numbers which are independent of the user’s location. Then, each
user receives some bid polynomial shares uploaded by other users in step 3. As
the coefficients of polynomials are random, users cannot infer bid information
from received bid shares. Thus, the inputs of SSTA will not leak the bid informa-
tion of each user. Since the multiplication operation and comparison operation
have been proved to be secure [8,10], we just focus on proof of the compu-
tation security of SSTA protocol itself. Let I = {i1, i2, · · · , ik} ⊂ {1, · · · , n}
represent any k = t − 1 users selected from mobile users U . According to the
SSTA protocol, we can obtain the received message of user ih, denoted by
mih = {[f j

i ]ihp , [z]ihp , [xj
i ]

ih
p , [yi]ihp , [sj ]ihp , [fmax]ihp }. Thus, the view of user ih is

V IEWih = ({n,m, cj
ih

, αiGj , Bj}, r,mih). Then, the view of user set I can be
denoted as V IEWI = {I, V IEWi1 , · · · , V IEWik}. In V IEWI , the number of
shares of each secret is no larger than the degree t, so that information of these
secrets cannot revealed by these shares according to the secret sharing scheme.
Moreover, the platform obtains only some flags 0 or 1 independent of locations
of users to determine whether the protocol can be terminated in advance. Thus,
Eq. (6) holds and the whole SSTA protocol is secure.

Theorem 4. The SSTA protocol can also produce (1 + γ)-approximation solu-
tion, where γ = max{Bj

cji
| tj ∈ T , ui ∈ U}.

Proof. Originally, the SSTA protocol applies secret sharing scheme based on the
GBTA algorithm to protect sensitive information of users. By analysis of GBTA
and SSTA, we can find that both of them select a bid which can most improve
profit of the platform as the winning bid in each iteration. Thus, SSTA protocol
can obtain the same task allocation decisions as GBTA, and then the Theorem4
is proved.

5 Evaluation

In this section, we first introduce compared algorithms and simulation settings,
and then the SSTA protocol is evaluated in two perspectives, i,e., task allocation
performance measured by total profit of the platform and privacy protection level
evaluated by location privacy leakage rate.
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5.1 Algorithms for Comparison

Although many existing researches have focused on task allocation in mobile
crowdsensing, the various crowdsensing models and problems in these works
are not exactly same as ours. Generally, greedy strategies are often adopted to
deal with NP-hard task allocation problems. In order to measure the validity of
task allocation results of GBTA algorithm and SSTA protocol, we design two
task allocation algorithms in the following based on the basic idea of algorithms
proposed by [13,15] for comparison, which can be applied to our work.

The first comparison method is Minimum Bid First (MBF) task allocation
algorithm, in which the platform selects the smallest bid in each iteration for
task allocation. Another approach is Maximum Profit per Cost First (MPCF)
algorithm, where the bid with the largest platform profit obtained by unit cost
is decided as a winning bid in each round of execution, i,e., max{αiGj−cji

cji
|

ui ∈ U , tj ∈ T }. In addition, we compare the task allocation algorithm without
privacy protection GBTA and SSTA protocol to analyse the impact of secret-
sharing-based privacy protection approach applied in SSTA on the total profit
of the platform.

5.2 Simulation Settings

In our simulations, we conduct the experiments on geographic areas which are
divided into 50∗50 grids. The basic earning of task Gj is constrained in the range
[20, 100]. To obtain bids by mobile users, four basic monotonically increasing
functions are considered as follows:

cj
i = fi(d

j
i ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ai ∗ dj
i if ui selects linear function

ai ∗ dj
i

2
if ui selects square function

ai ∗
√

dj
i if ui selects square root function

ai ∗ log (1 + dj
i ) if ui selects logarithmic function

(15)

where ai ∈ (0, 20].

Table 1. Parameter Settings

Parameter name Values

Number of users n 100, 200,300, 400, 500

Number of tasks m 50,100, 150, 200, 250

Range of task budget B [50, 60], [50, 70], [50, 80][50, 80][50, 80], [50, 90], [50, 100]

Mean of user credit α 0.5, 0.6,0.7, 0.8, 0.9

Moreover, we consider four variable parameters including the number of users
n, the number of tasks m, the range of task budget B and the mean of user credit
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α. The values of these parameters are shown in Table 1, in which default values
of the parameters are highlighted in bold. When we change one of the variable
parameters, the other parameters will remain as the default values.

5.3 Evaluation on Task Allocation Performance

To evaluate the influence of the number of users and the number of tasks on task
allocation performance, we compare the total profit of the platform obtained by
MBF, MPCF, GBTA and SSTA. The results are depicted as Fig. 4 and Fig. 5.

Fig. 4. Total profit of the platform v.s.
number of users.

Fig. 5. Total profit of the platform v.s.
number of tasks.

On the one hand, we can find that our approach GBTA and SSTA can achieve
more profit than MBF and MPCF when the number of users participating sens-
ing tasks increases from 100 to 500 or the number of tasks increases from 50
to 250. This is because MBF only takes the cost of the platform into consid-
eration but ignores the benefits obtained by the platform. Moreover, only if a
winning bid is less than 1, the profit obtained by MPCF will be greater than
that of GBTA and SSTA. On the other hand, we can observe that the profit of
the platform increases significantly as the number of users and tasks increases.
Additionally, the results obtained by GBTA are consistent with those obtained
by SSTA due to the same basic idea which is discussed in Theorem 4.

In addition, we also report experimental results of profit of the platform with
different range of task budget and various mean of user credit in Fig. 6 and Fig. 7,
respectively. With the changes of the two parameters B and α, we can find that
the results of SSTA and GBTA are superior to the comparison methods MBF
and MPCF. Moreover, we can observe that the profit of the platform obtained
by our approach improves in either situation. In particular, when the range of
task budget extends, the profit obtained by MPCF, GBTA, SSTA slightly but
steadily increases. This is because the task allocation decisions change only when
the budget of a task is insufficient.
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Fig. 6. Profit of the platform v.s. range
of task budget.

Fig. 7. Profit of the platform v.s. mean
of user credit.

5.4 Evaluation on Privacy Protection Level

To evaluate the privacy protection level of our proposed auction mechanism,
the location privacy leakage rate (i,e., the percentage of users who let out their
positions) is considered. Here, we will not evaluate whether users participating
in multi-party security computing can infer the locations of other users or not
during the execution of SSTA since the security has been proved in Theorem3.
Specifically, when the privacy protection method is not adopted, the platform
infers location of each user based on the original bids for all tasks of the user
according to attack model mentioned in Sect. 3.3. Moreover, the platform can
only obtain the results of the auction including the winning bid and an assigned
task of a user in the case of applying our mechanism so that the platform can
only infer the location of a user by blindly assuming that the location of the
assigned task is the user’s location.

As shown as Fig. 8, we can observe that the privacy leakage rate with our
approach remains around 0.02 while the locations of 98% of users are exposed to
the platform without any protection method as the number of users increases.
The essence of stability is that a constant number of bids submitted by a user
does not allow the platform to extract more location information during the auc-
tion without protection. Naturally, the increase of users may lead to an increase
in the number of users consistent with the location of the assigned task. How-
ever, the privacy leakage rate keeps stable by adopting our effective mechanism
in the crowdsensing system.

In Fig. 9, although there are only 50 tasks in the region of crowdsensing sys-
tem, the location privacy of users is revealed with probability 0.963. Moreover,
the privacy leakage rate is closer to 1 which means almost all locations of users
can be inferred by the platform as the number of tasks increases. This is because
the platform may deduce the location of a user according to more bid informa-
tion, in which the number of bids is consistent with the number of tasks. We
also report the privacy leakage rate for our auction mechanism with protection
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Fig. 8. Profit of the platform v.s. num-
ber of users.

Fig. 9. Profit of the platform v.s. num-
ber of tasks.

in the figure, and we can find that the probability of location privacy disclosure
increases slowly and monotonously as the number of tasks increases. The reason
is that an increase in the number of tasks makes it more likely that users and
tasks are in the same location. However, when there are 250 tasks, the privacy
leakage rate descends about 95% by adopting the proposed auction.

6 Conclusion

In this paper, we consider the problem of task allocation with location privacy
protection in an auction-based crowdsensing system without any trusted third
party. We first formalize the problem as a NP-hard problem and propose GBTA
algorithm with (1 + γ)-approximation solution for task allocation without the
security constraint. However, the bid information of a user is positively and
strongly correlated with the distance from the user to tasks, which may lead to
the location leakage of the user in the crowdsensing based on the attack model.
Thus, we next design a secure auction mechanism by applying SSTA protocol to
assign tasks privately which can achieve the same results as GBTA. It is proved
that the security of the auction mechanism is guaranteed. Finally, the simulation
results show that our approach has excellent performance in task allocation and
it can protect location privacy of users effectively.
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Abstract. Mobile-edge computing (MEC) has emerged as a promis-
ing paradigm that moves tasks running in the cloud to edge servers. In
MEC systems, there are various individual requirements, such as less
user-perceived time and lower energy consumption. In this case, sub-
stantial efforts have been paid to task allocation, aiming at enabling
lower latency and higher resource utilization. However existing studies on
multiple-objectives task allocation algorithms rarely consider the Pareto
efficient problem, where no objective could be further improved without
vitiating the other objectives optimization. In this paper, we propose
a Pareto-efficient task-allocation framework based on a deep reinforce-
ment learning algorithm. We give the formal formulations for objectives
and construct a multi-objectives’ optimization model for task alloca-
tion. Then a Pareto efficient algorithm is proposed to solve the problem
of conflicting among multi-objectives. By coordinating multi-objectives
parameters get from Pareto efficient algorithm, the deep reinforcement
learning model takes a Pareto-efficient task allocation to improve real-
time and resource utilization performance. We evaluate the proposed
framework over various real-world tasks and compare it with existing
allocating tasks models in edge computing networks. By using the pro-
posed framework, we can get an accuracy that not be lower than 90%
under the 0.6 s latency requirement. The simulation results also show
that the proposed framework achieves lower latency and higher resource
utilization compared to other task allocation methods.
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1 Introduction

With the development of Internet of Things (IoT) and Artificial Intelligence (AI),
the number of terminal tasks has increased violently. This caused the increasing
energy consumption and latency. Mobile Edge Computing system (MEC) [2,
13,14] extends the tasks running in the cloud into edge servers to guarantee
QoS requirements. It integrates computing resources, storage space and network
bandwidth to ensure system lower latency [6,22], higher resource efficiency [30],
and better security [23,26,28]. This new kind of computing paradigm encounters
some new challenges. For example, it is an urgent issue that how to guarantee
the normal operation of tasks under limited resource capacity and response time.

Some research has addressed the above issue and put forward effective task
allocation solutions. Zhang et al. [27] designed a Load-Aware Resource Allocation
and Task Scheduling (LA-RATS) algorithm to deal with both delay-tolerant and
delay-sensitive mobile applications. They first formulated a resource allocation
model for delay-sensitive and delay-tolerant requirements, and then proposed
a task back filling mechanism that has two merits: (1) by using a backward
shifting strategy, it could full use of the idle resource, (2) by avoiding unnec-
essary queue growth for VMs to save energy consumption and running time.
Wang et al. [20] proposed a unified Mobile-Edge Computing and Wireless Power
Transfer model (MEC-WPT model) that addressed the latency-limited practical
scenario. It improves the MEC performance by jointly optimizing (1) the energy
transmit beamforming at the AP, (2) the CPU frequencies, (3) the offloaded bit
numbers, and (4) the time allocation among users. Based on the above work,
they developed an optimal resource allocation scheme that minimizes the total
energy consumption under the constraint that users’ individual computation
latency. Jiao et al. [21] proposed an online resource optimization algorithm that
points at a gap-preserving transformation of the problem. It offers a feasible
solution with a designed logarithmic objective for edge cloud resource allocation
over time.

However, the current task-allocation algorithms rarely consider the Pareto
efficient problem among multiple-objectives. The principal reason is that the
conflicts among different objectives, and it’s difficult for us to optimize multi-
objectives at the same time. In an edge computing system, the CPU utilization
rate and task running time are not entirely consistent.

To address the issues aforementioned, in this paper we study Pareto-efficient
task allocation and present a Pareto-efficient task allocation framework for
improving resource Utilization and Real-timing in Edge computing networks,
we call it Pure. The contributions of this paper are summarized as follows:

– First, we formulate the objectives (response time and CPU energy consump-
tion) and construct a multi-objectives optimization model for task allocation
in edge computing networks.

– Second, we propose a Pareto efficient algorithm to solve the problem of con-
flict among multi-objectives. It uses the scalarization method to transform
the multi-objectives problem into a single objective problem and gets QoS
optimization.
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– Third, by coordinating multi-objectives parameters get from Pareto efficient
algorithm, the deep reinforcement learning model takes a Pareto-efficient task
allocation to improve real-time and resource utilization performance.

– Finally, we evaluate Pure over various real-world tasks and compare it with
three existing popular models in a simulation environment. The simulation
results show that Pure’s better performance in terms of latency, accuracy and
resource utilization.

The rest of the paper is organized as follows. Section 2 provides related work
and Sect. 3 describes the detailed design of Pure that includes Pure’s architecture
overview, quantifying the performance objectives and construction of the multi-
objectives optimization model, the description of the Pareto efficient algorithm
and the DRL-based Pareto-efficient task allocation model. The evaluations and
analysis are displayed in Sect. 4. Section 5 concludes this paper.

2 Related Work

Task allocation is one of the main challenges in MEC, and a variety of research
interests are emerging. In this section, we mainly focus on two aspects of multi-
objectives task allocation: the content of multiple objectives and how to solve
the multi-objectives model.

In the prior work, different optimization objectives and solution methods are
considered in task allocation. In [19], the authors provided a multi-objectives
task allocation mechanism in a multi-robot system. They mainly considered the
tasks’ actual energy and completion time objectives. Based on these, they built
the multi-robot dynamic task allocation problem and used a genetic algorithm to
solve the problem. Although the proposed algorithm is so flexibility that it can
be implemented in other domains, its computational complexity is very high, and
the tasks allocation could require high computational resources. Dinh et al. [4]
proposed an optimization framework of offloading from a single mobile server
to multiple edge servers. They built a multi-objectives model to minimize the
execution latency and the edge servers’ energy consumption objectives. A linea
relaxation-based approach and a semidefinite relaxation (SDR)-based approach
were proposed and be used to achieve the near optimal performance. The evalua-
tion results demonstrated the framework’s performance improvement in terms of
energy consumption and execution latency when multiple edge servers and CPU
frequency are considered. However, this paper was not considered about the
Pareto-efficient of multi-objectives model. In [17], Ziwen Sun et al. proposed an
Attack Localization Task Allocation (ALTA) algorithm in edge sensor networks.
They mainly focused on the total task execution time, total energy consumption
and load balance objectives. In the algorithm, the multi-objectives binary parti-
cle swarm optimization method is used to determine the nodes joining to locate
attacks in order to prolong the lifetime of networks during locating attacks’ posi-
tion. Same as before, this paper was not considered about the Pareto-efficient of
multi-objectives model.
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In particular, some work paid more attention to resource scheduling in edge
task allocation. In [16], Yan Sun et al. proposed a two-level resource scheduling
model to achieve a resource scheduling scheme. The scheme constructs multi-
objectives problems that optimizing the service latency and the overall stability
of task execution. In order to solve multi-objectives optimization problems, they
proposed a novel resource scheduling scheme using an improved Non-dominated
Sorting Genetic Algorithm II (NSGA-II). Although the scheme could reduce the
service latency and improve the stability, it did not consider how to reduce the
cost of resource. In [12], Liqing Liu et al. proposed a multi-objectives optimiza-
tion problem that minimizes the energy consumption, execution delay, and pay-
ment cost. They used the scalarization method to transform the multi-objectives
optimization problem into a single-objective optimization problem. And Interior
Point Method (IPM) was applied to solve the a single-objective optimization
problem. The simulation results showed that the proposed model could reduce
the accumulated error and improve the calculation accuracy effectively. But it
also could not consider the Pareto-efficient problem of multi-objectives model.
Chu-ge Wu et al. proposed a fuzzy logical offloading strategy based on multi-
objectives resource allocation in edge computing [12]. The optimization objec-
tives is both agreement index and robustness. A multi-objective Estimation of
Distribution Algorithm (EDA) was designed to solve and optimize the fuzzy
offloading strategy. Similarly, it was also not consider the Pareto-efficient prob-
lem of multi-objective model.

To sum up, it can be inferred that the energy consumption and latency are
important factors that need to be optimized in edge scenarios. Most of the above
references have optimized these two factors. But these previous works were rarely
considered the Pareto-efficient problem of multi-objectives model. However the
Pareto-efficient problem can be further improve the efficiency between delay
and resource utilization. In this paper, we present the quantitative formulas of
response time and CPU energy consumption, and construct a multi-objectives
optimization model for task allocation. Further, we achieve the parameters for
transforming the multi-objectives problem into a single-objective problem by
Pareto efficient algorithm and get the efficient tasks’ collocation by the DRL
algorithm. The details are as follows.

3 The Pure Framework

3.1 The Architecture Overview

Generally, a MEC system involves three tiers: 1) the terminal device tier contains
end users, mobile devices and sensors, 2) the edge server tier contains multiple
interconnected edge servers, such as cloudlets, and 3) the cloud tier acts as a
monitor of the whole system. Here we mainly pay attention to the edge server
tier. Pure aims to take task allocation to improve edge server CPU utilization
and reduce the task execution time. There are three steps of Pure:

– Quantifying the performance objectives and constructing the multi-
objectives optimization model. We quantify the performance objectives
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that affects QoS requirement, including the response time and the energy con-
sumption of CPU of each task. Based on this, we construct a multi-objectives
optimization model for task allocation.

– The Pareto efficient algorithm. This step we use scalarization tech-
nique to achieve the parameters for transforming the multi-objectives problem
into a single-objective problem. This also makes Pareto-efficiency be guaran-
teed, where no objective can be further optimized without weakening other
objectives.

– The deep reinforcement learning-based Pareto-efficient task alloca-
tion model. Based on the single-objective model gets from the Pareto effi-
cient algorithm, in this step we introduce how to adapt deep reinforcement
learning technology completing the Pareto-efficient task allocation model.

We will detail each step in the following subsections.

3.2 Quantifying the Performance Objectives and Constructing
the Multi-objectives Optimization Model

Interdependent Tasks Model. This part, we mainly introduce the interde-
pendent tasks model.

Symbols representation of corresponding variables are explained in Table 1.
Given a task set N = {1, 2, ..., n}, an edge server set M = {1, 2, ...,m}. For an
edge server j(1 ≤ j ≤ m), its dominant frequency is fj . For an task i(1 ≤ i ≤ n),
the amount of data to be input during execution is dU

i , the total number of
CPU clock cycles required during execution is ci, the average upload rate from
task i to edge server j is vU

ij , the average download rate is vD
ij . And there is an

allocation indication variable set L = li,j(1 ≤ i ≤ n, 1 ≤ j ≤ m), i.e.,

li,j =

{
1, if task i is allocated to edge server j,

0, otherwise.

The Execution Time Model. In this part, we mainly focus on the execution
time. We can get the execution time of task i from following equation:

ti =
m∑

j=1

lij ∗ (ci/fi). (1)

And the whole application’ (including n tasks) execution time can be calcu-
lated as following equation:

T =
n∑

i=1

(
m∑

j=1

lij ∗ (ci/fi)). (2)

The Computational Energy Consumption Model. Considering that CPU
is the most energy consuming factor in edge servers, we take the CPU utilization
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Table 1. Table of notations and descriptions.

Notation Description

N The set of the tasks

M The set of the edge servers

fj The dominant frequency of edge server j

dU
i The amount of data to be input during execution task i

ci The total number of CPU clock cycles required during execution task i

vU
ij The average upload rate from task i to edge server j

vD
ij The average download rate from task i to edge server j

L The allocation indication variable set

li,j The allocation indication variable when task i is allocated into edge
server j (1 ≤ i ≤ n, 1 ≤ j ≤ m)

as the computational energy consumption model in system. The dynamic power
calculation model of CPU in edge server j is given in [3,25], that is

Pj(s) = σ + μsα, (3)

where σ is the static power, μ and α are constants that relate to the specific
hardware device, and α ≥ 1, s is the running speed of edge server j, which is
proportional to the frequency.

Thus the energy consumption of task i running in edge server j is

Pi =
m∑

j=1

lij ∗ Pj(s). (4)

And the whole application’ (including n tasks) energy consumption is

P =
n∑

i=1

(
m∑

j=1

lij ∗ Pj(s)). (5)

Multi-objectives Optimization Model. To sum up, this paper constructs
the following multi-objectives function,

min Γ (T, P ) (6)
Γ (T, P ) = γT + (1 − γ)P (7)

s.t. γ ∈ [0, 1], (8)
T ≤ ε, (9)
Pi ∈ [Pmin, Pmax], (10)∑
j∈m

lij = 1. (11)
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where ε denotes the execution time threshold. Pmin, Pmax represent the minimum
and maximum energy consumption that the current edge server can load.

Objective functions (6) and (7) represent to minimize the application’s execu-
tion time and computational energy consumption. We use a customized weighted
product method [18] to approximate Pareto solutions, with multi-objectives
fusion and optimization goal. Constraint (8) limits the range of γ, and γ is
the balance factor of T and P . Constraint (9) guarantees the whole application’s
execution time is not to exceed the time threshold ε. Constraint (10) keeps the
energy consumption of task i cannot exceed the upper and lower limits of the
edge server’s capacity. Constraint (11) indicates that each task is allocated and
can only be allocated to a unique edge server.

In the above multi-objectives optimization model, the goal of task allocation is
to map n tasks to m edge servers, so as to minimize the energy consumption on the
premise of reducing the task execution time as much as possible. In this way, given
a set of tasks and edge servers, under the execution time and server energy con-
sumption thresholds, the multi-objectives optimization problem is transformed
into an optimal task allocation problem to minimize execution time and energy
consumption. Therefore, how to get a solution that optimizes for two objectives
in the sense that no objective can be further improved without vitiating the other
objectives optimization is introduced as the following subsection.

3.3 The Pareto Efficient Algorithm

Currently, the existing solutions for Pareto optimization mainly includes two
categories: the heuristic search method and scalarization method [11]. In order to
obtain the Pareto efficient solution of the multi-objectives model in Subsect. 3.2,
we use scalarization method to transform multi-objectives problem into single
objective problem, and then solve the value of γ.

There we assume that there are δ optimization objectives in the multi-
objectives optimization model. Γ (θ) represents the model to optimize all objec-
tives (corresponding the objective function (6)). Suppose δ objectives have δ
differentiable loss functions li(i ∈ (1, 2, ..., δ)) correspondingly, then the loss func-
tion L(θ) of δ objectives is:

L(θ) =
δ∑

i=1

γili. (12)

Based on above, we optimize δ objectives that is equal to minimizing L(θ).
We use scalar technology to combine multiple objectives into one objective, and
then solve it, get the value of γ. The problem is transformed into solving the
minimization loss function L(θ) process:

min ||
δ∑

i=1

γi∇θli||22 (13)

s.t.
δ∑

i=1

γi = 1, γi ≥ ci,∀i ∈ 1, 2, ..., δ. (14)
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This is a non-negative least squares problem, paper [11] gave the whole solu-
tion to this problem. Due to page limited, we omit the details of the solution
process. From the result of the solution, we get the generated Pareto Frontier set,
the solution with minimum requirement to get the γ value. Finally, we get the
single objective model depending on the choice of fairness. Solving it γ = 0.73.
Unless explicitly stated we use γ = 0.73 in our experiments. Next subsection will
describe the DRL-based Pareto-efficient task allocation model.

3.4 The DRL-Based Pareto-Efficient Task Allocation Model

Deep Reinforcement Learning (DRL) [9,10] is one of the machine learning tech-
niques that combines the perception ability of deep learning with the decision-
making ability of reinforcement learning. It drives agent(s) learning to maximize
reward while interacting with an uncertain and varying environment in deep
learning networks. We choose it to take tasks allocation for three reasons. Firstly,
DRL is a Markov decision process, in which future strategies are only related to
the present state, not past state. Secondly, the well-trained DRL model is running
fast, while the edge task allocation also requires real-time characteristic. Thirdly,
the DRL has the advantages of scalability and versatility. Our well-trained DRL
model can adapt to current scenario through corresponding training dataset,
and we can cope with the change of various scenarios by changing corresponding
training dataset.

In order to deal with the task allocation in the case of edge servers, we apply
Deep Q-Learning Network (DQN) [5].

A Markov Decision Progress (MDP) of our problem is defined as a five-tuple
< S,A, P (s, a), R(s, a), s0 >, S is a finite set of states appeared in the environ-
ment, A is a finite set of actions, P (s, a) is a next state transition probability
matrix gets from action a in the state s, R(s, a) is the reward function that
indicates how well the agent is doing after taking the action a in the state s, and
s0 is the initial state in the environment.

Next, we describe the adaptive DRL task allocation approach including state
space, action space, reward function, offline training and online allocation.

State Space: Given the state set S : {s0, s1, ..., st, ..., sω}, s0 is the initial state,
ω denotes the states number. For the current task i allocation, we want to deal
with how to minimize the energy consumption while ensuring less execution time
according to the definition of function (6–7), constraints (8–11)). We adopt the
initial state s0 is the state that all servers is unoccupied and no tasks has been
assigned, and st = Lt, Lt is an n ∗ m matrix representing n tasks’ allocation
scheme in m edge servers at state t. If task i(i ∈ n) is allocated to edge server
j(j ∈ m), li,j is 1, otherwise it is 0. So L is a (0,1) allocation matrix that makes
up of li,j .



A Pareto-Efficient Task-Allocation Framework 205

Action Space: At each state, assuming that n tasks come to our system to
be allocated, there are m edge processors. Hence, each task has m optional
processing positions to be allocated, the action space size is nm. This leads to
unbearable amount of computation and training time on edge processors. In our
model, for each task i to be allocated, we keep the agent to take only one action
(0 or 1, 0 denotes task i is not allocated into the current edge server, 1 denotes
i is allocated into the current edge server). Therefore the task i action space is
{a1, a2, ..., am}, and n tasks action space size is n ∗ m.

Reward Function: The reward function R(s, a) indicates how well the agent
is doing after taking the action a in the states s, it helps the learner learn the
feedback value of action and impacts the network learning quality highly.

Our goal is to get tasks allocation through solving the multi-objectives opti-
mization model in Subsect. 3.3. Base on the execution time and energy con-
sumption optimization objectives, we define a reward function about them. We
denote Ti and Pi as the sum of execution time and energy consumption of entire
tasks from state i−1 to state i. Then we normalize them to get the reward value
in state i which has a regular form for DRL algorithms.

ri = γ ∗ Ti−1 − Ti

T0
+ (1 − γ) ∗ Pi−1 − Pi

P0
. (15)

In Eq. (15), we first get the execution time T0 and energy consumption P0

in initial state s0, and take them as baseline. To have a comparison with the
last state si−1, we do the corresponding values in state si−1 minus the values in
state si, then divide the result by s0’s corresponding value. This reward function
returns the reward value of the state i. Obviously, a higher value of ri stands
for the greater reward, the more execution time and energy consumption the
current state save compared to the prior state si, and the more effective the
current action is.

Offline Training. Based on the above, the well-trained model could be gen-
erated offline. Algorithm 1 illustrates the training process. In Algorithm 1, we
set x epochs(that makes the training process converge enough), and each epoch
of training has y steps. At the beginning of the algorithm, we require the tasks
queue Qtask, the execution time constraint ε and the limit of energy consumption
[Pmin, Pmax] as the input factors. Then the s0 and empty task allocation matrix
L are initialized. We run the tasks in FIFO order from Qtask, and periodically
sample the edge servers’ resource conditions. Then allocate the task according
to the actions and compute the rewards after the actions are performed. At
last update the parameters of the neural network. Repeat the step and epoch
until convergence or getting the maximum epoch threshold. The DRL model is
well-trained.
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Algorithm 1. DRL Training
Require:

Build the DRL neural network architecture A;
Put tasks into priority queue Qtask according to FIFO;
[Pmin, Pmax] ← the limit of energy consumption;
ε ← the execution time constraint;

Ensure: The well-trained DRL model.
1: Initialization:

Replay memory B to capacity CB ;
s0 ← initial state;
L ← the task allocation matrix;

2: for epoch ← 1 to x do
3: Get the current task from Qtask;
4: Update the current state s;
5: Update the task allocation matrix L;
6: for step ← 1 to y do
7: if e < ε then
8: Select the action a by running A;
9: Get the next state sstep+1 and compute the next edge reward r;

10: Store transition(s, a, r, sstep+1) in B;
11: Update the network by sampling transitions;
12: s = sstep+1.
13: end if
14: end for
15: end for

After all the epochs are performed or the model gets convergence, the rein-
forcement learning neural network is adjusted to the best state. And the models
in different epochs are saved. We can obtain a well-trained model which has been
loaded and use it inference without retraining. The algorithm time complexity
is O(x ∗ y).

To avoid the problem of hard convergence in training, we get experience
replay method to alleviate correlation in the sample sequence (the detailed oper-
ation is not described here, refer to [24]).

Online Allocation. After the training process, we obtain a well-trained model,
with the network parameters corresponding to each action. However, what we
need is the current task’s optimal allocation of the inference system. When a new
task starts coming into task queuing by FIFO, the trained model periodically
observes the system states and takes corresponding actions online. Repeat the
process until all the epochs are performed or the model gets convergence, then
return the final task allocation matrix L.

4 Evaluations

In this section, we evaluate the performance of Pure with simulation experiments
in edge computing scenarios.
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4.1 Experiments Setup

We use the cloudlet-discovery project [15] to establish our edge computing sim-
ulation environment, and 2-tier architecture was simulated, which includes edge
tier and cloud tier. VMware 12 tool is used to install multiple virtual machines
to mimic edge servers. We simulate three edge servers in edge tier and one cloud
server in cloud tier, their configuration is listed in Table 2, and they are all
inter-connected via WiFi. The Network Time Protocol (NTP) tool is applied to
synchronize time among edge servers and cloud server. The perf tool is used to
monitor the hardware performance in Linux. The bandwidth is set to 8Mbps
according to Internet connection speeds in different countries in [1].

In order to catch the CPU features, we use tested tasks are divided from
autonomous driving applications. We choose Image classification, Real-time posi-
tioning, Feature extraction and Object detection application domains under dif-
ferent models and datasets to enrich the number of tasks, such as image clas-
sification applications under Resnet-50, Yolo, MobileNet-v3 (etc.) models used
Imagenet, Cifar-100, and KITTI [7] (etc.) datasets. And eventually we get 216
tasks in different types.

Baselines. We employ the following task allocation methods as baselines.

– The shortest distance task allocation strategy (SD) [15]: It selects the
closest edge server to requesting terminal device. Although the shortest dis-
tance method reduces the network transmission distance, it does not consider
whether the shortest distance edge server is suitable for task execution or not.
Therefore, it may lead to multiple allocations, so as to prolong the delay.

– The prioritized task scheduling strategy (PS) [8]: It prioritizes the tasks
according to a priority policy. Generally, the task with tighter time limits
should have higher priority to be allocated. The latest allowable start time
(LAST) of task is defined as priority score. That is the task with earlier LAST
should have higher priority, and be allocated to edge server preferentially.

– Greedy algorithm (GA) [29]: For each task, GA takes out the maximum
resource capacity by greedy algorithm, then places them into the correspond-
ing edge server under the QoS requirements, at last updates allocated servers
tasks combination and resource capacity.

Table 2. Hardware configurations

Equipment CPU frequency No. core Memory

Laptop 3.6 GHz 4 cores 8 GB

Edge server A 2.4 GHz 2 cores 4 GB

Edge server B 2.4 GHz 4 cores 8 GB

Edge server C 1.2 GHz 2 cores 1 GB
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Fig. 1. The comparison of four task allocation strategies’ execution time

4.2 The Execution Time Evaluation

Latency is an important metric in edge computing scenarios. Here we mainly
focus on the execution time in formula (2). Figure 1 shows the execution time of
different task allocation strategies. It can be seen that when performing tasks,
Pure achieves the lowest execution time and the SD task allocation strategy’s
execution time is rather high. The execution time of PS and GA are lower than
that SD and higher than Pure.

The reason for this is that SD only considers the distance between mobile
device and edge server, it does not consider whether the closest server meets the
network congestion and insufficient computing resources, re-allocation is possi-
ble. Compared with SD, PS takes consideration of the tasks’ running time and
the available resources of servers, so it ensures the tasks with stricter time con-
straints are allocated with more sufficient computing resources, thereby reducing
overall execution time. GA gets greedy algorithm to select the current most suit-
able edge server under the execution time threshold. Compared with above three
baselines, the Pure leverages the Pareto efficient algorithm and well-trained DRL
allocation algorithm to take allocation. Online selection edge server time is short.
Therefore, Pure obtains the minimum execution time.

4.3 The Reliability in Mobile Scenario Evaluation

To better understand of the reliability in mobile scenario, we explore the accu-
racy ratio of image recognition tasks, that is, the probability of correct image
recognition ratio. Figure 2 plots the accuracy ratio of four strategies under the
0.6s latency requirement while meeting the mobility demand. The reliability is
measured by accuracy under three states of the mobile terminals including static,
low mobility and high mobility. The speed of mobile terminal at low mobility
is 10 miles per hour (MPH) and the speed at high mobility is 35 MPH. The
corresponding observations and analysis are as follows.
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Fig. 2. The comparison of reliability of four task allocation strategies in mobile scenario

First, the accuracy ratios decrease as the speeds of the mobile device increase.
The reason is obvious. On the one hand, the higher speed of mobile terminal
makes the wireless network unstable. On the other hand, the quality of the net-
work link between different cellular unit may decrease in the mobile environment.

Second, for four strategies, we can see that the reliability of Pure is higher
than the others at various moving speed. Compared with SD, the Pure allocates
the edge server with sufficient computing resources while ensuring the execution
time in the mobile process, however the SD may have the problem of insufficient
computing resources and network congestion, therefore the Pure’s result is higher
than SD. On the other hand, for the PS and GA, no matter how fast the mobile
terminal moves, it will select the edge server in the current link range, so their
accuracy rates will not be affected largely. And Pure will select the edge server
of network transmission quality in the process of moving. Furthermore, at the
latency requirement of 0.6 s, the reliability of Pure is able to achieve not be lower
than 90%, which maintains the highest reliability at different moving speeds.

4.4 The CPU Cost of Edge Servers

In this subsection, we monitor the CPU utilization of the four strategies in the
dynamic time situation. There we run the 10 tasks to record the changes in CPU
utilization of SD, PS, GA and Pure strategies, which is shown in Fig. 3. Analysis
for each algorithm is as follows.

For SD, from the start time of the task (CPU utilization up to non-zero value,
we can get this from abscissa) in Fig. 3 (a), (b), (c), the first task is allocated
to edge server A, then to edge server B and finally to edge server C. According
to the duration running time of edge servers, there are more tasks performed on
edge servers A and B compared with edge server C. In addition, because resource
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Fig. 3. The CPU utilization of (a) Edge server A (b) Edge server B and (c) Edge
server C.

optimization is not considered, the total CPU resource loads (the shadow part
covered by the blue curve in three figures) on the servers are very high.

For PS, we get from PS’s curve that it first allocates task to edge server B
based on the time constraints and available resources on the edge server. Since
the resources of edge server B are occupied by the first task, the other tasks
are allocated to edge servers A and C successively, which have more available
computing resources. Judging from the duration running time, the CPU load
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is more balanced than SD and GA, and the time to finish all the tasks is also
shorter them.

For GA, it uses the greedy algorithm to assign tasks to the server A, server
B, and server C in time order. The tasks’ execution time of GA is longer than
PS and Pure, because GA is not taking much more consideration on execution
time, the same is true for imbalance CPU utilization.

Last but not least, for Pure, three servers start executing tasks almost simul-
taneously and the completion time is about 39 s (we get the longest running time
in three servers). In addition, the total CPU load (the shadow area covered by
purple curves) is much smaller and more balanced than other baselines. It shows
that the proposed algorithm Pure can balance decreasing execution time and
CPU utilization well.

5 Conclusions

In this paper, we present Pure framework to ensure that tasks with various
demands run efficiently in MEC system. It constructs a multi-objectives opti-
mization model for task allocation, and a Pareto efficient algorithm is proposed
to solve the problem of conflict among multi-objectives. Then a deep reinforce-
ment learning model takes a Pareto-efficient task allocation for improving real-
time and resource utilization performance. The evaluations were presented to
illustrate the effectiveness of the Pure framework and demonstrate the superior
performance over the existing traditional task-allocation strategies. Specifically,
Pure could get much lower latency, more accurate result and lower CPU cost.

In the future, some other issues could be considered. We will try to take Pure
test more types resources, such as I/O, bandwidth and so on.
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Abstract. The Internet of Things (IoT) has developed rapidly in recent
years and has been widely used in our daily life. An online report claimed
that the connected IoT devices will reach the scale of 14.4 billion globally
at the end of 2022. With the rapid and large-scale deployment of such
devices, however, some severe security problems and challenges arised as
well, especially in the field of IoT device management. Device identifica-
tion is a prerequisite procedure to mitigate the above issues. Therefore,
accurately identifying the deployed IoT devices plays a vital role in net-
work management and cyber security. In this work, we come up with a
spatio-temporal-based method that characterizes IoT device behaviors
by leveraging the packet sequence features of IoT traffic, which is able to
automatically extract the high-level features from raw IoT traffic. The
further evaluation indicates that our method is capable of identifying
diverse IoT devices with satisfactory accuracy.

Keywords: IoT Identification · Traffic classification

1 Introduction

IoT refers to the tens of billions of low-cost devices that communicate with each
other and remote servers on the Internet autonomously, which contains a great
diversity of types, and it comprises devices, such as IP cameras, motion sensors,
and Internet of Vehicles devices. According to an authoritative report, the number
of connected IoT devices will reach 14.4 billion by the end of 2022 [1]. The number
of IoT devices connected to the Internet has exploded, making the home smarter
by providing convenient services. However, with the popularization of IoT devices,
security risks caused by the potential vulnerable IoT devices arise as well.
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It is known that IoT devices are easy to be penetrated and exploited due to
the architecture design [12,17]. There are lots of works referred that adversary
tends to exploit the vulnerable IoT devices to conduct network attacks [3,11,19,
20]. It is important for the network manager to accurately identify the network-
connected IoT devices, especially the vulnerable ones, while it is not a trivial
thing. An automatic identification method is able to facilitate the management
of connected IoT devices, which would minimise the threat of cyber-attack on
enterprise network to some extents.

There is a variety of works on IoT device identification based on network traf-
fic analysis using machine learning techniques. They establish machine learning
frameworks by leveraging various network traffic characteristics to identify IoT
devices on a network. Sivanathan et al. [21] inspect the payload of packets to
extract domain names, port numbers and other numerical features from net-
work flow in a time window, and then builds a two-state classifier to identify
the IoT devices. Thangavelu et al. [22] propose a distributed IoT device finger-
printing technique that can identify the presence of common devices, and find
new devices, by clustering device fingerprints. Hamad et al. [9] analyze packet
sequence from high-level network traffic, and creates IoT device fingerprint by
leveraging flow-based features. Pinheiro et al. [18] propose a solution that uses
packet length statistics including mean, standard deviation, and the number of
bytes to identify IoT devices and events.

These machine learning-based methods conduct the analysis relying on the
statistical characteristics of network traces, which need expert knowledge to
carry out feature engineering. Moreover, some methods need to inspect the pay-
load of packets to extract features, which may bring privacy risks and will be
useless when encrypted traffic introduced.

In this paper, we address the above problem by developing an adaptive ensem-
bled neural network-based method that exploits spatio-temporal features to clas-
sify IoT devices. Our method is able to identify IoT devices efficiently as it relys
only on the length and TCP window size of a few packets without any sta-
tistical computation and inspecting payloads. A traffic flow refers to a packet
sequence that consists of multiple packets. We can extract multiple characteris-
tics from each packet. Therefore, we represent a flow as a collection of characteris-
tics sequence, which can characterize each IoT device from spatial dimension and
temporal dimension, respectively. In the temporal domain, we use bi-LSTM to
learn the timing relationship and extract temporal features between packets for
each characteristics sequence. In the spatial domain, we use an adaptive ensem-
ble of multiple bi-LSTM to learn the correlation between different characteristics
sequences. In this paper, we use packet length sequence and TCP window size
sequence for accurate IoT device identification. In general, other characteristics
sequences can be used in the same way which makes the method scalable.

In this paper, we propose a robust approach to identify IoT devices. Our
contributions are as follows:

– We analyze packet characteristic sequences such as packet length sequence
and TCP window size sequence, and use them to characterize IoT devices.
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– We propose an spatio-temporal-based approach that exploits the packet
sequence features from spatial dimension and temporal dimension, respec-
tively. It can characterize the behavior of IoT devices without inspecting
packet payloads, which can avoid privacy leakage risks.

– We build an adaptive ensemble of neural networks to identify IoT devices,
which is scalable.

– Our method reach the accuracy of 99% on multiple datasets.

The rest of this paper is organized as follows: Sect. 2 describes relevant prior
work. In Sect. 3 we present the preprocess of IoT traffic data and analysis of packet
sequence features. We introduce the model architecture detailedly in Sect. 4.
Section 5 presents the experiments and results. Finally, Sect. 6 concludes this
paper.

2 Related Work

With the widespread application of IoT devices, there is a lot of work in IoT
device identification. Previous methods in this field mainly fall into two cate-
gories: fingerprint-based methods and machine learning-based methods.

Fingerprint-Based Methods. The fingerprint-based methods profile IoT
devices by exploiting plaintext information in the IoT traffic or features from
network protocols. They generate fingerprints for each type of IoT device and
identify them in the network by leveraging these fingerprints. Feng et al. [7] pro-
posed a method to identify IoT device types by leveraging plaintext in banner
grabbing. They scaned ports in the network and analyzed the response informa-
tion that includes device vendor name and device product model. However, they
assumed that the IoT device information are included in the response packet.
Their method would be less effective when the device does not respond or device
information are not included in the response packet. Yang et al. [24] gave an
observation that different IoT device manufacturers have a diversity of imple-
mentation for the same network service. In addition, they extracted features
from three network layers and generate fingerprints by using a neural network.
Trimananda et al. [23] proposed a solution that can automatically extract packet-
level signatures to identify IoT devices. These signatures which can be generated
without prior knowledge consisted of sequences of packet lengths and directions.

Machine Learning-Based Methods. There are a lot of methods relying on
building machine learning models using statistics of IoT traffic. These methods
usually leverage supervised learning to characterize traffic patterns for each IoT
device. Sivanathan et al. [21] collected a dataset in a testbed environment, and
analyzed the features which can profile the IoT device. They build a two-stage
classifier by leveraging both plaintext features and statistical features. Nguyen
et al. [16] proposed a unsupervised learning-based method to identify compro-
mised IoT devices by utilizing a self-learning federated learning approach, which
can profile IoT devices without labeled data. Ma et al. [13] proposed a solution
that leverage CNN to learn spatio-temporal traffic fingerprints to identify the IoT
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devices, which also can identify the devices that hidden behind NAT. Duan et al.
[6] only used the frequency distribution of bidirectional packet length to charac-
terize IoT devices, and classified IoT devices with the k-NN algorithm, which can
work extensively and adaptively. Marchal et al. [14] proposed a method that lever-
ages periodic communication traffic to characterize IoT devices. This method can
identify previously unseen IoT devices without expert knowledge or labeled data
by leveraging an unsupervised learning method. Yin et al. [25] proposed a deep
learning-based method to identify IoT devices. They build an automatic end-to-
end framework based on CNN and bi-LSTM model in the face of identifying IoT
devices.

3 Data Preprocess and Feature Analysis

In this paper, a flow is considered as a detection sample. A flow is a collection
of multiple associated packets [5] between two computer addresses using a par-
ticular protocol on a particular pair of ports. Packets with the same tuple of
information (source IP, destination IP, source port, destination port, protocol)
belong to the same flow. The flow is bidirectional which includes packets that
client to server and server to client.

3.1 Data Preprocess

We extract packet features from pcap files of IoT traffic and reconstruct flows
by leveraging 5-tuple information. Each flow consists of multiple packet feature
sequences, which our sequence models will learn representative features from.

Moreover, the number of packets in traffic flows are not always the same,
which may conflict with the requirement of our classification model which needs
a uniform size of input data. Hence, the flows that we reconstruct before need
to be processed into same format. The following unified preprocessing measures
including padding and segmentation are applied to make input flows have a
uniform size:

– If the number of packets in a flow exceeds a certain threshold that we set, we
select the first M packets in a flow to represent it as a whole.

– If the number of packets in a flow is less than the threshold, we pad the
characteristics sequence with zeros.

A traffic flow is preprocessed according to the above rules, which allows for
reducing the amount of data and unifying the data size.

3.2 Packet Feature Analysis

In this paper, we choose two packet characteristics sequences to identify the
IoT device correctly, which is scalable and other feature sequences can be added
without major changes. The method exploits packet length sequence and TCP
window size sequence derived from traffic flow, which is unnecessary to compute
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Table 1. The breakdown of TMC-18

ID IoT devices Flow(#) Connection type

1 Withings Monitor 5,591 Wired

2 Withings Sensor 3,584 Wireless

3 Samsung SmartCam 15,906 Wireless

4 TP-Link Cloud Camera 1,109 Wireless

5 HP Printer 151 Wireless

6 Amazon Echo 20,903 Wireless

7 Triby Speaker 149 Wireless

8 iHome 177 Wireless

9 Insteon Camera 4,073 Wired

10 Belkin Wemo Switch 7,642 Wireless

11 TP-Link Smart Plug 232 Wireless

12 Belkin Wemo Motion Sensor 78,761 Wireless

13 Netatmo Weather Station 2,347 Wireless

14 Netatmo Welcome 2,682 Wireless

15 PIX-STAR 1,139 Wireless

statistical features of flows. The premise is that packet length patterns of different
IoT devices are distinct, which can be used to characterize the device [15]. In
addition, TCP window size is also a distinction for different IoT traffic. TCP can
govern the amount of data sent between client and server by using window size.
The window size indicates an ability to receive data that can be buffered during
a connection [2]. Different IoT devices have different capabilities of processing
data and buffering data, and their corresponding servers are also diverse. We
analyze these two packet characteristics in terms of size and sequence change on
part data from [21] which is also used in the evaluation. The list of IoT devices
are shown in Table 1.

Fig. 1. Entropy distribution of three selected devices.
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We select three devices including Withings Monitor, Withings Sensor and
Samsung SmartCam from Table 1, and analyze their packet characteristics dis-
tribution. Among these three devices, Withings Monitor and Withings Sensor
are two types of product with different functions from the same vendor. With-
ings Monitor and Samsung SmartCam are the same types of product which have
similar functions from different vendors.

Here, we use entropy to measure the distribution of packet characteristics in
a flow. Figure 1 shows the Cumulative Distribution Function (CDF) of packet
length entropy and window size entropy. We can see that Withings Monitor and
Withings Sensor have more similar packet characteristics distribution compared
with Samsung SmartCam. Even though Withings Monitor and Samsung Smart-
Cam are the same types of product, they have obvious differences in packet
length distribution and window size distribution. For the same vendor’s devices,
there is an obvious distinction between Withings Monitor and Withings Sen-
sor in the packet length distribution, but the distribution of the window size is
not so obvious between these two devices. Next, we analyze these two packet
characteristics on all the IoT devices in Table 1.

Packet Length. Different IoT devices carry a diversity of services, so the packet
length may express different patterns when they communicate with the server.
For example, smart camera devices usually generate flows with lots of packets
and large packet lengths to transfer video streams. On the contrary, smart plug
devices generate flows that consist of a few amount of packets and small packet
lengths. We calculate the mean packet length of each flow for all IoT devices.
Figure 2(a) illustrates the boxplot of mean packet length of each IoT device. We
can see that the packet length of some devices is not obviously different, such as
Withings Monitor, Triby Speaker, Belkin Wemo Switch, Belkin Wemo Motion
Sensor, and Netatmo Weather Station. On the contrary, devices like TP-Link
Cloud Camera and Netatmo Welcome have a conspicuous difference compared
with other devices. It is confusing for those devices with similar mean packet
length distribution. So we don’t only use the packet length but introduce the
packet length sequence which can reflect the change of the packet length over
time. Figure 2(b) illustrates the boxplot of entropy of packet length for each
IoT device. As shown in Fig. 2(b), entropy of packet length sequence is distinct
between those confusing devices.

Window Size. The data processing ability of different IoT devices is differ-
ent, so they have different patterns in window size. Because of low computing
resources, IoT devices usually provide a relatively single service which leads to
that they communicate with only a few servers. The window size character-
izes the communication patterns between IoT devices and their servers. We also
calculate the mean window size of each flow for all IoT devices. Figure 3(a) illus-
trates the boxplot of mean window size of each IoT device and Fig. 3(b) shows
the boxplot of entropy of window size sequence. Most IoT devices have different
patterns in window size and entropy of window size. We can see that devices
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Fig. 2. Various packet length patterns of different IoT devices.

with similar mean window size have different entropy of window size such as
Belkin Wemo Switch and Belkin Wemo Motion Sensor. And devices with sim-
ilar entropy of window size have different mean window size such as Withings
Sensor and Amazon Echo.

These two characteristic sequences can work together for accurate IoT device
identification.

Fig. 3. Various window size patterns of different IoT devices.

4 Model Methodology

In this section, we build a adaptive ensembled neural network model based on
deep learning. We introduce the overall structure of the model and the main
network layers.
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4.1 Overview

Our adaptive ensembled neural network is a hierarchical model as shown in
Fig. 4. The packet length sequence and TCP window size sequence are extracted
from flows during data preprocessing. Subsequently, the packet characteristics
sequence is transformed into embedding vectors. Then the adaptive ensemble of
sequence networks is designed to process the embedding feature to extract spatio-
temporal features at the flow level. Finally, discrimination results are output
through the fully connected network. Experiments show that this combination
of multiple packet characteristics sequence can effectively classify IoT devices.

Fig. 4. Architecture of the neural network.

4.2 Embedding Layer

The input of embedding layer consists of a packet characteristic sequence.
Inspired by embedding in natural language processing, we consider the sequence
as a sentence, and convert the value of the characteristic sequence into a vector
as the output of this layer.

Given a packet characteristic sequence with n elements x = [F1, F2, ..., Fn]
and dimension d of element embedding vectors, each element Fi, i ∈ [1, n] need
to be converted into a d-dimension vector. Finally, we can obtain the embedding
matrix E ∈ R

n×d for each packet characteristic sequence.
Converting the packet characteristic sequences into embedding vectors can

integrate a large amount of valuable information, which can improve the ability
of learning representative features and boost the performance of identifying IoT
devices.

4.3 Adaptive Ensemble of Sequence Network

Network traffic is the conversation between the client and the server, which
means that the packet sequence is naturally temporal. LSTM is a special kind
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of Recurrent Neural Network (RNN) which can process sequence of inputs. Tra-
ditional RNNs have the disadvantages of long-term dependency problem which
will result in gradient disappearance or explosion. LSTM uses gate structure to
remember or forget information to avoid the long-term dependency problem. An
LSTM has three gates to control the cell state including forget gate, input gate
and output gate.

Before adding new information, The forget gate decides what information
to be discarded from previous sequence. ft outputs a value between 0 and 1
according to the hidden information ht−1 and the input xt. The current cell
keeps more information if ft is close to 1 otherwise less.

ft = σ(Wf · [ht−1, xt] + bf ) (1)

After discarding the information, the input gate decides what new information
to be stored in current cell. A tanh layer creates new information according to
the hidden information ht−1 and the input xt.

it = σ(Wi · [ht−1, xt] + bi) (2)

C̃t = tanh(WC · [ht−1, xt] + bC) (3)

Based on ft, it and C̃t, cell updates Ct−1 into the new state Ct.

Ct = ft × Ct−1 + it × C̃t (4)

After the cell is updated, we need to determine the output ht of the cell, which
is controlled by the output gate ot.

ot = σ(Wo · [ht−1, xt] + bo) (5)

ht = ot × tanh(Ct) (6)

To learn sequential features from both forward and backward directions, we
use bidirectional LSTM (bi-LSTM) to incorporate the contextual features of the
packet characteristics sequence. To improve the representation of the model, we
adopt multi-layer bi-LSTM to learn the low-level and high-level features at the
same time.

Many sequential features can be extracted from the traffic flow and we use
multiple stacked bi-LSTM to learn different sequential features respectively. We
use two stacked bi-LSTM to learn temporal features from packet length sequence
and window size sequence. Moreover, another stacked bi-LSTM is used to learn
spatial features. It takes the outputs of other stacked bi-LSTM as input, as shown
in Fig. 4. This can learn the correlation between different packet characteristics
sequence in the spatial dimension.

These stacked bi-LSTM form an adaptive ensemble of sequential neural net-
works. It learns spatio-temporal features from multiple packet characteristic
sequences, which can characterize traffic patterns of different IoT devices. More-
over, it is scalable and other characteristic sequence can be added in easily.
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4.4 Dense Layer

The last part of the model includes a dropout layer and a fully-connected layer
followed by a softmax function to obtain a prediction vector ŷij . We then use
the cross-entropy loss function for calculating the loss L of the result, which can
be expressed as:

L = −
n∑

i=1

c∑

j=1

yij log ŷij (7)

where yij is the true label vector, ŷij is the prediction vector.

5 Evaluation

In prior sections, we analyze the traffic of IoT devices and preliminarily intro-
duce the architecture of the model. This section sequentially introduces the
experiment-used datasets, the evaluation metrics, and the performance com-
parison between the prior work and ours.

5.1 Datasets

We conduct experiments on four public datasets to verify the effectiveness of the
method. Next, we give a brief description of these datasets. Table 2 shows the
breakdown of these datasets.

Sivanathan et al. [21] publish a 20-day IoT traffic dataset, TMC-18, that
collected in an experimental environment. To fit our experiment, we discard
both the non-IoT device flows and the devices that own only a few flows here.
Finally, 15 IoT devices, as shown in Table 1, are left to use in this experiment.

Hamza et al. [10] publish a 44-day IoT traffic dataset, SOSR-19, which
includes attack traffic and benign traffic. Its collection environment is similar
to TMC-18, and we select the benign traffic to evaluate our method.

Garcia et al. [8] create a labeled dataset with malicious and benign IoT
network traffic. We also use benign IoT traffic to complete the evaluation.

Dadkhah et al. [4] generate a dataset for profiling, behavioural analysis of
different IoT devices. It also has malicious and benign IoT traffic, and we evaluate
on the benign IoT traffic.

Table 2. The breakdown of the datasets

Dataset Devices (#) Flow (#) Public year

TMC-18 [21] 15 144,446 2018

SOSR-19 [10] 15 578,533 2019

IoT-23 [8] 3 559 2020

CIC-IoT [4] 37 199,033 2022
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5.2 Metrics

Here, we use precision, recall, F1-score, and accuracy to evaluate the effectiveness
of our approach. In our setting, for each IoT device, a correctly identified flow is
treated as a true positive (TP); a flow identified as belonging to this device but
actually not is treated as a false positive (FP); a flow of this device identified to
other devices is treated as a false negative (FN). Based on these three definitions,
three metrics are defined for each device as follows.

Precision =
TP

TP + FP
(8)

Recall =
TP

TP + FN
(9)

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
(10)

We use macro averages of these three metrics and accuracy in evaluation.
Accuracy is defined as follows.

Accuracy =
# of correct identification

# of total identification
(11)

5.3 Experimental Setting

We take the packet feature sequences as the input of the model. The packet
number is set to 32. The dimension of the packet feature embedding vector is set
to 256. Besides, we set the dimension of hidden states of each bi-LSTM to 256
and take the 2 layer bi-LSTM in each sequence. Moreover, we take dropout with
a 0.3 ratio to avoid over-fitting, and use 0.0001 as the learning rate of Adam
optimizer. We implement our approach with pytorch and deploy it on a server
with 32 CPU cores and 128 GB memory. The server uses a NVIDIA 1080Ti for
accelerating computing.

5.4 Experiments and Results

Here, we use four well-known IoT traffic datasets to evaluate the performance
of our method in terms of precision, recall, F1, and accuracy. After extracting
features from IoT devices traffic to generate training and testing samples, we
have randomly split these instances into three groups, one containing 80% of the
instances for training, one containing 10% of the instances for validating, and the
other containing 10% of the instances for testing. The adaptive ensemble of the
sequence network is trained, and then evaluate to distinguish IoT devices. The
evaluation includes fine-grained classification, and coarse-grained classification.
The former distinguishes each single IoT device, and the latter distinguishes IoT
device type. IoT devices with the same vendor and type are regarded as one
class in the IoT device type identification. Moreover, we investigate the feature
distribution on the IoT devices with the same vendor and type.
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Table 3. Experiments on multiple datasets

Method TMC-18 SOSR-19 IoT-23 CIC-IoT

A (%) P (%) R (%) F1 (%) A (%) P (%) R (%) F1 (%) A (%) P (%) R (%) F1 (%) A (%) P (%) R (%) F1 (%)

KNN 74.59 77.03 55.87 57.68 91.25 85.23 68.75 73.13 99.86 99.32 98.43 98.86 40.30 53.46 38.60 36.90

DT 79.97 78.41 62.70 65.40 91.25 86.08 70.38 75.22 99.85 99.18 98.51 98.84 43.23 55.60 41.21 40.70

RF 79.32 79.30 62.61 65.37 91.25 86.48 70.13 75.34 99.89 99.39 98.99 99.14 43.56 55.38 41.70 40.55

SVM 50.24 30.35 18.70 16.53 66.38 26.74 14.38 13.65 90.89 90.65 46.69 53.63 13.80 10.54 6.27 4.32

MV 79.30 79.43 62.38 65.40 91.23 86.02 68.96 74.85 99.86 99.14 98.70 98.92 43.05 56.39 41.30 40.70

IoT ETEI 99.54 95.46 92.89 93.39 99.88 88.91 81.85 82.02 98.24 98.99 98.61 98.78 85.79 60.48 54.83 53.13

Our method 99.97 96.73 93.47 94.61 99.99 98.12 98.68 98.18 98.21 99.05 98.41 98.70 86.06 65.73 65.81 64.59

Fine-Grained Identification. Table 3 presents the experiment results on four
datasets. Our method reaches the accuracy of 99.7%, 99.99%, and 98.21% on
TMC-18, SOSR-19, and IoT-23 datasets, respectively. Precision, recall, and F1-
score all exceed 93.47% on TMC-18, SOSR-19 and IoT-23. The evaluation on
CIC-IoT dataset reaches an accuracy of 86.06%.

IoT devices in TMC-18 and SOSR-19 datasets are the same devices. We
aggregate these two datasets and test our method on the mixed dataset. Figure 5
shows the confusion matrix on mixed dataset, in which rows represent actual
labels and columns represent predictions. The diagonal values show the correct
classifications. Figure 5 illustrates that our method performs well on each device
and only a few samples are not correctly identified. Our method has reached
an identifying accuracy of over 99.4% on most IoT devices. The experimental
results clearly show that our approach has the ability to conduct accurate IoT
device identification.

From Table 3 we can see that accuracy, precision, recall, and F1-score for
fine-grained identification on CIC-IoT dataset is 86.06%, 65.73%, 65.81%, and
64.59%, respectively, which is obviously lower than on other datasets.

Coarse-Grained Identification. Our method performs a bit poor on the CIC-
IoT dataset. Figure 6 illustrates the confusion matrix on CIC-IoT dataset. IoT
Devices with low identification rates such as Gosund ESP series devices, are
the same type of product that share the same vendor. And Amazon Echo Dot,
and Yutron Plug series devices, are the same. Figure 7 shows the packet length
entropy distribution of these three type devices. The entropy distribution is sim-
ilar in each group. As for Amazon Echo Dot, entropy distribution is almost
identical. Thus, IoT devices that are the same type of product from same ven-
dor, use similar communication patterns making it difficult to identify. These
products are not upgraded during the iterative process considering the com-
munication protocol or mechanism, which causes the traffic generated during
network communication is almost identical.

We regard devices with the same vendor and type as one class of device,
to carry out coarse-grained identification. For example, we regard Gosund
ESP 1 Socket, Gosund ESP 2 Plug, Gosund ESP 3 Socket, Gosund ESP 4 Plug,
Gosund ESP 5 Socket, Gosund ESP 6 Plug, and Gosund ESP 7 Plug as one
class, Gosund ESP Plug Series, and we carry out same operations on other IoT
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Fig. 5. Confusion matrix on TMC-18 and SOSR-19 dataset.

Fig. 6. Confusion matrix on CIC-IoT dataset.
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devices which are the same type of product of same vendor. After merging the
labels, there are 23 IoT devices left. The accuracy, precision, recall, and F1-score
reaches 99.05%, 96.11%, 94.37%, and 94.19%, respectively in coarse-grained iden-
tification, which is much higher than before.

Fig. 7. Packet length entropy distribution of confusing devices in CIC-IoT dataset.

Comparison with Prior Work. Pinheiro et al. [18] propose a solution that
also uses packet length statistics to identify IoT devices. The solution uses only
the statistical mean, the standard deviation, and the number of bytes trans-
mitted over a one-second window. The solution carries out the identification
by using five classification algorithm, including k-Nearest Neighbors (KNN),
Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM) and
Majority Voting (MV). Table 3 shows the corresponding comparison results. Our
method outperforms the prior work on TMC-18, SOSR-19, and CIC-IoT, while
slightly lags behind the RF method on IoT-23. The problem lies in the fact that
the scale of the IoT-23 dataset is a bit small, which contains only 3 devices and
559 traffic flows. However, with the increasing of dataset scale, the performance
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of the RF method has declined gradually. Moreover, SVM reached the worst
results in all scenarios.

Yin et al. [25] propose IoT ETEI, a deep learning-based method which lever-
aging CNN and bi-LSTM model to extract spatio-temporal features. It takes
raw bytes of traffic flows as input, and removes irrelevant fields, such as MAC
address and IP address. The method uses CNN to learn spatial features from
raw data, and uses bi-LSTM to learn temporal features from packet sequence.
Table 3 shows that our method outperforms theirs on SOSR-19 and CIC-IoT.
We reach 10% more than IoT ETEI on precision, recall and F1-score except for
precision on CIC-IoT. The results on TMC-18 and IoT-23 are similar to each
other. Our method is more robust than IoT ETEI when the dataset scale is large
and unbalanced.

Discussion. Our model can learn the spatio-temporal features of traffic data
well, and is scalable. Experiments on multiple dataset show its effectiveness,
accuracy, and robustness. However, the model still has some shortcomings. It
performs a bit poor in fine-grained identification of IoT devices on the CIC-IoT
dataset. IoT devices with same type and vendor follow similar traffic patterns
when communicate with their servers, which are difficult to be identified. We
need to improve this problem in the future.

6 Conclusion

In this paper, we propose an adaptive ensemble of sequence networks based
on spatio-temporal features for IoT device identification, which takes network
packet traces as input and automatically infers the IoT device type of the net-
work traces. Our approach is purely based on network packet traces, and it
jointly learns the representative features of typical IoT devices from the raw
flow sequences. It takes stacked bi-LSTM to learn the representation of the flow
sequence. Moreover, it can be easily extended with multi-attribute sequences as
the input. It works well with both encrypted and plaintext flows. Our further
evaluation demonstrates that our method is able to effectively identify the type
of each IoT device from the mixed network traffic with high accuracy.
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Abstract. Estimating the head pose is vital in action evaluation since it has exten-
sive applications such as in automobile driver-assistance systems, performance
evaluations of athletes and customers’ attention in retail stores. It is difficult to
predict the head orientation from an RGB image by deep learning more accu-
rately. We propose 6DHPENet, a fine-grained 6D head pose estimation network,
to estimate the 3D rotations of the head. First, the model adopts a 6D rotation rep-
resentation for 3D rotations as training objective to guarantee effective learning.
6D rotation representation is a continuous and one-to-one mapping function for
3D rotations. Second, achieving 3D facial landmarks from real-time activities con-
sumes more time and is subject to frontal views. We drop the 3D facial landmarks
to enhance the adaptability and generalization ability in various application scenes.
Third, after the last convolution extraction layer, a squeeze-and-excitation module
is introduced to construct both the local spatial and global channel-wise facial fea-
ture information by explicitly modeling the interdependencies between the feature
channels. Finally, a multiregression loss function is presented to improve the accu-
racy and stability for a full-range view of the head pose estimation. In addition, our
method is compact and efficient formobile devices becauseof the lightweightCNN
backbone. The quantitative experiment results trained on 300W-LP datasets show
the superior performance of our 6D rotation representation-based multiregression
fine-grained method on the AFLW2000 and BIWI datasets.

Keywords: Head pose estimation · 6D rotation · Fine-grained image analysis ·
Multiregression loss · Landmark-free method

1 Introduction

Head pose estimation (HPE) estimates the 3D rotations of heads from a single RGB
image or videos. It has a wide range of applications, such as the evaluation of athletes’
performance [5] in sports such as diving and skiing, head orientation estimations for
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occluded pedestrians for the intention recognition of pedestrians [4], virtual and aug-
mented reality [3] and other human attention modeling. For instance, in an automobile
driver-assistance system [3], head pose estimation of the driver is an essential method to
monitor whether the driver is engaged in fatigued driving or inattentive behavior. Due
to the high practical value of HPE, it is a crucial task in the field of computer vision,
especially in the area of action evaluation.

The camera-relative HPE is defined as the computation of the 3D rotation matrix for
a head pose in the projection from the 3D space to the image plane. One of the important
steps in the work is to compute the rigid Euclidean transformation from the 3D points
in the world coordinate system to the corresponding 2D points in the camera coordinate
system [1]. Inspired by the advancements in deep learning technology, many approaches
have leveraged convolutional neural networks (CNNs) to address the problem of HPE.
Overall, the research approaches can be classified into two main strategies: one is with
3D facial landmarks, and the other iswithout 3D facial landmarks. Some researches [3, 6]
use facial landmark detection to establish a 2D-3D correspondence matching regression
between the image and the 3D ground-truth landmarks. A standard human head 3D
model [7] is used to imitate the real 3D face parameters, and then the 3D rotations of the
heads are computed. However, this strategy has difficulty extracting key feature points
from large poses such as profile views because of the occlusion of the facial features,
which leads to more computation and larger models.

As a consequence, many landmark-free approaches [8–10] have been proposed to
solve this issue. The head pose is estimated directly from a single image by the CNN
regression models. Instead of predicting the 3 × 3 rotation matrix directly, they always
choose other representations for the 3D rotations, as formulated in the 3Dor 4D represen-
tations, such as the Euler angles and quaternions. Euler angles [11] are the most widely
used because of their intuitiveness and simplicity of expression with only three elements,
the angle of yaw, pitch and roll. However, there are some limitations for Euler angles.
One is the ambiguity problem in terms of the gimbal lock [1]. Gimbal locking means
that when two rotating axes become parallel, one degree of freedom (DOF) will be lost.
Second, choosing different rotation orders will lead to different value of angles. Third,
non-stationary properties [5] exist because the facial features do not change smoothly
with respect to the angle size. The quaternion representation for 3D rotations has the
antipodal problem [12]. When defining the representation space,

(
q ∈ R4, ||q||2 = 1

)
, q

and −q correspond to the same 3D rotation. In addition, the results from [13] proved
that the 3D and 4D representations for 3D rotations are unsuitable for regression net-
works because of discontinuity. As demonstrated in these studies, using Euler angles
or quaternion representations to annotate the head orientation is inappropriate for the
regression in the CNN model. To solve these problems, we take the continuous repre-
sentations (the 5D or 6D rotation matrix) to express the 3D rotation matrix to lower the
error rate in neural networks. Furthermore, since real-time inferencing is necessary for
many applications, including motion capture and generating attention maps for retail
stores [14], it is necessary to adopt a more lightweight and mobile-friendly network as
the CNN backbone to achieve faster speeds.
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In this paper, we present a fine-grained 6D head pose estimation network
(6DHPENet) that adopts a 6D rotation representation for 3D rotations as the train-
ing objective and make inferences from a single RGB image without 3D facial land-
marks. The 6DHPENet predicts the value of the 3D rotation matrix of a head pose. It is
trained on 300W-LP datasets and achieves the best result with an average mean abso-
lute error (MAE) of 3.63 on the BIWI and AFLW2000 datasets. Specifically, the total
MAE improves by 3.2% in the AFLW2000 datasets. There are four main innovations
in the construction of the proposed 6DHPENet. First, the 6D rotation representation
is composed by simply dropping the last column vector of the original 3 × 3 rotation
matrix. Then a Gram-Schmidt-like process is used for mapping the 6D rotation repre-
sentation to the original space. Second, to be friendly to mobile devices, we choose two
lightweight CNN models, EfficientNet [15] and RepVGG [16], as the CNN backbone
to extract the shallow and deep facial features. Third, to gain the fine-grained facial
feature, the squeeze-and-excitation (SE) [17] module is embedded after the last CNN
layer. To construct the local spatial and global channel-wise information, the SE mod-
ule explicitly models the interdependencies between the feature channels. Finally, we
use a multiregression loss function that contains the geodesic loss and the orthogonal
loss to compute the difference between the predicted value and the ground-truth value
in the training process for a gradient descent regression. The geodesic loss minimizes
the angular difference between the ground-truth rotation matrix and the predicted one.
The orthogonal loss constrains the orthogonality of the predicted rotation matrix caused
by the calculation error in the Gram-Schmidt-like process to obtain better stability. In
conclusion, our research contributions can be summarized as follows.

• 6D Rotation Representation for 3D Rotations. The continuity of the 6D represen-
tation reduces the misleading neural networks, and dropping 3D facial landmarks
enhances the generalization performance of the method.

• Extraction of Fine-grained Feature Information. The lightweight CNN backbone
is introduced, and the SE module is embedded to construct local spatial and global
channel-wise facial fine-grained feature information.

• A Novel Multi-Regression Loss Function. It contains the geodesic loss and the
orthogonal loss. It improves accuracy and stability for the full-range view of the
HPEs.

• Excellent experiment results. This shows that our approach based on a 6D rotation
representation combined with the SE module and multiregression loss, is effective
and suitable for fine-grained head pose estimation.

The remainder of the paper is organized as follows: Sect. 2 gives a brief review of
the state-of-the-art head pose estimation methods. Section 3 presents the framework of
proposedmethod and details of each part. Section 4 shows an experiment implementation
and analysis on several public datasets. Finally, conclusions from our work are discussed
in Sect. 5.
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2 Related Work

2.1 Approaches for Discontinuous Representations

Headpose estimation has been actively researched over the past 25 years. For the research
on monocular RGB images, there are several kinds of methods including classical meth-
ods [37, 38], geometric & deformable landmark-based methods [2] and regression &
classification landmark-free methods [8–10, 18, 36, 41]. The traditional classical meth-
ods include template matching and cascaded detectors. Their characteristically take the
discretized pose as a template compared to the input images. The geometricmethods [39,
40] are also called the perspective to point (PnP) problems with 3D facial landmarks. In
the existing landmark-free approaches, most of them are used to predict head pose from
a discretized set of poses by regression and classification methods or multitasks methods
[8–10, 18, 36]. In conclusion, these methods usually choose discontinuous annotations
as the training objective of a head pose estimation.

For instance, Euler angles and quaternions are utilized as the training regression
objective for most state-of-the-art methods. Hopenet [8] proposed a CNN model com-
bined with a multiloss to predict head pose Euler angles directly from image intensities
without key points. The multiloss network is composed of a pose bin classification and a
regression component. Based on the same strategy as Hopenet WHENet [18] introduced
a wrapped loss to improve the yaw accuracy for anterior views in a full-range HPE.
Similarly, QuatNet [9] designs a multiregression loss that combines L2 regression with
ordinal regression loss to address the non-stationary property in a HPE. Bin et al. [36]
introduce a method using two-stage ensembles with average top-k regression. Despite
the intuitiveness of Euler angles, it has been proven that four or fewer dimensional
representations are discontinuous representations for 3D rotations.

2.2 Continuous Representations of 3D Rotations

In neural networks, the theoretical [23, 24] results suggest that functions that are smoothly
or strongly continuous have a lower approximation error for a given number of neurons.
Therefore, many researchers devote themselves to studying the theory of continuous
representations of 3D rotations.

Wu et al. [21] studied the problem of restoring the orthonormality of a noisy rotation
matrix by finding its nearest correct rotation matrix. Zhou et al. [13] present continuous
representations for a general case of the n dimensional rotation group SO(n), which is
suitable for neural networks and shows that it needs at least 5 dimensions of information
to achieve a continuous representation of rotations in 3D rotation space. Another innova-
tion for Zhou et al. [13] is to propose a geodesic loss to minimize the angle error between
two rotations. 6DRepNet [19] follows the approach by Zhou et al. [13] and engages a
network to predict the 6D rotation representation for 3D rotations. Furthermore, Zhi et al.
[20] proposed a deep network pipeline based on vector representation for a 3D rotation
matrix with vector orthogonal constraints. Cao et al. [20] used three-vector annotations
and illustrated that the Euler angle annotation has issues of discontinuity.
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2.3 Fine-Grained Head Pose Estimation

To obtain better HPE accuracy by deep CNN networks, it is desirable to enhance feature
aggregation and extract more effective local and global context information. There are
several fine-grained HPEmethods. Yang et al. [10] proposed a classification method that
learns a fine-grained structure mapping for spatially grouping features before aggrega-
tion. Wu et al. [21] studied learning from a synergy process of 3D morphable models
(3DMMs) and facial landmarks to predict complete 3D facial geometry, including 3D
alignment, face orientation, and 3D face modeling.

For extraction of the fine-grained features, the existing methods need more annota-
tions or more complex construction of networks. To explicitly model the interdepen-
dencies between the feature channels simply, Shen et al. [17] proposed a squeeze-
and-excitation network (SENet) with an SE block that adaptively recalibrates the
channel-wise feature responses. It has a more understandable network structure.

3 Model Framework

3.1 6DHPENet Overview

AS shown in Fig. 1, 6DHPENet is a solution to end-to-end 2D image-to-3D rotation
correspondence learning for head pose estimation without 3D landmarks. It mainly
consists of five modules.

CNN Backbone for Encoding Feature Space. The input of this network is a single
RGB image I , which shows a cropped head. For the input image I , a CNN backbone is
utilized to extract the shallowanddeep facial features from the image andencode a feature
spaceK , whereK ∈ RH×W×C .We choose RepVGG-b1g2 [15] and EfficientNet-B0 [16]
as the CNN backbone.

Squeeze-and-Excitation Module for Embedding Fine-Grained Features. The fea-
ture space K

(
K ∈ RH×W×C

)
is passed into a squeeze-and-excitation module to obtain

Fig. 1. An overview of 6DHPENet.
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the fine-grained and reweighted feature space K̃
(
K̃ ∈ RH×W×C

)
. The squeeze-and-

excitation module contains three steps: First, the input feature space K is squeezed into
a channel-wise feature descriptor s by the average pooling function Fsq(·). Second, the
channel-wise feature descriptor s is excited into a channel-wise weight descriptor z by
Fex(·,W ). Third, the input feature space K is reweighted into the fine-grained feature
space K̃ by Fscale(·, ·). In Sect. 3.2, we will introduce the details of K̃ = SE(K).

Output of a 6D Rotation Representation. After embedding the fine-grained feature
space K̃ , K̃ is sized into the feature space F

(
F ∈ R1×1×C

)
by global average pooling

(GLP) and reshaped into the fused feature vector f (f ∈ RC ). The fused feature vector
f is sent into a multilayer perceptron (MLP) called the fully connected layer Zlinear that
outputs 6 dims of neurons, called m6. The output tensor m6 is viewed as a 6D rotation
representation matrixM3×2. In Sect. 3.3, we will give the definition of 6D representation
for 3D rotations.

6D Mapping Module. Through a Gram-Schmidt-like process Ortho(·) to map the 6D
MatrixM3×2 into the 3D rotations,M3×3(M3×3 ∈ SO(3),M3×3MT

3×3 = I , det(M3×3) =
1), finally the Euler angles (the angles of yaw, pitch, roll) are computed by Tr(Moutput

3×3 )

from the 3D rotations M3×3. In Sect. 3.4, we introduce the details of the 6D mapping
process.

Multiregression Loss Function. The multiregression loss function contains the
geodesic loss Lgeo and the orthogonal loss Lortho. Lgeo minimizes the angular differ-
ence between the ground-truth rotation matrix and the predicted rotation matrix. Lortho
constrains the orthogonality of the predicted rotation matrix caused by a calculation
error by the Gram–Schmidt-like process to obtain better stability. The multiregression
loss function computes the difference between the predicted value and the ground-truth
value in the training process for the gradient descent regression.

3.2 SE Module for Embedding Fine-Grained Features

Embedding fine-grained features passes the feature space K
(
K ∈ RH×W×C

)
into a

squeeze-and-excitation module to obtain the fine-grained and reweighted feature space

K̃
(
K̃ ∈ RH×W×C

)
. The squeeze-and-excitation module contains three steps: First, the

input feature space K is squeezed into a channel-wise feature descriptor s by global
average pooling Fsq(·) in Eq. (6). Fsq(·) sums out the global feature information by no
parameterization and reduces the characteristic dimensions. Second, the channel-wise
descriptor s is excited into a channel-wise weight descriptor z by Fex(·,W ) in Eq. (7).
Third, the input feature space K is reweighted into the fine-grained feature space K̃ by
Fscale(·, ·) in Eq. (8).

s = Fsq(K) = 1
H×W

H∑

i=1

W∑

j=1
K(i, j) (6)

z = Fex(s,W ) = σ(g(z,W )) = σ(W2(δ(W1(z,W )))) (7)
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K̃ = Fscale(K, z) (8)

In Eq. (7), σ is the sigmoid function, δ is the ReLU function, Wi(i = 1, 2) is the ith

fully connected layer, andW is the weight of excitation. Fex(·,W ) obtains the channel-
wise weight z by reducing the channel dimensions by increasing the channel dimensions
to achieve a more nonlinear processing capability. In Eq. (8), z is resized to the same size
as K , and then a pixel-wise multiplication is conducted to reweight the feature space K
into the fine-grained feature space K̃ .

Fig. 2. Flowchart of the squeeze-and-excitation module.

The flowchart of the SEmodule is shown in Fig. 2. For the inputting feature spaceK ,
there are two stages for generating the output feature space K̃ . In the first stage, the input
feature spaceK is squeezed into a channel-wise feature descriptor s ∈ R1×1×C by global
average pooling Fsq(·) in Eq. (6). Fsq(·) sums out the global feature information on the
H × W dimensions. Second, the channel-wise descriptor s is excited into a channel-
wise weight descriptor z ∈ R1×1×C by Fex(·,W ) in Eq. (7). There are four steps in
Fex(·,W ). The factor W is set to 16 by experiment practice. The first step is an MLP
layer that outputs C

W dims of neurons to fuse the channel characteristics. The second
step is a ReLU activation function. The third step is an MLP layer that outputs c dims
of neurons to extract the channel-wise attention. The fourth step is a sigmoid function
to normalize the value between[0, 1]. Finally, the channel-wise weight descriptor z is
reshaped into 1×1×C for the preparation of the pixel-wisemultiplication. In the second
stage, the input feature space K is reweighted into the fine-grained feature space K̃ by
conducting a pixel-wise multiplication Fscale(·, ·) between the input feature space K and
the channel-wise weight z in Eq. (8).

3.3 6D Representation for the 3D Rotations

Zhou et al. [13] presented continuous representations for the general case of the
n dimensional rotation group SO(n). We discuss the definition of the 6D rotation
representation.
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It is a continuous one-to-one mapping relationship between 6D rotation represen-

tation M3×2 = [�a1, �a2
]
and the 3D rotations M3×3 =

[�b1, �b2, �b3
]
, where �ai, �bi,i =

1, 2, . . . ., n are column vectors.
First, let the original space be X= SO(3) and the representation space be R = R3×2.

Given the 3D rotation matrix M3×3, we know that it is an orthogonal matrix and meets
the conditions:M ∈ R3×3,M3×3 ∈ SO(3),M3×3MT

3×3 = I , det(M3×3) = 1. Therefore,
the 6D rotation representationM3×2 should contain an orthogonalization process in the
representation itself. Then we can define a mapping Gmap(·) from the original space
to the representation space by simply dropping the last column vector of the input 3D
rotation matrix:

Gmap

([�b1, �b2, �b3
])

=
[�b1, �b2

]
(1)

The set Gmap(·) is a Stiefel manifold from the theory [25]. For the mapping fmap
from the representation space to the original space, we can define the following Gram–
Schmidt-like process:

fmap
([�a1, �a2

]) =
[�b1, �b2, �b3

]
(2)

�b1 = Norm(�a1) = �a1||�a1|| (3)

�b2 = Norm
( �U2

)
= �U2∣

∣
∣
∣
∣
∣ �U2

∣
∣
∣
∣
∣
∣
, �U2 = �a2 − �b1 · �a2�b1 (4)

�b3 = �b1 × �b2 (5)

Norm(·) denotes a normalization function by the L2-Norm. The third vector �b3 can
be calculated by the ordinary cross product �b1 × �b2 in Eq. (5). The process of the Proof:
for everyM3×3 ∈ SO(3), fmap

(
Gmap(M3×3)

) = M3×3 has been verified by the induction
and the properties of the orthonormal basis vectors in [13, 26].

3.4 6D Mapping Module

From Sect. 3.3, we note that the 6D rotation matrix can be transformed into the 3 × 3
rotation matrix by a one-to-one mapping function Ortho(·) which equals Eqs. (2) and
Drop(·) which equals Eq. (1). Thus, we introduce the steps of the 6D mapping process
by using the theory of the definition of the 6D Representation for the 3D Rotations.

As shown in Algorithm 1, specifically, we split the output of the MLP layer into
two column vectors M 6D

3×2 = [X ′
3×1,Y

′
3×1] and then use a Gram–Schmidt-like process

Ortho(·) in Eq. (2,3,4,5) to map the 6D rotation Matrix M3×2 into the 3D rotations
M3×3(M ∈ R3×3,M3×3 ∈ SO(3),M3×3MT

3×3 = I , det(M3×3) = 1). The Gram–
Schmidt-like process Ortho(·) has several steps. First, X3×1 is normalized by using
Eq. (3) with X ′

3×1. Second, the second vector Z
′
3×1 is generated by using Eq. (4). Third,

Z3×1 is normalized by using Eq. (3) with Z ′
3×1. Fourth, the third vector Y3×1 is gener-

ated by using Eq. (5). Fifth, the third vector Y3×1 is generated by using Eq. (5). Finally,
X3×1,Y3×1 and Z3×1 are aggregated into the 3D rotation matrix Moutput

3×3 .
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Algorithm 1. 6D Map Module

Input: The 6 dims of neurons (output by the MLP layer)

Output The 3D rotation matrix 

1: Split the into two column vector

2: Normalize into using Equation (3) 

3: Generate the second vector using Equation (4) 

4: Normalize into 

5: Generate the third vector using Equation (5)

6: Aggregate into the rotation matrix 

7: return the 3D rotation matrix 

Finally, to compare the result with other methods, the 3D rotation maxtrix Moutput
3×3

is transformed into the Euler angles, the angles of yaw, pitch and roll by Tr(Moutput
3×3 ).

Tr(Moutput
3×3 ) means computing the Euler angles from a rotation matrix and the details

have been shown in Slabaugh et al. [11].

3.5 Multiregression Loss Function

Our method is trained end-to-end. During the training process, we employed a novel
multiregression loss function that contains the geodesic loss Lgeo and the orthogonal
loss Lortho for the training objective. As shown in Eq. (9), the total loss is the addition
of the Lgeo and Lortho with a weighted term α that is set to a small number whose range
is between [0.1, 0.5].

L = Lgeo
(
Mpredict,Mground

) + α · Lortho
(
Mpredict

)
(9)

Geodesic Loss. For a given 3D rotation matrix M , M ∈ SO(3), can be represented by
a rotation axis �μ and rotation angle θ according to Rodrigues’ rotation formula [27].
Figure 3 shows the relationship between M and θ that equals Eq. (10).

Fig. 3. Geodesic loss geometric meaning.

tr(M ) = 1 + cos2θ (10)
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Then the geodesic loss is defined as the minimal angular difference between two
3×3 rotation matrices, which calculates the angle between the predicted rotation matrix
Mpredict and the ground truth matrix Mground . It can be defined as:

Lgeo = cos−1(

(
M

′′
00 + M

′′
11 + M

′′
22 − 1

)

2
) (11)

M ′′ = MpredictM
T
ground (12)

Orthogonal Loss. Lortho constrains the orthogonality of the predicted rotation matrix
caused by the calculation error on the Gram–Schmidt-like process. Given the predicted

rotation matrix Mpredict =
[�b1, �b2, �b3

]
, where �bi,i = 1, 2, . . . ., n are column vectors,

Mpredict ∈ R3×3, �bi ∈ R3×1, the loss term is shown as follows:

Lortho = MAE
(�bi�bj, 0

)
(i �= j, i ∈ [1, 2, 3], j ∈ [1, 2, 3]) (13)

Mpredict =
[�b1, �b2, �b3

]
(14)

In Eq. (13), we adopt the mean absolute error loss function for the orthogonal loss
to minimize the difference between the cross product of the column vectors and the zero
value. If a calculation error does not exist, the cross product of the column vectors should
be zero because the column vectors in the rotation matrix are mutually orthogonal.

3.6 Complete Structure of 6DHPENet

AS shown in Algorithm 2, for a single RGB image, we trained an end-to-end network
6DHPENet to predict the value of head poseMoutput

3×3 . The raw form of the head pose is

defined as the 3D rotation matrix Moutput
3×3 and can be transformed into other represen-

tations, such as Euler angles. First, the features K(K ∈ RH×W×C ) are extracted from I
by the CNN backbone RepVGG-b1g2 or EfficientNet-B0. Second, the features K are
reweighted into the fine-grained features K̃ by the SE module. The details are shown
in Sect. 3.2. Third, K̃ is sized into the feature space F

(
F ∈ R1×1×C

)
by global average

pooling. Fourth, the feature space F is flattened to the feature vector f (f ∈ RC ). Fifth,
a Multilayer Perceptron (MLP) outputs 6 dims of neurons, called m6. The tensor m6
is viewed as a 6D rotation representation matrix M3×2. Finally, the 6D rotation repre-
sentation matrixM3×2 is mapped into the 3D rotation matrixMoutput

3×3 . The 6D mapping
process is shown in Sect. 3.4.
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Algorithm 2. Complete Structure of 6DHPENet

Input: A single RGB image with a cropped face.

Output: The 3D rotation matrix .

1: Extract features ( ) from by the CNN backbone.

2: Reweight the features into the fine-grained feature by SE module: .

3: Size the into feature space by global average pooling.

4: Reshape feature space into the feature vector ( ).

6: The tensor by the Multilayer Perceptron (MLP) that outputs 6 dims of 

neurons.

7: is viewed as a 6D rotation representation matrix  .

8: by a 6D mapping module in Algorithm 1.

9: If on the training process, then:

10:   use the multiregression loss function for the gradient descent regression.

11: return the 3D rotation matrix 

4 Experiment and Analysis

4.1 Datasets and Data Preprocessing

There are three popular public benchmark datasets, 300W-LP [2], AFLW2000 [2] and
BIWI [28]. According to most of the previous research work, we choose the 300W-
LP dataset as the training dataset and the AFLW2000 and BIWI datasets as the testing
datasets. What’s more, we retain the images with Euler angles θ of three rotations,
including the angles where the yaw, pitch, and roll, are between [−99◦, 99◦] and convert
the annotations of the Euler angles into a 3D rotation matrix.

300W-LP. The 300W-LP dataset was derived from the 300Wdataset [29] which unifies
several datasets including AFW [30], HELEN [31], IBUG [29] and LFPW [32], for face
alignment with 68 landmarks. It generates 61,225 samples through face profiling with
3D image meshing across large poses and further expands to 122,450 samples with a
flipping transformation.

AFLW2000. The AFLW2000 dataset contains the first 2,000 images of the AFLW
dataset [33] byprovidingground-truth 3D faces and the corresponding68 landmarks. The
faces in the dataset have been processed in large pose variationswith various illumination
conditions and facial appearances.

BIWI. The BIWI dataset is composed of 24 videos of 20 subjects in a controlled indoor
environment. There are a total of approximately 15,000 frames in the dataset. The faces
in the dataset are detected by MTCNN [34] to obtain face bounding box results.

For the data preprocessing for training the network, we perform three kinds of data
augmentation transformations. First, the image is cropped so that it leaves a margin from
the head bounding box (Xmin,Ymin,Xmax,Ymax) by a random loose factor γ ∈ [0.1, 0.5].
The crop function is equal to Eqs. 15, 16, 17 and 18. Second, the image is randomly
flipped horizontally by a probability factor p ∈ [0, 1]. If p > 0.5, the image is flipped.
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Third, the image is randomly blurred by a probability factor q ∈ [0, 1]. If q > 0.5, make
the image blurred. Finally, before the image is fed into the network, we resize the image
into the uniform size 224 × 224 and normalize the pixel values into [0, 1].

X ′
min = Xmin − |γ ∗ (Xmax − Xmin)| (15)

Y ′
min = Ymin − |γ ∗ (Ymax − Ymin)| (16)

X ′
max = Xmax + |γ ∗ (Xmax − Xmin)| (17)

Y ′
max = Ymax + |γ ∗ (Ymax − Ymin)| (18)

4.2 Experiment Environment

We use PyTorch to implement our proposed network. For data augmentation in the
training process, the raw images are randomly cropped into a loose size with a scale
factor k, randomly flipped by a probability factor p and randomly blurred by a probability
factor q. The details are shown in Sect. 4.1.

We use an Adam optimizer with a learning rate of 1e-4. We set the batch size to
128 and use 80 epochs to train the network. The experiments were performed on a
computer with a GTX3090Ti GPU. For experiments practice, at the beginning of the
backpropagation, we only use the geodesic loss function before the 30th epoch. After
the 30th epoch, we use the multiregression loss combined with the orthogonal loss and
set the factor of orthogonal loss to 0.1 in experiment.

4.3 Results and Analysis

Experiment 1: Experiment 1 is implemented here with the factor settings in Sect. 4.2.
Our 6DHPENet is composed of the CNN backbone of RepVGG-b1g2 and the squeeze-
and-excitation module and outputs the 3D rotation matrix. 6DHPENet is trained on
the 300W-LP datasets. Because the 3D rotation matrix is nonintuitive and most works
choose Euler angles as output, we convert the predicted rotation matrix to Euler angles
for comparison. As shown in Fig. 4, we present some sample results of head pose
estimations using the proposed trained method by visualizing the Euler angles. The red

Fig. 4. Sample results of head pose estimation using the proposed method.
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line indicates the pitch angle on the x-axis. The green line indicates the yaw angle on
the y-axis, and the blue line indicates the roll angle on the z-axis.

On the evaluation of the experiment results, we take the mean absolute error (MAE)
to calculate the error between the predicted Euler angles and the ground-truth Euler
angles. The MAE is calculated by Eq. (19).

MAE = ∑

θ=yaw,pitch,roll

(∣∣θprdeict − θground−truth
∣∣)

(19)

A summary of the results is given in Table 1 below. It achieves the best result
of an average mean absolute error (Avg MAE) of 3.63 on the BIWI and AFLW2000
datasets. Specifically, the MAE of the sum of the three angles is improved by 3.2% in
the AFLW2000 datasets.

Table 1. Summary of results: Avg2 MAE denotes the average of the BIWI and AFLW2000
datasets overall results. The Full Range1 denotes whether themethod allows full range predictions.

Method Full Range1 Params
(×106)

BIWI
MAE

AFLW2000
MAE

Avg2

MAE

3DDFA [2] N – 19.07 7.393 13.231

Hopenet [8] N 23.9 4.895 6.155 5.525

SSR-Net-MD [35] N 0.2 4.650 6.010 5.330

FSA-Caps-Fusion [10] N 1.2 4.000 5.070 4.535

WHENet-V [18] N 4.4 3.475 4.834 4.155

WHENet [18] Y 4.4 3.814 5.424 4.619

QuatNet [9] N – 4.146 4.503 4.325

6DRepNet [19] Y 4.3 3.470 3.970 3.720

TriNet [20] Y – 4.290 4.669 4.480

6DHPENet(ours) Y 4.4 3.420 3.840 3.630

As shown in Table 2, we make comparisons with the state-of-the-art methods on the
BIWI and AFLW2000 datasets in detail by the MAE on each rotation of the head pose
and the angles of yaw, pitch and roll. On the BIWI datasets, theMAE on the pitch is 4.01,
and the total MAE of the three angles is 3.42. On the AFLW2000 datasets, the MAE on
the pitch is 4.68, and the total MAE of the three angles is 3.84. The results show that
our 6DHPENet obtains the best result both on the pitch angle and the total MAE of the
three angles. This means that our method is adapted to the general scenarios. Although
6DHPENet does not always perform the best, with MAE values of 3.51, 3.65 and 2.74
for the yaw and roll angles, respectively. However, in contrast to other methods, the
difference is small, and equals 0.57, 0.02 and 0.06, respectively. Although the MAE on
the yaw angle is higher than that of the QuatNet by a difference value of 0.57 (3.51–2.94)
in the comparisons, the MAE on the other angles is lower than that of the QuatNet by
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an average value of 0.88. The reason is probably the lack of enough full-view samples
and the influence of visual instability for the various head poses, especially the yaw and
roll angles, which have not yet been eliminated.

Table 2. Comparisons with state-of-the-art methods on the BIWI and AFLW2000 datasets.

BIWI AFLW2000

Method Yaw Pitch Roll MAE Yaw Pitch Roll MAE

3DDFA [2] 36.20 12.30 8.78 19.10 5.40 8.53 8.25 7.39

Hopenet (α = 1) [8] 4.81 6.61 3.27 4.90 6.92 6.64 5.67 6.41

Hopenet (α = 2) [8] 5.12 6.98 3.39 5.12 6.47 6.56 5.44 6.16

FSA-Net [10] 4.27 4.96 2.76 4.00 4.50 6.08 4.64 5.07

HPE [36] 3.12 5.18 4.57 4.29 4.80 6.18 4.87 5.28

WHENet-V [18] 3.60 4.10 2.73 3.48 4.44 5.75 4.31 4.83

WHENet [18] 3.99 4.39 3.06 3.81 5.11 6.24 4.92 5.42

QuatNet [9] 2.94 5.49 4.01 4.15 3.97 5.62 3.92 4.50

6DRepNet [19] 3.24 4.48 2.68 3.47 3.63 4.91 3.37 3.97

TriNet [20] 4.11 4.76 3.05 3.97 4.04 5.77 4.20 4.67

6DHPENet (ours) 3.51 4.01 2.74 3.42 3.65 4.68 3.18 3.84

Experiment 2: We conduct an error analysis of two landmark-free methods (WHENet
and 6DHPENet) on the AFLW2000 datasets. The error analysis visualizes the MAE
on the total angle of yaw, pitch and roll, or the difference in each angle by predicting
the head pose when a single RGB image is inputted that is generated by WHENet and
6DHPENet. Both methods are trained on 300W-LP. We convert the predicted rotation
matrix to Euler angles for comparison. The results are shown in Fig. 5 and Fig. 6.

As shown in Fig. 5, we take some examples on the AFLW2000 datasets from the
frontal to the profile views. On the first line, we put some original images and draw the
ground-truth annotations of the Euler angles below the image as in

[
θyaw, θpitch, θroll

]
.

On the second line, we show the result by using WHENet and print the total MAE of
the three angles below the image. On the third line, we show the result by using the
proposed method 6DHPENet and print the total MAE of the three angles below the
image. The frontal views of a human face are shown in the first and fourth columns. The
predicted results by 6DHPENet make for a total MAE of 2.207◦ and 2.731◦, whereas the
predicted results by WHENet make for a total MAE of 4.518◦ and 8.837◦. The profile
views of a human face are shown in the second and third columns. The predicted results
by 6DHPENet make for a total MAE of 5.981◦ and 5.631◦, whereas the predicted results
by WHENet make for a total MAE of 11.945◦ and 8.494◦. Based on observations of the
visualization results, it can be concluded that the smaller the total MAE is, the better
accuracy the head pose estimation has. The proposed method has good generalization
ability from the frontal to the profile views of the head pose. Contrary to our method
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based on the 6D rotation representation, the traditional landmark-freemethods of directly
predicting the Euler angles from images have a large accuracy error.

Fig. 5. Comparison of head pose estimation results on AFLW2000 images.

Fig. 6. MAE on AFLW2000 using the landmark-free methods. All were trained on 300W-LP.

As shown in Fig. 6, we draw the lines of the MAE values. The Euler angles’ range
θ ∈ [−99◦, 99◦] is equally divided into intervals in a span of 33◦. The first picture shows
the trend in theMAEof a pitch angle between six intervals ([−99◦,−66◦), [−66◦,−33◦),
[−33◦, 0◦), [0◦, 33◦), [33◦, 66◦), [66◦, 99◦]). The second picture shows the trend in the
MAE of the yaw angle between the same six intervals. The third picture shows the trend
in theMAE of the roll angle between the same six intervals. The red curve represents the
prediction MAE of 6DHPENet, and the yellow curve represents the prediction MAE of
WHENet. On the rotation of pitch, yaw and roll, all the MAE curves of 6DHPENet are
significantly lower than those of theWHENet. Therefore, it proves that the continuity of
6D rotation representation makes the network learn better and achieve better accuracy.

Experiment 3: We evaluated the effect of resolutions by the trained 6DHPENet on
300W-LP. An image is picked up randomly from the AFLW2000 dataset. The image is
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downsampled by a Gaussian kernel. The indicated downsampling factor includes 4X,
16Xand 64X. Then, the downsampled images are reshaped to the original size by bilinear
interpolation before being supplied to the 6DHPENet. As shown in Fig. 7, the first image
is the original, and the predicted value is printed below the corresponding image formed
in

[
θyaw, θpitch, θroll

]
. It can be concluded that the prediction accuracy is not seriously

degraded by aggressive downsampling of up to 64X.
The result proves that the 6DHPENet has stability for low-resolution scenes. It can be

inferred that 6DHPENet extracts the effective fine-grained facial features in the training
process depending on the CNN backbone and SE module.

Fig. 7. Downsampling factor vs. the angles of yaw, pitch & roll. The ground-truth values are[
19.495◦, 2.322◦, −4.536◦].

4.4 Ablation Study

To check the impact of different modules for the network, we conduct ablation studies
over the different aggregation modules. The results are shown in Table 3.

Table 3. Ablation study over different aggregation modules. (with/without the squeeze-and-
excitation module, geodesic loss function or orthogonal loss function).

ID Modules AFLW2000

SE module Geodesic loss Orthogonal loss Yaw Pitch Roll MAE

1
√ √

3.773 4.699 3.154 3.874

2
√ √

3.666 4.782 3.359 3.936

3
√

3.692 4.812 3.460 3.988

4
√ √ √

3.650 4.689 3.180 3.840

Test ID1 is composed of an SE module and geodesic loss. Its result is better than
the other test without the SE module and it improves by 2.8% over the worst MAE of
3.988. This shows that the SE module generates fine-grained features and is beneficial
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to the regression of the network. Test ID2 and test ID3 are without the SE module, one
is with orthogonal loss while the other is without orthogonal loss. Observed from the
results, the test with orthogonal loss scores a lower MAE of 3.936 as compared to the
other one of 3.988. This shows that it is necessary to constrain the calculation error
caused by Gram–Schmidt-like process. Test ID4 is composed of all the modules and
it obtains the best result of a total MAE of 3.840. It can be inferred that our approach,
combined with the SEmodule andmultiregression loss function, is effective and suitable
for fine-grained head pose estimation.

Table 4. Comparisons with different CNN backbones.

CNN backbone BIWI AFLW2000

Yaw Pitch Roll MAE Yaw Pitch Roll MAE

1 Efficientnet-b0 3.837 4.230 2.762 3.609 4.020 4.963 3.666 4.216

2 Repvgg-b1g2 3.510 4.012 2.738 3.420 3.650 4.689 3.180 3.840

As shown in Table 4, we use the Efficientnet-b0 and the Repvgg-b1g2 network
separately as the CNN backbone for the 6DHPENet. The experiment results show that
Repvgg-b1g2 is better than Efficientnet-b0. There is a phenomenon that the SE module
does not obtain a better score even if it is embedded inEfficientnet-b0.We assume that the
squeeze-and-excitation module added after the last CNN layer may be more conducive
to the spatial integration of the local and global information in the CNN network, as well
as the channel relationship for head pose estimation.

5 Conclusions

In this paper, we present a 6D head pose estimation network (6DHPENet) to solve the
problemof predicting a head posewithout 3D facial landmarks by end-to-end deep learn-
ing. The 6DHPENet adopts a 6D rotation representation for 3D rotations as the training
objective without 3D facial landmarks. The squeeze-and-excitation module is intro-
duced to construct the local spatial and global channel-wise information by explicitly
modeling the interdependencies between the feature channels. A novel multiregression
loss function is designed to improve the accuracy for the full-range view of a HPE. The
experiment results show that the 6D rotation representation for 3D rotations outperforms
the other methods.

In the future, to improve the efficiency of the network, it is promising to extend the
larger full-view datasets to train the network. In addition, due to the applications that
usually need to be deployed on mobile devices, we expect to study more lightweight
networks and improve the corresponding speeds.
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1 Introduction

Semantics [1] is the essential cognitive content for people to think and communi-
cate using a language composed of conceptual symbols. The cognitive interpre-
tation of finding concepts can be mapped to the existence confirmation, depen-
dency relationship and pattern discovery from Concept Space to Semantic Space.
A large number of DIKW resources are gathered in biological legal cases. During
the construction and application of DIKW maps, Duan et al. [2] proposed to for-
malize DIKW elements, and classify content objects and relationships into typed
DIKW content with a unified standard. Mapping semantic element entities or
relationships in related resources to multimodal conceptual model levels such as
DIKW through intent-oriented fusion, experience systemization, and ontology
formalization [3].

Current AI solutions lack effective strategies, which can combine machine
learning, subjective judgment information, expert knowledge, and smart strate-
gies. Under the background of incomplete data, insufficient information, incom-
plete knowledge, and unbalanced wisdom strategies, the mixed subjective and
objective [4–6] DIKW content faces great challenges in technologies such as inter-
pretable and trusted semantic representation and responsible AI service system
construction. Through the interaction and integration of DIKW services, the
innovation of concepts, theories and model mechanisms in interdisciplinary fields
can be realized. The theoretical basis is the integration, transformation and shar-
ing of DIKW concepts and semantics.

The innovation of DIKW service integration and interaction based on sub-
jective objectification [7,8] helps to solve this series of problems. The difference
between relations and entities in the conceptualization process can be revealed
through relations or semantics, and can also be used as a basis for distinguishing
types of data resources and information resources in subsequent work. Using the
Axiom of Consistency of Semantics (CS), Axiom of Conservation of Existence
Set (CEX), Axiom of Consistency of Compounded Essential Set (CES), Axiom
of Inheritance of Existence Semantics (IHES) and other axiom systems based on
Existence Computation and Reasoning (EXCR) [9] and Existence Computation
and Reasoning (ESCR) [10] to reveal the semantic space of the points, lines and
surfaces of the Euclidean space, and then complete the stipulation proof of the
Four Color Theorem [11], Semantic modeling and cognitive reduction analysis of
Goldbach’s Conjectur [12] and Collatz Conjecture [13]. For large-scale concept-
semantic expression fuzzy and mixed semantic content fusion, especially the
fusion scene where semantic content is time-sensitive and continuously evolv-
ing. Based on the fusion of EXCR exist semantics and cross-DIKW modalities,
the Essential Semantic Relationship Defined Everything of Semantics (RDXS)
[14,15] is constructed. By associating the EXCR existence semantics of content
descriptive and executable contradictory goals with the ESCR essential seman-
tics, DIKW Graphs supports more complete conceptual, semantic modeling and
processing [16] of multimodal categories. Based on the EXCR and ESCR mech-
anisms, the meta-model [17] of DIKW Graphs is designed, which is also applied
in intelligent form filling [18], emotional communication [19], Privacy Protection
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[20], Internet of Things [21], Cloud Computing [22], Electronic Commerce [23]
and so on.

2 Architecture Design

Starting from the natural language of incomplete, imprecise, inconsistent data,
information, knowledge and wisdom concepts, semantics. The multi-dimensional,
multi-modal, and multi-scale subjective and objective content service interaction
expressed in machine language is used to identify the semantics of uncertain
concepts, subjective and objective formal modeling, formal expression and value
fusion processing, and construct purpose-driven fusion data and information.,
knowledge and wisdom case modeling and judgment.

There are a large number of relevant Biological Lawsuit Resource (BLRES)
on the Internet, but the real and complete resources are always different from
individual and local resources. Its specific manifestations are incomplete, incon-
sistent, inaccurate and inexpressible. We found two paragraphs of text in the
network, the first paragraph of text, we deleted it, and got individual local
resources. By comparing the two, it is easy to see that there is a huge difference
in the meaning of the two sentences. The protagonist of the second paragraph of
text has the same name, but does different things. It is not difficult to see that
the attributes of the protagonist are different.

Example 1
Complete Resource: There is a group of white animals waiting quietly on the
ice surface. Suddenly the group of animals moved quickly and rushed towards
a certain part of the ice. They move faster than humans and are not afraid of
the cold. This animal can survive by reducing its caloric needs when food is
completely unavailable. What is a target to identify?

Individual Resource: There is a group of white animals waiting quietly on the
ice surface. Suddenly the group of animals moved slowly and rushed towards
a certain part of the ice. They move faster than humans and are afraid of the
cold. This animal can survive by increasing its caloric needs. What is a target
to identify?

Example 2

Role Text

A Shylock is mysterious. Initially discovered in February 2011 by security
firm, Shylock delivers web injects into victims’ browsers and logs
keystrokes. Shylock is so contagious that it can be infected by sending a
mail. What is Shylock?

B Shylock is mysterious. In September 2011, Shylock walked to the shop,
bought a knife and killed a doctor. He eluded the police for three years by
relying on his keen insight. What is Shylock?
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The inconsistency, incompleteness, inaccuracy, and inexpressivenes to express
the essential data, information, and knowledge between individual resources and
complete resources make AI unable to make accurate decisions, and even lead to
wrong judgments. Confusion of subjective and objective semantic categories of
the subject expression content, insufficient degree of objectification of subjective
semantics, lack of semantic correlation, inaccurate semantics, inconsistency of
semantics, drift of concept-semantic mapping, redundancy of semantic-concept
mapping, etc. Realize the automation of inter-service services and improve the
efficiency of intelligent interaction.

From the DIKWP (content) Graphs and the DIKWP (stakeholder) Graphs,
the data, information, knowledge, wisdom and purpose mapping of the content
involved in the text are carried out, and the recognition result is obtained by
driving the Purpose. The Cognition Graph is mainly descriptive content, the
Content Graph supports executable processing, and the two graphs can be rep-
resented in tabular form.

DIKWP (content) Graphs include Data Content Graph, Information Con-
tent Graph, Knowledge Content Graph, Wisdom Content Graph and Purpose
Content Graph.

DIKWPCT ::=< DGCT , IGCT ,KGCT ,WGCT , PGCT > (1)

DIKWP (stakeholder) Graphs include Data Cognition Graph, Information Cog-
nition Graph, Knowledge Cognition Graph, Wisdom Cognition Graph and Pur-
pose Cognition Graph.

DIKWPCG ::=< DGCG, IGCG,KGCG,WGCG, PGCG > (2)

Define the text content of Example 1, Example 2A and Example 2B as con-
tent(C1), content(C2) and content(C3), respectively, and define user(A) and
user(B) for multiple users. For content(C1), content(C2), user(A), user(B), cor-
responding expressions are:

DIKWPCT (C1) ::=< DGCT (C1), IGCT (C1),KGCT (C1),WGCT (C1), PGCT (C1) >

DIKWPCT (C2) ::=< DGCT (C2), IGCT (C2),KGCT (C2),WGCT (C2), PGCT (C2) >

DIKWPCG(A) ::=< DGCG(A), IGCG(A),KGCG(A),WGCG(A), PGCG(A) >

DIKWPCG(B) ::=< DGCG(B), IGCG(B),KGCG(B),WGCG(B), PGCG(B) >

(3)
For the understanding of content(C1) by user(A), the cognitive DIKWP in
user(A) is denoted as:

DIKWPCG(A(C1)) ::=

< DGCG(A(C1)), IGCG(A(C1)),KGCG(A(C1)),WGCG(A(C1)), PGCG(A(C1)) >

(4)
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For the understanding of content(C1) by user(B), the cognitive DIKWP in
user(B) is denoted as:

DIKWPCG(B(C1)) ::=

< DGCG(B(C1)), IGCG(B(C1)),KGCG(B(C1)),WGCG(B(C1)), PGCG(B(C1)) >

(5)
The final combined DIKWP of semantics, denoted as DIKWP (semantic (stake-
holder, content)), is the integration of objective DIKWP (content) and subjective
cognitive DIKWP (stakeholder).

DIKWPS ::=< DGS ,KGS ,KGS ,WGS , PGS >

DIKWPS

::=DIKWPCT + DIKWPCG

::=<DGCT , IGCT ,KGCT ,WGCT , PGCT > +
<DGCG, IGCG,KGCG,WGCG, PGCG >

::=< (DGCT + DGCG), (IGCT + IGCG), (KGCT + KGCG),
(WGCT + WGCG), (PGCT + PGCG) >

(6)

For the understanding of content(C1) by user(A), the final combined semantic
DIKWP is denoted as:

DIKWPS(A(C1))
::=DIKWPCT (C1) + DIKWPCG(A(C1))
::=<DGS(A(C1)), IGS(A(C1)),KGS(A(C1)),WGS(A(C1)), PGS(A(C1)) >
::=< (DGCT (A(C1)) + DGCG(C1)),

(IGCT (A(C1)) + IGCG(C1)), (KGCT (A(C1)) + KGCG(C1),
(WGCT (A(C1)) + WGCG(C2)), (PGCT (A(C1)) + PGCG(C1)) >

(7)
For the understanding of content(C1) by user(B), the final combined semantic
DIKWP is denoted as:

DIKWPS(B(C1))

::= DIKWPCT (C1) +DIKWPCG(B(C1))

::=<DGS(B(C1)), IGS(B(C1)),KGS(B(C1)),WGS(B(C1)), PGS(B(C1)) >

::=< (DGCT (B(C1)) +DGCG(C1)),

(IGCT (B(C1)) + IGCG(C1)), (KGCT (B(C1)) +KGCG(C1)),

(WGCT (B(C1)) +WGCG(C1)), (PGCT (B(C1)) + PGCG(C1)) >

(8)
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3 Resource Mapping

Taking the complete resource as an example, it is divided according to the part
of speech, and the specific meaning is mapped to the data resource, such as noun,
number, time, etc. Mappings that contain some kind of information into infor-
mation resources, for example, verbs, adjectives, etc. Combined with context
semantic structure, as well as data resources and information resources, knowl-
edge resources are derived. According to the semantic structure expressed by
the context in the paragraph, the observed relationship, and combined with the
data, information, and knowledge resources, the purpose resources are obtained.
Wisdom resources are stored in the form of a value system, and it is necessary
to judge the feasibility of intentions through the value system.

Complete Resource

Map resources to corresponding data, information, knowledge, wisdom, and
purpose as shown in Table 1.

Table 1. Partial resource mapping

D I K W P

target
a
group
white
animals
ice
surface
they
humans
caloric
part

here
of
waiting
quietly
on
suddenly
moves
quickly
and
rushed
towards

no(food) →
reducing(caloric)
→ survive

animal,
survivable

what(target)
survive
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3.1 Data Mapping

The nodes of the data graph are connected by time sequence, concept and seman-
tic relationship to form a connected structure. Part of the data further forms a
topological structure through the partial order relationship. Topological struc-
ture is represented by physical connections on the graph, and its specific meaning
will change due to different partial order relationships, such as ring topology, tree
topology and other structures. Using the joint structure and topological struc-
ture in the graph can well represent and calculate the relationship between the
data, such as in-out degree, distance, frequency weight, etc.

Data Content Graph
The way the content data model is handled is defined based on dimensions and
frequency. We map the text from Example 1 to the data resource to get the Data
Content Graph, as shown in Fig. 1.

Fig. 1. Data content graph-Example 1

We map the A and B fragments of Example 2 to the data resources to obtain
the Data Content Graph, as shown in Fig. 2.

Fig. 2. Data content graph-Example 2



Purpose Driven Biological Lawsuit Modeling and Analysis Based on DIKWP 257

Data Cognition Graph
Data Cognition Graph is the cognition of concepts and the processing of proba-
bility. Different people in Example 1 have different Cognition Graph. Assuming
three bodies user(A), user(B), and user(C), combined with the white, animal,
and ground nodes of the Data Content Graph, user(A) will think that the white
land animals may be white swans, white cows, white sheep, white horses, arctic
wolves, and user(B) will think they may be white cows, white sheep, white horse,
polar bear, and user(C) will think it is white cow, white sheep, white horse, arc-
tic wolf, polar bear, then the corresponding Data Cognition Graph is shown in
the Fig. 3.

Fig. 3. Data cognition graph-Example 1

According to the Data Content Graph of the two fragments in Example 2,
the Shylock node of the A text fragment is directly connected to the web node,
and indirectly connected to the security and firm nodes, and the Shylock node
of the B text fragment is directly or indirectly connected to the nodes such as
police, shop, and insight. Suppose that if Shylock of Example 2 is a person, it is
a character in Shakespeare, and it is the protagonist of the detective Sherlock.
If it is an item, it can be something, and if it is a virtual item, it can be a virus.
The Data Cognition Graph is shown in the Fig. 4.
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Fig. 4. Data cognition graph-Example 2

3.2 Information Mapping

In information resources, the relationship between information, in addition to
the general connection method, some also need to be linked across data. The
content information model exists in a partial order relationship.

Information Content Graph
In traditional text information extraction, it is often represented in the form
of triples, and the relationship between entities is determined according to the
text. This method can easily filter out some important data and information,
resulting in incomplete and inaccurate resources, and even expressing wrong
meanings. Our resource mapping starts from the essence of various types of
resources, and does not easily filter out any type of resources. The five types of
resources have a certain connection with each other, and this connection is not
extracted from the text. The Information Content Graph of Example 1 is shown
in the Fig. 5.

Fig. 5. Information content graph-Example 1

The Information Content Graph is obtained from the two paragraphs of text
mapping information resources in Example 2 (Fig. 6).
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Fig. 6. Information content graph-Example 2

Information Cognition Graph
Example 1 according to human cognition, combined with text, determine the
semantic map of information cognition. The animal node in the data cognition
graph, combined with the action, cold nodes, and cognition in the content data
graph, can obtain the Information Cognition Graph node fast and ice node,
thereby obtaining nodes such as move, walk, run, and immediately.

IGCG(A(C1)) ::= DIKWPCT (C1) + DGCT (A(C1))
IGCG(A(C1)) ::=< move, run,walk, fast.. >

(9)

Information Cognition Graph of Example 1 is shown in the Fig. 7.

Fig. 7. Information cognition graph-Example 1

The protagonists of the two fragments in Example 2 have the same name, but
they express different things. Combined with our cognition, they form different
information cognitive semantic models.

According to the Shylock, security, web nodes in the content data graph of
segment A, the virtual and virus nodes in the data cognitive semantic graph,
and the contagious, inject, and into nodes in the content information graph, it
can be seen that the Information Cognition Graph revolves around infection,
fast, spread and other information.

The Shylock, shop, knife, doctor nodes in the Data Content Graph of segment
B, the person node in the data cognitive semantic graph, and the walk, kill
and other nodes in the Information Content Graph, it can be seen that the
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Information Cognition Graph revolves around running, walking, eating, using,
take the action information of others. The formalization process is as follows.

IGCG(A(C2)) ::= DIKWPCT (C2) + DGCG(A(C2))
IGCG(A(C3)) ::= DIKWPCT (C3) + DGCG(A(C3))
IGCG(A(C2)) ::=< infect, fast, poisonous.. >

IGCG(A(C3)) ::=< run, eat, take, kill... >

(10)

Information Cognition Graph of Example 2 is shown in the Fig. 8.

Fig. 8. Information cognition graph-Example 2

3.3 Knowledge Mapping

In knowledge resources, knowledge rules are used to represent, and there is a
logical relationship before and after. Combining data, information resources and
context, the deduced knowledge resources are not necessarily correct, and some
of them are unproven. When the Knowledge Content Graph cannot handle it, it
can be filled from the Knowledge Cognition Graph.

Knowledge Content Graph
According to the text content of Example 1, mapped to knowledge resources,
the Knowledge Content that can be obtained is as follows, indicating that in the
absence of food, it is possible to survive by reducing calories (Table 2).

Table 2. Knowledge content-Example 1

Knowledge content

K no(food) → reducing(caloric) → survive

The content of the two fragments of Shylock in Example 2 is mapped to its
knowledge resources respectively, and the Knowledge Content table is obtained
(Table 3).
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Table 3. Knowledge content-Example 2

A B

K and(contagious(Shylock),
sending(mail))
→ infect(Shylock)

and(killed(doctor),
relying(keen(insight)))
→ for(eluded(police), threeyears)

Knowledge Cognition Graph
Combining Data, Information Cognition Graph, and related text, on the basis
of personal cognition, the Knowledge Cognition Graph is obtained. In Example
1, user(A), user(B), user(C) three objects have different Knowledge Cognition
Graph. For example, the white, animal, and ground nodes in the Data Content
Graph of user(A), the arctic and wolf nodes in the Data Cognition Graph, the
move, fast and other nodes in the Information Content Graph, and the move, run,
and fast nodes in the Information Cognition Graph, combined with recognition,
get K1, and so on. The Knowledge Cognition table is shown in Table 4, and the
analysis is as follows.

KGCG(A(C1)) ::= DIKWPCT (C1) + DGCG(A(C1)) + IGCG(A(C1))
KGCG(B(C1)) ::= DIKWPCT (C1) + DGCG(B(C1)) + IGCG(B(C1))
KGCG(C(C1)) ::= DIKWPCT (C1) + DGCG(C(C1)) + IGCG(C(C1))

(11)

Table 4. Knowledge cognition-Example 1

Knowledge cognition Meaning

K(user(A)) speed(arctic wolf) → up(65 km/h) Arctic wolves can run

as fast as 65 km/h.

sheep → noafraid(cold) Sheep are not afraid of cold.

speed(Sam) → run(15min, 5 km) Sam ran the 5 km half

marathon in 15min

arctic wolf → stored(food) Arctic wolves can store food

K(user(B)) speed(arctic bear) → up(60km/h) Arctic bears can run

as fast as 60 km/h.

arctic bear → stored(food) Arctic bears can store food.

arctic bear → reducing(caloric) Arctic bears can survive

→ survive by cutting calories minutes

Bolt, who ran the 100-meter

speed(Bolt, Olympic) dash with a world record of

→ run(9.58 s, 100m) 9.58 s at the 2008

Beijing Summer Olympics

K(user(C)) arctic bear → noafraid(cold) Arctic bears are not afraid of cold

speed(arctic bear) → up(60 km/h) Arctic bears can run

as fast as 60 km/h

arctic bear → reducing(caloric) Arctic bears can survive

→ survive by cutting calories minutes

arctic wolf → stored(food) Arctic wolves can store food
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In the cognitive, the Data Content Graph nodes security, firm, Trusteer,
victims, browsers, keystrokes in the A segment of Example 2, and the Information
Content Graph nodes contagious, inject, inject and other resources, we know that
Shylock may be a virus. In segment B, the Data Content Graph nodes shop, knife,
doctor and the Information Content Graph nodes walked, bought, kill and other
resources indicate that Shylock may be a murderer. The Knowledge Cognition
table is shown in Table 5.

Table 5. Knowledge cognition-Example 2

A B

K and(Shylock, infect(victims, browser)) kill(Shylock, doctor))

→ is(Shylock, virus) → is(Shylock,murderer)

3.4 Purpose Mapping

In the purpose resource, purpose can be divided into main purpose and sub-
purpose according to the fineness. Different purpose maps obtained by the same
main purpose will have different effects on the establishment of the model due
to the difference in content bias and dominant type.

Purpose Content Graph
According to the text content of Example 1 and Example 2, it is mapped to the
purpose resource, and the Purpose Content that can be obtained is as follows
(Table 6).

Table 6. Purpose content

Example 1 Example 2

P1 what(target) what(Shylock)

P2 survive

Purpose Cognition Graph
In cognition, the purpose of animals is observed, and the purpose is not con-
sistent in different fields. For example, in the classroom, Purpose Cognition is
learning. In recessive activities, Purpose Cognition may be a game. From the
perspective of teachers, individual Purpose Cognition may be education. The
Purpose Cognition table for Example 1 is as follows (Table 7).
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Table 7. Purpose cognition-Example 1

Purpose cognition

P1 what(target)

P2 study(knowledge)

P3 play(game)

P4 educate(student)

In Example 2, the content intent in segment A is what Shylock is, combined
with Data Content Graph nodes security, victims, etc., Information Content
Graph nodes what, inject, etc. According to Knowledge Cognition Graph nodes,
we know that Shylock is a virus. Integrating our cognition, the purpose can
be to benefit from viruses, obtain personal information, and obtain bank card
passwords. The partial order relationship between them is more beneficial than
personal information is greater than passwords. The Purpose Content in seg-
ment B is what Shylock is, combined with Data Content Graph nodes shop,
knife, doctor, etc., Information Content Graph nodes walk, kill, etc. Accord-
ing to Knowledge Cognition Graph node, we know that Shylock is a murderer.
Combining our cognition, purpose can be manslaughter or intentional homicide.
Combined with the content of the acquired resources, the partial order relation-
ship between intentional homicide is greater than that of negligent homicide.
The Purpose Cognition table for Example 2 is as follows (Table 8).

Table 8. Purpose cognition-Example 2

A B

P1 get(benefit) intentional(homicide)

P2 get(information) negligent(homicide)

P3 get(password)

3.5 Wisdom Mapping

Wisdom resources are mainly constructed according to the value model. After
the system obtains the purpose, it needs to judge the feasibility of the purpose
through the value model. The two-tuple (type, extreme value) corresponding to
the boundary of a specific goal is set to represent the wisdom resource.

Wisdom Content Graph
Combined with the text of Example 1, animals can survive by reducing their
own calories without food, indicating that the animal has a high survival rate.
The Wisdom Content of Example 1 is as follows (Table 9).
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Table 9. Wisdom content-Example 1

Wisdom content

W animal, survivable

Wisdom Cognition Graph
In cognition, for example, entrepreneurs value efficiency more and consider eco-
nomic contribution more important, while philanthropists place more value on
reputation and consider individual happiness more important than contribution.
In Example 1, different people have different perceptions. For example, business-
men value economic value, but scientists think it has research value. The Wisdom
Cognition Graph is shown in the figure below (Fig. 9).

Fig. 9. Wisdom cognition graph-Example 1

In Example 2, text A is in cognition, combined with Knowledge Cognition
Graph, Shylock is fast and has high commercial value, while text B is in cog-
nition, Shylock is too cruel. The Wisdom Cognition in Example 2 is as follows
(Table 10).

Table 10. Wisdom cognition-Example 2

A B

W1 Shylock, fast business, high

W2 business, high

3.6 Purpose Driven Processing

In Example 1, according to the purpose input (target), the output (animal) is
obtained by combining Data Graph, Information Graph, Knowledge Graph or
DIKW derivation. user(A), user(B) and user(C) draw different conclusions under
different Cognition Graph. It is necessary to find the output results that satisfy
the intention in the existing cognitive system. When data, information, knowl-
edge, and wisdom are inconsistent, incomplete, inaccurate and inexpressible, the
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conclusions drawn directly affect judgment. For example, the individual resource
in Example 1. The formal analysis process of user(A), user(B) and user(C) is
as follows.

Example 1
user(A)
INPUT : what(target),DIKWPS(A(C1))
OUTPUT : arctic wolf

user(B)
INPUT : what(target),DIKWPS(B(C1))
OUTPUT : arctic bear

user(C)
INPUT : what(target),DIKWPS(C(C1))
OUTPUT : arctic bear

(12)

In Example 2, although the protagonists of both A and B are Shylock, they are
actually saying different things. This conclusion is also drawn through content
data, information, knowledge, wisdom and its cognitive semantics. The specific
formal analysis process is as follows.

Example 2
Fragment A

INPUT : what(Shylock),DIKWPS(A(C2))
OUTPUT : is(Shylock, virus)

Fragment B

INPUT : what(Shylock),DIKWPS(A(C3))
OUTPUT : is(Shylock, person)

(13)

Different people have different cognitions and different judgment results for the
same affairs. The same person has different judgment results for different affairs.
So in the context of incompleteness, inconsistency, inaccuracy, and inexpress-
ibility, the results are also incomplete, inconsistent, imprecise, and inexpressible.
The difference between the cognitive understandings of content(C1) by user(A)
and user(B) is as follows.

DIFF (DIKWPCG((user(A), user(B)), content(C1)))
::= DIKWPCG(A(C1)) −DIKWPCG(B(C1))

(14)
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The difference between the understood semantics of content(C1) by user(A) and
user(B) is as follows.

DIFF (DIKWPS((user(A), user(B)), content(C1)))
::= DIKWPS(A(C1)) −DIKWPS(B(C1))
::= (DIKWPCT (C1) + DIKWPCG(A(C1)))

− (DIKWPCT (C1) + DIKWPCG(B(C1)))

(15)

4 Conclusion

We map the objective materials in biological legal cases to the Data Content
graph, Information Content Graph, Knowledge Content Graph, Wisdom Con-
tent Graph and Purpose Content Graph. Combine the Cognition of stakeholders
to form Data Cognition Graph, Information Cognition Graph, Knowledge Cog-
nition Graph, Wisdom Cognition Graph and Purpose Cognition Graph. Travers-
ing among DIKWP (content) and DIKWP (stakeholder) based on our proposed
Essence Computation and Reasoning, Existence Computation and Reasoning
and Purpose Computation and Reasoning allows the unprecedented integration
of the subjective and objective semantics to bridge the gaps leaved by previ-
ously processing inconsistent, incomplete, inaccurate and inexpressible resources
besides great potential on crossing modals DIKWP validations. The model uses
DIKWP modal transformation for shortening the cognitive and computational
reasoning distance between problem input and processed result, thus reduc-
ing the errors caused by incomplete, inconsistent, inaccurate and inexpressible
resources input.

References

1. Millikan, R.G.: Varieties of Meaning. Studies in Cognitive Systems, pp. 287–326
(2004)

2. Duan, Y., Zhan, L., Zhang, X., Zhang, Y.: Formalizing DIKW architecture for
modeling security and privacy as typed resources. In: Gao, H., Yin, Y., Yang, X.,
Miao, H. (eds.) TridentCom 2018. LNICST, vol. 270, pp. 157–168. Springer, Cham
(2019). https://doi.org/10.1007/978-3-030-12971-2 10

3. Duan, Y.: Towards a periodic table of conceptualization and formalization on state,
style, structure, pattern, framework, architecture, service and so on. In: SNPD
2019, pp. 133–138 (2019). https://doi.org/10.1109/SNPD.2019.8935653

4. Duan, Y.: The end of Objective mathematics as a return to Subjective, February
2022. https://doi.org/10.13140/RG.2.2.36171.87841

5. Duan, Y., Cruz, C., Nicolle, C.: Identifying objective true/false from subjective
yes/no semantic based on OWA and CWA. J. Comput. 8(7), 1847–1852 (2013)

6. Duan, Y.: Research Proposal on Purpose/Intention Driven Objectification of Sub-
jective Content, August 2022. https://doi.org/10.13140/RG.2.2.24622.38720

7. Benjamin, J.: An outline of intersubjectivity: the development of recognition. Psy-
choanal. Psychol. 7(S), 33 (1990)

https://doi.org/10.1007/978-3-030-12971-2_10
https://doi.org/10.1109/SNPD.2019.8935653
https://doi.org/10.13140/RG.2.2.36171.87841
https://doi.org/10.13140/RG.2.2.24622.38720


Purpose Driven Biological Lawsuit Modeling and Analysis Based on DIKWP 267

8. Saini, A.: Want to do better science? Admit you’re not objective. Nature
579(7798), 175–175 (2020)

9. Duan, Y.: Applications of relationship defined everything of semantics on existence
computation. In: 2019 20th IEEE/ACIS International Conference on Software
Engineering, Artificial Intelligence, Networking and Parallel/Distributed Comput-
ing (2019)

10. Duan, Y.: Existence Computation and Reasoning (EXCR) and Essence Compu-
tation and Reasoning (ESCR) based revelation of the semantics of point, line and
plane, February 2022. https://doi.org/10.13140/RG.2.2.32383.89767

11. Duan, Y.: A constructive semantics revelation for applying the four color problem
on modeling. In: 2010 Second International Conference on Computer Modeling and
Simulation, Sanya, pp. 146–150. IEEE (2010). https://doi.org/10.1109/ICCMS.
2010.113

12. Duan, Y., Shao, L., Hu, G.: Specifying knowledge graph with data graph, informa-
tion graph, knowledge graph, and wisdom graph. Int. J. Softw. Innov. (IJSI) 6(2),
10–25 (2018)

13. Duan, Y.: A stochastic revelation on the deterministic morphological change of
3x+1. In: SERA 2017, London, pp. 333–338. IEEE (2017). https://doi.org/10.
1109/SERA.2017.7965748

14. Duan, Y.: Existence computation: revelation on entity vs. relationship for relation-
ship defined everything of semantics. In: SNPD 2019, pp. 139–144 (2019). https://
doi.org/10.1109/SNPD.2019.8935728

15. Duan, Y.: Applications of relationship defined everything of semantics on existence
computation. In: SNPD 2019, pp. 184–189 (2019). https://doi.org/10.1109/SNPD.
2019.8935701

16. Duan, Y., Cruz, C.: formalizing semantic of natural language through conceptual-
ization from existence. Int. J. Innov. Manag. Technol. 2(1), 37–42 (2011)

17. Duan, Y., Sun, X., Che, H., et al.: Modeling data, information and knowledge for
security protection of hybrid IoT and edge resources. IEEE Access 7, 99161–99176
(2019)

18. Huang, Y., Duan, Y.: Towards purpose driven content interaction modeling and
processing based on DIKW. In: 2021 IEEE World Congress on Services (SER-
VICES), pp. 27–32 (2021). https://doi.org/10.1109/SERVICES51467.2021.00032

19. Hu, T., Duan Y.: Modeling and measuring for emotion communication based on
DIKW. In: 2021 IEEE World Congress on Services (SERVICES), pp. 21–26 (2021).
https://doi.org/10.1109/SERVICES51467.2021.00031

20. Duan, Y., Lu, Z., Zhou, Z., et al.: Data privacy protection for edge computing of
smart city in a DIKW architecture. Eng. Appl. Artif. Intell. 81, 323–335 (2019)

21. Gao, H., Duan, Y., Shao, L., et al.: Transformation-based processing of typed
resources for multimedia sources in the IoT environment. Wireless Netw. 27(5),
3377–3393 (2021)

22. Song, Z., Duan, Y., Wan, S., et al.: Processing optimization of typed resources
with synchronized storage and computation adaptation in fog computing. Wirel.
Commun. Mob. Comput. 1–13 (2018)

23. Gao, H., Huang, W., Duan, Y.: The cloud-edge-based dynamic reconfiguration to
service workflow for mobile ecommerce environments: a QoS prediction perspective.
ACM Trans. Internet Technol. (TOIT) 21(1), 1–23 (2021)

https://doi.org/10.13140/RG.2.2.32383.89767
https://doi.org/10.1109/ICCMS.2010.113
https://doi.org/10.1109/ICCMS.2010.113
https://doi.org/10.1109/SERA.2017.7965748
https://doi.org/10.1109/SERA.2017.7965748
https://doi.org/10.1109/SNPD.2019.8935728
https://doi.org/10.1109/SNPD.2019.8935728
https://doi.org/10.1109/SNPD.2019.8935701
https://doi.org/10.1109/SNPD.2019.8935701
https://doi.org/10.1109/SERVICES51467.2021.00032
https://doi.org/10.1109/SERVICES51467.2021.00031


Research on Depth-Adaptive Dual-Arm
Collaborative Grasping Method

Hao Zhang1, Pengfei Yi1, Rui Liu1, Jing Dong1, Qiang Zhang1,2,
and Dongsheng Zhou1,2(B)

1 The Key Laboratory of Advanced Design and Intelligent Computing,
Ministry of Education, School of Software Engineering, Dalian University,

Dalian, People’s Republic of China
zhouds@dlu.edu.cn

2 School of Computer Scicence and Technoloy, Dalian University of Technology,

Dalian, People’s Republic of China

Abstract. Among the existing dual-arm cooperative grasping methods,
the dual-arm cooperative grasping method based on RGB camera is the
mainstream intelligent method. However, these methods often require
predefined depth, difficult to adapt to changes in depth without modifi-
cation. To solve this problem, this paper proposes a dual-arm coopera-
tive grasping method based on RGB camera, which is suitable for scenes
with variable depth, to increase the adaptability of dual-arm coopera-
tion. Firstly, we build a mathematical model based on RGB camera,
and use the markers attached to the target to obtain the depth infor-
mation of the target. Then the 3D pose of the target under the robot
world coordinate system is obtained by combining the depth informa-
tion and pixel information. Finally, the task is assigned to the left and
right robotic arms, and the target grabbing task is realized based on the
main-auxiliary control. The proposed approach is validated in multiple
experiments on a Baxter robot under different conditions.

Keywords: Dual-arm collaboration · Target localization · Robotics

1 Introduction

The dual-arm collaboration [15,21] is an important part of the robotics field.
Since some tasks will exceed the capabilities of a single robotic arm, dual-arm are
required to cooperate and can be used in various tasks. For example, it is used to
automated minimally invasive suturing [27], sorting of surgical instruments [23],
harvesting of aubergine [19], as well as performing high-precision tasks [20]. It can
also perform grasping and placing tasks that are laborious for human workers,
non-fixed-point grasp to achieve autonomous assembly tasks and improve work
efficiency by working with dual-arm.

Existing dual-arm collaboration methods still have some limitations. Using
predefined paths and manual intervention methods to complete collaborative
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tasks with a fixed target pose or by manipulating the arms in real time is not
very intelligent. With the development of computer vision, a vision-guided dual-
arm collaborative approach has emerged. Compared with the above methods,
this method has higher intelligence and can estimate the pose information of
the target through visual information when the depth information is known.
Most of these methods use a fixed depth scene. However, when the depth is not
fixed, these methods often resort to additional depth cameras to acquire the
target’s pose. This approach increases the cost of use while making deployment
and integration more difficult.

Aiming at the limitation of the dual-arm cooperative method when the depth
is variable, in order to improve the adaptability of the dual-arm cooperative
grasping method based on the RGB camera, this paper proposes a dual-arm
cooperative grasping method that only relies on the RGB camera. This method
can be applied to scenes with varying depths. Depth information is lost when
only RGB cameras are used, and depth information is difficult to obtain due to
the lack of a known standard to measure depth changes. Inspired by the single-
arm approach to grasping objects, we use mathematical modeling to obtain
a deep informative model. Then the depth value is obtained from the depth
information model and combined with the image information to estimate the
position and pose information of the target. Finally, the target is grasped through
the cooperation of the dual-arm. The main work of this paper is as follows:

– In this paper, we propose a dual-arm collaborative grasp method based on
RGB cameras to obtain depth information through the established mathe-
matical model, without relying on additional devices such as depth cameras.

– We propose a target position localization method based on a monocular RGB
camera and a method to estimate the target pose from image information.

– We designed a dual-arm collaborative control strategy based on main-
auxiliary control. It can steadily control the dual-arm to collaboratively grasp
the target object.

2 Related Work

In industrial production, dual-arm achieve collaborative tasks by means of pre-
defined paths, such as completing the board burr removal [16]. The advantage
of this method is that it is more efficient, it can achieve interruption-free work,
and can meet the production requirements, which plays an important role in
industrial production. However, the robot performs repetitive operations, the
arms cannot be flexibly adjusted. In addition, dual-arm collaboration methods
are broadly classified into human intervention-based dual-arm collaboration and
computer vision-based dual-arm collaboration. In the following, we will first
introduce the human intervention-based and computer vision-based methods.
Since there are many common problems in single-arm grasping and dual-arm
grasping, the idea of single-arm grasping method to solve the problem is very
worthy of reference. Then we will introduce the methods related to single-arm
grasping. The introductions are respectively as follows.
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2.1 Dual-Arm Collaboration Based on Human Intervention

Liang et al. [9] proposed a bilateral teleoperating system, where the operator
can control the 6DOF pose and gripper width of each arm through an intu-
itive bilateral manipulator. Using the double-sided manipulator, the operation
of the robotic arms on both sides is independent and does not affect each other,
which is convenient for control. Tung et al. [22] proposed a method for remotely
controlling robotic arm collaboration. Multiple users in different locations use
mobile phones to control the robot arms. Since the delay of each user’s network
connection is different, it is adopted to wait for all mobile phone connections to
receive new mobile phone information, and then start all robotic arms to ensure
the coordination of multiple robotic arms. Laghi et al. [8] presented an alter-
native method for remotely manipulating robots. Not only independent control
can be achieved, but also shared control can be achieved. Lipton et al. [10] pro-
posed a method to control a dual-arm robot through a VR device, and the user
could control the robot remotely. Bai et al. [1] presented a strategy of the dual-
arm coordinated control for twisting manipulation. One of the robotic arms is
controlled through predefined planning. The operator observes through the cam-
era and controls the other arm in real time via teleoperation to complete the
dual-arm collaboration.

Yu et al. [25] proposed a cooperative control strategy. The operator operates
the master arm movement and returns the movement information of the master
arm to the control terminal, and the control terminal controls the slave robot
arm movement based on this information to achieve the effect that the slave arm
follows the master arm movement. Ibarguren et al. [6] proposed a trajectory-
driven cooperative task execution architecture. When the operator guides the
robot, it follows a given trajectory to move smoothly. And impedance control is
added to allow the operator to adjust the path.

2.2 Dual-Arm Collaboration Based on Computer Vision

Rastegarpanah et al. [17] described the realization of different grasping tasks
based on computer vision. Firstly, by controlling the motion of the main arm, the
double-arm operation is realized based on the method of motion tracking. The
target is then grasped using the dual arms cooperatively based on a fixed depth
and moved along a defined path. Medjram et al. [13] proposed a vision-based
method for estimating the pose of a carton using edge features and perspective
methods. Grasp point information is obtained by using a depth camera and
modeling perspective changes. Zahavi et al. [26] presented use of dual-arm to
perform pick and place tasks while using a single overhead camera system. It
is used to detect and grasp the areas on both sides of the industrial robot, and
classify it and place them in a specified location. The implemented machine
visual algorithm can identify the color and shape of the target.
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2.3 Single-Arm Based Grasping Methods

Yang et al. [24] presented a single-arm target grasping method, which can quickly
recognize the attribute information of the object and complete the grasping.
Griffin et al. [5] designed a framework to extract the pixel information of the
target through video object segmentation technology, and calculate the depth
value of the target through RGB camera motion, and then perform a single-arm
grasp operation on the target. Lundell et al. [12] presented a top grasp planning
method, in dense sampling of the scene, the grasp directions are selected from
directly above the target and from five oblique angle positions, which utilize
markers for position calibration. Du et al. [3] summarized the robot grasping
method based on computer vision. It is divided into three parts, including the
target positioning method, the target attitude estimation method, and the target
grasping estimation method. Cai et al. [2] presented a grasp training system. The
system can select the correct grab target according to the defined correction
strategy.

In summary, the method based on predefined paths has stricter require-
ments for target position and lower ability to adapt to changes. The human
intervention-based method has a high operator dependence, when operators
become insufficient concentration during prolonged operations, this can lead
to unnecessary hazards. The dual-arm collaborative method based on RGB
camera has high intelligence, but there is difficulty in handling depth changes.
To improve this situation, inspired by the single-arm grasping target methods.
Firstly, we estimate the depth information based on the RGB camera using
visual information combined with markers of known width. And the estimated
depth information is calibrated by the established depth information model to
obtain a more accurate depth value. Then the position and pose of the target
are calculated based on the depth information. Finally, a dual-arm collaborative
grasping of the target object is achieved based on the main-auxiliary control
strategies.

3 Methods

Fig. 1. Overview of the method.
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This paper proposes a dual-arm cooperative grasping method suitable for depth-
variable scenes. Based on the RGB camera, the dual-arm cooperate to grasp
targets of different depths and different poses. The method is implemented as
follows (see Fig. 1): the robot obtains the image of the workspace (with known
internal parameters) through the left arm camera. The depth information of
the target is first obtained through the generated mapping model. Then the
target is located based on the depth information and pixel coordinate informa-
tion to obtain the 3D positional parameters of the target. Finally, based on the
main-auxiliary control, control commands are sent to both robot arms to realize
collaborative grasp by dual-arm.

3.1 Mapping-Based Depth Acquisition

Fig. 2. Mapping-based depth acquisition flowchart.

In this paper, we use the built-in RGB camera of the robot. Figure 2 is the flow
chart of this module. Among them, Mn represents the total number of mark-
ers. Get the camera image of the robot’s left arm through the Robot Operating
System. The target offset estimation is to obtain the offset vector of the marker
in the camera coordinate system through marker detection. Then, the depth
information is obtained through mapping processing, and the pixel coordinate
information of each marker is saved. If the mark detection result is empty con-
tinuously, an exception needs to be prompted. The implementation method of
depth value acquisition and parameter integrity judgment is described below.
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Depth Value Acquisition. Obtaining accurate depth information is mission-
critical. This paper uses the offset of the marker with respect to the Z axis of
the left-arm camera coordinate system as approximate depth information. And
the steps of first reducing volatility of depth information and then increasing
accuracy are used to obtain more accurate depth values.

In order to obtain a more stable depth value, the mean method is used to
reduce the volatility, and the sample mean Sa is calculated as shown in Eq. 1.

Sa = (
n∑

m=0

valn)/(n + 1) (1)

where m is the counter, n is the set threshold, and val is the Z-axis offset of
the marker in the camera coordinate system. When a marker information is
detected in a frame of image, the value of the counter m is incremented by one,
and the val is accumulated and stored in the sum. If a frame of pictures is
invalid, the values of m and sum will not be changed. When the counter reaches
the threshold, record Sa as the sample value, then set both m and sum to zero.

In order to obtain a more accurate depth value, the real depth is changed
according to a certain rule, and a sample value corresponding to the depth
value is collected. There is a certain difference between the sample value and
the real value. Since the fluctuation of the sample value is reduced by Eq. 1
processing, the sample value under the same depth value is relatively stable.
The corresponding relationship model is obtained by curve fitting the collected
multiple sets of sample values and the real depth values. fd(Sa) represents the
relationship between the depth value and the sample mean.

fd(Sa) = p1 · (Sa)3 + p2 · (Sa)2 + p3 · (Sa) + p4 (2)

where Sa denotes the sample mean and p1, p2, p3, p4 are the coefficients. The
mean value Sa is re-acquired as an independent variable, and the depth infor-
mation d is obtained through relational model processing.

In the subsequent calculation of the 3D pose of the target, depth information
and pixel information need to be used. The pixel information of the complete
grab point needs to be saved here. As in the marker detection, there is a failure
to detect all markers. In order to ensure the completeness of parameters, we
create a parameter judger (PJ ) to solve the problem of incomplete parameters,
and the expression is as follows.

PJ =
{

1,∀mi �= 0
0, otherwise

(3)

where mi represents the element in the parameter vector M , and the parameter
vector M is input into the parameter judger. When PJ returns 1, it means
that the parameters are complete, and when it returns 0, it means that the
parameters are missing, and the image needs to be re-acquired, and the detection
is performed until the complete parameters are obtained.
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3.2 Depth-Based Object Positioning

Object positioning includes target location positioning and target pose estima-
tion. The target location positioning is to obtain the position of the object in
the robot world coordinate system, and the target pose estimation is to obtain
the rotation vector from the robot’s world coordinate system to the object’s own
coordinate system. Details are described below.

Target Location Positioning. The depth information obtained by the above
method is combined with pixel coordinates to calculate the three-dimensional
coordinate position of the target in the camera coordinate system, and then con-
verted into coordinates in the robot world coordinate system. Take the marked
center point as the target position P . Obtain the pixel coordinates P

′
of the

center point of the marker through the pixel coordinates of the corner points of
the marker.

In the image coordinate system, c
′

is the “center” point of the image corre-
sponding to the optical axis, and the length of the coordinate difference between
p

′
and c

′
as Eq. 4.

L(Δi)|i=u,v = Δi · dx (4)

where u, v represent the image coordinate axes, Δi represents the coordinate
difference between p

′
and c

′
, and dx represents the width of the square pixel.

In the camera coordinate system (three-dimensional coordinates), based on
the principle of optical imaging, according to the correspondence between the
left-arm camera coordinate axis and the image coordinate axis, the target is in
the camera coordinate system, about the coordinates of the X and Y axes The
values are Xw(u),Xw(v).

Xw(i)|i=u,v = d · L(Δi)/f (5)

where d represents the depth of the target from the camera (Eq. 2), f represents
the focal length of the camera.

By calibrating the camera, the position of the target under the camera coor-
dinate system can be derived as Cp based on the camera internal reference.

Cp = [Xw(u),Xw(v), d]T (6)

where Xw(u),Xw(v) see Eq. 5, d denotes the depth information see Eq. 2.
According to the value of fx in the camera internal reference, the value of

L(Δi)/f near the center of the image is less than 1. Therefore, the influence of
the depth value error on the coordinate value will be reduced, the coordinates
of the target in the camera coordinate system about the X-axis and Y-axis
will be more accurate. Then convert the target position to the robot world
coordinate system, and the position of the target in the world coordinate system
is represented as Pw.

Pw = P0 + Rcw · Cp + Rgw · Gc (7)
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where P0 denotes the starting position of the left-arm planar gripper end under
the robot world coordinate system. Rcw denotes the rotation matrix of the con-
version from the camera coordinate system to the robot world coordinate system.
Cp denotes the position of the target in the camera initial position coordinate
system. Rgw denotes the rotation matrix of the conversion from the left arm pla-
nar gripper coordinate system to the robot world coordinate system. Gc denotes
the position of the left-arm camera in the left-arm plane gripper coordinate sys-
tem. Since the positions of the left-arm camera and the left-arm plane gripper
are relatively fixed, Gc is a constant value.

Target Pose Estimation. Figure 3 shows the rotational change of the marker
in the image. The upper left corner indicates the origin of the image coordinate
system, the horizontal direction indicates the u-axis, and the vertical direction
indicates the v-axis. The second column shows the cases when the marker is
not deflected and deflected by 180◦, and the pose of the marker when vi = vj
is set as the initial pose. The first column indicates that the marker is rotated
counterclockwise with respect to the initial pose, and the third column indicates
that the marker is rotated clockwise with respect to the initial pose. The angle
marked by the red line is the angle of marker deflection.

Fig. 3. Different rotation states of markers.

Since the positions of the corner points of the marker are relatively fixed, the
deflection angle Δθ of the marker with respect to the initial pose is calculated
using the fixed corner points.

Δθ = arctan
| Δvij |
| Δuij | (8)

where Δvij denotes the change of longitudinal coordinates of corner point i and
corner point j, Δuij denotes the change of transverse coordinates of corner point
i and corner point j, and arctan represents the inverse tangent function.
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When the marker is deflected counterclockwise, the slope of the line where
corner point i and corner point j are located is negative in the image coordinate
system. On the contrary, when the marker is deflected clockwise with respect to
the initial pose, the slope of the line where corner point i and corner point j are
located is positive. The direction of rotation is expressed as fdor.

fdor =
{

1, ifΔuij · Δvij < 0
−1, otherwise

(9)

where Δvij indicates the difference between the longitudinal coordinates of cor-
ner point i and corner point j, and Δuij indicates the difference between the
lateral coordinates of corner point i and corner point j. A fdor of 1 indicates that
the marker is deflected counterclockwise with respect to the initial pose, and a
fdor of −1 indicates that the marker is deflected clockwise with respect to the
initial pose.

In the camera coordinate system, when the marker is in the initial pose,
the relative states of the camera and the marker are called the initial state. The
rotation vector of the left-arm gripper coordinate system in the world coordinate
system is denoted as θw. When controlling the robot, the θw parameter Euler
angles need to be converted into Quaternion to control the plane gripper state.

θw = θg + fdor · θo (10)

where θg represents the rotation vector from the robot world coordinate system
to the left arm gripper coordinate system when the camera is in the starting
position, and θo represents the rotation vector when the camera is transformed
from the initial position to the initial state, θo = [0, 0,Δθ]T .

3.3 Main-Auxiliary Control Based Dual-Arm Grasping

The flow chart of dual-arm grasping based on main-auxiliary control is shown
in Fig. 4. The selected target is determined based on the number of targets N .
In case of multiple objects, marker pairing is required (markers are placed in
ascending order, and two are selected in sequence as two grasp points for the
same object). The human hand detector will output the pixel center coordinates
of the hand. If the object selection condition is satisfied in three consecutive
frames, the object is determined. Based on the pixel coordinates of the two
grasping points of the object, it is judged whether the positional parameters
need to be exchanged, and then the two grasping point position parameters of
the object are assigned to the left and right robotic arms. The object selection
conditions and the dual-arm cooperative control method are described as follows.

Object Selection. N is the number of the target object T . The target is
determined according to whether there are multiple target objects. If N is greater
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Fig. 4. Main-auxiliary control based dual-arm grasping.

than 1, since each object Tn occupies a pair of marks, where n ∈ [1, N ]. The
coordinates of the two marked center pixels of the object Tn are (un1 , vn1) and
(un2 , vn2). In the image coordinate system, the pixel coordinate value of the right
arm of the robot is smaller than the value of the left arm. And according to the
rules for storing the coordinate parameters, it is necessary to compare the pixel
coordinates of the two grasping points to decide whether the pose parameters
should be swapped.

Tgrasp(N) =
{

T1, ifN = 1
Ta, otherwise

(11)

where a = {n|h(uh, vh) ∈ [un1 : un2 , vn1 : vn2 ]},[un1 : un2 , vn1 : vn2 ] represents a
rectangular pixel frame consisting of (un1 , vn1) and (un2 , vn2) as diagonal points.
h(uh, vh) represents the pixel center point of the hand.

Dual-Arm Cooperative Control. The timing schematic for main-auxiliary
control is shown in Fig. 5. In this paper, the main-auxiliary control (unified con-
trol clock) is used to achieve synchronization of dual-arm collaborative opera-
tion. The method uses main-auxiliary control for the control of the left and right
robotic arms. The main control enables the control of both robotic arms, while
the auxiliary control is used to control the right robotic arm only. The main
control and auxiliary control are used simultaneously only when the cooperative
operation is performed. A communication connection is used between the main
and the auxiliary control. The main control transmits the joint angle of the right
arm to the auxiliary control, and the auxiliary control returns the identification
information after the right arm task is completed. For cooperative operation, it
is necessary to unify the main and the auxiliary control clocks, which is done
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by a delayed waiting strategy. Theoretically, the delay waiting time of the main
control should be equal to the delay waiting time of the auxiliary control plus
the propagation delay. In practice, the propagation delay is so small as to be
negligible when the main control transmits information to the auxiliary control.
Therefore, the main and the auxiliary control unify the control clocks by waiting
for the same amount of time. The main and the auxiliary control then sends
control commands to the left and right robotic arms simultaneously to ensure
the synergy of the two arms.

Fig. 5. The timing schematic for main-auxiliary control. ACDW: Auxiliary control
delay waiting. MCDW: Main control delay waiting. MWFA: The main control waits
for the auxiliary control. M1: Right arm joint angles. M2: Identifying characters.

4 Results

To verify the effectiveness of our proposed method, we conducted multiple sets
of experiments with the Baxter robot as an example. The experimental con-
figuration will be described in Subsect. 4.1. In Subsect. 4.2 we describe the
experimental design. In Subsect. 4.3, we will present the experimental results
and analyze the results.
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4.1 Experimental Configuration

Throughout the experiments, a computer, an experimental workbench with vari-
able height, target objects with locally graspable features and markers [4,14,18]
of known width were used. And a Baxter robot with a parallel gripper equipped
with an RGB camera (1280 × 800 pixels) on its left arm, as shown in Fig. 6.

Fig. 6. Experimental scene diagram.

4.2 Experimental Design

In order to quantitatively evaluate the influence of different depths, different
poses, and different environments on the dual-arm cooperative grasping method,
we verify the effectiveness and interference resistance of the method in two parts.
The first part is to verify the effectiveness of the method under different depths,
different lighting conditions, and different positional conditions. The second part
is to verify the robustness of the method under the conditions of redundant
marker interference and multiple target selection.

Experiment 1 design: (1) To verify whether the method can grasp targets
of different depths by collaborating with dual-arm, we set the height of the
workbench to five different heights (constrained by the working space of the
robot arms, the height of the worktable surface from the camera is controlled
within 30–70 cm, and five different heights are set within this range). (2) To
verify whether the method can successfully grasp the target in different poses
on the workbench, the target attitude is divided into target without deflection
and with deflection angle (as shown in Fig. 7(b) (c)), and the target position is
changed according to the distribution position of Fig. 7(a). (3) To verify whether
the method is affected by light conditions, five sets of experiments with different
depth conditions were conducted under both natural light and light conditions.
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Fig. 7. Experimental target position and attitude setting schematic. (a) Schematic
diagram of the approximate location distribution of the targets in the experiment.
(b) Schematic diagram of the experimental target without deflection. (c) Schematic
diagram of the experimental target with deflection.

Experiment 2 design: (1) Verify whether redundant markers have an effect on
target grasping. A target object, three markers, and one marker as interference
marker were used. (2) Verify the effectiveness of target selection. Two target
objects are used with four markers, and since there are two targets, human
interaction is required at this time, and the target to be grasped is determined by
detecting the manually selected target objects and satisfying the target selection
condition for three consecutive frames. In addition, in order to verify whether
the target selection is affected by light, the experiment was conducted in a set
of experiments under natural lighting and lighting conditions. The human hand
detection uses Yolov5 [7] as the detection framework and weights [11].

Description: It is necessary to detect multiple frames of images when acquir-
ing depth information (the threshold is set to 20 in this experiment). During the
experiment, each set of experiments (ten grasp experiments) only acquired depth
information once at the beginning, and used this depth information to complete
ten grasp tasks. Since the method involves marker pairing, the following usage
rules need to be defined for markers. (1) The left and right edges of the marker
need to be in the same direction as the edge of the local graspable point, as
shown in Fig. 8. (2) If more than two markers are used, the markers need to be
ranked in ascending order by serial number, and two consecutive markers from
the first one are used for the same target object.

Fig. 8. Marker usage rules.
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4.3 Experimental Results and Analysis

Table 1. Experiment 1 results statistics. NL di(i = 1, 2, . . . , 5): The height difference
between the work surface and the camera under natural light conditions. EL di(i = 1,
2, . . . , 5): The height difference between the workbench and the camera under lighting
conditions. SGn: The target is not deflected, only its position is changed, and the target
grasp success rate is counted. SGy: The target is deflected and changes its position, and
the target grasp success rate statistics. RS: After placing the target, when the arms
return to the initial position, sometimes due to the deviation between the distance
between the dual-arm grippers and the actual width of the target, the plane gripper
will take one end of the target away from the experimental desktop. RS indicates
that this does not happen. NSR said that such a situation occurred. ASR: Average
success rate.

Ec SGn RS SGy RS ASR

NL d1 10/10 10/10 10/10 6/10 100% 80%

NL d2 10/10 7/10 10/10 10/10 100% 85%

NL d3 10/10 9/10 10/10 10/10 100% 95%

NL d4 9/10 8/10 10/10 10/10 95% 90%

NL d5 10/10 9/10 10/10 10/10 100% 95%

EL d1 10/10 9/10 10/10 10/10 100% 95%

EL d2 10/10 8/10 10/10 8/10 100% 80%

EL d3 10/10 10/10 10/10 9/10 100% 95%

EL d4 10/10 9/10 10/10 10/10 100% 95%

EL d5 10/10 10/10 10/10 10/10 100% 100%

ASR 99% 89% 100% 93% 99.5% 91%

The results of Experiment 1 are shown in Table 1. Overall, the grasping success
rate was 99.5% and the RS success rate was 91%. One grasping failure occurred.
(1) In the experiments with different heights of the table for the grasping situa-
tion, it can be seen that (d4, d5) RS success rate is slightly higher than (d1, d2).
The reason is that the target is closer to the camera under d1 condition, and the
target position changes by the same distance under d1 condition, which is more
obviously affected by the camera distortion. Although the experimental results
of each group are slightly different, the difference is not obvious, indicating that
the method is equally effective under different depth conditions. (2) The success
rates of RS were 89% and 93% under the conditions of target changing posi-
tion without deflection and deflection, respectively, indicating that there was no
significant difference in the results when the target was in different positions,
indicating that the method can be applied to targets in different positions. (3)
Under the natural light and light illumination environment, the grasping success
rate and RS success rate are also 89% and 93%, which indicates that the lighting
effect also has no obvious effect on the method, and the method is applicable
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to different lighting environments. In the case of failure to grasp during experi-
ment 1, the right arm gripper rotates during the ascent of the dual-arm grasping
target. The reason is that the optimal solution path from point A to point B
is different from the optimal solution path obtained from point B to point A
during the inverse kinematics solution process. When it has been adjusted by
reusing the joint angle of point A, this situation does not occur anymore.

Table 2. Experiment 2 results statistics. NL i(i = 3, 4): Use three markers under
natural light conditions. EL 4: Use four markers under lighting conditions. MP: Markers
pairing. TS: The correct number of times of target selection by detecting human hands.
SG: The number of successful grasps of the target. RS and ASR are the same as Table 1.

Ec MP TS SG RS ASR

NL 3 10/10 0 9/10 9/10 90%

NL 4 10/10 10/10 10/10 8/10 80%

EL 4 10/10 10/10 10/10 9/10 90%

The results of Experiment 2 are shown in Table 2. The overall task success
rates were 90%, 80%, and 90%, respectively. (1) NL 3 verified the redundant
marker interference situation, and the MP success rate was 100%, indicating
that the redundant interference markers did not affect the results. (2) In NL 4
and EL 4 experiments, the success rates of TS, MP, and SP were 100%. This
indicates that the target selection method was effective, and the illumination
environment did not significantly affect the target selection. The success rates
of RS in the three experiments were 90%, 80%, and 90%, respectively, which
were not significantly different from the results of experiment 1. There was a
grasp failure during experiment 2. The reason was that when changing the tar-
get position, the position during the move was recorded instead of the target
position.

The common problems of Experiments 1 and 2, the main reasons for NRS: (1)
When solving the three-dimensional coordinates, the solution is only performed
once, and sometimes the solution is not accurate enough. (2) Since rubber pads
are used on both sides of the flat gripper of the robotic arm, the gripper is
opened, and the rubber pad will have a certain elasticity, which will also affect
the placement of the target. (3) There is also a certain error in the movement of
the robot arm, and each movement will be slightly deviated. Next, it is necessary
to further improve the calculation accuracy of the target pose through position
verification.

The method proposed in this paper was not compared with other vision-
based dual-arm collaboration methods. The reason is the other methods using
RGB cameras with fixed depth or using depth camera acquisition. Also due to
the different experimental specific settings between us, the evaluation criteria
of the results are different. Therefore, this paper is not compared with other
methods.
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5 Disscussion

This paper proposes a dual-arm collaboration grasp method based on RGB cam-
eras. Firstly, the depth information model is established by RGB camera, and
using the markers attached to the target to obtain the depth information of the
target. Then the 3D position of the target in the robot world coordinate system
is calculated. Finally, the target object is grasped by the cooperation of both
arms. This method does not depend on the depth camera and can be applied
to the scene with varying depth, which improves the applicability of the dual-
arm collaboration method based on RGB camera. The method can be applied
to depth-variant grasping tasks and autonomous assembly tasks in industrial
scenes using only RGB cameras.

However, this method also has certain limitations. First, a mark needs to be
attached to the local graspable point of the object, and the mark must be used
according to the rules. The main reason for these limitations is that the pixel
information of the local graspable points needs to be obtained through marker
detection to calculate the pose. Secondly, since this method only calculates the
pose change of the target on the workbench, it is not applicable when the target
is inclined. Therefore, future work focuses on edge detection methods as well as
target 6D grasp point estimation methods. The edge detection method is used
to determine the local graspable point pixel coordinate information, and the
6D pose estimation is used to obtain the object’s pose in order to expand the
applicability of the method.
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Abstract. Mobile robots are an important participant in today’s mod-
ern life, and have huge commercial application prospects in the fields of
unmanned security inspection, logistics, express delivery, cleaning and
medical disinfection. Since LiDAR is not affected by ambient light and
can operate in a dark environment, localization and navigation based on
LiDAR point clouds have become one of the basic modules of mobile
robots. However, compared with traditional binocular vision images, the
sparse, disordered and noisy point cloud poses a challenge to efficient
and stable feature extraction. This makes the LiDAR-based SLAM have
more significant cumulative errors, and poor consistency of the final map,
which affects tasks such as positioning based on the prior point cloud
map. In order to alleviate the above problems and improve the posi-
tioning accuracy, a semantic SLAM with human-in-the-loop is proposed.
First, the interactive SLAM is introduced to optimize the point cloud
pose to obtain a highly consistent point cloud map; then the point cloud
segmentation model is trained by artificial semantic annotation to obtain
the semantic information of a single frame of point cloud; finally, the posi-
tioning accuracy is optimized based on the point cloud semantics. The
proposed system is validated on the local platform in an underground
garage, without involving GPS or expensive measuring equipment.

Keywords: Semantic SLAM · Robot · Point cloud segmentation ·
Human-in-the-loop · Interactive SLAM

1 Introduction

With the rapid development of technology, the related applications of mobile
robots are gradually entering daily life from the research stage. Especially during
the fight against the COVID-19, mobile robots have undertaken a series of tasks
such as material distribution, disinfection and sterilization, service, and cleaning.
At the same time, as China enters an aging society, the birth rate continues
to decline, the demographic dividend disappears, and the labor shortage will
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become increasingly significant [1]. The demand for unmanned operations in
society and the market continues to rise, and mobile robots [2] will become one
of the important guarantees to fill the workforce gap.

Autonomous environment perception and self-positioning are the basic func-
tions of mobile robots. Robots need to complete the acquisition of their own
poses before they can carry out more complex mobile tasks. The current main-
stream autonomous positioning of robots includes Simultaneous Localization
and Mapping (SLAM) [3], odometer of wheel speed encoder [4], Ultra-Wide-
Band (UWB) [5], GPS [6], and multi-sensor fusion solutions [7]. Among them,
GPS cannot locate targets in occluded environments or indoors; UWB requires
construction on the environment; wheel speedometers are easily affected by slip-
page and wear, and dynamic modeling of the robot chassis is required, and the
estimation accuracy of the rotational pose is also poor. The SLAM algorithm
based on open-loop control is less dependent on equipment, and has a wider
range of stability and applicable scenarios.

Based on environmental perception sensors and data structures, existing
SLAM algorithms can be roughly divided into two categories: vision [8] and
LiDAR-based SLAM. LiDAR based on active perception is not affected by ambi-
ent light and can perceive in a dark environment, which can provide reliable
guarantees for mobile robots. LiDAR-based SLAM technology [9] can provide
mobile robots with localization and stable environment-dense mapping informa-
tion, which is the key module of robot mobility. However, the sparseness and ran-
domness of LiDAR point clouds make the registration features much lower than
stereo-based images [10], thus introducing more significant cumulative errors,
resulting in the degradation of the point cloud map and poor consistency of
the final map. This in turn affects prior map-based localization and a range of
downstream tasks.

Although a series of optimization methods have been carried out for the
front-end and back-end of the SLAM system, the existing algorithms are still
not comparable to the human perception ability. One main reason is that the
current SLAM algorithm lacks the ability to understand semantic information of
the environment–human cognition. Existing systems [11] try to optimize SLAM
systems by introducing environmental semantic information to simulate primary
human-like cognition, which is the recently developed semantic SLAM. How-
ever, due to the scarcity of point cloud-based semantic segmentation datasets
for large-scale scenes, the development of deep learning models has just begun.
Annotation of sparse point cloud data, especially for low-cost LiDAR is also
extremely challenging.

To solve the above problems, a semantic SLAM with human-in-the-loop is pro-
posed in this paper, we focus on improving mobile robot localization with only low
cost LiDAR for the indoor environment. The system takes human collaboration
into consideration from the following two aspects: 1) we first introduce the interac-
tive SLAM [12] to refine normal SLAM results, and generate corrected pose based
on global point cloud map. 2) Then the point clouds with high global consistency
are manually labeled with target-level semantics. By labeling the overlapped map
[13] instead of a single point cloud frame, not only the labeling efficiency is greatly
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improved, but fewer errors are introduced. 3) The point cloud segmentation model
[14] is trained for the extraction of semantic labels, and 4) a novel semantic prior
map-based localization method is proposed. The algorithm utilizes point cloud
semantic label information to optimize the global map search and local pose esti-
mation of the localization process, and is validated in a large local underground
parking garage.

2 Related Works

Considering we only focus on SLAM with semantic information, this section
briefly summarized the recent development of semantic visual and LiDAR
SLAM.

2.1 Visual Semantic SLAM

Zhang et al. [15] presented a semantic SLAM system for RGB-D cameras under
the ORB-SLAM2 [16] framework. The YOLO [17] is introduced as an obstacle
detector to extract object-level features in the scene. With this operation, unstable
features belonging to moving objects are removed, and the localization accuracy is
improved. They also use the fast line rasterization algorithm to speed up the con-
struction of Octomap. However, Yolo can only provide bounding box (BBox)-level
detection accuracy, especially when the irregular target is close to the lens, the
detection frame will contain a lot of background information. This means that the
features in the background will also be eliminated, resulting in the failure of inter-
frame registration. Wang et al. [18] use depth map-based flood filling to extract
the contour of objects, and acquire highly precise semantic segmentation results.

Kang et al. [19] tried to reduce the error introduced by the BBox while provid-
ing the 3D space information of the targets with a robust edge detector. The edge
detector divides indoor objects into two wrappers-cuboid or cylinder, and uses
2D-3D transformation to generate the object into 3D landmarks for later usage.
But their work only considered a simple indoor environment with limited targets.

PSPNet-SLAM [20] is another improved version of ORB-SLAM2 framework.
In this system, the image segmentation-based pyramid-structured PSPNet [21]
is used to get a segmentation mask instead of a bounding box for each object.
The masks of moving objects can effectively reduce the background introduced
by the bounding boxes, thereby increasing the registration features to improve
the overall accuracy and system robustness. Zhao et al. [22] follow the same
workflow of PSPNet-SLAM while adding the GPS and landmarks from google
map to enable the system to be used in outdoor scenarios for self-driving vehicles.

Kimera [23] built a local mesh of the scene based on multi-frame stereo data
to guarantee globally-consistent trajectory estimation, but is also not suitable
for open areas.

Other visual semantic SLAM [24–27] follow the same trends of using different
deep learning based object detection [28,29] or segmentation models [30,31] as
a filter to remove the unstable object and get a refined local image/depth map.
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Some researchers try to use other sensor information to help visual SLAM adapt
to outdoor environments. However, the unstable light and limited FOV make
visual SLAM unable to meet safety requirements for self-driving vehicles.

2.2 LiDAR Semantic SLAM

Although RGB-D camera and stereo parallax estimation can offer point clouds,
they are either within a short distance or inaccurate under bad light conditions.
Only the LiDAR (multi-beam) based point cloud is considered.

Since there are almost no point cloud-based segmentation dataset, early algo-
rithms, such as LIMO [32] and [33], fused the camera and LiDAR to get the
semantic information of point clouds. The moving targets are first detected or
segmented from the image view, and their BBoxes or masks are projected into
the 3D point cloud for later filtering based on the external parameter matrix [10]
of camera-LiDAR calibration system. On the one hand, the inherent difference
between the FOV of the camera and the LiDAR will introduce projection errors.
On the other hand, the camera FOV is relatively limited and can only filter part
of dynamic targets, especially for 360-degree ring-like LiDAR.

To achieve fast segmentation for 3D sparse point clouds in large distances
without involving camera image, LiSeg [34] follows the RangeNet++ [35] which
directly deployed the segmentation on the 2D spherical mapping of raw point
cloud. And then, the point cloud after removing the dynamic target is projected
back to the 3D space for subsequent SLAM. SUMA++ [11] combines the multi-
class flood fill with RangeNet++ to refine the 2D segmentation result of the
spherical projection map. With semantic constraints from above operations, the
projected scans matching through ICP are improved, and SUMA++ is able to
work with very few static structures on the highway. OverlapNet [36] also benefits
from the segmentation results of RangeNet++, and combines the semantic class
probability with other point cloud cues for prediction of overlap of the current
map and heading yaw of the agent.

Recurrent-OctoMap [37] uses a Nap-LSTM model to learn the semantic state
transition between different time-scales of observation for the long term SLAM
requirement. Different processing strategies will be used to construct different
maps based on dynamic objects, such as moving and potential moving vehi-
cles. The test shows that the OctoMap built from 7-day-long mapping data can
maintain semantic memory using long-term experience. But long-term SLAM
mapping ignores fine-grained spatial features, which makes real-time positioning
accuracy poor.

With the release of the SemanticPOSS [38] and SemanticKITTI [13], it is
possible to directly perform 3D point cloud semantic segmentation [14,39], and
related semantic SLAM. The model directly performs semantic segmentation in
three-dimensional space, which can effectively use the complete spatial informa-
tion without additional projection and back-projection operations. The artifacts
introduced back-projection can also be avoided.
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3 System Workflow

Our workflow consists of the following four main steps (as shown in Fig. 1). 1)
A normal SLAM-based data collection and refinement based on offline interac-
tive SLAM is first adopted, the later operation involved human collaboration
in closed-loop optimization. 2) The point clouds are then overlapped based on
the refine posed from the last step, and the human is involved again in labeling
the point cloud with cognitive prior knowledge. This operation generates both
a point cloud map (through voxelization) and a per-frame labeled point cloud
dataset with predefined semantic labels. 3) A point cloud segmentation model
is then trained based on the collected and labeled dataset. 4) Finally, each scan
is first fed into the segmentation model to get per-point labels, and matching to
the semantic map in a ‘global-local’ paradigm.

Fig. 1. The workflow of the semantic SLAM for mobile robots with human-in-the-loop.

With the involvement of human cooperation, we can refine the robot pose
and final map without GPS positioning information or high-end laser trackers
(such as Leica and Focus). At the same time, the point cloud is batch-labeled,
based on the cumulative point cloud map instead of a single frame, with the
help of human cognition. This greatly improves the labeling efficiency. Through
the collaboration between human and the mobile robot, the subsequent semantic
SLAM can be carried out. Next, the specific workflow will be introduced based
on the local mobile robot and experimental environment.

3.1 Local Robot Platform

Our mobile robot is a differential two-wheel chassis equipped with a low-cost
LiDAR with 16 beams@10 Hz and 360◦ (Robosense, RS-16), a monitor and
embedded computer unit (Nvidia Jetson AGX), as shown in Fig. 2(a). The exper-
imental environment is a large underground parking garage (about 328 m long),
GPS signals cannot be received in this environment. A comparison between
the bird’s-eye view above ground building map based on UAV image stitching
and the underground point cloud map optimized by this algorithm is shown in
Fig. 2(b), it can be found that the final point cloud map has a high match with
the surface scene.
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Fig. 2. Local experiment platform and environment.

3.2 Interactive SLAM-Based Data Collection and Refinement

Firstly, the data collection is performed by manually controlling the robot to
traverse the scene. We use the lightweight Lego-LOAM as the initial mapping
algorithm. On the basis of LOAM, the Lego-LOAM adds ground segmentation
and clustering-based segmentation for front-end optimization, and optimizes the
back-end of SLAM through a graph. The lightweight algorithm can be deployed
in robotic embedded computing units.

Fig. 3. The point cloud map output by the algorithm contains some significant mapping
errors.

Due to the large size of the scene, the pose estimation bias will be introduced
during robot motion (especially rotation), resulting in the shift or degradation
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of the final point cloud map. Some large pose offsets or long-term accumulated
errors can lead to closed-loop detection errors and failures. For man-made build-
ings, mapping errors are easily observed (as shown in Fig. 3), such as excessively
thick walls, wall ghosting, ground noise, etc. At the same time, for the lower
wall of the entire map, it can also be seen that there are obvious arcs instead of
straight lines.

Fig. 4. The point cloud map output by the algorithm contains some significant mapping
errors.

However, these errors can be easily detected by a human. Therefore, the off-
line interactive SLAM is introduced by adding closure and other pose constraints
through a human operator during the back-end optimization. The interactive
SLAM [12] mainly realizes map correction by introducing manual closed-loop
detection in back-end optimization. Figure 4 shows the corrected results for the
most heavily drifted region in Fig. 3. The whole process requires constant human-
in-the-loop iterative optimization, and the specific optimization time depends on
factors such as the scene size and the scale of draft areas. Finally, we get a refined
pose for each frame, and a map from overlapped and voxelized point clouds.

3.3 Semantic Point Cloud Labeling and Segmentation Model
Training

We then separately label the overlapped point cloud and the voxelized map
according to the predefined classes with Point Labeler1. Table 1 illustrates the
eight common targets appearing in the local underground garage, they can be
roughly divided into stable senses (road, column, wall and ceiling), moving sub-
jects (vehicle, motorcycle, pedestrian), and unrecognized noise. In the current

1 https://github.com/jbehley/point labeler.

https://github.com/jbehley/point_labeler


296 Z. Ouyang et al.

stage, manual collaboration is introduced again, and data annotation is per-
formed with the help of human cognition, which is used to build a semantic
point cloud dataset and a global map with semantic labels.

Table 1. The predefined semantic labels for underground garage.

The Point Labeler organized the point cloud and corresponding relative
pose ([x, y, z, roll, pitch, yaw]) as input, and overlapped the point cloud into a
scene, and divided the whole scene into smaller square cells. Therefore, during
the labeling process, the complete structure based on the nearest neighbor point
cloud can give a more complete target space shape. And at the same time,
with the help of the pose information optimized by interactive SLAM, batch
annotation (relative to a single frame) can be easily and quickly performed.
Figure 5 illustrates an example of the labeling tool UI with corresponding sense
from the image, the annotator can easily identify the class of the object through
the map-level point cloud (first annotate and filter the ground and ceiling).

We divide the labeled data into two disjoint subsets, one is used for model
training, and the other is used for model evaluation. Comprehensively consid-
ering both computational efficiency and segmentation accuracy, the following
three models are considered in the current study, i.e., RandlaNet [39], PolarNet
[14], and Cyclinder3D [40].
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Fig. 5. The underground sense (left) and related point cloud map by removing ground
and ceiling in Point Labeler (right).

3.4 Location Based on Semantic Point Cloud

Before starting work, the robot may start from different locations (for example,
get items from different sources for delivery, or wake up from any map location
for clearing), and it is critical to obtain an accurate current location through the
prior semantic map. To further optimize the storage and subsequent searching of
the point cloud map, the point cloud normal are calculated, and the point cloud
is rasterized to obtain the triangular mesh-grid representation. This operation
is done offline before integration into the robot localization system (Fig. 6).

Fig. 6. A mesh grid based global semantic map is first generated from the labeled
point cloud map. And the local semantic range-map is used for coarse localization with
MCL.

As the point cloud segmentation model is trained, we encapsulate the seman-
tic cognitive ability of humans to point clouds into the map and per-frame
point cloud. Each time the robot gets a new scan, the point clouds are first
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sent to the segmentation model, and the point-wise labels can be obtained.
And we project a single frame point cloud [x, y, z] onto a 2D range-map [W,H]
with the label index based on the LiDAR Cartesian to Polar projection for-
mula (as shown in Eq. 1). Where R =

√
x2 + y2 + z2 is the distance of points,

Fv = Fovup + Fovdown = 30◦ is the vertical angle, Hscale = 2◦ is the vertical
resolution Hr = Fovv/Hscale + 1 = 16, Wr = 1800 is the Horizontal angular
resolution of the LiDAR.

(
W
H

)
=

(
1
2 [1 − arctan(y,x)

π ]Wr

[1 − arcsin(z/R)+Fup

Fv
]Hr

)

(1)

Every time the robot is initially started, or needs to be relocated at inter-
vals, the particles are evenly distributed on the semantic map through the Monte
Carlo localization (MCL) based on particle filters. Once particles are scattered
anywhere on the map (limit the z-axis height to the sensor installation height),
we can generate a semantic range-map from the corresponding particle. Differ-
ent from the previous work [41] that uses z-axis value as pixel or point distance
R, we replaced it with the semantic label index, this helps reduce the vari-
ability of range-map distributions. To reduce the complexity, we constrain the
robot motion from 6◦C of freedom (DoF) [X,Y,Z,Roll, P itch, Y aw] to three
DoF [X,Y, Y aw], considering only motion in the 2D plane of bird’s eye view
(BEV). Therefore, the robot localization is Lr = (x, y, yaw), and the corre-
sponding observation at Lr is a semantic range-map SRMr = (W,H).

d =
∑ |SRMr − SRMp|

W ∗ H
(2)

We compared the current range-map generated from LiDAR scan SRMr =
(W,H) with all the particles’ range-map SRMp(i=0,...,n) = (W,H), and calcu-
lated their similarities. The robot’s current location is inferred from the semantic
map with the highest similarity. The observation model can be defined as Eq. 2,
the mean of the absolute pixel-wise difference of two images with the same scale
(W ∗ H).

4 Experimental Study

4.1 Data Collection and Refinement

Through multiple (different dates) manual control of the robot in the under-
ground parking lot, the random walk method is used to collect data to ensure
the diversity of data. Figure 7 compares the different trajectories generated based
on Lego-LOAM, the poses may contain drift, and will be corrected in the next
operation. Table 2 illustrates more detailed statistical information of the point
cloud sequences, and during the collection seq1 and seq2 use a limited maximum
speed of 1.5 m/s.

On the one hand, the slow speed of the mobile robot leads to the high sim-
ilarity of continuing frames; on the other hand, considering the computational
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Fig. 7. Six random walks in the underground parking garage during data collection.

Table 2. Statistics of the six sequence trajectories.

Seq # Frame Point # (M) Trajectory (m) Duration (s) Avg-speed (m/s) Max-speed (m/s)

0 7814 318.37 944.31 793.50 1.19 2.37

1 4458 189.48 375.57 726.27 0.34 1.5

2 5471 242.08 652.10 854.24 0.76 1.5

3 5183 238.87 587.29 773.04 0.76 2.11

4 5725 270.13 294.01 863.12 0.57 2.27

5 7571 353.08 585.97 1219.34 1.48 2.27

cost of closed-loop optimization of the interactive SLAM process, the poses with
a certain distance (> 5m) are extracted as candidate key frames by downsam-
pling. Considering human-in-the-loop-based interactive SLAM is mainly opti-
mized based on human subjective observation. Therefore, after optimizing six
sets of collected data, an evaluation based on map topology entropy is intro-
duced. In highly structured indoor environments, both Mean Map Entropy
(MME) and Mean Plane Variance (MPV) are shown to be highly correlated
with the trajectory error of SLAM [42]. Moreover, both the two metrics depend
on the total number of points for the final map, the voxelization is first adopted
to each map to normalize the map. Table 3 compares the average MME and
MPV of the final maps with three scales of voxelization (0.2, 0.4 and 0.6). It can
be seen that, when generating a point cloud map with degenerated raw poses,
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those maps will contain drift frames and lead to higher MME and MPV. When
those degenerated poses are corrected, the map consistency is improved, both of
the two topological entropy drops.

Table 3. Evaluation based on point cloud topological entropy.

Voxelization method 0.2 0.4 0.6

MME MPV MME MPV MME MPV

Raw pose 1.08 0.06 1.07 0.06 0.86 0.05

Interactive SLAM 0.81 0.05 0.77 0.04 0.58 0.04

LOAM with semantic 1.04 0.05 1.02 0.05 0.81 0.04

4.2 Semantic Dataset and Model Selection

Table 4 listed the information about the local labeled dataset based on the six
collections and interactive SLAM refinement, we also compare the local dataset
with previously published datasets (contains some tasks for architectural seman-
tic segmentation). However, our local dataset is the only one that is collected
based on low-cost LiDAR with a mobile robot in an underground situation. The
biggest challenge of point cloud map construction and data annotation for this
kind of scene is the lack of accurate positioning benchmarks, such as GPS or
high-end laser trackers that can cooperate. 6261 and 1565 labeled frames are
used for model training and testing, respectively, the two subsets are disjoint.
Semantic labeling only relies on the downsampled poses (> 5m), this operation
can reduce the similarity of the overall data and improve the learning efficiency.
And that is why the final labeled points are less than the total frames of the six
sequences in Table 2.

Table 4. Comparison between local and published semantic datasets.

Dataset Frame Point Scale (M) Class # Sensor Scenes

HYY(ours) 6261+1565 325.9 8 RS-16 Underground

SemanticKITTI 23201+20351 4549 25 VLP-64E Street

OakLand3d 17 1.6 5 SICK LMS Street

Freiburg 77 1.1 4 SICK LMS Street

Wachtberg 5 0.4 5 VLP-64E Street

Semantic3D 15/15 4009 8 Terrestrial Laser Scanner Street

Paris-Lille-3D 3 143 9 VLP-32E Street

All the models are trained on a GPU desktop with Intel i7-9700 CPU, 16G
memory, HDD disk and a single NVIDIA 2080ti GPU. We set the batch = 4,
use Adam optimizer with learning rate = 0.0001 in the beginning, and train all
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models for 80 epochs. Table 5 illustrated the comparison results on the testing
set of our local data. The point-wise mean-Intersection over Union (mIoU) is
selected to evaluate the model performance. The mIoU is defined according to
Eq. 3, where TPc, FPc and FNc correspond to the number of true positive, false
positive, and false negative predictions labels for class c compare to the ground
truth (GT) of testing set, and C = 8 is the total number of classes. However, we
ignored the noise or outlier points in Table 5.

mIoU =
1
C

C∑

c=1

TPc

TPc + FPc + FNc
(3)

Table 5. The semantic segmentation results on test set.

Model mIoU Per-Class mIoU FPS

Vehicle Motorcycle Pedestrian Road Column Wall Ceiling

RandlaNet 89.93 96.50 92.67 67.52 93.19 94.42 97.22 87.99 62.50

PolarSeg 94.43 97.78 98.48 81.64 94.36 97.54 98.74 92.45 50.11

Cyclinder3D 95.57 98.50 98.64 82.70 95.86 98.20 99.22 95.87 12.29

It can be seen from the table that the overall mIoU of PolarSeg is slightly
lower than that of the Cyclinder3D, but its speed is 50.11 frames per second
(FPS). Although RandlaNet achieves the highest FPS at 62.5, however, its mIoU
is much lower than the other two models. And Cyclinder3D is too slow which
cannot meet the needs of in-vehicle computing units. Taking the mIoU and FPS
into consideration, we prefer to choose PolarSeg. Its mIoU is only 1.14 lower than
Cyclinder3D, but about 4 times faster. Subsequent semantic localization opti-
mization is based on the point cloud semantic information of vehicles, motorcy-
cles, pedestrians, ground bearing columns, walls and roofs obtained in this step,
the category of noise points will be directly eliminated.

4.3 Localization Performance

We first compare our semantic range-map based location (refer as semantic-
based) with the original range-map (refer as range-based). Each time we ran-
domly selected one point from the collected sequence (with interactive SLAM
refinement) as GT, and adopt the two different localization methods, 10000 par-
ticles are used for searching. We repeat this operation 30 times (i.e., 30 poses
are used) and calculate the average time and total time as shown in Table 6.

It can be seen that, except when dealing with the seq1 (the trajectory of seq1
is very simple as shown in Fig. 7 column 1-right), our semantic-based method
can achieve faster convergence time with 10000 particles MCL, the average time
for the six sequences is 10.02 s, involving the semantic guidance reduces 13%
calculating time. However, using this algorithm only when the robot is initialized
for localization, the improvement is not significant.
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Table 6. Comparison of the calculation time.

Seq # Range-Based Semantic-Based

Average Time (s) Total Time (s) Average Time (s) Total Time (s)

0 11.87 341.29 9.94 253.33

1 10.88 281.42 11.39 306.88

2 11.45 304.78 9.38 216.16

3 11.53 308.82 9.70 247.43

4 11.36 325.79 8.77 257.69

5 11.97 274.02 10.96 289.93

Avg. 11.51 306.02 10.02 261.90

Considering that the relocation algorithm cannot meet the real-time require-
ments, we embed it as a module into the existing SLAM algorithm-LOAM. The
algorithm will be used as a back-end optimization module to periodically start
(that is, every one minute) to perform a global search and relocation to correct
the drift of the robot. We refer to the corrected key frame poses with interac-
tive SLAM from previous steps, which means only the poses with the shortest
distance to the key frame poses are considered duration evaluation. It is easy
to see from Table 3 that even involved with semantic information, the MME of
the final point cloud map from LOAM is larger than Interactive SLAM. In the
absence of GPS or other precise measurement equipment, it is feasible to use the
results of interactive SLAM optimization as GT.

Table 7. Localization and rotation (Yaw) errors between different SLAM back-end
optimization.

Seq # A-LOAM LOAM w Range-map LOAM w Semantic Range-map

Location (m) Yaw (deg) Location (m) Yaw (deg) Location (m) Yaw (deg)

0 1.01 0.16 0.96 0.11 0.84↓ 0.07↓
2 0.23 0.32 0.20 0.21 0.16↓ 0.08↓
4 1.58 1.18 1.52 0.81 1.19↓ 0.50↓

Table 7 illustrates the evaluation results on the three challenge sequences of
seq0, seq2 and seq4, their trajectories are more complex as shown in the Fig. 7 left
column. The A-LOAM is the baseline algorithm without back-end optimization;
LOAM w Range-map uses the range-based strategies and prior distance based
point cloud map; LOAM with Semantic Range-map uses the semantic range-
map and prior semantic point cloud map for periodic relocation optimization at
every one minute period. It can be seen that, with a back-end optimization, both
root mean square errors (RMSE) of the localization (x, y) and rotation (yaw)
are reduced. In general, the search distance for closed-loop detection is short,
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and there are few closed loops that can be formed in the trajectory of sequence
04. The estimated position and rotation RMSE of key frames are the largest,
and the estimation error can also be significantly reduced by periodic relocation
of the back-end. Moreover, with the semantic guidance, LOAM can achieve more
remarkable results than the comparison methods.

5 Conclusion and Future Work

In order to improve the autonomous localization and mobility of mobile robots
in unstable indoor illumination scenarios, this paper proposes a semantic opti-
mization method based on low-cost LiDAR localization. In order to quickly and
efficiently construct LiDAR point cloud data for semantic information acquisi-
tion without the aid of GPS or expensive measurement equipment, we introduced
human collaboration twice in the entire workflow: 1) the interactive SLAM and
2) semantic data labeling. And the point cloud semantic segmentation model
is used to simulate human cognitive ability for real-time point cloud seman-
tic information acquisition. Based on the semantic information, we proposed a
novel semantic range-map based MCL to improve the back-end of the A-LOAM.
With multiple sequence data collected in a local underground garage, we per-
form extensive quantitative evaluations and comparative testing on the above
workflow. The results show that periodic relocation optimization by introduc-
ing semantic information at the back-end can effectively reduce pose drift and
overall map degradation. We also plan to introduce the valuable semantic infor-
mation for the SLAM front-end in the future, improve the understanding of the
dynamic environment, and optimize the overall workflow for different senses.
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Abstract. Crowdsourcing is a popular way of collecting crowd wisdom
and has been deployed in various senarios. Effective answer collection and
answer aggregation are two important crowdsourcing topics as workers
may give incorrect responses. For difficult tasks, workers tend to implic-
itly use task related information during answer collection, and those
information could play an important role in aggregating high-quality
results. For example, the identification of the size and hair style of one
dog in a picture is a simple and necessary prerequisite step for dog breed
labeling. However, most existing methods ignore those task related infor-
mation and fail to achieve high quality data.

In this study, we propose a framework that incorporates the answers
of corresponding tasks from workers and their labeling to object features,
which we believe are critical task related information for answer aggre-
gation. Then, we propose a novel generative probability graph model
that can infer the task answers by exploiting label features, as well as
worker ability and their responses. We use EM algorithm to estimate
model parameters and infer true answers. Experimental results demon-
strate that incorporating task related information can greatly improve
the accuracy of answer aggregation. Compared with state of the art ones
that ignore these information, our methods could achieve about 15.9%–
36.8% improvement in accuracy.

Keywords: Crowdsourcing · Answer collection · Answer aggregation ·
Probability graph model

1 Introduction

Crowdsourcing has been successfully applied in solving a large number of practi-
cal tasks [4,20,21], such as data annotation [25], text translation [34], sentiment
analysis [19], etc. It is a valid and inexpensive way for researchers to collect labels
from non-expert crowds in open Internet based marketplaces. But the quality
of collected data provided by the workers might be very low due to a variety
of factors, including their background, skills, and motivation. A commonly used
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method is to collect multiple labels for the same task from different workers,
then apply a label aggregation algorithm to infer the true label for each task.
In general, crowdsourcing involves answer collection and answer aggregation.
In answer collection, due to the unreliability of workers, requesters usually dis-
tribute one task redundantly to multiple workers on a crowdsourcing platform,
such as Amazon’s Mechanical Turk1. Workers get paid by processing the assigned
tasks and submit their responses. In answer aggregation, aggregation algorithms
are used to deduce high-quality results from redundant noisy answers submitted
by workers. In the past few years, researchers have proposed different models to
improve the accuracy of aggregation results.

In crowdsourcing, the task related information plays an important role in the
answer collection stage and in answer aggregation. In answer collection, workers
can better complete the task if given these related information. For example, if we
want to annotate a picture of an Alaskan Malamute, some workers without rele-
vant knowledge might label it as a Poodle or other dog breeds with large size. In
fact, workers often need to use these related information explicitly or not before
he/she can give a label. However, existing methods try to obtain high-quality
data by assigning tasks to workers with higher abilities [6,7,23], but often ignore
some useful task related information, which is important in answer aggregation.
We refer to the collection of these task related information as hidden sub-tasks
(HSTs) in crowdsourcing. In fact, workers may have implicitly carried out these
HSTs when handling one task and they could play an important role in inferring
high-quality results. In the task of dog breed classification, the identification of
size and hair style of one dog could be thought of as HSTs. In answer aggre-
gation, task related information also plays important roles. In the dog labeling
example, methods like MV will ignore the fact that Alaskan Malamute tends
to be large size while Poodle tends to be small. But such features could often
help exclude some answers thus improve the overall accuracy. Although a lot of
aggregation methods have been proposed to improve the quality of the answers
provided by workers, they often ask workers to only focus on the final results and
ignore task related information (such as the features of an object) [2,24,27,33].
In short, how to collect and harness the task related information to improve the
quality of the overall aggregation results is the main focus of the paper.

In this paper, we focus on using feature labels collected from HSTs to improve
the overall aggregation results in labeling tasks. In the answer collection phase of
crowdsouring, we propose a framework to ask workers to explicitly carry out HSTs
and record their responses. This framework allows us to collect object’s category
as well as feature information from workers. For example, we require workers to
give their answers not only to dog breed label but also labels for dog features like
size, hair style, etc. In the answer aggregation phase, we propose a probabilistic
model called the Generative model of Labels, Abilities, and Features (GLAF), in
which we factorize the conditional probability of the most accurate answer with
respect to current object labels, worker abilities, features, and the relationship
between object labels and feature labels. In order to represent the effect of feature

1 https://www.mturk.com.

https://www.mturk.com
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labels to the aggregation results, we use a matrix to represent the relationship
between object labels and feature labels. Each element in the matrix represents
the probability that one class of objects has a certain feature. The inferred results,
workers’ abilities and other parameters used in the model are estimated using EM
(expectation-maximization) algorithm. Our main contributions are summarized
as follows:

– We propose a framework, which allows workers to collect as many feature
labels as possible based on the fact that workers are usually better at identi-
fying features than categories.

– We propose a novel generative probability model GLAF, which can infer the
answers of tasks by exploiting the relationship between object labels and
feature labels.

– We conduct extensive experiments and the results show that incorporating
feature labels could significantly improve the results. Compared with other
state of the art ones without these information, our model is also superior.

The rest of the paper is organized as follows. Section 2 discusses the related
works. Section 3 formalizes the problem studied and outlines our framework for
answer aggregation. Section 4 introduces the details of our approach. The exper-
imental results are shown in Sect. 5 and we conclude the paper in Sect. 6.

2 Related Work

Since the advent of crowdsourcing [9], it has been successfully applied in artificial
intelligence that leverages human intelligence to improve machine performance.
It has also been applied in many applications such as entity resolution [31], image
annotation [25], audio recognition [10], video annoation [30], etc.

In the answer collection phase, obtaining answers for the same task from
multiple workers is a simple and direct way to improve the data quality [6,7,23].
Task design and rational assignment of tasks to workers on the crowdsourc-
ing platform are also helpful in collecting high-quality data. At the same time,
many works [8,17,22] have proved that collecting more comprehensive informa-
tion about workers and tasks can help improve the quality of answer aggregation.
Oyama et al. proposed a framework to collect labels and task related informa-
tion (such as confidence scores) provided by crowdsourcing workers to improve
decision accuracy [22]. Li et al. demonstrated an interactive programming tookit
that is a unified solution for answering the crowdsourced top-k queries to control
the quality of labels [17]. Hoßfeld et al. developed two-stage QoE crowdtesting
design which leads to more reliable results [8].

In the phase of answer aggregation, not only the true answers of tasks are
inferred, but also some other potential useful information. This process is also
called truth inference. The agnostic label aggregation algorithms that solely
use crowdsourced multiple noisy labels have been extensive researched. These
works tried to model the complexities of the crowdsourced labeling from differ-
ent angles, such as confusion matrices [24,29,36,37],reliability [1,3,13,15,33],
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intentions [1,14], and difficulties of instances [1,14,32,33], and biases [12,32]of
labelers. MV is a simple aggregation method, which takes the value with the
highest number of votes as the true label of the task [26]. In addition, Dawid
and Skene proposed a classic algorithm DS based on maximum likelihood esti-
mation and EM algorithm. They model the diagnosis results of multiple doctors
on the same patient and use a confusion matrix to represent the performance
of workers to infer the true label of each task [2]. Inspired by DS, Smyth et
al. used a similar method on the Venus image dataset to infer the true value
of subjective labels [28]. Raykar et al. proposed a Bayesian method, RY, which
adds a specific prior to each category. In this method, crowdsourcing workers
have different biases for positive and negative categories and use two parameters
to model them [24]. By incorporating worker abilities and object difficulties, Li
et al. proposed a family of models to learn the object embeddings from crowd-
sourced triplet similarity comparisons [16]. A multiple noisy label distribution
propagation (MNLDP) method is proposed in [11]. This method at first esti-
mates the multiple noisy label distribution of each instance from its multiple
noisy label set. And then it propagates its multiple noisy label distribution to
its nearest neighbors. Finally, each instance assimilates a part of the multiple
noisy label distributions from its nearest neighbors and at the same time keeps a
part of its own original multiple noisy label distribution. All of the above meth-
ods [2,16,24,28] only model workers’ answers to tasks to infer the true value,
while ignoring other task related information such as feature information that
may have potential value for inferring the true value of the task. Our research
makes full use of feature labels and the relationship between object labels and
feature labels.

There are also some existing works that use task related information to help
infer the true value. Zhang et al. proposed a cluster-based label aggregation
algorithm GTIC [35]. Their method uses a feature vector to represent the task
and then use a clustering method to cluster all tasks according to the feature
vector of each task. Hang et al. proposed CrowdMKT on the basis of SKT. This
model uses knowledge transfer to learn high-level feature vectors of tasks from
multiple related data sources and then introduces a probability model to jointly
model tasks with high-level features, workers and their annotations [5]. Welinder
et al.proposed a method that deals with image formation and annotation process.
Each image has different features that are represented in an abstract Euclidean
space. Each annotator is modeled as a multidimensional entity with variables
representing competence, expertise and bias [32] . PLA (Prediction-based Label
Aggregation) is proposed to intelligently aggregate the crowd wisdom and the
predicted answers to improve the performance of label aggregation in [18].

Different from these studies, we collect noisy answers and feature labels of the
HSTs provided by workers and model worker’s abilities and HSTs respectively.
After having these data prepared, we focus on incorporating feature labels and
its relationship with object labels into answer aggregation for more accurate
aggregation results.
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3 Problem Formulation

In this section, we first define the problem of Turth Inference with feature labels
(TIF), then discuss our framework that incorporates feature labeling. The nota-
tions used are displayed in Table 1.

Table 1. Table of Notations

Notation Description

W Worker set consist of |W | workers

T Task set consist of |T | tasks

Ω Category set of a task

|W | Worker numbers

|T | Task numbers

wj Anchor worker

ti Anchor task

E′ Feature set of a task

E Feature label space of the task

lzij Category answer of task ti provided by worker wj

leij Feature answer of task ti provided by worker wj

L={lzij , l
e
ij} All set of answers

3.1 Definition of TIF

In our study, we ask workers to give not only answers to tasks but also their
labels to different features. We use these noisy data to infer the final results.
We call our problem the Truth Inference with feature labels problem (TIF) and
define it formally as follows.

Definition 1 (Truth Inference with feature labels (TIF) problem). Let
T = {ti|i ∈ IT } be the unlabeled task set, W = {wj |j ∈ IW } be the workers set,
Ω = {ck|k ∈ IΩ} be the answer domain set. The problem of TIF is to find a
function f : Ω|T |×|W | −→ Ω|T |, which generates the most precise answer from
all the labels provided by workers for each task.

Without loss of generality, we consider label aggregation in a classification
crowdsourcing task. Let E′ = {e|e ∈ Ie} denotes feature labels for a given task.
For example, when a worker is working on a task to classify dog breeds, the
elements in this set can be traits such as the dog’s hair style, body size, etc. Let
the vector E = {< e1, e2, ..., em, ..., en > |em ∈ Ωem

} be the feature label space
of the task, and the element in this vector is the specific feature label values of
an object. For the dog breeds classification example, the element in this vector
can be (long hair, big size). We denote the label set L = {L1, L2, ..., Ln} where
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Li ∈ L contains labels that workers give to ti. Namely, for ∀ti ∈ T we get label
set Li = {lzij , l

e
ij |i ∈ IT , j ∈ IW , e ∈ Ie} from workers. The problem of TIF is

to find a function f : Ω|T |×|W | × E|T |×|W | −→ Ω|T |, which generates the most
specific label from all the labels provided by workers for each task.

Let F = {f |f : Ω|T |×|W | × E|T |×|W | −→ Ω|T |} be the universal set of aggre-
gation algorithms of TIF. Then with the well-defined value function v : F −→ R
which measures quality of the algorithms, we can formulate the aggregation
problem of TIF as to find a function f∗:

f∗ = arg max
f∈F

v(f). (1)

For instance, if there are 100 tasks and 10 workers, one worker has to choose
from 4 candidate answers. Each answer has two features and each feature has
two possible feature values, then the aggregation algorithm is to find a function
with a 100× 10× 3 (1 for category, 2 for feature) answer matrix as input and a
100 dimensional answer vector as output.

3.2 Framework of Crowdsourcing with Feature Labeling

Fig. 1. Framework of crowdsourcing with feature labeling.

To exploit the relationship between object’s class and the corresponding feature
labels, we propose a novel crowdsourcing framework with feature labeling as
shown in Fig. 1. The steps of this workflow are listed as follows.

– Step 1: A requester first prepares tasks including the objects that need to
be classified and the related information that workers needs to process(such
as hair style, size of a dog). Then the requester needs to design the detailed
task interface using tools provided by the platform before publishing tasks.
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Crowdsourcing platforms like Amazon’s Mechanical Turk usually provide flex-
ible tools and APIs that allow requesters to customize the way tasks are
presented.

– Step 2: Once the requester published the tasks. The platform will assign
them to workers based on the requester’s requirements and the platform’s
own policies.

– Step 3: For each received task, a worker provides both the answer as well as
the feature labels of the corresponding task. One worker will get paid once
the platform accepts his/her answers.

– Step 4: After collecting all the answers from workers, we run our model with
feature labels to infer the aggregated result for each task. Finally, all the
aggregated results are returned to the requester.

Using this framework, requesters can easily collect answers to tasks, as well
as critical related information that could help improve the aggregation results.

4 GLAF Model

In this section, we introduce a novel probabilistic model that incorporates object
label, its relationship with feature labels, as well as worker ability (Sect. 4.1).
Then we explain how to estimate the parameters and variables of GLAF model
using EM algorithm (Sect. 4.2).

4.1 Probabilistic Modeling

Fig. 2. Probability graph of GLAF model.

Consider a dataset of n tasks, each of which has one of many possible candidate
answers. Our goal is to determine the true answer zi of each task i by querying
from workers. The answers depend on several causal factors: (1) the abilities of
workers; (2) the relationship between object label and feature labels; and (3) the
true answer.
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The ability of each worker wj is modeled by parameter a = {aj , aje}. Here
aj ∈ (−∞,+∞), aj = +∞ means the worker always labels images correctly;
−∞ means the worker always labels images incorrectly; aj = 0 means that the
worker cannot discriminate the candidate answers. And aje is the same as aj .
The relation between object labels and feature labels is modeled by a parameter
matrix φ = {φe|e ∈ IE}, the value φe

kfeg
in the matrix represents the probability

that the answer k is corresponding with feature label feg. φe
kfeg

= 0 means
that the answer k wouldn’t appear together with feature label feg; φe

kfeg
= 1

means that the answer k would appear with feature label feg all the time. Let
Z = {zi, zie|i ∈ IT , e ∈ IE} be the task truth set. Here zi is the answer truth
value of the task ti and zie is the truth value of feature e of the task ti.

The larger aj is, the more likely one worker could answer the task correctly.
So we can present the conditional probability that lzij is correct given zi, aj with
a softmax function as follows:

p(lzij = zi|zi, aj) =
1

1 + (K − 1)e−aj
, (2)

where K is the number of answers. Note that p(lzij = zi|zi, aj) increases with
the increase of aj . When aj tends to be positive infinity, p(lzij = zi|zi, aj) = 1
means worker wj always gives the correct answer. Generally, when ability aj of
worker wj and category zi of task ti are given, we can compute the probability
that worker wj correctly answers category of task ti by Eq. 2.

The larger aje is, the more likely one worker could answer the task correctly.
So the conditional probability that leij is correct given zi, zie, aje can be expressed
as:

p(leij = zie|zie, zi, aje) =
1

1 + (Ke − 1)e−aje
, (3)

where Ke is the number of the alternative of feature e. Again, p(leij =
zie|zie, zi, aje) increases with the increase of aje. Generally, when ability aje

of worker wj , category zi of task ti and feature zie of task ti are given, we can
compute the probability that worker wj correctly answers feature e of task ti by
Eq. 3.

We present the relation between object labels and features given φe, zi with
a number φe

kfeg
∈ [0, 1] as follows:

p(zie = feg|zi = ck, φe) = φe
kfeg

, (4)

If the category zi of task and the relation matrix φe between object labels and
features are given, we can compute the probability that task ti has the feature
feg by Eq. 4.

Let L = {lzij , l
e
ij |i ∈ IT , j ∈ IW , e ∈ IE}, θ = {a, φ}. We want to find the

optimal θ∗ that maximizes P (L|θ). Our objective function is as follows:

θ∗ = arg max
θ

ln P (L|θ), (5)
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where ln P (L|θ) is the log likelihood function we want to maximize. In detail,
we compute ln p(L|θ) as:

ln p(L|θ) =
∑

i

ln
[ ∑

k

p(zi|θ)
∏

j

p(lzij |zi, θ)

∏

e,g

p(zie = feg|zi, θ)
∏

j

p(leij |zi, zie, θ)
]
.

(6)

We maximize ln p(L|θ) to learn the parameters θ and infer the true answers of
tasks (Sect. 4.2).

4.2 Inference

We formally introduced the GLAF model as shown in Fig. 2 in Sect. 4.1. In our
model, we have lzij , l

e
ij being the workers answers. The unobserved variables are

the true labels zi, zie, ability parameters aj , aje and relation matrix φe. Our
goal is to find the posterior distribution of zi and select the label zi with the
maximum a posterior estimation as the final answer to task ti.

For simplicity, the prior distribution of zi is set to be an uniform discrete
distribution over label domain Ω. In addition, we ignore the prior of aj and aje

and the elements in the mapping relationship matrix between object labels and
feature labels are initially set as 1

Ke
. Finally, we use EM algorithm to obtain

maximum likelihood estimates of the parameters of aj , aje, φ
e.

E Step: Let li = {lzij , l
e
ij |j ∈ IW , e ∈ IE}. Then for ∀i ∈ IT , we compute

posterior probability p(zi = ck|L, a, φ) as:

p(zi = ck|L, a, φ)
∝p(zi = ck|a, φ)p(li|zi = ck, a, φ)

∝p(zi = ck|a, φ)
[ ∏

j

p(lzij |zi = ck, aj , φ)

·
∏

e

∑

g

p(zie = feg|zi = ck, φe)
∏

j

p(leij |zi = ck, aje)
]

(7)

Here we assume features are conditional independent. For ∀i ∈ IT ,∀e ∈ IE , we
compute posterior probability
p(zie|L, zi = ck, aje, φ

e) as:

p(zie = feg|L, zi = ck, aje, φ
e)

∝p(zie = feg|zi = ck, φe)p(lei |zie = feg, zi = ck, φe)

∝p(zie = feg|zi, φe)
∏

j

p(leij |zie = feg, zi = ck, aje) (8)

If answer set L of workers, category zi of task, ability aje of worker and the
relation matrix φe between object labels and features are given, we can compute
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the conditional probability distribution of feature e of task ti by Eq. 8 and its
category zi.

M Step: Let L = {lzij , l
e
ij |i ∈ IT , j ∈ IW , e ∈ IE}, Z = {zi, zie|i ∈ IT , e ∈

IE}. We compute standard auxiliary function Q:

Q(aold, φold, a, φ)
=E[ln p(L,Z|a, φ)]

=
∑

i

E[ln p(zi)] +
∑

i

E[ln p(li|zi, a, φ)]

=Const +
∑

i,k

ln p(lzi |zi, a, φ)βik +
∑

i,k

βik

∑

e

ln p(lei |zi, a, φ)

=Const +
∑

i,k,j

ln p(lzij |zi, a, φ)βik +
∑

i,k

βik

∑

e,g

qikeg ln p(lei , zie|zi, a, φ)

=Const +
∑

i,k,j

ln p(lzij |zi, a, φ)βik +
∑

i,k

βik

∑

e,g

qikeg ln p(zie|zi, a, φ)

+
∑

i,k

βik

∑

e,g,j

qikeg ln p(leij |zie, zi, a, φ), (9)

where

βik =p(zi = ck|L, aold, φold),

qikeg =p(zie = feg|L, zi = ck, aold, φold).

We use the old parameters aold and φold to update posterior probability of
E step. Then we use results of E step to update new a and φ by

(a∗, φ∗) = arg max
(a,φ)

Q(aold, φold, a, φ). (10)

The problem in Eq. 10 is an optimization problem and we use Lagrange multiplier
method to solve it with the constraint condition

∑
g qikeg = 1. Then we can get

the following results:

aj = ln (K − 1) − ln (
∑

i

∑
k βik + K ∗ α∑

i

∑
k βikI(lzij , ck) + α

− 1) (11)

aje = ln (Ke − 1) − ln (

∑
i

∑
k βik

∑
g qikeg + Ke ∗ α

∑
i

∑
k βik

∑
g qikegI(leij , feg) + α

− 1) (12)

φe
kfeg

=

∑
g

∑
i βikqikeg∑

g

∑
i βik

(13)
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Algorithm 1: Algorithm 1 EM algorithm for GLAF Model
Input: Label matrixL = {lzij , l

e
ij |i ∈ IT , j ∈ IW }

Output: aggregation labels Z = {zi|i ∈ IT }
1 Initialization:
2 worker j’s ability parameter aj = 1, aje = 1
3 for n=0 to iterations do
4 if ability errors < tolerance then
5 break;

6 E step:
7 compute p(zi|L, a, φ), p(zie|L, zi, a, φ)
8 M step:
9 update a, φ by argmax

(a,φ)

E[ln p(L, Z|a, φ)]

10 return zi = argmax
zi

p(zi|L, a, φ)

where I(·) in Eq. 11 and Eq. 12 is an indicator function and we used additive
smoothing to solve aj and aje to prevent aj or aje become infinity. For simplicity,
we set the priori α = 0.1.

The derivation detail is omitted due to its complexity and numerous formula
derivations. We will provide the details and the code upon the publication of
this paper. The EM algorithm is summarized in Algorithm 1.

5 Experiments

In this section, we conduct experiments to evaluate our proposed GLAF model.
We first describe three simplified versions of our model and the used baselines.
Next, we introduce how to generate simulated data and show the impact of
parameters and data scale respectively. We describe our implementation of a
real crowdsourcing process in AMT, then discuss the results.

5.1 Experiments Setup

We study the effectiveness of our GLAF model through a series of experiments
on one synthetic dataset and one real dataset with features labels. The following
nine models are used for experimental comparison:

– MV directly uses majority votes to integrate annotations without feature
labels or modeling of tasks and workers [26].

– DS uses one confusion matrix to model the ability of each worker and infers
the true answers of tasks using EM algorithm [2].

– HDS simplifies the assumption made by DS to consider a confusion matrix
with only a single parameter, in which each worker is assumed to have the
same accuracy on each class of task, and have the same error probabilities as
well [13,24].
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– FDS is a simple, yet effective, EM-based algorithm, which can be interpreted
as a ‘hard’ version of DS model that allows much faster convergence while
maintaining similar accuracy in aggregation [27].

– GLAD is a probabilistic model that simultaneously infers the answer, diffi-
cult level of each task, as well as the ability of each worker [33].

– GLA uses one parameter to model the ability of each worker and infers the
true answers of tasks using EM algorithm, which is the first simplified versions
of our method.

– GLA(f1) incorporates the feature f1 to infer true labels based on the GLA.
– GLA(f2) incorporates the feature f2 to infer true labels based on the GLA.
– GLAF models worker’s abilities to label categories and two features (f1 and

f2), and use the relationship between objects and features as parameters to
infer truth labels, which is our proposed method in this paper.

The first six methods build models without using feature labels and the
relationship between object labels and features. The other three use feature
labels and the relationship between object labels and features. For GLAF and
its variants, we initially simply let the relationship be uniformly distributed. For
the other methods, we set the parameters (if any) following the suggestions of
the authors.

5.2 Simulations

Data Preparation. We simulated 100 workers and 1000 tasks. The true answer
of each task belongs to the set Z (Z = {0, 1, 2, 3}) with equal probability. Each
task has two features and the value of each feature is 0 or 1. We let the probability
of workers answering the task category correctly obey the uniform distribution
from 1

K to 1 and the probability of workers answering the task feature correctly
obey the uniform distribution from 1

Ke
to 1, where K is the number of categories

and Ke is the number of feature e. Then the observed variable lzij can be sampled
according to Eq. 1 given a worker’s ability to label task categories. In the same
way, the observed variable leij can be sampled according to Eq. 2 given the ability
of a worker to label task features. And the aforementioned mapping relationship
between categories and features can be expressed in the probability form of Eq. 3.
We ask each task to be answered 10 times. In this way, we obtained 10000 × 3
labels ( 1 category and 2 features).

Results. We run each model with different redundancy to compute the consen-
sus annotation and report the accuracy in Fig. 3(a). As expected, the accuracy
of all models increase as the redundancy of each task grows. As we can see,
our proposed GLAF model that uses both two feature labels achieved the best
performance among all models and is also superior to its degenerated versions
GLA(f1) and GLA(f2), which use only one feature label. GLA(f1) and GLA(f2)
perform better than GLA, which is a commonly used baseline aggregation algo-
rithm without feature labels. DS, HDS, FDS and GLAD come next with regard
to accuracy. Among all these models, MV performs the worst, this could due to
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Fig. 3. (a)The accuracies of GLAF model versus other methods for inferring the under-
lying category labels on simulation data. GLA(s) only uses the features s. (b) The
accuracies of GlAF model and other methods vs Numbers of task answered by work-
ers. GLA(s) only uses the features.

Fig. 4. The ability of GLAF to recover the
true aj parameter on simulation data.

Fig. 5. ROC comparison of GLAF and
other models.

the fact that MV directly uses majority vote to integrate annotations without
modeling workers ability. Figure 3(b) shows the accuracy when we change the
number of tasks performed by worker, again the conclusion is basically the same
as in Fig. 3(a), especially when the number of tasks is larger than 30. Overall, the
results show that incorporating more features and its relations could significantly
improve the model performance.

Correlation. In addition, we change the number of worker from 3 to 15 to see
how this impact the learnt parameters. In this simulation, each worker handles
1000 tasks. The truth value of each task belongs to the set Z (Z = 0, 1, 2, 3)
with equal probability. The accuracy aj of each worker was drawn from a uniform
distribution. Given these worker abilities, the observed labels lzij were sampled
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according to Eq. 1 using Z. Finally, the EM inference procedure described above
was executed to estimate aj . This procedure was repeated 20 times to smooth out
variability between trials. On each trial we computed the correlation between the
parameter estimates âj and the true parameter value aj . The results (averaged
over 20 experimental runs) are shown in Fig. 4. As expected, as the number of
workers grows, the parameter estimates converge to the true values.

ROC Curves. We performed experiments on simulation dataset to draw roc
curves. We can find similar trends as shown in Fig. 3(a). Figure 5 shows the ROC
comparisons and AUC values for GLAF model and baseline models. FDS does
not output probability distribution data like other methods, so its ROC curve
is not shown here. The experimental results demonstrate that our approaches
significantly outperform baseline methods without feature data.

5.3 Real-Data

In this section, we first describe the real dataset used and then report the eval-
uation results of the proposed GLAF model.

Data Preparation. We crawled images of different dogs from American Kennel
Club2 and filtered out the images with dead URLs or images with no dogs in it.
We finally obtained 820 unambiguous images for experiments.

We used Amazon Mechanical Turk and followed the workflow shown in
Sect. 3.2. We guarantee the quality of labels by employing high-quality work-
ers in the platform. We gave a brief instruction to guide workers to provide as
specific labels as possible. Each task is sent to 20 different workers. For each
task, workers were asked to choose the label they gave to the image from a drop-
down box and complete two multiple choice questions about the features (hair
and size). Hair length includes long hair, short hair and no hair and body sizes
include large and small. We collected 820 × 20 × 3 labels (1 category label and
2 feature labels).

After removing the invalid labels, there left 13261 labels annotated by 412
workers and the number of unique labels is 59, which is considerably large
compared to other crowdsourcing tagging tasks. For evaluation, we use the
groundtruth labels provided by American Kennel Club.

Results. The probability distribution of the number of tasks completed per
worker is shown in Fig. 6(a). As we can see, most workers completed a limited
number of tasks and only a small number of workers had completed more than
100 labeling tasks. Such data sparsity is harmful to aggregation methods with
unknown parameters. We count the accuracy of category labels and feature labels
given by each worker in the original data set as shown in Fig. 6(b). This agrees

2 https://www.akc.org/.

https://www.akc.org/
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with our hypothesis that worker is better at labeling obvious features than the
entity’s category. The two feature labels obtain 180% (hair) and 172% (size)
higher accuracy than category on average.

Fig. 6. (a)Distribution of the number of tasks answered by workers about original data
(b) Accuracies of category and features without any methods processing about original
data.

Figure 7(a) shows the accuracy of models when we change workers redun-
dancy level. As expected, more workers brought higher accuracy for all models.
GLAF, GLA(f1) and GLA(f1) outperform the GLA, MV, DS, HDS, GLAD and
FDS in category labeling. The GLAF model performs the best, which implies
that we can improve the quality of category labels via incorporating feature labels
into answer aggregation. Figure 7(b) shows the accuracy of category labels and
features labels obtained from MV, DS, HDS, FDS, GLAD and GLAF. The accu-
racy of category labels obtained by GLAF is higher than that of MV, DS, HDS,
FDS and GLAD. The accuracy of two features labels is lower than category
labels in GLAF,FDS and GLAD, and the opposite result is observed in MV, DS
and HDS. But it is acceptable for us to improve the quality of category labels
at the expense of the quality of feature labels.

ROC Curves. We performed experiments on real dataset to draw roc curves
and the results are shown in Fig. 8. FDS does not output probability distribution
like other models, so its ROC curve is not shown. We can see that our proposed
model significantly outperforms the GLA, GLA(f1), GLA(f2), MV, DS, HDS
and GLAD. GLAD and MV follow GLAF and its variants. DS is the worst. The
best GLAF improves 20% than the worst DS. And GLAF performs significantly
better than GLA(f1) and GLA(f2), which proves our conclusion that features
information of tasks is very important for inferring the final result.

Runtime. We further investigate the time consumption of GLAF and compare
it with other models. All algorithms are implemented in python. We tested them
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Fig. 7. (a)The accuracies of GLAF model and other methods vs Number of workers
for the same task on real data. (b) Accuracy of category and features of GLAF model
and other methods on real data.

in a workstation with 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40 GHz ,eight-
core CPU, 16 GB RAM and 64 bit Windows 10 OS. The running time of GLAF
includes processing category answers, feature answers and parameters estimation
by EM algorithm and MLE time. Figure 9 draws their running time in seconds
on real datasets.

The runtime results are as follows:MV(0.02 s), DS(1s), HDS(48s), FDS(18s),
GLAD(3215 s)s), GLA(310s), GLA(f1)(522s), GLA(f2)(403s), and GLAF(354s).
Figure 9 shows that MV undoubtedly has the minimum time cost while GLAD
has the maximum time cost. DS, HDS and FDS has the equal time cost level.
GLAF,GLA,GLA(f1) and GLA(f2) have the equal time cost level. And DS, HDS
and FDS have less time cost than GLAF and its variants. Our proposed model
GLAF has more time cost than DS and its variants, but we have already proved
that our proposed model has better performance in accuracy and ROC curves.
So we think it is worthwhile to spend about 300 s more for higher accuracy.

Fig. 8. ROC comparison of GLAF and
other models.

Fig. 9. Runtime comparison of GLAF
and other models.
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6 Conclusions

In this paper, we propose a novel generative model of labels, abilities and fea-
tures (GLAF) that can take advantage of feature labels and its relationship with
object categories to infer the true answer of one task. In the proposed proba-
bilistic model, it automatically learns the worker ability and the relationship to
customize the algorithm to fit the data by using Expectation Maximization (EM)
algorithm. Experiment results showed that workers are better at labeling fea-
tures than labeling one entity’s categories and incorporating these feature labels
and their relationship could significantly improve the model performance. Our
model also gives state of the art results compared with most voting-like methods
without features labels. Our future work will investigate techniques which jointly
model workers’ ability to process category labels and features labels, combined
with the relationship between feature labels and category labels. We also want
to design a form of shared parameters for inference learning to improve model
performance.
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Abstract. Device-to-Device (D2D) communication has emerged as a
promising technique to cope with the increasing heavy traffic in mobile
networks. A critical problem in D2D service is request allocation, which
aims to find the best provider for each of the proposed service requests.
Most of the existing work focuses on optimizing the communication
resource allocation, such as interference management, spectrum allo-
cation, etc. In this paper, we originally address the request allocation
problem with the object of maximizing the cost performance of requests.
Moreover, we especially consider the impact of multi-service interactions
on the service quality in a feasible plan for the provider. To solve this
problem, we propose a combinatorial auction-based request allocation
model. Furthermore, and develop a pruning-based request allocation
algorithm called RABP to maximize the overall cost performance of
requests. Extensive simulation results demonstrate that RABP performs
well in improving the cost performance and is conducive to enhancing
the load balancing among mobile devices.

Keywords: D2D communication · Request allocation · Cost
performance · Combinatorial auction · Multi-service inter-impact

1 Introduction

Over the last few years, the explosive growth of mobile computing applications
as well as the ever-improving requirements of users have posed tremendous chal-
lenges to current cellular network architecture [1]. According to Ericsson Mobil-
ity Report [2], the total mobile network traffic is forecast to exceed 300EB per
month by 2026. 5G networks will carry more than half of the world’s smart-
phone traffic. Although edge computing and fog computing have been proposed
to share the core network’s burden at the edge of the network, in the 5G era, the
exponential growth of data traffic in mobile networks has made the spectrum
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resources of the mobile network go short. As a SPECTRUM-AND-ENERGY
efficiency technology, device-to-device (D2D) communication has been widely
applied in mobile computing. Under a certain level of interference, D2D enables
two devices to reuse the spectrum of cellular networks and connects proximity
devices directly with each other [3], which brings low translation delay and bet-
ter quality of service. Thus, D2D is expected to be a key enabling technology
supported by the next-generation cellular networks.

According to the Cisco Visual Networking Index projection [4], video ser-
vices are expected to account for 79% of the total internet traffic by 2022. Thus
a representative example of D2D service is video stream service in edge comput-
ing. When a video goes viral over the internet, a large number of mobile users
make requests for it. This creates immense pressure on the edge. To improve the
response speed of the edge, D2D service is utilized to provide higher QoS for
demanders, particularly those who are experiencing poor cellular conditions.

Existing surveys on D2D communication largely focus on interference man-
agement and power control, such as [5–7]. Another research hotspot is D2D-
enabled data traffic offloading. Most of them discuss how to assign tasks to min-
imize communication delay or energy consumption, such as [8–11]. Part of the
research focuses on the D2D content sharing [12–14], aiming to achieve optimal
or stable matching between D2D requesters and providers based on the prefer-
ences of both sides. Furthermore, some researchers proposed effective incentive
mechanisms to guarantee the provider’s revenue in the process of data transac-
tion [15–17].

However, two issues have not been addressed in the existing literature. One is
that current surveys on D2D mainly focus on the optimization of communication
latency or energy while neglecting differences in service quality and price among
different providers. However, device performance plays an important role in the
D2D service quality. Consider such a scenario, the requester issues a computa-
tionally intensive task, as not much data needs to be transferred, the requester
would prefer to choose a provider with strong computing power over one with
faster communication speed but restricted computing resources if both of them
can establish a stable D2D link. Furthermore, the service price is also a vital
metric for matching between requesters and providers. The other one is that the
impact of multi-service interactions on service quality is not considered when
the provider handles many requests at once. As providers are typically resource-
constrained mobile users, performing more requests will dramatically increase
competition for system resources, thus increasing system load and resulting in
service quality degradation. For ease of expression, we name the impact of multi-
service interactions on service quality as multi-service inter-impact.

To address the above problems, we originally concentrate on optimizing the
quality as well as the price of service on all D2D requests. In detail, we refer
to the ratio of service quality to the price of a request as cost performance. We
describe multi-service inter-impact in a feasible plan from the existing literature
on request scheduling and pricing. To fully express the cost performance of dif-
ferent feasible plans for a provider, we adopt the combinatorial auction based
on improved XOR language. We devise a request allocation algorithm RABP
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to obtain the optimal result. The algorithm consists of two steps, firstly search-
ing for all feasible bid sets, then pruning out the candidate strategies that are
concluded not to be the optimal solutions. The simulation results demonstrate
that the proposed method significantly outperforms baseline methods. The main
contributions of this paper are summarized as follows:

1) Taking into account the multi-service inter-impact, we formulate the request
allocation problem and propose a combinatorial auction model based on
improved XOR language.

2) We design an algorithm RABP to maximize the overall cost performance of
all requests, which can obtain the optimal result.

3) Simulation results demonstrate the proposed algorithm performs better than
baseline methods in different scenarios. Additionally, the RABP is conducive
to enhancing the load balancing among devices with the increase of the service
deployment rate.

The rest of this paper is organized as follows: Sect. 2 reviews the related
work. The system model and problem formulation are presented in Sect. 3. The
request allocation algorithm is elaborated in Sect. 4. Section 5 and Sect. 6 give
the simulation results and conclusions, respectively.

2 Related Work

As one of the key technologies to expand the network capacity, D2D communi-
cation has attracted a lot of attention. A number of papers concentrate on the
optimization of interference coordination and system throughput. Based on this,
different request allocation schemes have been proposed.

Some researchers adopted graph theory to complete the request allocation
problem. For example, [3] aimed to maximize the accessed D2D links while min-
imizing the total power consumption, then modeled the D2D pairing problem
as a min-cost max-flow problem and solved it by the Ford-Fulkerson algorithm.
[18] studied the problem of maximizing cellular traffic offloading in D2D com-
munication. The author formulated the maximal matching problem in a bipar-
tite graph, proposing a distributed matching algorithm. [19] originally proposed
a joint user-relay selection with load balancing schemes, adopting the Kuhn-
Munkres algorithm to maximize the overall matching utility.

Some authors addressed stable matching of D2D requesters and providers
by using algorithms from matching theory. For example, to encourage data for-
warding among cooperative users, [14] modeled the relay nodes selection prob-
lem as a stable matching problem and solved it by modified deferred acceptance
algorithm. Similarly, [12] proposed a two-sided physical-social-aware provider-
demander scheme for matching requesters and providers, and developed a dis-
tributed algorithm based on the Dinkelbach iteration and deferred acceptance
approach. In [20], the energy-efficient resource allocation between cellular users
and D2D users was constructed as a one-to-one matching problem, then the GS
algorithm was applied to the energy efficiency optimization scheme.
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Many auction models have emerged to solve the incentive problem for D2D
providers. [16] designed Rado, a randomized auction mechanism, to provide
incentives for users to participate in D2D content sharing. [21] presented a truth-
ful double auction-based model (TAD) to reward the D2D sellers. The auction
model that was applied to allocate requests in D2D mainly aimed to improve
the spectrum efficiency or control the power consumption. For example, [22]
presented an iterative combinatorial auction mechanism to allocate spectrum
resources to optimize the system sum rate over the resource sharing of both D2D
and cellular modes. [23] proposed a multi-round combinatorial double auction
(MCDA) algorithm to optimize the energy efficiency over the resource allocation
in D2D.

As most of the research on request allocation aimed to optimize the total util-
ity of communication resources, we focus on the assignment between requests and
providers according to the service cost performance. We originally formulate the
request allocation problem as an overall cost performance maximization problem
and develop an optimal algorithm based on an improved XOR-language combi-
natorial auction scheme. Beyond that, we take full consideration of the resource
constraints of mobile devices.

In cloud computing, some researchers considered the service correlations,
which means the service quality and price is not just dependent on itself but
also on other services being provided by the cloud. For example, [24] presented
a new cooperative coevolutionary approach for dynamic service selection with
inter-service correlations. [25] proposed an extended service model which con-
sidered the correlation in the service composition process as well as the service
matching process. The author designed a reservation algorithm to reserve ser-
vices with correlations in the matching stage. To systematically model quality
correlations and enable efficient queries of quality correlations for service compo-
sitions, [26] proposed a novel approach named Q2C. [27] focused on QoS-aware
service composition and took QoS correlations between services into account.
Then proposed the service selection method CASP4NAT . However, most of
them considered the correlations between services by offering discounts to bun-
dle services. This makes sense for large service providers such as the cloud, but
not for resource-constrained mobile devices. Furthermore, some research like
[27] generates the service correlations at random and only considers correlations
between two services. In contrast, we get the impact of multi-service interactions
on service quality via the scheduling and pricing model. We consider the degra-
dation in service quality caused by competition for resources by requests in a
feasible plan.

3 System Model

3.1 System Architecture

As illustrated in Fig. 1, we consider a D2D Service Provision (D2DSP) system
which consists of one BS equipped with an edge cloud and multiple mobile
devices (MDs). The MDs are divided into two categories: supplying MDs and
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demanding MDs. The supplying MDs are D2D Providers who send the resource
supplying information to BS. The demanding MDs are D2D requesters who send
resource demand information (request) to BS. The base station acts as the broker
to match the supplying and demanding MDs.

In our paper, the MDs are assumed to have no prior knowledge of others,
thus all of them directly send their information to the base station. As shown in
Fig. 1, After the BS receives all requests in a period, it broadcasts the requests
to the providers who satisfy the following two conditions:

1) Communication conditions, which means the provider and requester must
be within the D2D communication range of each other, only in this way, can
they establish a stable D2D link.

2) Service conditions, based on the above, the provider must deploy the ser-
vice required by the request.

Fig. 1. D2DSP architecture

Figure 1 and Fig. 2 present an example. The distribution of MDs is presented in
Fig. 2. Within the 2D area circled by the box, each provider can cover the requests
within a dotted ellipse, the rectangle next to the provider represents the service
deployed by the provider, the color of the requests illustrates the service required
to complete them. So p1 covers r1, r2, r3 and deploys the services required by
them, in this case, p1 is able to complete r1, r2 and r3. Similarly, p2 can complete
r0, r1 and r2, while p3 can complete r1 and r4. As a result, upon receiving all
requests the base station presents r1 to p1, p2, p3; r2 to p1, p2; r3 to p1; r4 to p3
and r0 to p2, as shown in Fig. 1.

In our paper, a request corresponds to one service, we use the terms request
and service interchangeably in the paper. We allocate multiple requests in the
chronological order in which they arrive. The definitions of request and service
are as follows.
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Fig. 2. Auction example

Definition 1 (Request). A request is represented as a 5-tuple (d, s, L, ta, te)
, where:

– d is the index of the service requester who submitted the request;
– s is the service required to complete the request;
– L is the location of the requester;
– ta is the arrival time of the request;
– te is the execution time of the request;

Definition 2 (Service). A service is represented as a 3-tuple (d,G, F ) , where:

– d is the index of the provider where the service is deployed;
– G describes the resources required by the service, which can be denoted as

G = {gz1 , gz2 , . . . , gzm}, where m is the number of the resource type, gzi is the
amount of the zi kind of resource.

– F is the functional description of the service;

3.2 Scheduling and Pricing Model

As providers receive request information from the base station, they perform
scheduling and pricing model to determine the price and quality of service in
different feasible plans (or bids). Specifically, we use the scheduling algorithm
RESP presented in [28] to arrange the requests. Then run the dynamic pricing
method in [29] to calculate the service price. The impact of multi-service inter-
actions on service quality will be determined after the two processes. Then the
providers can obtain the cost performance of different feasible plans and submit
bids to compete for revenue. To elaborate on this, we present the definition of a
provider at first.

Definition 3 (Provider). Aprovider p is represented as a 5-tuple (i, L,S,A,V),
where:
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– i is the unique index of the provider in our system;
– L is the location of the provider;
– S={s1, s2, . . . sn} is the set of services that the provider deployed;
– A is the function used to describe the available resources of p. Given a time t,

the available resources can be denoted as At = {az1,t, az2,t, . . . , azm,t}, where
zi is the type of resource, m is the total number of resource types, azi,t is the
amount of zi at time t.

– V = {vz1,t, vz2,t, . . . vzm,t} describes the provider’s valuation on its own
resources. For example, vzi,t denotes the price of resource zi at time t.

The available resources vector A is the free resources of the provider that can
be used to complete requests. The dynamic resource pricing model used by the
provider is based on the inventory theory [29–31]. Due to space constraints,
we directly give the function between resource price and the available resource
amount n and time t, which was derived from Eqs. 9 and 10 in [29]:

vzi,t =
1
α

[
ln

(
1 +

(ke t)n 1
n!∑n−1

i=0 (ke t)i 1i!

)
+ 1

]
(1)

where n is the available resources of zi at time t, or called azi,t. k and α are
user-definable constants. According to Eq. (1), the resource price vzi,t is inversely
proportional to the available resource amount azi,t. The request price can be
calculated as a linear summation of the resource type, price and amount, as
described in Eq. (2).

ρr = ρs =
r.end∑

t=r.start

(Vt · Gs) (2)

where r.start and r.end are the start and end execution time of the request
respectively.

Take an example in Fig. 3, the provider can complete request r1, r2 and r3.
But the cost performance of r3 is different in different feasible plans. Specifically,
the scheduling algorithm determines the time interval in which the request is to
be executed. Meanwhile, the request price is obtained by the resource prices in
the time interval. For different feasible plans, the execution order of requests is
different and the resource price varies dynamically with the available resource
amount. Therefore the service quality may be completely different for a request.
Note that we regard the response time as service quality. As the figure shows,
the response time of s3 is 2 s in the first plan, however, it turns 3 s in the second
plan and 5 s in the third plan. Moreover, because the third plan consumes more
system resources, the resource price at t1, t2, t3, t4 and t5 will be higher than
it is in the first two plans. Thus the cost performance of the same request in
different plans will be quite different, which is the multi-service inter-impact.

3.3 Auction Model

After obtaining the scheduling and pricing information, the provider submits the
feasible plans and corresponding cost performance to the base station in the form
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Fig. 3. Scheduling & Pricing example

of bids. In order that each provider can express their will sufficiently, we adopt
the combinatorial auction model based on improved XOR bidding language,
which means every provider pi can submit multiple bids Bi = {bi1, bi2, . . . , bik},
and each bid bik can contain multiple requests. For example in Fig. 2, as the
provider p3 can complete requests r1 as well as r4, p3 presents bids including
b31 = {(r4), φ(b31)}, b32 = {(r1, r4), φ(b32)}. In general XOR bidding language,
the bidder will presents b31, b32 as well as b33 = {r1, φ(b33)}, but in our scenario,
r4 can only be completed by p3, so the b33 is meaningless and will definitely not
appear in the final result as we are aiming to distribute all requests. Thus we
call the bidding language as improved XOR bidding language. The definition of
a bid is described in Definition 4.

Definition 4 (Bid). A bid b is represented as a 6-tuple (i, c,R,P ,Q, φ) ,
where:

– i is the index of provider who presents the bid;
– c is the number of requests contained in the bid;
– R = {r1, r2, . . . rc} is the set of requests in the bid;
– P = {ρr1 , ρr2 , . . . ρrc} is the price set of requests set R;
– Q = {qr1 , qr2 , . . . qrc} is the service quality set of requests set R;
– φ(b) is the cost performance of b, which can be calculated by:

φ(b) = φ(r1) + φ(r2) + · · · + φ(rc) (3)

where φ(ri) is the cost performance of ri, which is defined by Eq. (4):

φ(ri) = qri/ρri (4)

Because of the multi-service inter-impact on the requests’ cost performance, it
is a challenging problem to distribute all requests to obtain the best overall cost
performance.

3.4 Problem Formulation

After receiving all bids, the base station acts as an auctioneer to dispatch requests
aiming to achieve the best overall cost performance. Since in XOR bidding lan-
guage, a bidder can win at most one bid even if it submits multiple bids, leading
to the first constraint for request allocation:

k∑
j=1

xij ≤ 1, ∀ pi ∈ P (5)
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where
xij = {0, 1} (6)

Among which xij = 0 means the bid bij is not selected, otherwise bij is selected.
k is the total number of bids submitted by pi. In addition, a request can only
be allocated to one provider, leading to the second constraint:∑

bij∈Wr

xij ≤ 1, ∀ r ∈ R (7)

Wr is the bid set including request r, Eq. (7) means only one bid can be selected
in Wr. Then the overall cost performance maximization problem can now be
formulated:

Max
m∑
i=1

k∑
j=1

φ(bij) · xij

s.t.

k∑
j=1

xij ≤ 1, ∀ pi ∈ P

∑
bij∈Wr

xij ≤ 1, ∀ r ∈ R

xij = {0, 1}

(8)

where φ(bij) is the cost performance of bij , m is the number of providers. Other
mathematical symbols used in this article are presented in Table 1.

Table 1. Mathematical notations.

Symbol Description

R Demanding MD set

B Bids set

P Supplying MD set

tij The jth feasible bid set (candidate strategy) of request r0 to ri

Ti The candidate strategy set of request r0 to ri

Wri The bid set including request ri

bik The kth bid from the ith provider

lR/Ti
The length of set R or Ti

Rtij/b
The requests set of tij or bid b

Ptij/b
The providers set of tij or bid b

φ(tij/b) The cost performance of tij or bid b

4 The Proposed RABP Algorithm

In this section, we introduce our dispatching algorithm in detail. To better under-
stand the algorithm, we definite the feasible bid set (or called candidate strategy)
and candidate strategy set as follows.
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Definition 5 (Feasible Bid Set or Candidate Strategy). A feasible bid
set or called candidate strategy ti can be represented by a 5-tuple (d,Bti ,Rti ,Pti ,
φ(ti)), where:

– d is the index of the candidate strategy;
– Bti = {b1, b2, . . . bk} is the set of bids in ti;
– Rti = {r0, r1, . . . rk} is the set of requests covering by ti;
– Pti = {p1, p2, . . . pk} is the set of providers of bid in ti;
– φ(ti) is the cost performance of ti, which can be obtained by Eq. (9):

φ(ti) = φ(b1) + φ(b2) + · · · + φ(bk) (9)

The feasible bid set or called candidate strategy ti = {b0, b1, . . . , bk} is the bid
set that must cover the requests from r0 to ri and may cover other requests in
R, which we call them Following Requests. Feasible means these bids are from
different providers and will not overlap a request.

Definition 6 (Candidate Strategy Set). A candidate strategy set Ti = {ti1,
ti2, . . . , tin} is the set of candidate strategy ti that not be pruned.

Algorithm 1. RABP Algorithm
Input: The requests set R, provider set P , bid set B , the bid set of candidates for each
request Wr.
Output: Winning bid set t̂.
Initialize: T0 = ∅, t̂ = ∅, i = 0.

1: for every b ∈ Wr0 do
2: tnew ← b ; Rtnew ← Rb ; Ptnew ← Pb ; φ(tnew) ← φ(b) ;
3: Pruning(tnew, Ti);
4: end for
5: for i = 1 to lR do
6: for every t ∈Ti−1 do
7: if ri ∈ Rt then
8: Pruning(t, Ti) ;
9: else

10: for every b ∈ Wri do
11: if Pt ∩ Pb = ∅ and Rt ∩ Rb = ∅ then
12: tnew ← t ∪ b ; Rtnew ← Rt ∪ Rb ; Ptnew ← Pt ∪ Pb ;

φ(tnew) ← φ(t) + φ(b) ;
13: Pruning(tnew, Ti);
14: end if
15: end for
16: end if
17: end for
18: end for
19: return t̂
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Upon the base station receives bid set B from all service providers, base
station acts as an auctioneer to dispatch requests aiming to maximize the overall
cost performance, as depicted in Sect. 3.

To solve the problem optimally, we propose a pruning-based request alloca-
tion algorithm RABP as shown in Algorithm 1. The algorithm consists of two
steps: enumeration and pruning. To begin, we initialize T0 with bids in Wr0

(lines 1–5) since every bid in Wr0 is a feasible bid for r0, then we call Pruning
algorithm to determine whether the candidate strategy tnew should be pruned
(line 6). The pruning rules will be described later.

Algorithm 2. Pruning Algorithm
Input: The current feasible bid set tnew for request r0 to ri and all feasible bid sets
Ti until now for request r0 to ri.
Output: Candidate bid sets Ti.

1: if Rtnew = R then
2: if φ(tnew) > φ(t̂) then
3: t̂ ← tnew;
4: end if
5: return
6: else
7: j = 0
8: while j < lTi do
9: if Rtnew = Rtij then

10: if Ptij ⊆ Ptnew and φ(tij) ≥ φ(tnew) then
11: return
12: end if
13: if Ptnew ⊆ Ptij and φ(tnew) ≥ φ(tij) then
14: remove tij from Ti

15: else
16: j = j + 1
17: end if
18: else
19: j = j + 1
20: end if
21: end while
22: add tnew to Ti

23: return
24: end if

After initializing T0, we try to find the feasible bid set for r0 to ri where
i = 1, 2, . . . , lRc

(lines 7–18). We firstly traverse the candidate strategy t in set
Ti−1, checking whether t has already covered the request ri, if so, t is already a
feasible bid set for r0 to ri, then we call Pruning algorithm to determine whether
it should be pruned (lines 9–10). Otherwise, traversing the bid b in Wri (which
is the bid set covering ri), if the bids in t and the bid b are all from different
providers and they will not overlap a request (line 13), then we find a new
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candidate strategy tnew for r0 to ri, which is the union of t and b. So we update
the request set, provider set and the cost performance of tnew (lines 14–17) and
running Pruning algorithm to check whether the solution has the possibility of
becoming the optimal solution. If not, prune it off.

The pruning rules are presented in Algorithm 2. For the candidate strategy
tnew for r0 to ri, if it contains all requests in R (line 1), we compare the cost
performance of tnew with t̂, if the former is greater, which means tnew can obtain
a better solution than current optimal solution t̂, then we update t̂ (lines 2–4)
and return. If tnew only contains part of the requests in R, compare it to all
candidate strategies in the current Ti (lines 7–8), if tnew and one of the candidate
strategy tij in Ti have the same requests set (line 9), and the provider set of
tij is the subset of tnew and the cost performance of tij is greater than tnew,
which means tij can cover the same requests with less providers while achieving
a better cost performance than tnew, in this case, tnew definitely will not be the
optimal solution, the algorithm will not add tnew to Ti and return directly (lines
10–11). Otherwise, if the provider set of tnew is the subset of tij and the cost
performance of tnew is greater than tij , we remove tij from Ti since it certainly
can not obtain a better solution than tnew (lines 12–13). Then add tnew to Ti

(line 18).
The time complexity of RABP is O(nhl2), where n denotes the length of R,

h denotes the average length of candidate bids Wri for each request ri. l denotes
the average length of the candidate strategy set (Ti). l has a greater impact
on the execution time. It is mainly affected by the bid amount submitted by
different providers. Through the pruning operation of algorithm 2, the length of
Ti can be effectively reduced, thus lowering the time cost of the algorithm.

Fig. 4. Example for RABP

Fig. 4 shows the process of using the algorithm to solve the example in Fig. 2.
Firstly, we get the T0 initialized by Wr0 , as shown in Step 1. Specially, Following
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Requests means the requests in tij except r0 to ri. Then we traverse t0j in T0

to get T1. For example, t01, we check for whether it contains r1, as it does not
contain, we traverse Wr1 , if t01 can combine with a bid b in Wr1 and does not
violate the constraints of the Eq. (8), that is, the intersection of the provider set
of b and t01 is empty, and the intersection of the request set of the two is empty,
such as t01 · b2, t01 · b4 and t01 · b10, then we obtain a new solution for r0 to r1,
t11, t12 and t13 respectively. If the candidate strategy t0j contains r1, such as
t02, we obtain the new solution directly. Every time we get a new solution for
r1, we run Algorithm 2 to determine whether prune it or not. For example, when
we obtain t15 after combining t03 and b2, firstly judging whether it contains all
requests, if not, we compare it with candidate strategies in current T1, that is
t11, t12, t13 and t14, we find t15 and t12 is in the case of the same request set
as well as the provider set, but the overall cost performance realized by t15 is
greater, thus we remove t12 from T1. Otherwise, if in the same case and the
overall cost performance realized by t12 is greater than t15, we will not add t15
to T1. For example, in step 4, the new solution t33 is in the same case of t31, but
the overall cost performance of t31 is greater, so we prune t33 off. If we find a
solution contains all requests, such as t21 in Step 3, we compare it with current
optimal solution t̂, if the overall cost performance of new solution (t21) is better
than t̂, we update t̂, if the new solution is worse than t̂, for example t32 in Step
4, we prune it off directly. Following this pruning rule, we will get the optimal
solution stored in t̂ after getting T5.

5 Simulation

To evaluate the effectiveness of the algorithm proposed in this paper, we carry
out two sets of experiments. The first one examines the effectiveness of RABP ,
the second one evaluates the load balancing effect of RABP .

We implemented the RABP algorithm in Python. Our experiments were con-
ducted on a Windows machine equipped with an Intel Core i7-9700 processor and
16 GB RAM. As there is no standard experimental platform, we automatically
generate the parameters and use them as the experimental data sets.

5.1 Effectiveness Evaluation

In this section, we evaluate the effectiveness of RABP . We choose the reciprocal
of the response time as the service quality. Each device is equipped with available
resources ranging from 5 to 10. Requests are randomly generated with execution
time ranging from 3 to 5, the required number of each resource ranging from 2
to 5. The service number is 10. The function of resource price and the available
resource of a provider follows Eq. (1). We set k = 10 and α = 1. Particularly
worth mentioning is the location of the providers and requesters, we generate
them in a 2D area and ensure that all provider communication ranges cover the
entire region, as shown in Fig. 2. Each request can be completed by at least one
of the providers covering it. To evaluate the effectiveness of RABP , we compare
it with the following four methods:
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1) Primal-Dual Approximation Algorithm (PDAA): The method presented in
[32], which adopts a greedy primal-dual algorithm to obtain the approximate
solution of problem 8.

2) Auction Efficiency Maximization Algorithm (AEMA): The method proposed
in [33], which developed a double auction-based scheme to solve the request
allocation problem between cloud computing providers and cloud users. We
migrate this method to our environment and modify the fitness function to
be feasible strategy’s (ti) cost performance.

3) Greedy Algorithm (GA): Greedy by bid density is widely used to solve the
winner determination problem in combinatorial auctions [34–36]. Similar to
them, our bid density w is calculated as Eq. (10).

wb = φ(b)/c (10)

4) CALP Algorithm (CALP ): The method presented in [36], was designed to
solve the winner determination and payment problem of combinatorial auc-
tion.

As analyzed in Sect. 4, the scale of the problem is mainly related to the
request number, the provider number, and the service deployment rate (sdr). To
examine the impact of these three parameters on the result of our method, we
consider three sets of parameters, as shown in Table 2. In each set, one of the
three parameters is varied while the others remain fixed. All experiments are
repeated 500 times, and we use the average values as the result.

Table 2. Variable settings for effectiveness evaluation.

Set Request number Provider number Service deployment rate

1 8–22 15 0.6

2 15 6–20 0.6

3 15 10 0.1–1.0

To explore the impact of request number on the overall cost performance of
requests, we set the parameters according to Set 1 in Table 2. The results, shown
in Fig. 5(a), demonstrate that the overall cost performance improves with the
increasing number of requests. As the allocated request number increases, the
overall cost performance will definitely go up. But from Fig. 5(b), we can see that
the average cost performance of requests decreases consistently. This is because
when the provider number is fixed, the total available resources of all providers
remain the same, as the request number rises, more resources are occupied and
the request response time increases, causing the rise in price and the drop in
service quality. Therefore, the average cost performance of requests continuously
decreases.

Obviously, our algorithm significantly outperforms the other four methods
as shown in Fig. 5. The PDAA algorithm can obtain a second good result to
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Fig. 5. Impact of the request number

RABP , because it adopts a well-designed primal-dual framework to improve
the approximation ratio. The AEMA algorithm employs a double auction model
and allocates each request with a greedy selection of the most cost-effective bid,
so it cannot get a globally optimal solution. Similarly, the GA algorithm greedily
selects bids with the largest bid density. As AEMA and GA not allocate requests
from a global perspective, thus the optimality of the results is not guaranteed.
CALP uses a linear programming relaxation method to solve the problem, and
it can be seen that the approximate ratio is much worse than PDAA.

Fig. 6. Impact of the provider number

Next, we examine the impact of provider number on the result of the overall
cost performance. To this end, we set the experimental parameters in accor-
dance with Set 2 in Table 2. The result is shown in Fig. 6. From Fig. 6(a) we
can see that the overall cost performance gradually increases as the provider
number grows. As more providers will provide more available resources which
is conducive to decreasing the response time and request price, thus improving
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the cost performance of each request. So, as shown in Fig. 6(b), the average cost
performance of requests goes up with the increasing provider number, which is
consistent with the overall cost performance result. Meanwhile, we can see that
the growth trend is more dramatic between 6 and 16, and then slows down. This
is because as the resources required for the requests gradually become sufficient,
the improvement in the cost performance of all requests becomes less effective.
The comparison of five methods is consistent with the preceding experiment:
RABP performs best and the second one is the PDAA algorithm. The AEMA
and GA are a little worse than PDAA and CALP is the worst.

Fig. 7. Impact of the sdr Fig. 8. Load balancing performance
with sdr

Finally, we investigate the impact of service deployment rate on the result of
overall cost performance. We set the parameters according to Set 3 in Table 2.
The results are presented in Fig. 7. From which we can see that our algorithm and
PDAA can improve the overall cost performance consistently with the increase
of the service deployment rate. AEMA and GA improve the overall cost per-
formance ranging sdr from 0.1 to 0.5 and then slow down. CALP has the worst
performance which raises the cost performance between 0.1 and 0.3 and then
remains stable. As the service deployment rate increases, the number of requests
that a provider can complete gradually increases, thus the average number of
requests contained in a bid increases. Other methods greedily select bids that
perform best in particular aspects, and on the basis to select other bids. Subject-
ing to the limitations imposed by already selected bids (constraint limitations
in Eq. (8), they can only select among a fraction of the remaining bids, that
is, they can only select bids from different providers and which not contain the
request covered by selected bids. Thus limiting the optimality of the solution.
In contrast, our approach retains all feasible bid sets that are possible to be
the optimal solution until the final step. As a result, the superiority of RABP
becomes increasingly apparent as the sdr increases.
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In summary, whether varying the number of requests, the number of
providers, or the service deployment rate, the overall cost performance obtained
by RABP is significantly better than other methods.

5.2 Load Balancing Performance

In this section, we examine the load balancing performance of RABP . To this
end, we simulate two scenarios as described below.

Table 3. Variable settings for effectiveness evaluation.

Set Request number Provider number Service deployment rate

1 15 5 0.2–1.0

2 6–20 5 0.6

In the first scenario, we set the parameters according to Set 1 in Table 3 while
other parameter settings are the same in the previous section. The result is
presented in Fig. 8, which denotes the load balancing effect gradually gets better
as the service deployment rate increases. This is because our allocation object is
to achieve the best overall cost performance, which means we pursue the lower
price as well as request response time. At the same time, a provider equipped with
more available resources will bid lower and respond quickly. Thus the probability
of winning the bid is greater. Otherwise, the provider with less available resources
will bid higher and be less likely to be a winner. So the provider with a lower
load rate and more available resources will obtain more requests, promoting load
balancing among providers. With the growth of service deployment rate, each
request has a greater possibility to be allocated to the provider with sufficient
resources, thus improving the load balancing effect.

Fig. 9. Load balancing performance with request number
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In the second scenario, we set the parameters according to Set 2 in Table 3. We
obtain the load rate of providers with the request number continuous increases
when the service deployment rate is 0.6. The result is presented in Fig. 9, which
demonstrates that the load balancing effect of RABP is excellent when the
service deployment rate is 0.6.

6 Conclusion

In this paper, we investigate the request dispatching problem in the D2D envi-
ronment. We originally focused on the optimization of service cost performance
while taking into account the multi-service inter-impact on service quality in a
bid. We design a combinatorial auction-based request allocation model, using
XOR bid language to motivate providers fully express their matching inten-
tion. To solve the request allocation problem optimally, we design the algorithm
RABP . Extensive simulation results demonstrate that RABP is superior to the
PDAA, AEMA, GA, and CALP in terms of cost performance. Meanwhile, the
RABP performs well in load balancing.

As our algorithm is significantly affected by the bid amount, so we will try
to design a less complex approach in the future. Furthermore, more complex
scenarios with requirements on service quality will be taken into consideration.
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Abstract. The distributed deployment and the relatively limited
resource of one edge node make it quite challenging to effectively manage
resources at the edge. Inappropriate scheduling may result in a quality
of service deterioration and brings significant cost. In this paper, we pro-
pose a per-user level management mechanism for joint scheduling of user
requests and container resources at the edge and study how to mini-
mize average cost as well as satisfy delay constraints. The cost model
of the system consists of operating cost, switching cost and delay viola-
tion cost. The key idea is to deploy a deep reinforcement learning-based
scheduler in the core network to conduct joint network and computation
management. To evaluate the performance, we build a test bed namely
MiniEdgeCore that contains a full user plane protocol stack and deploy
a real-time video inference application on it. A real-world dataset is used
as the workload sequence to conduct experiments. The results show that
the proposed method can reduce average costs effectively.

Keywords: Mobile edge computing · 5G · Request dispatching ·
Container management

1 Introduction

With the rapid development of the 5G network and Mobile Edge Computing
(MEC), the traditional end-cloud computation is evolving into the end-edge-
cloud mechanism. Thanks to this change, end devices are released from heavy
computation tasks by offloading tasks to edge nodes. As a result, end devices
could be more light and portable, providing more powerful services. This creates
several emerging big markets for the next generation of killer applications [33,34].
For example, mobile AR and VR are supposed to create a market of USD 766
billion by 2025, with compound annual revenue growth of 73.3% from 2018 to
2025 [28].

Guaranteeing the Quality of Service (QoS) of computation-intensive and
delay-sensitive services in MEC requires dynamic provisioning of computational
resources. That is, when the request number per slot increases, the edge node
should increase the number of container instances to avoid the long processing
delay resulting from requests queuing on the server side. When the request num-
ber per slot decreases, the edge node needs to appropriately reduce the number of
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Fig. 1. GTP-U Tunnel

running containers, thereby saving computing resources and improving resource
utilization. This is an intuitive method but still far from satisfactory. It has two
disadvantages: 1) Starting or terminating instances brings time costs. This pro-
cess lasts several seconds, during which the service is not available. 2) As each
instance serves more than one user, such an adjustment cannot achieve per-
user level management. Therefore, changing the number of running container
instances is only suitable for coarse granularity and low-frequency management.

In traditional cloud data centers, the per-user level management is achieved
by a load balance server. However, owing to the resource limitation of edge
nodes, it is very likely that only a few instances are kept for one service. As
a result, load balancing within one edge node is not enough. When container
instances within one edge node cannot handle all the requests, dispatching user
requests among different edge nodes is a practical way [17]. However, how to
implement such dispatching is quite challenging. First, traditional load balance
in cloud data centers relies on a centralized load balance server, which is not
applicable for request dispatching among different edge nodes. Second, using the
DNS mechanism in edge systems is not as efficient as it is in cloud computing
[16]. As the DNS records are updated periodically according to the Time to
Live (TTL) configured by the administrator, the DNS resolving results may
remain the same during this time. This means a per-user level dispatching is not
applicable and the resolving result may not match the state of the highly dynamic
environment. Finally, and most importantly, user request dispatching relies on
the selection of User Plane Function (UPF). User packets in the communication
network (no matter 4G or 5G) are transferred through GPRS Tunneling Protocol
User plane (GTP-U) tunnel, where original IP packets are encapsulated into
GTP-U protocol data units (shown in Fig. 1). The original IP address is not used
in packet routing within the communication network between gNB and Anchor
UPF (A-UPF). Therefore, per-user level management in MEC should rely on the
session management and traffic steering provided by the communication network
architecture to realize the request dispatching.
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Given the above facts, it is clear that achieving a per-user level matching
between user requirements and computation resources is essential for MEC to
realize its full potential. Thus, we pose a critical question: how to properly dis-
patch user requests and manage containers at edge nodes in 5G MEC to meet
the latency constraints and minimize the total cost. The total cost comes from
container operation cost, latency violation cost and container mismatching cost.

Currently, it has become a consensus that resource provision and request dis-
patching are highly interdependent and should be considered jointly as two levels
of QoS guarantee methods [15,24,30]. That is, adjusting computation resource
provision to cope with workload change in a long period and dispatching requests
of each user to different edge nodes to deal with instantaneous changes. How-
ever, prior arts either provide a pure theoretic method based on specific delay
models [10,39] or only consider the scheduling of computing resources at the ser-
vice deployment level [11,24,31,32,36]. In addition, the aforementioned works
neglect the key role of the 5G core network in request dispatching. To pave the
way for deploying emerging applications such as cloud AR/VR at the edge, this
paper focuses on how to achieve joint management of user request dispatching
and container instance number scheduling in 5G architecture. The target is to
minimize the total operating cost while satisfying the delay constraint.

In this paper, we study how to reduce total operation cost as well as satisfy
the low delay requirement. The main contributions are listed as follows:

1) We propose a per-user level user request dispatching and container instance
scheduling mechanism. This mechanism takes full consideration of 5G core
network architecture and achieves the joint management of network and com-
putation resources.

2) A deep reinforcement learning-based scheduling algorithm is proposed to
jointly manage user request dispatching and container instance scheduling.
The container switching delay during starting or terminating a container
instance is considered so that the proposed method is more practical in real-
world scenarios.

3) We build a test bed, namely MiniEdgeCore, to emulate the complicated
request dispatching scenarios in MEC. MiniEdgeCore provides a full-stack
5G core network user plane that can dispatch user requests by setting up
different GTP-U tunnels. It also has a Docker-based edge node system that
works under the guidance of the core network.

4) Extensive experiments are conducted on MiniEdgeCore with a real-world
dataset as the workload sequence input. The experiment results show that
the proposed method can minimize the average total cost as well as guaran-
tee a low access delay.

2 System Model

2.1 Scenario

As is shown in Fig. 2, we consider a mobile network consisting of base stations,
edge nodes and UPFs. The topology of the network is an undirected graph G =



348 Y. Li et al.

Fig. 2. System topology.
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U,L). Let B = {b1, b2, · · · , bnb
} denote the set of base stations, where

nb(nb = 1, 2, 3, . . . ) is the total base stations number. Let E = {e1, e2, · · · , ene
}

denote the set of edge nodes, where ne(ne = 1, 2, 3, . . . ) represents the edge node
number. Let U = {u1, u2, · · · , unu

} denote the set of UPFs, where nu(nu =
1, 2, 3, . . . ) represents the UPF number. L denotes the physical communication
links among base stations, edge nodes and UPFs. The operation of the system is
described in a set of time slots T , indexed by t = 1, 2, 3, . . . , T with a slot length
τ .

At time slot t, there are several user requests. Let Rt denote the set of all
requests that exist at time slot t. nt

r represents the number of user requests in
time slot t, i.e., nt

r = |Rt|. rtx represents the request of user x at time slot t.
If user x is requesting a service at t, rtx ∈ Rt. Otherwise, rtx /∈ Rt. Let B(rtx)
denote the base station that user i links to. E(rtx) denotes the edge node that is
serving rtx. U(rtx) denotes the UPFs that is in the connection of rtx. As a result,
the offloading information of a request is determined by (B(rtx), E(rtx),U(rtx)).
Each User Equipment (UE) has two types of network connections. The first one
is the physical link with the base station. It is determined by user location.
Let αt

xi ∈ {0, 1} denote such a physical connection. If B(rtx) = bi, αt
xi = 1.

Otherwise, αt
xi = 0. The other one is the logical link between UE and edge node,

which connects the request producer and request consumer. Such a relationship
is denoted by βt

xj ∈ {0, 1}. If E(rtx) = ej , then βt
xj = 1. Otherwise, βt

xj = 0.
Generally, a certain number of container instances need to be started to serve

these requests in each edge node. Current container platforms support CPU core
number limitation for one container [20,23]. In this paper, it is supposed that
each container instance works with only one CPU core assigned to it. As a
result, the computing resources provided by each edge node at time slot t can
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be represented by the number of running container instances. Let mt
i(m

t
i =

0, 1, 2, · · · Mi) denote the number of running container instances of edge node ei
at time slot t, where Mi represents the maximum number of container instances
that can be started at edge node ei.

In ideal situations, all user requests are dispatched to the nearest edge node
to achieve the lowest access delay and best quality of service. However, the near-
est edge node is not always the best choice in real world [6,17,35]. Considering
computing resources are limited at edge nodes, if the nearest edge node gets
overloaded, the total delay may exceed the upper limit as a result of long com-
putation delay. However, the spatial and temporal distribution of user requests is
uneven in cities. On the one hand, user number in different regions differs a lot,
which makes the request number of different edge nodes at the same time slot
vary a lot. On the other hand, user request number changes dynamically at one
edge node because of user movement. Therefore, user requests may be routed to
other edge nodes to prevent the nearest edge node from getting overloaded.

2.2 Delay

In mobile edge computing, access delay is one of the most important metrics.
In most cases, access delay comes from transmission, processing, and backhaul
[27]. Transmission delay refers to the delay brought by wireless communication
between UE and base stations. Processing delay refers to the time needed for
a processor to finish the task and the time consumed by tasks waiting in the
queue. Backhaul delay refers to the total time for a packet to wait in the queues
of network equipment when it traverses the distance between edge servers and
base stations. As request dispatching does not affect the transmission delay of
wireless communication, the service delay in this paper involves backhaul delay
and processing delay.

Let ϕi and ϕj denote network devices located at the two ends of one link.
d(ϕi, ϕj) denotes the delay between these to devices. Then, the backhaul delay
of a user request consists of two parts, i.e., the delay between the base station
and UPF as well as the delay between UPF and the edge node. The backhaul
delay can be defined as follows:

DN(rtx) = d(B(rtx),U(rtx)) + d(U(rtx), E(rtx)), (1)

where DN(rtx) denotes the backhaul delay of service request rtx.
The computation delay of request rtx is defined as the total time it takes

from the request’s arriving at the edge node to the edge node’s sending back the
result.

DC(rtx) = Te(rtx) − Ts(rtx), (2)

where Ts(rtx) denotes the time edge node receives the request and start to process
it. Te(rtx) denotes the time that the process ends.
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The total delay consists of communication delay and computation delay. It
is given as follows

D(rtx) = DN(rtx) + DC(rtx). (3)

In real-world scenarios, average delay is not a good indicator of the system
because it can be easily affected by extreme values. Besides, pursuing extremely
short delays cannot improve the quality of service if delays have already been
lower than a specific threshold. As a result, statistical delay guarantee is a more
practical way to evaluate the quality of service [19]. We adopt delay ratio as the
key metrics to evaluate the network state. To get the delay ratio, the delay of
each user request is sampled Nd times in a time slot. Supposing that user x has
nt
d samples satisfying the delay constraint in time slot t, then the delay ratio is

defined as follows:

Rt
x =

nt
d

Nd
. (4)

2.3 System Cost

For a time period between ta and tb (ta, tb ∈ T ), the total system cost contains
three parts, i.e., operating cost, switching cost and delay violation cost. Oper-
ating cost refers to the rental cost that tenants are charged according to the
number of containers they are using in each time slot. There are many charging
systems. Tenants can pay by the year, by month, pay as you use, etc. To simplify
the problem, we adopt a charging system of pay by time slot.

Cr(ta, tb) = prun

tb∑

t=ta

ne∑

i=1

mt
i, (5)

where Cr(ta, tb) denotes the total operating cost, prun represents the cost of one
container running for one time slot, mt

i is the total container number of edge
node ei running in time slot t.

Switching cost comes from operations of starting or terminating a container
in an edge node. Changing the number of running containers according to the
variation of total workload can prevent operating cost waste but will introduce
extra system overhead [4]. Besides, the switching operation cannot take effect
immediately because of the startup and termination time of a container. In order
to prevent frequent switching operations, switching cost is introduced, which is
defined as follows:

Cs(ta, tb) = pswitch

tb∑

t=ta

ne∑

i=1

|mt
i − mt−1

i |, (6)

where Cs(ta, tb) denotes the total switching cost and pswitch is the price for one
single switching operation.

Delay violation cost results from the potential access delay violation. The
violation may come from the long network delay stemming from improper request
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dispatching. It could also come from the extra computation delay caused by
improper resource scheduling. Access delay violation will lead to unacceptable
quality of service, and, as a result, the edge operator has to compensate users.
Thus, a delay violation cost is introduced.

Cd(ta, tb) = pdelay

tb∑

t=ta

∑

rtx∈Rt

ηt
x, (7)

ηt
x =

{
1, Rt

x < Rmin

0, otherwise
, (8)

where Cd(ta, tb) denotes the total delay violation cost, pdelay is the punishment
for one delay violation, Rt

x is the delay ratio of user x at time slot t, Rmin is the
lowest acceptable delay ratio according to service level agreement.

Therefore, the total cost of the system during the period from ta to tb can
be denoted as follows:

Ctotal(ta, tb) = Cr(ta, tb) + Cs(ta, tb) + Cd(ta, tb). (9)

Then the average cost per request per slot is defined as follows:

Creq =
Ctotal(ta, tb)
∑tb

t=ta
nt
r

. (10)

2.4 Problem Formulation

In mobile edge computing, edge service provider changes the number of running
containers at different edge nodes to dynamically adjust the computing resource
provision to the computing demands of users. Besides, request dispatching is
used to route user requests to proper edge nodes in a fine-grained manner to
prevent frequent container switching operation and achieve a quick response. It
is quite challenging to achieve a joint management of request dispatching and
container scheduling with a low cost. This paper studies how to minimize the
average cost per request per slot from the perspective of edge service providers.

Minimize Creq, (11)

s.t.

nb∑

i=1

αt
xi = 1, ∀0 ≤ x ≤ nt

r, (12)

ne∑

j=1

βt
xj = 1, ∀0 ≤ x ≤ nt

r, (13)

mt
i ≤ Mi, (14)

where Eq. 12 represents that each UE connects to only one base station. Equa-
tion 13 guarantees that each user request is responded by only one edge node.
Equation 14 represents that the running container number of one edge node can-
not exceed the upper limit.
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3 Algorithm Design

User requests dispatching and container scheduling in mobile edge comput-
ing are typical sequential decision-making problems, which are often modeled
as Markov decision processes [5,29]. This is a challenging problem because it
involves joint management of network and computing resources. In this paper,
Advantage Actor Critic (A2C) algorithm is adopted to solve this problem. First,
we map the problem into Markov decision process. A Markov decision process
M = (S,A, P,R) consists of a finite set of state S, a finite set of actions A,
a state transition probability P and a reward function R. In this problem, the
effect of actions on the system is deterministic, so the key points of this Markov
decision process are the state, action and reward function, which are defined as
follows:

At the beginning of each time slot t, the state of the system is constructed
as the input of the A2C agent, which consists of: 1) The maximum number of
container instances that each edge node can launch, i.e., Mi; 2) The number
of running container instances of each edge node in the current time slot, i.e.,
Mi − mt

i; 3) The dispatching relationship of user requests that are launched in
previous time slots and haven’t been terminated; 4) The information on new
user requests that will be launched in this time slot.

Every action at ∈ A in the action set consists of two parts: the information for
container instance management and the information for user request dispatching.
Supposing that there are ne edge nodes in the system and at most nq new user
requests in a time slot. Then at will be an array with ne+nq bits. The first ne bits
correspond to the container instance operations of each edge node. This paper
assumes that in each time slot, each edge node can only have three container
operations: adding a container, reducing a container, or keeping the number of
containers unchanged. The value of each bit could be 1,0 or -1, respectively. The
last nq bits correspond to the request dispatching decision and its value refers to
the ID of the target edge node. Since the actual number of user requests in each
time slot satisfies nt

r ≤ nq, the first ne + nt
r bits of the entire action array are

valid, and the rest bits are filled with 0 by default. The output of A2C’s policy
network is a continuous action array a′

t. The value of each bit of a′
t is limited

between -1.5 and 1.5. Then a′
t is discretized to at through an action discreteness

algorithm shown in Algorithm 1.
The reward function is defined as wt − ct, where wt = w0(nt

r −
∑

rtx∈Rt ηt
x)

is the reward brought by requests whose delay ratio meets the requirements. w0

is the reward for a single request. ct = Ctotal(t − 1, t) is the cost of the system
in one time slot.

In 5G architecture, the orchestrator in MEC, acting as an Application Func-
tion (AF), can interact with the core network to provide application influence on
traffic routing [1,8]. This mechanism makes it applicable to achieve joint man-
agement of 5G network and edge nodes. Therefore, this paper uses a centralized
control method and deploys the A2C agent in the core network to schedule user
requests and edge-side containers jointly.
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Algorithm 1. Action Discreteness Algorithm
Input: a′

t

Output: at

1: Clamp each bit of a′
t to [-1.5, 1.5]

2: for i = 0; i < ne; i + + do
3: if a′

t[i] > 0.5 and 2mt
i − ∑

rtx∈Rt βt
xi < 2 then

4: at[i] = 1
5: else if 2mt

i − ∑
rtx∈Rt βt

xi ≥ 4 then

6: at[i] = −1
7: else
8: at[i] = 0
9: end if

10: end for
11: for i = ne; i < ne + nq; i + + do
12: if i < ne + nt

r then
13: at[i] = �ne(a

′
t[i] + 1.5)/3� + 1

14: else
15: at[i] = 0
16: end if
17: end for
18: return at.

4 Experiment

4.1 5G MEC Experiment Platform

We build a test bed called MiniEdgeCore. The test bed consists of two parts. The
first part is a 5G core network system consisting of a simplified control plane
and a full-stack user plane. The control plane only implements the necessary
functionalities related to traffic steering such as session management and UPF
selection. The user plane implements UPF with a full GTP-U protocol stack [2,
3]. GTP-U is widely used in protocol which creates a UDP-based tunnel between
gNB and Protocol data unit Session Anchor (PSA) to enable interconnection
between UE and external packet data networks such as the Internet and local
data network. Generally, there are two roles for UPFs. It can either serve as an
Uplink Classifier (UL CL) or as PSA. For the convenience of expression, in the
following, we use Intermediate UPF (I-UPF) to refer to the UPF working as
ULCL,, and A-UPF to refer to the UPF that serve as PSA.

The second part of the system is edge nodes composed of several servers
deployed with Docker [20] system. In each edge node, an AF is implemented
based on Docker Python SDK1, which is in charge of interacting with the core
network and starting or terminating a container instance.

To achieve a flexible network architecture, we run network functions in
Mininet [21] hosts. Mininet is a Linux-based system that consists of virtual net-
works, switches and applications running in a real kernel. By leveraging Mininet,
1 https://docs.docker.com/engine/api/.

https://docs.docker.com/engine/api/
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we can create different net topologies and test realistic network streams in one
network node. Besides, the wireless network between UE and gNB is replaced
by Ethernet because we were not concerned with the communication status of
the wireless terminal. This can help to save the cost of software-defined radio
devices and make the system capable of emulating large-number user scenarios.

One network node together with several edge servers composes one cluster
that emulates one service area in the city. Multiple clusters linking with each
other can emulate complicated request dispatching scenarios in MEC. For one
user request, the dispatching is achieved by setting up a GTP-U tunnel. The
I-UPF in this tunnel will route request data packets to the target A-UPF, which
is connected with an edge node. If the target A-UPF locates in the same cluster,
user requests are routed to the local edge node, otherwise, user requests will be
processed by edge nodes located in another service area.

4.2 Experiment Setup

The experiment is conducted in the MiniEdgeCore system mentioned above. The
application used in the experiment is a live stream real-time action inference. A
UE node in MiniEdgeCore pushes a pre-recorded hand motion video to the edge
server using an RTSP [25] stream set up by FFMPEG [12]. Then, a processing
service based on Mediapipe [14] detects hand locations frame by frame and
return hand-knuckle coordinates to the user. In the process of video streaming,
the system records the time stamp when a frame is sent, received, and processed
so that the backhaul delay and processing delay can be calculated. The system
clocks of the servers are synchronized using Network Time Protocol [22].

This experiment is conducted by emulating the user request scenarios in
the whole city. We use Edge Computing Dataset2 as input to provide workload
sequence. The dataset records the mobile Internet access log of users in Bei-
jing. Each record in the dataset provides information including phone number
(encrypted to protect privacy), location area code and cell identification code
of the connected base station, access point name, international mobile device
identification code (the first six digits), the start time and end time of network
access, upstream and downstream traffic, and gateway information. One exam-
ple of user request workload sequences is shown in Fig. 3. In this paper, all base
stations are divided into six service areas. Each service area is equipped with
an edge server. According to the location information of the user’s access to the
base station, the user’s access requests can be mapped to each service area as
the input workload of the area.

In this experiment, MiniEdgeCore deploys six service areas, corresponding
to the six service areas of the dataset respectively. Each service area has four
base stations, and each base station has five UEs. Each UE is in a dormant state
by default. MiniEdgeCore activates a different number of dormant UEs in each
time slot according to the workload sequence recorded in the dataset. UEs start
to upstream video after it is activated. UE requests in one area are offloaded to

2 https://github.com/BuptMecMigration/Edge-Computing-Dataset.

https://github.com/BuptMecMigration/Edge-Computing-Dataset
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Fig. 3. User request number per time slot.

A-UPFs in different areas by I-UPF. A-UPF is connected to an edge server by
binding the physical network card through the Open vSwitch3. The edge server
is a Lenovo ThinkCenter M910t with a 3.40 GHz Intel Core i7-6700 CPU and
a 16G DDR4 memory. Intel Core i7-6700 has four cores. One CPU core is used
to run AF which is in charge of communicating with the core network. The
remaining three CPU cores are used to run container instances. Each container
instance is mapped to one CPU core.

4.3 Benchmark Algorithms

In this section, Creq and Average Service Satisfaction Rate are selected as the
main metrics. Average Service Satisfaction Rate is defined as the average propor-
tion of users whose request delay ratio meets the requirements. The benchmark
algorithms are listed as follows:

1. Local All user requests are processed in the edge node within the service
area. The edge node will start a new container when the processing delay
reaches the upper limit. It terminates a container if instances work in an idle
state.

2. Random User’s service requests are randomly dispatched to different edge
nodes. Each edge node adjusts the number of container instances according
to its workload. When the upper limit is reached, a new container is started,
and the container is terminated when the container is idle.

3. Greedy User requests in each time slot are dispatched to the edge node with
the most sufficient computing resources in the time slot. Each edge server
opens a new container when this server’s processing delay reaches the upper
limit and closes one container instance when it is idle.

3 https://www.openvswitch.org/.

https://www.openvswitch.org/
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4.4 Experiment Results

In this experiment, the time slot length is set to 5 s. The maximum service
satisfaction delay is 220 ms. The minimum delay ratio Rmin is 0.9. prun is set
to 1. pswitch is set to 3, and pdelay is set to 3. As for parameters used in A2C
training, the cross-entropy coefficient is 0.01. The reward discount is 0.9, and
the learning rate is 0.001.

Fig. 4. Algorithm performance with different container switching delay.

Figure 4 shows the average cost per request per slot Creq(Fig. 4a) and the
average service satisfaction rate (Fig. 4b) of each algorithm in the experiment.
The horizontal axis Tc in the figure represents container switching delay, that
is, the adjustment operation on the number of containers needs to pass Tc time
slots to take effect. As shown in the figure, when Tc = 0 (container operation
takes effect immediately), Greedy achieves the highest service satisfaction rate
(98.96%) and the lowest Creq (1.56). Local achieves a delay satisfaction rate
of 94.68% with a Creq of 1.92, and A2C achieves a delay satisfaction rate of
93.03% with a Creq of 1.96. The performance of Random is the poorest, and
its delay satisfaction rate is less than 90%. However, the performance of A2C
begins to stand out when Tc �= 0. As Tc increases from 1 time slot to 3 time
slots, A2C maintains the lowest Creq, which is on average 4.51% less than Greedy,
14.96% less than Local, and 21.17% less than Random. In terms of average service
satisfaction rate, when container switching delay is non-zero, only Greedy and
A2C can maintain a service satisfaction rate of above 90%. Both Local and
Random are lower than 90%. In the ideal case where the container operation
takes effect immediately, Greedy is the optimal strategy. Because the system can
immediately adjust the number of running container instances according to the
change of workload and dispatch the user’s service requests to the edge node with
the most abundant computing resources. This can avoid the processing timeout
caused by the overload of a single container. However, in real-world scenarios, it
takes a certain amount of time for the container instance to start or terminate
[4]. In this situation, although Greedy can ensure a high service satisfaction
rate, its container operations bring extra costs due to the existence of container
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Fig. 5. Running container number.

Fig. 6. Container switching times

switching delays. A2C has a forward-looking decision-making process through
the training of the agent. As a result, the cost of container scheduling is lower.

In order to further explain the reason why A2C achieves the lowest Creq in the
presence of container switching delay, a complete epoch is analyzed in the case of
Tc = 2. As shown in Fig. 5, during the whole experiment, the number of running
container instances and the number of user requests (see Fig. 3) have a simi-
lar fluctuation pattern. Among all algorithms, the real-time running container
number of A2C (shown in Fig. 5a) has a smaller fluctuation range than other
algorithms. Its cumulative number of containers (shown in Fig. 5b) is basically
the same as that of Greedy and Local, and less than that of Random. However,
the performance of each algorithm on container switching times is significantly
different. As shown in Fig. 6a, the real-time container switching times of A2C
are significantly lower than that of other algorithms. The gap of cumulative
container switching times (see Fig. 6b) is much more distinct. The cumulative
container switching times of A2C are 23.38% less than that of Greedy, 24.06%
less than that of Local, and 34.62% less than that of Random. Since A2C has
smaller container switching times, the Creq of A2C is relatively lower (Fig. 7a),
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Fig. 7. Total cost.

and the cumulative cost of A2C is 6.52% less than that of Greedy, which is
14.74% less than Local and 21. 07% less than Random.

5 Related Work

5.1 Joint Scheduling Methods

In mobile edge computing, dynamic resource scheduling in service offloading
generally includes two levels, i.e., coarse-grained edge node computing resource
scheduling and fine-grained request dispatching. The former mainly adjusts the
provision of computing resources in the edge node dynamically to meet the user
requirement in the service area. The latter mainly selects target edge node and
chooses transmission path to guarantee that the user side delay meets the QoS
requirement.

Existing works mainly focus on the joint optimization of request dispatching
at network side and dynamic service placement in the edge node. Ting He et al.
[31] study the joint service placement and request scheduling in mobile edge
computing with consideration of both sharable resources (storage) and non-
shareable resources (communication, computation). They develop a constant-
factor approximation algorithm and evaluate performance of the algorithm using
simulation. Vajiheh Farhadi et al. [11] try to maximize the expected requests
served by edge nodes per slot by optimizing service placement and request
scheduling. They leverage trace-driven simulation to evaluate the performance of
their algorithm. Konstantinos Poularakis et al. [24] jointly consider storage, com-
munication, computation resource constraints in service placement and request
scheduling. Bo Yin et al. [37] introduce the concept of age of information in the
study of scheduling in mobile edge computing. They leverage age of information
to quantify the information freshness and propose two computationally tractable
scheduling policies to minimize age of information. Yiwen Han et al. [15] study
distributed request scheduling and dynamic service deployment in edge nodes.
They proposed multi-agent reinforcement learning-based algorithm to improve
system throughput while reducing system scheduling overhead.
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These works are effective but still can be improved. Most of these works
study the problem in two time scales, i.e., service deployment at a larger scale
and request dispatching at a smaller scale. However, the computing resource
management is still coarse-grained. Edge nodes not only have to decide what
service to deploy, but also have to schedule how many container instances to run
in each time slot. In addition, these works fail to take session management and
traffic steering mechanism of 5G core network architecture into consideration.

5.2 Test Beds

Yoohwa Kang et al. [18] implement a test bed system to evaluate their multipath
transmission control protocol based on multi-access traffic steering solution. In
their test bed, UE get access to the data network through WLAN and 5G gNB.
The 5G gNB uses software-defined radio to emulate an LTE gNB. Mingyuan
Zang et al. [38] leverage the open source project OpenAirInterface to build an
in-lab emulation test bed. They use this test bed to verify mobile edge cache in
different network scenarios. Bhaskar Prasad Rimal et al. [26] design a two-level
edge computing scheme in a fiber-wireless access network. In order to evaluate
the performance of their proposed solution, they implement an experimental test
bed with edge applications in optical fiber backhaul networks. Mona Ghassemian
et al. share their experience in building a 5G test bed platform in [13]. Their
5G-VINNI project deploys 5G-NR radio as well as virtualized EPC outside to
test performance in the 3.6 GHz (first implementation phase) and 5G mmWave
(second implementation phase). Multiple use cases are tested including cloud-
based gaming, connected care for assisted living, remote robotic control, etc.,
covering gaming, health and industry. However, such a test bed system is based
on Samsung network equipment, which is expensive and may not be suitable
for in-lab experiments. Mohammad Kazem Chamran et al. [7] study the inde-
pendent decision-making of distributed nodes in 5G scenarios by implementing
a distributed test bed. Different from traditional centralized decision-making
systems, the proposed system consists of Universal Software Radio Peripheral
nodes embedded with Raspberry Pi3 B+. That is, test bed nodes can commu-
nicate with each other as well as make decisions independently. Ali Esmaeily
et al. [9] also leverage OpenAirInterface to implement a test bed for end-to-end
network slicing.

The aforementioned systems take advantage of open source projects to imple-
ment network emulation. These test beds emulate various network scenarios and
can get data close to the real scene. However, limited by the coverage area of
software-designed radio, the access limit of total equipment number and the high
price of software designed radio devices, these systems lack scalability. Evaluat-
ing large-scale research, such as service deployment, mobile edge offloading and
user request scheduling, on these systems are difficult.
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6 Conclusion

In order to guarantee the QoS of delay-sensitive applications, MEC relies heav-
ily on the dynamic joint management of user request dispatching and edge-side
container scheduling. In this paper, we first establish a cost model for service
offloading scenarios. Then, we map the joint scheduling problem into a Markov
decision process and proposed a reinforcement learning-based algorithm to solve
it. Next, instead of conducting simulations leveraging mathematical delay mod-
els, we build a test bed called MiniEdgeCore, which provides a full-stack 5G
core network user plane and a Docker-based edge node system. MiniEdgeCore
implements user request dispatching by setting up GTP-U tunnels to different
UPFs. Besides, it uses the interaction process between the core network and
the edge nodes to control the starting and terminating of container instances.
Finally, experiments are conducted on MiniEdgeCore. A real-time video infer-
ence application is deployed on MiniEdgeCore and a real-world dataset is used
as workload sequence input. The experiment results show that the proposed
method can reduce at least 4.51% of cost.

Acknowledgments. This work was supported in part by the National Key R&D Pro-
gram of China (No. 2020YFB1805502) and NSFC (U21B2016, 62032003 and 61922017).
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5. Bäuerle, N., Rieder, U.: Markov decision processes. Jahresber. Deutsch. Math.-
Verein. 112(4), 217–243 (2010)

6. Ceselli, A., Premoli, M., Secci, S.: Mobile edge cloud network design optimization.
IEEE/ACM Trans. Netw. 25(3), 1818–1831 (2017)

7. Chamran, M.K., Yau, K.L.A., Noor, R.M.D., Wong, R.: A distributed testbed for
5G scenarios: an experimental study. Sensors 20(1), 18 (2020)

8. Contreras, L.M., et al.: MEC in 5G networks. Tech. rep., European Telecommuni-
cations techreports Institute

9. Esmaeily, A., Kralevska, K., Gligoroski, D.: A cloud-based SDN/NFV testbed for
end-to-end network slicing in 4G/5G. In: Proceedings of IEEE Conference on Net-
work Softwarization (NetSoft), pp. 29–35 (2020)

https://www.3gpp.org/ftp/Specs/archive/23_series/23.501/
https://www.3gpp.org/ftp/Specs/archive/23_series/23.501/
https://www.3gpp.org/ftp/Specs/archive/29_series/29.060/
https://www.3gpp.org/ftp/Specs/archive/29_series/29.281/


Collaborative Mobile Edge Computing Through UPF Selection 361

10. Fang, L., Liu, T., Zhu, Y., Yang, Y.: Task offloading and dispatching for MEC
with selfish mobile devices and access points. In: Proceedings of IEEE Global
Communications Conference (GLOBECOM), pp. 1–6 (2020)

11. Farhadi, V., et al.: Service placement and request scheduling for data-intensive
applications in edge clouds. In: Proceedings of IEEE Conference on Computer
Communications (INFOCOM), pp. 1279–1287 (2019)

12. FFmpeg: FFmpeg (2022). https://ffmpeg.org/
13. Ghassemian, M., Muschamp, P., Warren, D.: Experience building a 5G testbed

platform. arXiv:2008.01628 (2020)
14. Google: Mediapipe (2021). https://google.github.io/mediapipe/
15. Han, Y., Shen, S., Wang, X., Wang, S., Leung, V.C.: Tailored learning-based

scheduling for kubernetes-oriented edge-cloud system. In: Proceedings of IEEE
Conference on Computer Communications (INFOCOM), pp. 1–10 (2021)

16. Hsu, K.J., Choncholas, J., Bhardwaj, K., Gavrilovska, A.: DNS does not suffice
for MEC-CDN. In: Proceedings of ACM Workshop on Hot Topics in Networks
(HotNets), pp. 212–218. Association for Computing Machinery, New York, NY,
USA (2020)

17. Jia, M., Cao, J., Liang, W.: Optimal cloudlet placement and user to cloudlet allo-
cation in wireless metropolitan area networks. IEEE Trans. Cloud Comput. 5(4),
725–737 (2017)

18. Kang, Y., Kim, C., An, D., Yoon, H.: Multipath transmission control protocol-
based multi-access traffic steering solution for 5G multimedia-centric network:
design and testbed system implementation. Int. J. Distrib. Sensor Netw. 16(2),
155014772090975 (2020)

19. Li, Q., Wang, S., Yang, F.: QoS driven task offloading with statistical guarantee
in mobile edge computing. IEEE Trans. Mob. Comput. 21(1), 278–290 (2020)

20. Merkel, D.: Docker: lightweight linux containers for consistent development and
deployment. Linux J. 2014(239), 2 (2014)

21. Mininet: Mininet (2022). http://mininet.org/
22. Network Time Foundation: NTP: the network time protocol (2014). http://www.

ntp.org/
23. Podman: Podman (2022). https://podman.io/
24. Poularakis, K., Llorca, J., Tulino, A.M., Taylor, I., Tassiulas, L.: Joint service

placement and request routing in multi-cell mobile edge computing networks. In:
Proceedings of IEEE Conference on Computer Communications (INFOCOM), pp.
10–18 (2019)

25. Rao, A., Lanphier, R., Schulzrinne, H.: Real Time Streaming Protocol (RTSP).
Tech. Rep. 2326 (1998). https://www.rfc-editor.org/info/rfc2326

26. Rimal, B.P., Maier, M., Satyanarayanan, M.: Experimental testbed for edge com-
puting in fiber-wireless broadband access networks. IEEE Commun. Mag. 56(8),
160–167 (2018)

27. Rodrigues, T.G., Suto, K., Nishiyama, H., Kato, N., Temma, K.: Cloudlets activa-
tion scheme for scalable mobile edge computing with transmission power control
and virtual machine migration. IEEE Trans. Comput. 67(9), 1287–1300 (2018)

28. Siriwardhana, Y., Porambage, P., Liyanage, M., Ylianttila, M.: A survey on mobile
augmented reality with 5g mobile edge computing: architectures, applications, and
technical aspects. IEEE Commun. Surv. Tutorials 23(2), 1160–1192 (2021)

29. Sutton, R.S., Barto, A.G.: Reinforcement learning: an introduction. In: Adaptive
Computation and Machine Learning Series, The MIT Press, Cambridge, Mas-
sachusetts, second edition edn (2018)

https://ffmpeg.org/
http://arxiv.org/abs/2008.01628
https://google.github.io/mediapipe/
http://mininet.org/
http://www.ntp.org/
http://www.ntp.org/
https://podman.io/
https://www.rfc-editor.org/info/rfc2326


362 Y. Li et al.

30. Tan, H., Han, Z., Li, X.Y., Lau, F.C.: Online job dispatching and scheduling in
edge-clouds. In: Proceedings of IEEE Conference on Computer Communications
(INFOCOM), pp. 1–9. IEEE, Atlanta, GA, USA (2017)

31. He, T., Khamfroush, H., Wang, S., La Porta, T., Stein, S.: It’s hard to share:
joint service placement and request scheduling in edge clouds with sharable and
non-sharable resources. In: Proceedings of International Conference on Distributed
Computing Systems (ICDCS), pp. 365–375. IEEE, Vienna (2018)

32. Tong, L., Li, Y., Gao, W.: A hierarchical edge cloud architecture for mobile com-
puting. In: Proceedings of IEEE International Conference on Computer Commu-
nications (INFOCOM), pp. 1–9. IEEE, San Francisco, CA, USA (2016)

33. Xu, M., Qian, F., Zhu, M., Huang, F., Pushp, S., Liu, X.: DeepWear: adaptive
local offloading for on-wearable deep learning. IEEE Trans. Mob. Comput. 19(2),
314–330 (2020)

34. Xu, M., Xu, T., Liu, Y., Lin, F.X.: Video analytics with zero-streaming cameras.
In: Proceedings of USENIX Annual Technical Conference (ATC), pp. 459–472.
USENIX Association (2021)

35. Xu, Z., Liang, W., Xu, W., Jia, M., Guo, S.: Efficient Algorithms for Capacitated
Cloudlet Placements. IEEE Trans. Parallel Distrib. Syst. 27(10), 2866–2880 (2016)

36. Yang, L., Cao, J., Liang, G., Han, X.: Cost aware service placement and load dis-
patching in mobile cloud systems. IEEE Trans. Comput. 65(5), 1440–1452 (2016)

37. Yin, B., et al.: Only those requested count: proactive scheduling policies for mini-
mizing effective age-of-information. In: Proceedings of IEEE Conference on Com-
puter Communications (INFOCOM), pp. 109–117 (2019)

38. Zang, M., Zhang, C., Yan, Y.: In-lab testbed for mobile edge caching with multi-
ple users access. In: Proceedings of International Conference on Information and
Communication Technology Convergence (ICTC), pp. 450–455 (2019)

39. Zeng, D., Gu, L., Guo, S., Cheng, Z., Yu, S.: Joint optimization of task schedul-
ing and image placement in fog computing supported software-defined embedded
system. IEEE Trans. Comput. 65(12), 3702–3712 (2016)



Deep Reinforcement Learning
for Multi-UAV Exploration Under Energy

Constraints

Yating Zhou1, Dianxi Shi2(B), Huanhuan Yang1, Haomeng Hu1,
Shaowu Yang1, and Yongjun Zhang2

1 College of Computer, National University of Defense Technology,
Changsha 410073, Hunan, China

2 Artificial Intelligence Research Center (AIRC), National Innovation Institute
of Defense Technology (NIIDT), Beijing 100071, China

dxshi@nudt.edu.cn

Abstract. Autonomous exploration is the essential task for various
applications of unmanned aerial vehicles (UAVs), but there is currently a
lack of available energy-constrained multi-UAV exploration methods. In
this paper, we propose the RTN-Explorer, an environment exploration
strategy that satisfies the energy constraints. The goal of environment
exploration is to expand the scope of exploration as much as possible,
while the goal of energy constraints is to make the UAV return to the
landing zone before the energy is exhausted, so they are a pair of contra-
dictory goals. To better balance these two goals, we use map centering,
and local-global map processing methods to improve the system per-
formance and use the minimum distance penalty function to make the
multi-UAV system satisfy the energy constraints. We also use the map
generator to generate different environment maps to improve generaliza-
tion performance. A large number of simulation experiments verify the
effectiveness and robustness of our method and show superior perfor-
mance in benchmark comparison.

Keywords: Multi-UAV exploration · Deep reinforcement learning ·
Energy constraints

1 Introduction

Autonomous exploration means that the agent, without any prior knowledge,
keeps moving in a new environment and constructs a map of the whole environ-
ment. It is an essential part of many tasks, such as planetary exploration [1],
reconnaissance [2], rescue [3], mowing [4], and cleaning [5]. Compared with single-
agent environment exploration, multi-agent environment exploration is more
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difficult because of cooperation between agents. Despite decades of research,
multi-agent environment exploration, as an NP-hard problem [6], remains a com-
plex problem to solve.

Many traditional methods have been proposed in recent years, but these
methods rely heavily on experts to manually design heuristic functions for dif-
ferent scenes [7,8]. Research on deep reinforcement learning methods gradually
increased [9–16]. However, the current environment exploration strategies based
on deep reinforcement learning only focus on exploration efficiency and do not
consider energy constraints. Due to the limited battery capacity of UAVs, it is
necessary to consider energy constraints for tasks in the real world.

Considering the energy constraints in a real exploration task, the UAV needs
to return to the landing zone before the energy is exhausted, which will bring
great challenges to the multi-agent exploration task. The first challenge is to
design an efficient reward function to ensure that the multi-agent system satisfies
the energy constraints. In [17], the energy constraint is considered in the path
planning task of a given environment, and a constant penalty is given to the
agent when the UAV runs out of energy. But the constant value penalty function
is difficult to make the UAV incline to return to the landing area. The second
challenge is that meeting the energy constraints and improving the exploration
rate are in conflict. Achieving a balance between the two goals requires well-
designed solutions. The third challenge is the need to stabilize the performance
of multi-UAV exploration systems on different maps.

Based on the above facts, this paper proposes RTN-Explorer, a multi-UAV
exploration strategy under energy constraints, while exploring the unknown envi-
ronment as much as possible while meeting energy constraints. We introduce the
minimum distance penalty function. The UAV obtains a penalty proportional
to the shortest distance to the landing zone to ensure that the UAV meets the
energy constraint. We design a DDQN-based network architecture and introduce
map centering, global-local map processing to improve the performance of the
multi-UAV exploration system. We also implemented a map generator, which
can generate different environment maps for training to improve generalization.
We have carried out many experiments and verification to prove the effectiveness
of our proposed method. Our contributions are summarized as follows:

1) We introduce energy constraints into exploration tasks based on deep rein-
forcement learning for the first time. Our minimum distance penalty function
effectively improves the return rate to more than 93%, which is 92% higher
than the return rate of the constant penalty.

2) We design a DDQN-based network architecture and introduce map centering,
global-local map processing to improve the performance of the multi-UAV
exploration system. We increase the exploration rate to more than 92.85%.

3) To improve the generalized performance of the multi-UAV system, we design
a map generator that can randomly change the position and size of obstacles.
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2 Related Work

Autonomous robotic exploration has always been a hot research topic in robotics
because of its applications in rescue tasks. Depending on whether deep reinforce-
ment learning techniques are used, existing exploration methods are categorized
as 1) classical or 2) deep reinforcement learning.

2.1 Classical Methods for Environment Exploration

Classical methods utilize handcrafted heuristics to allocate goal locations to
robots to maximize exploration efficiency [6]. To date, the most common method
used for exploring unknown environments is frontier exploration. Zhou et al. [18]
introduce a frontier information structure to generate efficient global coverage
paths, which completes the exploration tasks with unprecedented efficiency (3–8
times faster) compared to other single robot approaches. But multi-robot explo-
ration is a more effective way to improve the efficiency of exploration. In the
multi-robot frontier exploration method [19], each agent makes its own decision
to select a target to explore based on the shared frontier. And the multi-robot
frontier exploration was improved by ranking the agents to allocate to a particu-
lar frontier location based on their distances to the frontier [20]. And Lopez-Perez
et al. utilize a distributed multi-robot model to increase robustness [21]. In addi-
tion, some works [22–24] improve the practicality of multi-robot exploration by
considering inter-robot communication and cooperation.

2.2 DRL Methods for Environment Exploration

Deep reinforcement learning(DRL) methods can enable agents to learn com-
plex exploration strategies through repeated interactions with the environ-
ment, thereby improving their decision-making abilities [9]. Many existing DRL
approaches only focus on single UAV scenarios. Niroui et al. [10] proposed to com-
bine deep reinforcement learning with frontier exploration. They use deep rein-
forcement learning to learn exploration strategies and then use traditional naviga-
tion methods to complete exploration tasks. Koutras et al. [11] provided a frame-
work for learning exploration/coverage policies that possess strong generalization
abilities due to the procedurally generated terrain diversity. However, in the above
work, the autonomous exploration strategy is only suitable for single-agent scenar-
ios, which severely limits the efficiency and robustness of the exploration system.

Using multiple agents has several advantages, such as reducing task comple-
tion time, improving the fault tolerance of the whole system, and so on. This
motivates the need for further research on multi-agent collaborative exploration.
In [13], a hierarchical control architecture for networked explorers is proposed. A
Voronoi-based exploration algorithm and deep reinforcement learning-based col-
lision avoidance approach are then provided to coordinate the robots efficiently
while avoiding sudden obstacles. He et al. [14] proposed a distributed multi-
robot exploration algorithm based on deep reinforcement learning (DME-DRL)
for structured environments that enables robots to make decisions based on this
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high-level knowledge. DME-DRL is a distributed algorithm that uses deep neu-
ral networks to extract the structural pattern of the environment, and it can
work in scenarios with or without communication. Geng et al. [15] presented
the attention-based communication neural network (CommAttn) to “learn” the
cooperation strategies automatically in the decentralized multi-robot exploration
problem. The communication neural network enables the robots to learn cooper-
ation strategies with explicit communication. Moreover, the attention mechanism
can precisely calculate whether the communication is necessary for each pair of
agents by considering the relevance of each received message, which enables the
robots to communicate only with the necessary partners.

2.3 Summary of Limitations

In summary, classical methods utilize hand-crafted heuristics that require
domain expert knowledge and extensive manual tuning of utility and cost param-
eters to achieve expected cooperative behavior [25]. But DRL methods no longer
require hand-crafted features/functions. It can learn cooperative policies directly
from agent experience. However, existing DRL methods do not take energy con-
straints into account.

As far as the author knows, the current exploration tasks are mainly used
in scenarios such as reconnaissance [2] and rescue [26]. In these scenarios, dis-
regarding the energy constraints is impossible for the UAV because the energy
that the UAV can carry is limited. This requires the UAV to return and land
before the energy is exhausted. To address these limitations, we introduce RTN-
Explorer, the first multi-UAV DRL method that considers energy constraints
and UAV return, which uniquely designs input processing, network structure,
and energy-constrained rewards. And training in different environments ensures
generalization.

3 Problem Formulation

We define the multi-UAV exploration problem as a team of UAVs I = {i1, . . . in}
cooperating to explore an unknown environment and generate a global map G. To
simplify the problem, we represent the environment as a grid graph M containing
M × M cells of size c. The set L represents the start/landing positions, and L
is given by Eq. (1). The lowercase letters l, b, g correspond to their respective
environment representation L, B, G.

L =
{[

xl
i, y

l
i

]T
, i = 1, . . . , L, :

[
xl

i, y
l
i

]T ∈ M
}

(1)

And the set B of the positions of the obstacles that the UAVs cannot occupy is
given by Eq. (2).

B =
{[

xb
i , y

b
i

]T
, i = 1, . . . , B, :

[
xb

i , y
b
i

]T ∈ M
}

(2)

The global map G composed of the exploration area is given by Eq. (3).

G =
{

[xg
i , y

g
i ]T , i = 1, . . . , G, : [xg

i , y
g
i ]T ∈ M

}
(3)
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3.1 UAV Model

For any UAV i ∈ I, the position of the i-th UAV at time t is defined as pi(t) =
[xi(t), yi(t), zi(t)]

T ∈ R
3 with zi(t) ∈ {0, h}. It means that the UAV is either at

ground level or in constant altitude h. In addition to the position of the UAV,
the state of the i-th UAV includes operating status φi(t) ∈ {0, 1} and battery
energy bi(t) ∈ N. The action space of each UAV can be defined as Eq. (4).

A = {
⎡
⎣

0
0
0

⎤
⎦

︸ ︷︷ ︸
hover

,

⎡
⎣

c
0
0

⎤
⎦

︸ ︷︷ ︸
east

,

⎡
⎣

0
c
0

⎤
⎦

︸ ︷︷ ︸
north

,

⎡
⎣

−c
0
0

⎤
⎦

︸ ︷︷ ︸
west

,

⎡
⎣

0
−c
0

⎤
⎦

︸ ︷︷ ︸
south

,

⎡
⎣

0
0

−h

⎤
⎦

︸ ︷︷ ︸
land

} (4)

The action of the i-th UAV at time t is ai(t) ∈ Ã (pi(t)). Ã (pi(t)) is defined
by Eq. (5). The UAV can only perform the landing action in the landing zone,
otherwise it can only perform the other five actions.

Ã (pi(t)) =

{
A, pi(t) ∈ L
A\[0, 0,−h]T, otherwise

(5)

Assume that the UAV can only move one unit distance c in each time slot δt.
The speed of each UAV is vi(t) ∈ {0, V }, which means that the UAV is either
moving at speed V = c/δt or stationary. The position transformation method
after the action is executed is shown in Eq. (6). The UAV’s position can only be
changed when its operating status is active (φi(t) = 1).

pi(t + 1) =

{
pi(t) + ai(t), φi(t) = 1
pi(t), otherwise

(6)

The transition function of the UAV’s operational status is given by Eq. (7).
If the UAV is inactive at time t or performs the landing action, it is inactive at
time t + 1.

φi(t + 1) =

{
0, ai(t) = [0, 0,−h]T ∨ φi(t) = 0
1, otherwise

(7)

The change of the UAV’s remaining energy is represented by Eq. (8). If the state
of the i-th UAV at time t is active, then the energy at time t + 1 is reduced by
one. Otherwise, it remains unchanged.

bi(t + 1) =

{
bi(t) − 1, φi(t) = 1
bi(t), otherwise

(8)

The size of the combined area that all the UAVs can explore at time t is
given by Eq. (9), where Di(t) represents the size of the i-th UAV’s exploration
area at time t.

G(t) =
I∑

i=1

Di(t + 1) −
I∑

i=1

Di(t) (9)
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3.2 Optimization Problem

The objective of the above problem is to maximize the joint exploration area
while satisfying the energy constraint. The maximization problem is given by
Eq. (10) optimizing over joint actions ×iai(t). At the same time, the following
five constraints must be satisfied. The first constraint is that each active UAV
cannot be in the same position as the other active UAVs to avoid collisions.
The second constraint is that the UAV cannot collide with obstacles. The third
constraint is that the UAV’s residual energy is always greater than or equal to
0. The last two constraints ensure that the UAV is initially in the start/landing
zone, active, and at height h.

max×iai(t)

∑T
t=0 G(t)

s.t. pi(t) �= pj(t) ∨ φj(t) = 0, ∀i, j ∈ I, i �= j,∀t
pi(t) /∈ B, ∀i ∈ I,∀t
bi(t) ≥ 0, ∀i ∈ I,∀t
pi(0) ∈ L ∧ zi(0) = h, ∀i ∈ I
φi(0) = 1, ∀i ∈ I

(10)

3.3 UAV System

Figure 1 is a system-level diagram depicting the sensors and software components
of a UAV. The UAV is equipped with a localization module and a scanning
camera for exploring the environment. The map processing module generates
the current map and feeds it to the reinforcement learning agent. Each UAV
is initialized with a fixed movement budget which is its initial energy. The safe
controller is responsible for translating the RL agent’s proposed action into a
safe action, and we will introduce the conversion method in Sect. 4.

Fig. 1. System-level diagram depicting sensor and software components on the UAV
during an multi-UAV exploration task.
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4 Deep Reinforcement Learning Framework

In this section, we convert the multi-robot exploration problem under energy con-
straints into a decentralized partially observable Markov decision process (Dec-
POMDP) [27]. The network architecture is shown in Fig. 2. We break down the
observations into a map of the start/landing zone, a map of the exploration area,
UAV’s positions and battery information, and a map of obstacles in the current
view. The decomposed views are then subjected to map processing, including
map centering and global-local map processing. The global and local maps are
fed through convolutional layers with ReLU activation and fully-connected net-
works to extract features. Then we calculate the next action and reward through
the DDQN model trained in Sect. 4.3.

Fig. 2. The architecture of the RTN-Explorer. In decomposed representation, the
information of obstacles and the explored area is incrementally increased during the
unknown environment exploration.

4.1 Markov Decision Process

The Dec-POMDP is defined through the tuple (S,A×, T,R,Ω×,O, γ). In the
Dec-POMDP, S represents the state space, A× represents the joint action space
and T is the transition probability function. R : S × A × S �→ R represents
the reward function that maps the current state, action and next state to a
real number representing the reward. Ω× = ΩI is the joint observation space.
O : S ×I �→ Ω represents the observation function that map state and agents to
one agent’s individual observation. γ is a discount factor, which represents the
trade-off between current and future returns.

State Space. The state space of the multi-UAV exploration problem under
energy constraints is given by Eq. (11), where the state s(t) ∈ S at time t is
given by Eq. (12). ∀i ∈ I, M ∈ B

M×M×3 is the tensor representation of the set
of start/landing zones L, explored area G, and obstacles B. The other elements
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of the tuple S represent positions, remaining flying times, and operational status
of all agents.

S = L︸︷︷︸
Landing
Zones

× G︸︷︷︸
Explored

Area

× B︸︷︷︸
Obstacles

× R
I×3︸ ︷︷ ︸

UAV
Positions

× N
I︸︷︷︸

Flying
Times

× B
I︸︷︷︸

Operational
Status

(11)

s(t) = (M, {pi(t)} , {bi(t)} , {φi(t)}) (12)

Safety Controller. Figure 1 shows the architecture of the UAV, which includes
the safety controller. As shown in Eq. (13), the safety controller rejects an action
with a safety threat and converts the action into a hover action while preserving
the safe action. Safety-threatening maneuvers include collisions with other UAVs,
collisions with obstacles, and landings in non-landing zones.

as,i(t) =

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

[0, 0, 0]T, pi(t) + ai(t) ∈ B
∨ pi(t) + ai(t) = pj(t) ∧ φj(t) = 1, ∀j, j �= i

∨ ai(t) = [0, 0,−h]T ∧ pi(t) /∈ L
ai(t), otherwise.

(13)

Reward Function. The reward of the i-th UAV at time t is calculated by
Eq. (14). Di(t+1)−Di(t) represents the difference between the exploration range
of two adjacent moments, and α is the weight parameter of the reward obtained
by the exploration. ε represents the punishment caused by energy consumption.

ri(t) = α (Di(t + 1) − Di(t)) + βi(t) + γi(t) + ε (14)

βi(t) is the penalty value when the RL agent’s proposed action is rejected by
the security controller. β is a hyperparameter.

βi(t) =

{
β, ai(t) �= ai,s(t)
0, otherwise

(15)

γi(t) is the penalty for the UAV not landing in the landing zone when the
remaining energy is zero. Unlike the method calculated in [17], we do not use
a constant as a penalty here but a value proportional to the minimum distance
between the UAV and the landing zone. In Eq. (16), s represents the position
vector of the center of the landing zone and λ is a multiplier times the minimum
distance. Relative to the constant value penalty, using γi(t) as the penalty can
impose different penalties for landing in a non-landing zone depending on the
distance so that the UAV gets less penalty when it is closer to the landing zone.

γi(t) =

{
λ × dis(pi(t), s), bi(t + 1) = 0 ∧ pi(t + 1) = [·, ·h]T

0, otherwise.
(16)
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4.2 Map Processing

The map processing methods we introduced include map centering and global-
local map processing. Map centering is the transformation of the input map of
each UAV into an expanded map with the UAV as the center. It can make the
network pay more attention to the information closely related to the current
UAV and avoid the influence of invalid details. Localized processing is to crop
the centered map and retain the middle part. The localization makes the network
pay more attention to the information near the UAV to assist the action decision.
Globalized processing is to compress the centered map and extract its features.

Map Centering. For input map A ∈ R
M×M×n, we utilize Eq. (17) for centering

to get B ∈ R
Mc×Mc×n, where Mc = 2M−1. p̃ is the position vector of the current

UAV and xpad is the fill value of the augmented map.

B = fcenter (A, p̃,xpad ) (17)

The function fcenter is given by Eq. (18).

fcenter : RM×M×n × N
2 × R

n �→ R
Mc×Mc×n (18)

The calculation formula for each element in B is shown in Eq. (19). It effectively
pads map A with the padding value xpad .

bi,j =

⎧
⎪⎨
⎪⎩

ai+p̃0−M+1,j+p̃1−M+1, M ≤ i + p̃0 + 1 < 2M

∧M ≤ j + p̃1 + 1 < 2M

xpad , otherwise
(19)

Localized Processing. Localized processing transforms B ∈ R
Mc×Mc×n into

X according to the parameter l.

X = flocal (B, l) (20)

The function flocal is given by Eq. (21).

flocal : RMc×Mc×n × N �→ R
l×l×n (21)

Each element in X is calculated as shown in Eq. (22). X is obtained by inter-
cepting the middle l × l part on B.

xi,j = bi+M−� l
2�,j+M−� l

2� (22)

Globalized Processing. Globalized processing transforms B ∈ R
Mc×Mc×n

into Y according to the parameter g.

Y = fglobal (B, g) (23)
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The function fglocal is given by Eq. (24).

fglobal : RMc×Mc×n × N �→ R

⌊
MC

g

⌋
×

⌊
MC

g

⌋
×n (24)

The elements in Y are defined by Eq. (25). This operation equals an average
pooling operation with pooling cell size g.

yi,j =
1
g2

g−1∑
u=0

g−1∑
v=0

bgi+u,gj+v (25)

4.3 Multi-agent Reinforcement Learning

Deep Q-network (DQN) is a Q-learning algorithm based on deep learning, which
mainly combines value function approximation and neural network [28]. It adopts
the method of target network and experience replay to train the network. Experi-
ence replay builds a replay buffer D. New experiences of the agent, represented by
quadruples of (s, a, r, s′), are stored in the replay buffer. r represents the reward
obtained by performing action a after state s and s′ represents the next state.
DQN uses a separate target network to estimate the next largest Q value. In
order to solve the problem of DQN overestimating the Q value, DDQN improves
the target value as:

Y DDQN (s, a, s′) = r(s, a) + γQθ̄

(
s′, argmax

a′
Qθ (s′, a′)

)
(26)

And its loss function is given by:

LDDQN(θ) = Es,a,s′∼D
[(

Qθ(s, a) − Y DDQN (s, a, s′)
)2]

(27)

During training, the sampled soft-max policy for exploration of the state and
action space is given by Eq. (28). The hyperparameter β is used to balance
exploration and exploitation.

π (ai | s) =
eQθ(s,ai)/β

∑
∀aj∈A eQθ(s,aj)/β

(28)

The DDQN training process is described in Algorithm 1. Following the ini-
tialization of the replay buffer and network parameters, new training begins to
reset the state, select a random UAV starting position, and a random mobile
budget b0 ∈ B for each UAV. As long as the exploration task is not completed,
the event will continue. For each activate UAV i, a new action a ∈ A is chosen
according to Eq. (28) and the subsequent experience stored in the replay mem-
ory buffer D. The main network parameter θ is updated by utilizing the ADAM
optimizer to execute gradient steps on data with a small batch of m samples
in the replay buffer. Subsequently, updating target network parameter θ̄ and
reducing the mobile budget. The exploration task ends when all the UAVs have
successfully landed or are at zero power. Then, a new episode begins, unless the
maximum number of episodes is Nmax.
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Algorithm 1. DDQN training for exploreation under energy constraints
input: maximum training steps Nmax, initial movement budget range B
output: network parameter θ

1: Initialize D, initialize θ randomly, θ̄ ← θ
2: for t = 0 to Nmax do
3: ∀i ∈ I, initialize the UAV’s state si with random starting position and sample

initial movement budget bi uniformly from B
4: while the task is not completed do
5: for each UAV i ∈ I do
6: if the i-th UAV is inactivate then continue
7: Sample ai according to Eq. (28)
8: Observe ri, s

′
i

9: Store (si, ai, ri, s
′
i) in D

10: for j = 1 to m do
11: Sample

(
sj , aj , rj , s

′
j

)
uniformly from D

12: Yj =

{
rj , if s′

j terminal

according to Eq. (27), otherwise

13: Compute loss Lj(θ) according to Eq. (26)

14: Update θ with gradient loss 1
m

∑m
j=1 Lj(θ)

15: θ̄ ← (1 − τ)θ̄ + τθ
16: bi = bi − 1

5 Experiments

In this section, we evaluate different exploration strategies under different con-
ditions. We conduct simulation experiments on a variety of maps generated by
the map generator. The exploration rate and the return rate are the metrics
we use to evaluate the agents’ performance on different maps and under differ-
ent scenario instances. We define the exploration rate as the ratio between the
amount of explored area and the total area of the ground truth map. The return
rate equals the number of UAV successful returns divided by the total number
of trials.

5.1 Experiment Setup

The algorithm of DDQN is implemented with TensorFlow [29] and the group of
UAVs with a scanning camera. We train the multi-UAV coordinated exploration
on a computer with an Intel Xeon W-2235 CPU and an NVIDIA GeForce RTX
3090 GPU. The environment is presented as 32 × 32 cells space. As shown in
Fig. 2, each unit in the environment is assigned to one object: obstacle (grey),
the unexplored region (dark grey), the start/landing zone (purple), and UAV
(blue). In the training experiment, we assume each UAV can only move one cell
within one cell scanning range at a time in the environment. We reinitialize the
exploration scene when the UAVs are reaching the maximal steps or completing
all the tasks. To demonstrate the robustness of our model, we randomly place the
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UAVs in the start/landing zones, generating random environments for the UAVs
at each re-initialization. We set the number of UAVs to be a random number
in the range of [2, 6], and the energy of the UAVs to be a random number in
the range of [400, 450]. The key hyperparameters during the training process are
listed in Table 1.

Table 1. DDQN hyperparameters

Parameter Value Description

|θ| 1,175,302 trainable parameters

Nmax 3,000,000 maximum training steps

l 17 local map scaling

g 3 global map scaling

|D| 50,000 replay buffer size

m 128 minibatch size

τ 0.005 soft update factor

γ 0.95 discount factor in Eq. (26)

β 0.1 temperature parameter in Eq. (28)

λ 0.2 the minimum distance multiplier in Eq. (16)

5.2 Experiment Results

Comparison of Different Map Processing Methods. To prove the valid-
ity of our proposed map processing method, we compared four different map
processing methods. Table 2 shows the performances of the exploration systems
using four different map processing methods when the number of UAVs ranges
from [2, 6]. As for the evaluation, Table 2 shows the results from the experiments
as averaged over 5000 runs for each different method. We also use different maps
generated by the map generator during the test to ensure the reliability of the
results.

Increasing the exploration rate and increasing the return rate are conflicting
goals. In our experiment, the weight of the exploration reward is greater than the
weight of the return failing penalty, so the UAVs will tend to explore the unknown
area. This is why no processing method makes the exploration system obtain
more than 86% exploration rate and less than 1% return rate. Only using global-
local map processing can improve the return rate to a certain extent but reduce
a certain exploration rate. Only using map centering can significantly improve
the return rate. Combining map centering and global-local map processing, we
can get the highest return rate and exploration rate. This is because the local
map processing intercepts the central part of the UAV view, strengthens the
information around the UAV, and globalizes the centralized view to extract
the global features. As the number of UAVs increases, so does the scale of the
problem, which leads to a certain reduction in the return rate of UAVs.
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Table 2. Performance comparison of different map processing methods.

Map Processing\UAVs 2 3 4 5 6

No processing Exploration rate 86.25% 90.91% 94.77% 95.18% 96.54%

Return Rate 0.00% 0.10% 0.22% 0.72% 0.47%

Global-Local Exploration Rate 83.59% 90.68% 94.22% 95.53% 96.17%

Return Rate 2.28% 3.66% 3.77% 3.39% 2.75%

Centering Exploration Rate 87.82% 93.25% 93.68% 93.23% 92.44%

Return Rate 13.52% 33.55% 64.10% 72.84% 73.87%

Global-Local
+Centering

Exploration Rate 92.85% 96.00% 97.67% 98.40% 98.84%

Return Rate 93.10% 98.23% 97.30% 94.16% 93.01%

Comparison of Different Return Strategies. To verify that our return
strategy can explore new areas while returning, we compare the exploration rate
with the return strategy based on the original path. The strategy of return based
on the original path is that when the energy consumption of the UAV reaches
half of the initial energy, the UAV returns to the landing zone.

Fig. 3. Comparison of exploration efficiency between RTN-Explorer and the return
strategy based on the original path.

As shown in Fig. 3, the abscissa represents the number of robots. We com-
pared the exploration rates of two return strategies with the number of UAVs in
[2,6]. It can be seen from Table 1 that our exploration strategy can ensure a high
return rate of more than 93%. In terms of exploration rate, our strategy is at
least 10.88% higher than the return strategy based on the original route. RTN-
Explorer can explore new areas while returning, but the return strategy based on
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the original path can not explore new areas when returning. So the exploration
efficiency of RTN-Explorer is significantly higher than that of returning based
on the original path.

Comparison of Different Penalty Functions. As described in Sect. 4, We
impose the minimum distance penalty proportional to the shortest distance from
the UAV to the landing zone for UAV forced landing in the non-landing zone.
Compared with the constant value penalty set in [17], our minimum distance
penalty can significantly improve the return rate. Common distances also include
European distance and Manhattan distance, which are relatively inexpensive
to calculate. So in addition to the constant value penalty, we also compared
the performance of the Euclidean distance penalty and the Manhattan distance
penalty on the return rate (Fig. 4).

Since there is no correlation between the penalty function of landing in the
non-landing area and the exploration rate, we only need to compare the return
rate of these four penalty functions in different UAV numbers.

After a lot of experiments, we can get the following conclusion: the minimum
distance penalty function we use can effectively improve the return rate. Using
the Euclidean distance to the landing zone as the penalty can also obtain a
high return rate. But the return rate of the Euclidean distance penalty function
is lower than the minimum distance penalty function by at least 7.67%. The
Manhattan distance penalty function yields a return rate of less than 60%. And
the constant penalty yields a return rate of less than 11.88%.

Fig. 4. Comparison of return rate under different penalty functions. The return rate of
the method based on the constant value penalty function is 0.00% for two UAVs and
0.41% for three UAVs.
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Comparison of Environments with Different Difficulties. At the begin-
ning of each episode, we reinitialize the environment map. We allow the map gen-
erator to generate initial environment maps with different complexity according
to the difficulty vector. Specifically, the difficulty vector consists of two elements
[dm, dt].

dm represents morphological randomness, which can define the shape of
obstacles in the environment. dm controls the area each obstacle may occupy.
The bigger the value of dm, the larger the possible obstacle composite area in
the training environment. dm gets values from {1, 2} discrete set.

dt represents topological randomness, which defines the positions of obstacles
on the map. The fundamental positions of the obstacles are equally arranged
in a 3 columns - 3 rows format. dt controls the deviation radius around these
base positions. As the value of dt increases, the topology of obstacles has more
unstructured forms. dt gets values from the {1, 2} discrete set.

Higher values in the elements of the difficulty vector correspond to less struc-
tured behavior in the obstacles formation. As a result, a trained agent that has
been successful in higher-difficulty training setups may have better generalization
abilities. It can be seen from Fig. 5 that the environment of different difficulty
levels has less impact on exploration rates. In contrast, the return rate is more
sensitive to the difficulty of the environment. Nevertheless, when the difficulty
vector lvl = [2, 2], the exploration rate can still be maintained at more than
85%, and the return rate can be maintained at more than 70%.

Fig. 5. The sensitivity of the exploration rate and the return rate with respect to the
different levels of the difficulty vector.

6 Conclusion

We propose an environment exploration strategy (RTN-Explorer) that satisfies
the energy constraints. RTN-Explorer makes the UAV return to the landing
zone before the energy is exhausted while ensuring exploration efficiency. Before
training, we centralize, globalize, and localize environment map representations
to improve performance. To satisfy the energy constraint, we design a penalty
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function based on the shortest path distance to the landing zone and use the
map generator to generate the environment map for training. A large number
of simulation experiments show that RTN-Explorer is effective and robust. In
order to further improve the stability of the system, we can increase the difficulty
dimension in the map generator to increase the randomness of the environment.
In future work, we’ll expand the UAVs’ action space to include altitude and
continuous control, which will necessitate a different RL method than Q-learning,
as well as adding height information to the agents’ observations space.
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Abstract. This paper focuses on the performance of optimized forward
reason systems. The main characteristics of forward reasoning are that
it is sensitive to the update of data, has a high cost of precomputation
closure, and can not be closely related to the characteristics of the specific
query. Therefore, it usually makes reason on irrelevant data. Processing
this data reduces the performance of the reason system and consumes a
lot of memory resources. Backward reasoning can make up for this defect
to a certain extent, but its inherent defect of the high cost of online
query rewriting cannot make it efficient in reasoning tasks. We design an
efficient reason method, which can effectively combine the advantages of
forward reason and backward reason to ensure the completeness of reason
as much as possible. It can not only reduce the processing cost caused by
data updates and desensitize semantic data to a certain extent but also
avoid the high cost caused by query rewriting and greatly reduce the cost
of precomputation closure. Finally, we implement the proposed method
on a prototype of a forward reason system named SUMA-F and compare
it with the current forward reason systems with better performance on
various datasets of different sizes. Experiments show that the SUMA-F
has high reasoning efficiency, is better than other systems, and has high
scalability on large-scale datasets.

Keywords: Forward reasoning · Ontology · RDF data

1 Introduction

The World Wide Web produces a vast amount of data that humans cannot
process efficiently and computers cannot understand well. Tim Berners-Lee et
al. [1] propose the concept of the Semantic Web, and the development of the
Semantic Web makes knowledge expression modes such as knowledge graph and
ontology widely used in the research field of query answering. The most critical
feature in semantics is the relationship between concept attributes and concepts.
Ontology takes the concept of interconnection through attributes as its core
and provides a semantic framework for language understanding and generation.
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This plays an important role in the semantic ontology system, which can rep-
resent events and objects through various complex semantic combinations, and
its grammar is specially designed to express complex lexical meanings so that
the ontology can use as few basic concepts as possible to construct descriptions
of complex objects and procedures in a composite manner. Chen et al. [7] pro-
pose an unsupervised attribute network embedding framework to solve basic and
compound relations in attribute networks. It considers the relationship between
users and attributes, analyzes all first-order combinations to obtain compos-
ite relationships, and outperforms the current state-of-the-art baseline methods.
RDFS was proposed because knowledge graphs cannot describe knowledge at
the architectural level. RDFS defines inclusion relationships between concepts
or roles, domain and value constraints for roles, and implements the classification
of individuals. OWL with stronger expressive ability adds cardinality restriction,
equivalent individuals, and other knowledge descriptions based on RDFS. In the
query answering system, the implicit knowledge contained in the explicit knowl-
edge can be obtained by ontology reasoning, which enriches the original data
and returns more abundant results in the query.

There is a lot of research in the field of ontological reasoning, such as [3,6,8,
18,20,24], which are based on forward materialization. In the process of forward
reasoning, the facts in the knowledge base are expanded according to the reason
rules to obtain implicit knowledge. The original and newly reasoned data are
used as the target data to repeat this reason process continuously. When no
new data is generated, the reasoning process end. This whole process is called
computing a forward closure. It is worth noting that the process of forward
materialization does not change because of the query, and the query operation is
simple and efficient. The disadvantage of forward reasoning is also obvious. The
data heavily influence it, and it repeats the operation when the data is updated.
The forward reason system is inefficient for frequent database updates.

Unlike forward reasoning, backward reasoning is query-driven and matches
rules backwards. Backward reasoning is not sensitive to the update of data. It is
calculated for specific queries and extends queries according to rules. Backward
reasoning is less about data processing and more about searching rules and
expanding queries. Ontop [5] is a pure backward reason system based on query
rewriting. Although backward reasoning can be well applied in the context of
frequent database updates, its operation is relatively complex, and the cost of
calculating queries is high. In [19,22] for backward reasoning, advanced pruning
optimization algorithm and dynamic optimization algorithm are proposed to
reduce the cost of query computation in backward reasoning.

Because of the inherent defects of forward and backward reasoning, it
becomes a challenge to design a method that strikes a balance between forward
and backward reasoning, that is, between the high cost of computing a complete
closure for all data and the huge cost of complex computations for each query. We
propose an efficient forward materialization algorithm, which combines backward
reasoning to optimize forward reasoning, reducing the knowledge of precompu-
tation closure and the size of forward matching rules. We propose an efficient
query parsing algorithm that maintains a key resource pool (KR-POOL) to hold
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all the resource entities related to the corresponding query. It can not only do
personalized reasoning according to a specific query but also break all the pos-
sible knowledge involved in a specific query into the form of one element into
the KR-POOL. Compared with the traditional backward chaining algorithm,
the algorithm reduces the time complexity of the query rewriting process by
simplifying the operation of query processing. We implement all algorithms in
the forward reasoning system and ensure completeness of reasoning.

Next, we introduce the three works we have made in this paper and introduce
the specific implementation details of these three contributions in later chapters.

– We propose an efficient query parsing algorithm to maintain a key resource
pool named KR-POOL, simplifying the complexity of query expansion and
other specific query computation.

– We propose a forward reasoning algorithm to reduce the computational clo-
sure scale of forward materialization, which can materialize all the data
related to the query and dynamically screen the rules to reduce the search
scale of rules during reasoning. Optimizing the data and rules effectively
reduces the reasoning time, and completeness is guaranteed.

– We implement our method in a forward reason system named SUMA-F and
test the effectiveness and scalability of the system on the UOBM [13] dataset
with the standard query of the UOBM dataset and achieved good results.

This paper reviews related work in Sect. 2. In Sect. 3, we present a preliminary
definition of some of the basics involved in reasoning. We describe the algorithm
principle in detail in Sect. 4. In Sect. 5, the architecture diagram of the forward
reasoning system SUMA-F is presented. Experimental results are presented in
Sect. 6, and conclusions are drawn in Sect. 7.

2 Related Work

With the development of the Semantic Web, related works in ontology reasoning
can be divided into forward reasoning, backward reasoning, and hybrid methods
based on forward materialization and query rewriting.

Jena [6] and Sesame [3] are relatively early systems that support RDF
(Resource Description Framework) data reason, and the reasoning module is only
a part of them. They are mainly used for small-scale data reasons on a single
machine. Due to the design principle and hardware limitations, their scalability
and computational power are poor, and they cannot process large-scale RDF data.
Based on forward reason, Pellet’s reasoning algorithm, adopted by Pellet [20] per-
forms deductive reasoning on the original dataset offline according to the ontology,
expresses the implicit ontology information as new knowledge obtained by explicit
reasoning, and expands the original input dataset. In the online stage, query the
expanded data set directly. However, the Tableau algorithm adopted by Pellet has
high time and space complexity. Pellet is only suitable for processing small and
medium-sized data. The main working principle of PAGOdA is to delegate the
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heavy computational load to the datalog reasoner [14,16] and only use the hyper-
table algorithm [15] when necessary. Sequoia [8] is a consequence-based forward
reasoning engine with support for nominals, implementing the calculus of logi-
cal ALCHOIQ+. Ontologies are classified by ontology preprocessing methods.
SUMA [17,18] improves the n-step materialization model, restricts the reasoning
to a finite number of steps, and proposes a partial materialization algorithm that
can reliably and completely support root conjunctive queries as well as boolean
queries with cyclic and fork-shaped structures.

Query rewriting techniques are also used in reason systems such as [5,9].
Instead of explicitly calculating all the implicit information according to the ontol-
ogy, Ontop [5] rewrites the query according to the ontology and mapping, and the
rewritten query explicitly contains the implicit information in the ontology. Since
this query rewriting algorithm is performed online, it has a high time cost. Mean-
while, the mapping used in query rewriting requires human intervention input.
In [4], the RDFS entailment rule set is divided into two subsets, and a query rewrit-
ing algorithm is proposed for query answering on knowledge graphs without rea-
soning. The method proposed in [10] can clearly describe the mapping relationship
so that the database data can be better interpreted as ontology data.

There are also hybrid methods that combine the forward reason mechanism
with the backward reason mechanism. [11] can rewrite the query while still com-
puting the canonical model. [12] mainly filters out false answers using a filtering
mechanism. The above approaches all have the disadvantage of being limited to
lightweight ontology languages. QueryPie [22] implements a backward reasoning
system through the proposed hybrid reasoning approach. The reasoning method
computes a part of the forward closure, and the rest of the reasoning part is pro-
cessed dynamically during the query parsing process. Shi Hui et al. [19] propose
a scalable backward chaining-based reasoner, in which the optimization algo-
rithm mentioned in query expansion sorts according to the number of variables
contained in the query body clause and then reduces the reason time.

The above are some contributions to the field of ontology reasoning. Some are
based on forward reasoning to compute the closure of database data uniformly,
and the input query is pattern matched on the data after forward materialization
to get the result. Others take the query as the target, extending and rewriting the
query in reverse, reasoning about the data in a process contrary to the forward
materialization.

Inspired by previous research, our method combines the backward reasoning
method to design a forward materialization algorithm so that the forward reason-
ing system can no longer calculate too many redundant results and reduce redun-
dant computational operations. Perform reverse parsing of the query to parse out
the key information in the query, match the rules in the process, and calculate
the semantic data containing the necessary explicit information and the semantic
data that may reason useful implicit information. The query parsing algorithm
for reverse parsing query is designed, and a KR-POOL and reason rule set that
are constantly updated with the parsing process is maintained. A rule filtering
algorithm is designed, which expands backward according to the query pattern,
searches the effective rules recursively, and screens the key rules for the query from
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a large number of rules in the rule base. Finally, the redundancy of large-scale
semantic data is removed to optimize the data scale while ensuring completeness.

3 Preliminaries

We describe some necessary background knowledge in this section, such as RDF
graphs, SPARQL queries, Description Logic (DL), and OWL Horst rules.

Definition 1 (RDF Graph). U, B, and L exist, which are three disjoint infinite
sets. U is a Uniform Resource Identifier (URI), B represents a blank node, and L
is literals. A finite set of RDF triples (s, p, o) ∈ (U∪B)×U×(U∪B∪L) constitute
an RDF graph, where s represents the subject, p represents the predicate, and o
represents the object. A triple (s, p, o) is a statement of fact that s and o satisfy
relation p or that the corresponding value of s with respect to property p is o.

Figure 1 shows an RDF statement indicating that Joe knows Jane and an
RDF graph consisting of multiple RDF statements.

Fig. 1. Figure on the left side of an RDF statement, by multiple RDF statements
consisting of RDF Graph on the right.

SPARQL Query. Q is a quadruple of the form (q-type, m-dataset, pattern,
sort-map). q-type represents four query types: SELECT, ASK, CONSTRUCT,
DESCRIBE. m-dataset specifies the target dataset for pattern matching. pattern
P searches the input dataset for a specific subgraph and returns the result set
of the map. sort-map is used to sort the set of mappings produced by pattern
matching while returning a specified mapping window.

Description Logic can also be called concept representation language and
term logic, which gives formal logic-based semantics. DL consists of concepts,
relations, and individuals. Concepts describe the common properties of a set
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of individuals, interpret concepts as unary predicates of sets of objects, and
interpret relations as binary relations between objects. It is characterized by
applying a large number of constructors to simple concepts, eventually creating
more complex concepts. At the core of description logic is reasoning, that is, the
knowledge that is implicitly represented from knowledge explicitly contained in
a knowledge base.

The DL knowledge base K is usually composed of two parts: Tbox (T ) and
Abox (A). Among them, T is a set of assertions related to concepts and relations,
describing the properties of concepts and relations. A is a collection of instance
assertions that specify attributes of individuals or relationships between indi-
viduals. It consists of concept assertion and relation assertion. The most basic
description language in DLs is ALC, and other description languages extend
based on ALC. The symbols involved and their description are shown in Table 1,
and the syntax and semantics of ALC are shown in Table 2 and Table 3.

Table 1. List of notations

Notation Description

a,b,c,d,e Individual names

a,b,z Concept names

C Concepts

p,s Role names

r Roles

DL are the basis for the standard Web ontology languages OWL and OWL
2. OWL provides powerful expressive capabilities, including OWL Lite, OWL
DL, and OWL Full, which increase expressive capabilities and computational
complexity in turn. The latest version of OWL, OWL 2, is also divided into
OWL 2 DL and OWL 2 Full. OWL 2 Full has the strongest expressive power,
but it is undecidable. OWL 2 DL adds a few restrictions to the combination
of OWL 2 Full and RDFS, preserving decidability. SROIQ is the underlying

Table 2. Syntax of ALC

Atomic concept Description

A Atomic concept

⊥ The notion that any explanation is empty

� The notion that contains any other concept

¬A Negation

A � B Take the union of concepts

A � B Take the intersection of concepts

∃R.A Existential quantifier restriction

∀R.A Universal quantifier restriction
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Table 3. Semantic of ALC

Atomic concept Semantic

⊥ ⊥I=∅
� �I=Δ

¬A (¬A)I = Δ/AI

A � B (A � B)I = AI ∪ BI

A � B (A � B)I = AI ∩ BI

∃R.A (∃R.A)I =
{
a ∈ Δ | ∃b ∈ Δ

(
(a, b) ∈ RI ∧ b ∈ AI

)}

∀R.A (∀R.A)I =
{
a ∈ Δ | ∀b ∈ Δ

(
(a, b) ∈ RI → b ∈ AI

)}

logic of OWL 2 DL, and this section will focus on the background knowledge of
SROIQ.

SROIQ K is composed of RBox R, TBox T , and ABox A, the concept of
which is defined as C := ⊥ | � | ¬A | {a} |≥ mR.A | ∃R.A.

A SROIQ T contains the concept inclusion axiom C1 � · · · � Cn 	 C, the
disjoint axiom Dis(C1, C2), and the equivalent concept C1 ≡ C2.

The RBox is a finite set containing the role inclusion axioms or disjoint
axioms. Role inclusion axioms are represented as R1 	 R2 or R1 ◦ R2 	 R3,
and disjoint axioms are represented as Dis(R1, R2). Inverse roles and symmetric
roles are denoted as Inv(R) and Sym(R), also satisfy Inv(R) = R− and Inv(R)
≡ R if a role is symmetric. Also, the transitive role is represented as Trans(R),
and R◦R 	 R if a role is a transitive role. Fun(R) represents the functional role.

A SROIQ A without unique name assumption (UNA) includes individual
inequality � .= and individual equality a

.= b.

Reason Rules. The rule we use for reason is the combination of the two frag-
ments of OWL Horst and RDFS, shown in Table 6 in the Appendix. Each rule
has at least one triple as antecedent, which triggers the outcome of the rule as
long as the antecedent of the rule can be satisfied, and there is only one out-
come. The OWL Horst fragment [21] is a more complex fragment. Its use is more
common and can also be called pD* rule set.

4 Optimize Forward Reasoning with Queries

We describe in this section the implementation details of the proposed algorithms
and techniques for optimizing the forward reasoning process. Because forward
reasoning is affected by semantic data scale and rules, we optimize forward rea-
soning by combining terminological triples to filter rules and data optimization
for large-scale semantic data driven by given queries. The terminological triple
pattern represents those triple schemas that use terms from RDFS or OWL
vocabularies as predicates or objects. We propose a query parsing algorithm and
design two modules: rule filtering and data optimization.
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4.1 Query Parsing Algorithm

We get the relevant SPARQL query before reasoning and then target the query
for reverse rule and data filtering. First, we need to parse the query to obtain a
collection of multiple query patterns. Second, parse the query patterns according
to the query parsing algorithm to get the key information we need in the query
and generate the key resource pool KR-POOL for further optimization. KR-
POOL contains resource entities that have determined values resolved from the
query. We only need to search for variables that meet the conditions based on
these resource entities and then generate the solution map. The above process
is shown in Algorithm 1.

Algorithm 1. Query Parsing Algorithm
Input: queryPath: the path of query
Output: queryPatternList: a collection of patterns for the query
1: query.readPath(queryPath)
2: List〈String〉 queryList = query.getQueryList();
3: queryList.forEach(queryString→{
4: BufferedReader br = new BufferedReader(new StringReader(queryString));
5: String content = br.readLine();
6: Boolean start = false;
7: while content �= ‘}’ do
8: if ‘PREFIX’ ∈ content then
9: preReplace = content.split(“ ”);

10: preReplaceMap.put(preReplace[1],preReplace[2]);
11: end if
12: if ‘{’ ∈ content then
13: start = true
14: end if
15: if start then
16: QueryModeConvert.convertQueryToModeList(content)→R;
17: end if
18: end while
19: });

Example 1. Table 4 represents a SPARQL query, {p1,p2,p3,p4} is the query pat-
tern set of this query, where pi represents the ith query pattern (i =1,2,3,4). After
we get the query pattern set of this query, we perform pattern parsing according
to the query pattern set. After parsing, it returns more fine-grained key resource
entities than the original query pattern. We put these key resource entities into
KR-POOL to form The initial set. KR-POOL is continuously updated in subse-
quent expansion operations. Figure 2 shows the key resource pool (KR-POOL)
generated after parsing, which contains the most direct resources required by
the query.
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Table 4. An example of SPARQL query

SPARQL Query Q

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX benchmark: <http://semantics.crl.ibm.com/univ-bench-dl.owl#>
SELECT ?x
WHERE {
?x rdf:type Publication . //p1
?x publicationAuthor ?y . //p2
?y rdf:type Faculty . //p3
?y isMemberOf <http://www.Department0.University0.edu> //p4
}

Fig. 2. An example of KR-POOL

4.2 Generate Reason Rule Set

In the process of knowledge reasoning, we first limit the range of resources we
need according to the query to some extent, but this is not complete. A lot of
implicit knowledge is not represented, and while the scope is defined, some rules
are no longer needed because they do not lead to new results. However, reasoning
on these rules will undoubtedly cause a waste of time, so we expand the key
resource pool and filter the rules simultaneously to form a final reason rule set.
The specific implementation details of our algorithm are shown in Algorithm 2.

Example 2. Assume that the knowledge base has two semantic data: Publica-
tion0 type Article and Publication1 type Publication. The existing terminological
triplet is Article SubclassOf Publication. The KR-POOL obtained by query pars-
ing has two resource entities, type and Publication. The rules we can match are
R1, R2, R5, O13a, O14, and O15. According to the existing conditions, R5 is
finally added to the reason rule set. The updated knowledge base is Publication0
type Article, Publication1 type Publication, and Publication1 type Publication.
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Algorithm 2. Rule Filtering Algorithm
Input: OWLOntoMap: consists of OWL ontology

queryPatternList: consists of query patterns for the query
Output: R: extends resource

FO: filter Owl
1: queryPatternList.Rs→R
2: queryPatternList.Ro→R
3: queryPatternList.Rp→R
4: while resource = R.next do
5: if resource ∈ OWLOntoMap.keySet() then
6: OWLOntoMap→FO
7: OWLOntoMap.get(resource )→R
8: end if
9: end while

The terminological triples and semantic data in the above examples are sim-
ple cases. A real situation, however, is far more complicated than this, so the
rules of selection and matching are more complex. Therefore, how to effectively
screen and match rules is a key challenge.

We illustrate the process of rule filtering with query pattern p4. Rule filtering
is a process in which the query is first decomposed in reverse, then matched with
the rules, and the rules that can produce new results are put into the reason rules
for the following reason. 1) The resource entities in KR-POOL are matched with
the results of rules in the rule table, and the variable values in the antecedents of
rules are determined by combining the known terminological triple to obtain a
new query pattern after binding. 2) The newly obtained query pattern is taken as
the target of the new round. Combined with terminological triple and rule results,
the rule antecedents are found by matching recursion. During this process, the
matching rules are added to the reason rule set, and the newly added resource
entities are added to the KR-POOL until no new matching rules or resource
entities are generated. For example, in the dashed line in Fig. 4, isMemberOf
obtains the new query mode University0 hasMember ?y according to the rules
O7 and terminological triple hasMember OWL:inverseOf isMemberOf, when we
continue the recursion with the newly obtained query pattern, we find that the
resulting reason rule set and the resource entity are not updated, and we consider
the branch terminated. The final reason rule set is O7, R4. Figure 3 shows the
updated key resource pool.

4.3 Optimizing Semantic Data

Rule filtering generates a set of reason rules by excluding rules that do not
reason the results required by the relevant query. Therefore, in the process of
reasoning on large-scale semantic data, it can effectively reduce invalid reasoning
and shorten the reasoning time. Furthermore, with the final KR-POOL, our
proposed data optimization algorithm can optimize large-scale semantic data in



390 L. Cui et al.

Fig. 3. An example of updated KR-POOL

Fig. 4. The process of generating reason rule set

advance, thereby avoiding reason on irrelevant data and further shortening the
reason time.

The data filtering process is given in Algorithm 3. According to the key
resource entities in the resource pool and large-scale semantic data, efficient
matching containing one or more key resource pool entity semantic data are
preserved for subsequent forward reasoning. Unmatched data are excluded in
advance, which not only reduces materialization time but also greatly optimizes
memory.

Example 3. Suppose the following semantic data is waiting for a reason: 1)Cleri-
calStaff0 isMemberOf University0, 2)UndergraduateStudent388 isFriendOf Asso-
ciateProfessor6, 3)UndergraduateStudent0 enrollIn University0, 4)Undergradu-
ateStudent30 hasSameHomeTownWith UndergraduateStudent349, 5)FullProfes-
sor1 type Faculty. The key resource pool is shown in Fig. 3, then data 1),3),5)
are filtered out to continue the reasoning, and data 2),4) are eliminated.
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Algorithm 3. Data filtering algorithm
Input: D: consists of RDF data

R: consists of resource
Output: AD: consists of RDF data after filter
1: while F = D.next do
2: if F.RS /∈ R and F.RO /∈ R and F.RP /∈ R then
3: Continue;
4: end if
5: F→AD
6: end while

5 The System and Implementation of SUMA-F

5.1 Architecture of SUMA-F

We implement three parts of Query Parsing Module, Rule Filter, and Data Filter
in the forward reasoning system SUMA-F. The overall system architecture is
shown in Fig. 5.

Fig. 5. Frame diagram of SUMA-F

The input of the system is Ontology, RDF data, SPARQL query, and OWL
Horst rule, and the output is query result. A total of five modules are Query
Parsing module, Rule Filter, Data Filter, Reasoner, and SPARQL Engineer.

Query Parsing Module takes queries as the input, parsing each query into
multiple query mode sets, parsing the entities in each query mode in the query
mode set, and placing the query mode related entities in the KR-POOL.

The Rule Filter module takes OWL Horst rule as input, matches the query
pattern with the rule header according to KR-POOL and query pattern output
by the Query Parsing Module, binds unknown variables with the input OWL 2
DL ontology, and continuously expands the query pattern. The matching rules
are saved into the reason rule set in the expansion process, and the KR-POOL
is updated with the newly added resource entities. This process continues recur-
sively until no new rules are generated in the reason rule set, no new resource
entities are added to the KR-POOL, and the recursion stops.
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The Data Filter module takes large-scale RDF Data as input and combines
the updated KR-POOL to match the three entities of the triple data with the
resource entities in the KR-POOL. As long as more than one entity can be
matched, the data are regarded as valid data. Otherwise, the data are discarded.
After the Data Filter module, the large-scale data screen out some irrelevant
data, and the data into the reasoning scale are greatly reduced, while reducing
the reasoning scale also has a certain optimization.

The Reasoner module uses the filtered data, and the reason rule set generated
by the Rule Filter module as the input for forward reason. The reason data and
SPARQL query are used as the input of the SPARQL Engineer to obtain the
final result.

6 Experiments

In this section, we implement our algorithm and compare it with other forward
reason systems to demonstrate the reason performance and system scalability of
SUMA-F. We simulate the dynamic database update scenario and verify that our
method can effectively adapt to the frequent data update scenario. By calculating
the percentage of irrelevant data reduced, the side reflects the optimization of
memory.

6.1 Experimental Settings

SUMA-F is implemented in Java and runs on a single-node server. The node is
based on the CentOS Linux release 7.9.2009 (Core) operating system. The CPU
is 4 cores, the model is Intel(R) Xeon(R) CPU E5-4603 0 @ 2.00 GHz, and the
memory is 128G.

Datasets. We use simulated and real datasets, and experiments are performed
on these two datasets. Since UOBM is more expressive than LUBM [23], we chose
UOBM as the simulation dataset and tested its 15 standard queries. DBpedia+
with additional tourism axioms on the DBpedia [2] dataset was selected as the
real dataset for experimental evaluation of DBpedia+ axioms and 1024 queries
against DBpedia+ provided by PAGOdA.

Baselines. We compare SUMA-F with three forward reason systems, SUMA,
Pellet, and PAGOdA. SUMA has better performance in forward reasoning. Pellet
is an OWL 2 DL reason engine and has reason completeness. PAGOdA shows
better performance in scalability, and it is based on RDFox for reason.

Evaluation Criteria. We will design experiments in the following four dimen-
sions: 1) Compare the completeness of reason with the forward reason system.
Since the current backward and hybrid reasoning systems usually do not provide
explicit instructions for completeness, we compare the completeness of our rea-
soning method with some complete forward reasoning systems on UOBM and
DBpedia+. 2) Test the data expansibility of the system. We test the scalability
of our system by recording reason and data loading times for each query on
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datasets of different sizes. 3) We also verify the effectiveness of data filtering
and rule filtering through experiments and manually simulate the reason per-
formance of our system and other forward reason systems when the database is
updated. 4) Calculating the percentage of the reduced data in the total data at
different data scales reflects the optimization of memory from the side.

6.2 Experimental Results

The Soundness and Completeness Evaluation. We compare reason com-
pleteness with SUMA, Pellet, and PAGOdA on UOBM(1), UOBM(100), and
DBpedia+, respectively. We can reflect the completeness of reasoning from the
side by counting the number of correct answers returned by different queries.
Since Pellet cannot return in time the results of queries on both UOBM(100)
and DBpedia+ datasets in a limited time, we denote the value as 0. We present
the results from the completeness experiments in Table 5. One query on the
UOBM dataset failed to return all answers. The number of correct answers that
this query should return is 2465, and the number that our method returns is
2404. Despite missing 61 pieces of data, our reason completeness is still 97.5%.
And it is speculated that the completeness of the loss is due to the existence of
complex roles and relatively complex query patterns, which will continue to be
optimized in the future. The number of queries on DBpedia+ that returned the
correct answer is 1024, which reaches the completeness of reason.

Table 5. The number of queries with correct results

Dataset SUMA-F SUMA Pellet PAGOdA

DBpedia+ 1024 1024 0 1024

UOBM(1) 14 15 15 15

UOBM(100) 14 15 0 15

The Scalability Test. We test the scalability of UOBM on different data scales.
Figure 6(a) shows the trend of data loading time as the data size increases.
Figure 6(b) shows the total reason time for 15 standard queries on different data
scales.

We test the materialization time according to different queries and compare
it with the forward reason system. In Fig. 7, the red line represents the average
materialization time, and it can be seen that the materialization time of SUMA-
F is less than that of SUMA. For the Q5 query, SUMA-F materializes in 341 ms
and returns all correct answers, while SUMA requires 543 ms.
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Fig. 6. Scalability for different data sizes on UOBM

Fig. 7. Experimental results of materialization time

We randomly select six queries with different complexity and compare them
with SUMA in terms of data loading time (Fig. 8(a)) and total reason time
(Fig. 8(b)) on DBpedia+ dataset. From the results on the experimental graph,
it can be seen that for all queries of different complexity, the reason time and
data loading time of SUMA-F are much shorter than SUMA. When processing
the three queries Q4, Q5, and Q6, due to the small number of answers, SUMA-F
greatly reduces the reasoning time through the screening mechanism.

Fig. 8. Experimental results on DBpedia+
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Effectiveness Testing of Data and Rule Filtering. We compare the changes
in reason performance of 15 queries before and after data filtering Fig. 9) and
rule filtering (Fig. 10) on the UOBM dataset. It can be seen that the data and
rule filtering method effectively improves the reason performance and reduces
the materialization time. Thus, it is proved that our algorithm is effective for
optimizing forward reason.

We manually simulate the update operation of the database, add irrelevant
data to the data set to be reasoned in different proportions, and test the change
of materialization time between SUMA-F and the traditional forward reason
system. Irrelevant data means that for a specific query, no data related to the
query answer can be inferred, that is, data that is not helpful for the enrichment
of the query answer.

Fig. 9. Results of data filtering methods

Fig. 10. Results of rule filtering methods

Traditional forward reasoning compute closures indiscriminately for such
irrelevant data, while our system avoids reasoning on such data, effectively
improving the overall performance. Figure 11 shows the change in materializa-
tion time for both systems as the proportion of irrelevant data increases. The
value of the abscissa represents the ratio of the amount of added irrelevant data
to the original data. It can be seen from the results that SUMA-F fluctuates
relatively smoothly with the update of the database. At the same time, SUMA,
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a traditional forward reason system, shows a large change in materialization
time. The updated scale gradually becomes larger, and the upward trend of
SUMA’s reasoning time becomes more and more obvious. Through the experi-
mental results, we show that SUMA-F reduces the cost of data update to a large
extent and realizes it as a forward reasoning system desensitized to data.

Fig. 11. Materialization time when the database is updated

7 Conclusion

We optimize forward reasoning in this paper with a query-based approach. KR-
POOL is generated by parsing queries to filter reason rules and data. An orig-
inally large-scale data is refined into data that may produce all the answers
required by the query. The resulting reason rule set is used to forward mate-
rialize, and the query is conducted on the materialized data set. Memory is
effectively saved by downsizing rules and data. Since only valid data and rules
are forward materialized, the reasoning efficiency is significantly improved at the
expense of a part of reasoning completeness. In the future, we will continue to
optimize the parsing order of queries and filter rules and data in a more fine-
grained way. OWL 2 DL contains more complex roles, which causes us to lose a
part of completeness in the design of the optimization forward reasoning method.
We will further study to improve the completeness of reasoning in future work.
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Appendix

Table 6. RDFS and OWL Horst rulesets

Antecedents Consequent

R1: p rdfs:domain x, s p o ⇒ s rdf:type x

R2: p rdfs:range x, s p o ⇒ o rdf:type x

R3: p rdfs:subPropertyOf q, q rdfs:subPropertyOf r ⇒ p rdfs:subPropertyOf r

R4: s p o,p rdfs:subPropertyOf q ⇒ s q o

R5: s rdf:type x, x rdfs:subClassOf y ⇒ s rdf:type y

R6: x rdfs:subClassOf y, y rdfs:subClassof z ⇒ x rdfs:subClassOf z

O1: p rdf:type owl:FunctionalProperty, u p v , u p w ⇒ v owl:sameAs w

O2: p rdf:type owl:InverseFunctionalProperty, v p u, w p u ⇒ v owl:sameAs w

O3: p rdf:type owl:SymmetricProperty,v p u ⇒ u p v

O4: p rdf:type owl:TransitiveProperty, u p w, w p v ⇒ u p v

O5: v owl:sameAs w ⇒ w owl:sameAs v

O6: v owl:sameAs w, w owl:sameAs u ⇒ v owl:sameAs u

O7a: p owl:inverseOf q, v p w ⇒ w q v

O7b: p owl:inverseOf q, v q w ⇒ w p v

O8: v rdf:type owl:Class, v owl:sameAs w ⇒ v rdfs:subClsaaOf w

O9: p rdf:type owl:Property, p owl:sameAs q ⇒ p rdfs:subPropertyOf q

O10: u p v, u owl:sameAs x, v owl:sameAs y ⇒ x p y

O11a: v owl:equivalentClass w ⇒ v rdfs:subClassOf w

O11b: v owl:equivalentClass w ⇒ w rdfs:subClassOf v

O11c: v rdfs:subClassOf w, w rdfs:subClassOf v ⇒ v rdfs:equivalentClass w

O12a: v owl:equivalentProperty w ⇒ v rdfs:subPropertyOf w

O12b: v owl:equivalentProperty w ⇒ w rdfs:subPropertyOf v

O12c: v rdfs:subPropertyOf w, w rdfs:subPropertyOf v ⇒ v rdfs:equivalentProperty w

O13a: v owl:hasValue w, v owl:onProperty p, u p w ⇒ u rdf:type v

O13b: v owl:hasValue w, v owl:onProperty p, u rdf:type v ⇒ u p w

O14: v owl:someValuesFrom w, v owl:onProperty p,u p x, x rdf:type w ⇒ u rdf:type v

O15: v owl:allValuesFrom u, v owl:onProperty p,w rdf:type v, w p x ⇒ x rdf:type u
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Abstract. With the increasing popularity of Radio Frequency Identifi-
cation (RFID) technology, indoor applications based on RFID trajectory
data analysis are becoming more and more extensive, such as personnel
location, tracking, and heat map analysis. The effectiveness of indoor
applications relies greatly on high-quality trajectory data. However, due
to the constraints of the device and environment, RFID readers will miss
reading data in real-world practice, which leads to a large number of
indoor trajectories that are incomplete. To enhance trajectory data and
support indoor applications more efficiently, many trajectory recovery
methods to infer trajectories in free space have been proposed. However,
existing methods cannot achieve automated inference and have low accu-
racy in inferring indoor trajectories. In this paper, we propose an Indoor
Trajectory Automatic Recovery framework, ITAR, to recover missing
points in indoor trajectories. ITAR adopts a sequence-to-sequence learn-
ing architecture to generate complete trajectories. We first construct a
directed graph for each trajectory and use a graph neural network to cap-
ture complex location transition patterns. Then, we propose a multi-head
attention mechanism to capture long-term correlations among trajectory
points to improve performance. We conduct extensive experiments on
synthetic and real datasets, and the results show that ITAR is superior
in performance and robustness.

Keywords: Trajectory recovery · Sequence-to-sequence model · Radio
frequency identification · Graph neural network

1 Introduction

Radio Frequency Identification (RFID) technology modernizes indoor object
tracking and monitoring systems. This technology relies on two devices: tags
(which can emit radio signals encoding identifying information) and readers
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022

Published by Springer Nature Switzerland AG 2022. All Rights Reserved

H. Gao et al. (Eds.): CollaborateCom 2022, LNICST 461, pp. 400–418, 2022.

https://doi.org/10.1007/978-3-031-24386-8_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-24386-8_22&domain=pdf
https://doi.org/10.1007/978-3-031-24386-8_22


ITAR: A Method for Indoor RFID Trajectory Automatic Recovery 401

(which detect the signals emitted by tags). Today, most RFID applications use
low-cost passive RFID tags, which are preferred for their small size, low price,
and low energy requirements. When tags attached to people or objects appear
within the reader’s detection range, the deployed RFID readers detect these tags
and the moving objects to which they are attached. Therefore, RFID technology
realizes the identification, location, and tracking of moving objects by attaching
tags on different items, such as commodities, equipment, people, etc.

Effective management of indoor RFID tracking data opens new doors for
various applications that range from monitoring to analysis of indoor moving
objects. This reason for monitoring is that knowing the trajectories of moving
assets is helpful in several applications, such as behavior and security analyses.
The reasons for such monitoring are manifold, ranging from collecting data to
support the behavior analysis over the monitored entities to ensuring security for
people and assets. For instance, information on the trajectory followed by mon-
itored people can be used to prevent or look into crimes, and detect dangerous
or suspicious situations. Furthermore, information on the trajectory followed by
a visitor inside a museum can provide very detailed context-aware information
during visiting [13].

However, the unreliability of the raw data captured by the reader is a sig-
nificant factor hindering the development of such applications. Under normal
circumstances, the missing rate of RFID data is between 30%–40% [10]. RFID
data missed come from different sources. The read events are often missed due to
reader detection capabilities, RFID tag quality, and environmental constraints
[4]. Especially in indoor environments where the signal is reflected or blocked by
different entities, which leads to readers missing reading tags nearby, that should
be detected. Due to the limitation of the acquisition conditions of indoor trajec-
tory data, it is often difficult to obtain a relatively complete record for indoor
trajectory. Therefore, it is crucial to reconstruct RFID based indoor trajectories
by estimating missing or unobserved locations.

One of the most common solutions to this problem is to impute the missing
value by comparing the incomplete trajectories with possible complete trajecto-
ries to find the most similar trajectories [12]. Their performance is acceptable
when only a small percentage of the locations are missing due to limited move-
ment during a short period. However, their performance degrades significantly
in highly sparse scenarios since they fail to model complex mobility regularities
effectively. Another line of study is to model the regularity of user transitions
among locations to impute missing locations based on the highest transition
probability of observed locations [1–3]. However, this strategy is still insufficient.
Because the observed RFID trajectory data are not uniform in time, so the tran-
sition regularity cannot be inferred for those persistently unobserved locations.
None of the above methods can capture the complex sequential dependencies or
global data correlations well in indoor environments.

With the popularity of neural networks, deep learning provides a promis-
ing computational framework for solving complex trajectory recovery tasks.
Many studies have attempted to exploit excellent modeling capacity to better
learn effective characteristics from trajectory data. Especially, Recurrent Neural
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Networks (RNN) are widely used to model sequential trajectory data [26,33].
Although these studies have improved the ability to model complex sequential
transition patterns to some extent, they only focus on the next step or short-term
location prediction. However, a framework that can better simulate movement
patterns is needed due to the high uncertainty between two consecutive record-
ings in indoor trajectories. In addition, traditional methods are often based on
the hypothesis that the missing location is known [8,19], while we usually cannot
directly predict the missing trajectory location, which requires that our method
should be able to use the global information from the entire trajectory to detect
and impute missing trajectories automatically. Therefore, it is difficult to directly
apply existing neural network-based trajectory models to indoor space trajectory
recovery tasks.

To address the above difficulties, we propose a new Indoor Trajectory Auto-
matic Recovery model named ITAR. Our model achieves automatic imputation
of incomplete indoor trajectories by adopting a classical sequence-to-sequence
generation framework (i.e., Seq2Seq). In order to effectively capture the com-
plex sequential dependencies between locations in the indoor environment, we
adopt a gated graph neural network to encode incomplete trajectories, and adopt
a gated recurrent neural network to decode the complete trajectories. Further-
more, to effectively capture the correlation between trajectory points, we employ
a multi-head attention mechanism to improve the model performance. With the
attention mechanism, our model is able to characterize long-range correlations
among trajectory points. In this manner, our model finally enables the auto-
matic imputing of incomplete trajectories and modeling of complex transition
patterns. Overall, our main contributions can be summarized as follows:

1. We propose a novel indoor trajectory recovery model for automated RFID tra-
jectory recovery. To the best of our knowledge, this is the first time that deep
learning has been applied to the RFID trajectory data imputation research
task.

2. We leverage graph neural networks for complex location transition patterns
modeling and employ a multi-head attention mechanism for capturing long-
range dependencies of indoor trajectory points.

3. We conduct comprehensive experimental studies using both real and synthetic
data. Extensive results demonstrate the superiority of the proposed model in
terms of effectiveness and robustness.

The rest of this paper is organized as follows. Section 2 presents related work.
Section 3 outlines the relevant definitions of the RFID trajectory data. Section 4
describes the trajectory recovery model in detail. Section 5 evaluates the perfor-
mance of ITAR. Section 6 concludes this paper.

2 Related Work

2.1 RFID Data Imputing

There has been considerable research interest in managing incomplete RFID
trajectory data [4,29]. Due to the detection ability of the reader, the quality of
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the RFID tag, and the environmental limitations, the phenomenon of missing
reading is unavoidable in the process of RFID data collection. Therefore, people
have proposed many solutions to impute the RFID trajectory data. Gu et al.
[11] first proposed to utilize the grouped trajectory information of monitored
objects for RFID data imputation. The trajectory information of monitored
objects is implied among massive RFID data. Hu et al. [12] proposed a motion
retrospective-based filling algorithm for RFID trajectory data. The algorithm
maintains a tracked trajectory event tree based on historical data. Zhao et al.
[32] proposed a probabilistic model to clean RFID data for object tracking, which
utilizes a Bayesian inference-based algorithm to handle RFID missed reads effi-
ciently. Baba et al. [2,3] proposed a graph model-based RFID data cleaning
method, which uses indoor deployment graphs to capture information about the
indoor environment and deployed readers and proposes a probabilistic distance
perception map to identify false negatives and recover missing information in
indoor RFID tracking data. Fazzinga et al. [5,6] proposed a probabilistic frame-
work and a grid-based filtering scheme to clean RFID data. Their solution uses
the integrity constraints implied by maps to reduce the inherent uncertainty in
trajectory data collected for RFID-monitored objects. Baba et al. [1] proposed
a multivariate hidden Markov model (IR-MHMM) to capture and recover the
RFID missing data in indoor environments. The method only needs to acquire a
small amount of information about the RFID deployment and can learn relevant
knowledge from the raw RFID data to impute the indoor trajectory.

2.2 Trajectory Recovery

The traceability of RFID data inspires us to further understand the related
research on trajectory recovery [7]. Recovering missing values for trajectories
has been an important problem for a long time. Traditional research mainly
focuses on mining frequent human movement patterns to recover relevant data.
Models such as Markov model [21] and Apriori [17] have been extensively stud-
ied. In recent years, deep learning-based models have achieved good performance.
Recurrent neural networks (RNNs) and their variants, long short-term memory
(LSTM), have been widely used for trajectory data modeling [30]. Existing work
can be mainly divided into three categories. The first approach focuses on human
mobility recovery using mobility prediction models [8,14]. However, their per-
formance declines in highly sparse scenarios because they only exploit historical
information before the missing location and fail to model the spatio-temporal
dependencies between the missing location and the locations visited afterward.
The second approach is to employ a model-based approach [19,27,28], which
captures the multi-level and changing movement patterns of humans. However,
these methods are based on the assumption that the historical trajectory of per-
sonal movement is known and is not applicable in complex transition scenarios.
Recent work in this area treats trajectory recovery problems as time series data
recovery problems [16,18]. However, this model fails to capture the complex
transition patterns among locations.
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Overall, the above methods are not suitable for RFID-based trajectory recov-
ery in indoor scenes. Most of the existing deep learning-based models focus on
recovering trajectory data in outdoor GPS-based scenes and ignore trajectory
data imputing complex transition patterns in indoor scenes. In contrast, we pro-
pose an end-to-end trajectory recovery model based on graph neural networks,
which is capable of capturing complex transition patterns and automatically
recovering incomplete trajectories.

3 Overview

3.1 Preliminaries

Definition 1: (Trajectory Point). Trajectory points refer to track monitoring
points deployed in indoor scenes. RFID reader devices are deployed at each
trajectory point. When the RFID reader detects the RFID tag attached to the
object, it will record the tag’s ID, location, time and other information. Usually,
researchers use the triple <Tagid, Loc, T ime> to represent the detected object
information. Table 1 shows the data records read by the RFID reader device,
where TagID is the unique identifier of the tag, representing the detected object.
Loc is represented by the number of the reader antenna. Different antennas are
distributed at different locations in the room, representing where objects are
detected. Time is the timestamp, indicating the time the reader read the tag.

Table 1. RFID trajectory data

Tag ID Loc Recording time

1015000A0D3E9368E58F124E 003 2022/7/30 14:20:04

101500A99E4955022988812B 001 2022/7/30 14:23:06

1015002264B2FFBE08B0027A 002 2022/7/30 14:28:12

1015002E496B6C2C93A7794C 001 2022/7/30 14:40:32

1015002E496B6C2C93A7794C 001 2022/7/30 14:42:08

. . . . . . . . .

Definition 2: (Road Network). The indoor road network is an undirected
graph G = (V,E), where V = {v1, v2, . . . , vK} represents the trajectory points
in the indoor scene, E = {e1, e2, . . . , el} refers to a set of edges that indicate
whether the two detection locations are directly reachable in the actual environ-
ment. Figure 1 is a monitoring area in an actual system. The topological map
above is the road network map from the monitoring area.

Definition 3: (Trajectory). A trajectory Tid can be defined as a chrono-
logical sequence of locations of a tag ID within a given area, i.e., Tid =
{l1id, l

2
id, . . . , l

m
id}, where each liid represents a location information in RFID triple

<TagID,Loc, T ime>. Note that if a trajectory point should have been passed
but was not observed, the location is named a missing location.
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Fig. 1. Indoor road network.

3.2 Problem Definition

Given an incomplete trajectory Tid = {l1id, l
2
id, . . . , l

m
id} for an arbitrary tag ID, we

aim to recover the complete trajectory T̃id = {l1id, l
i
id, l

j
id, . . . , l

n
id}, where lmid = lnid.

That is to say, for each incomplete trajectory Tid, we attempt to infer the missing
locations in it automatically with knowing the start and end trajectory points.

4 Methodology

To solve the indoor trajectory recovery problem, we are inspired by the classic
Seq2Seq model. The trajectory recovery problem is similar to the machine trans-
lation problem, where the incomplete trajectory Tid can be treated as the origi-
nal sentence, and the imputed trajectory T̃id can be regarded as the translated
sentence. Therefore, the Seq2Seq structure can potentially be used to solve the
trajectory recovery problem. Our model consists of three main parts. The first
part is a sequence-to-sequence (Seq2Seq) neural network model [20], which gen-
erates trajectory points incrementally. The second part is a multi-head attention
mechanism to capture the correlation between trajectory points. Our attention
mechanism considers the dependencies between locations in a global perspective.
We use the cross-entropy loss function for model training in the third part.

In this section, we specify ITAR in an asymptotic manner. In Sect. 4.1, we
firstly introduce the basic structure of a Seq2Seq-based model for solving the
trajectory automatic recovery problem. In Sect. 4.2, we incorporate multi-head
attention into Seq2Seq. Then, Sect. 4.3 trains the model by using the cross-
entropy loss function. In the following, we elaborate them in details.

4.1 Seq2seq Model

As illustrated in Fig. 2, ITAR is composed of an encoder and a decoder. The
encoder learns the spatial dependencies among the trajectory points, while the
decoder iteratively predicts the trajectory points using the previous output as
the input vector.
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Fig. 2. Structure of ITAR.

Encoder. Previous studies show that gated GNN (ggnn) is able to capture
complex transition patterns among nodes, which makes gated GNN suitable for
our problem [19]. We process each trajectory separately to capture the complex
transition patterns hidden in each trajectory. Specifically, we first construct a
directed graph for each trajectory, and then apply gated GNN on each directed
graph, which incorporates transition patterns into the encoder.

First, the graph neural network encoder constructs a graph for each incom-
plete trajectory. Given a trajectory Tid : {l1, l2, . . . , ln}, we treat each location li
as a graph node vi, (li−1, li) is considered as an edge between nodes, where the
direction of the edge is from li−1 to li. Specifically, let MI ,MO ∈ R

d×d denote the
weighted connections of incoming and outgoing edges in the trajectory graph.
For example, considering a trajectory Tid : {l1, l2, l4, l3, l2}, the corresponding
graph and matrix (i.e,MI ,MO) are shown in Fig. 3. We assign a normalized
weight to each edge, which is the number of occurrences of the edge divided by
the outdegree of that edge’s start node. ITAR updates the graph structure by
tracking the movement of tags between different locations.

Next, we describe how to embed the trajectory graph into the location vec-
tor. We first embed each location l ∈ L into an unified low-dimensional latent
space sl, and the location vector sl ∈ R

d denotes a d-dimensional latent space
location vector of l. For each location l of the trajectory, av extracts contextual
information about the neighborhood of location l in the trajectory graph, which
can be formalized as:

av = Concat (Mv
I ([s1, . . . , sN ]Wa

I + bI)
Mv

O ([s1, . . . , sN ]Wa
O + bO)) (1)
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Fig. 3. An example of a trajectory graph structure.

where Wa
I ,W

a
O ∈ R

d×d are variable parameters. bI ,bO ∈ R
d are the bias

vectors. N is the number of unique locations in the trajectory. Mv
I ,M

v
O are the

incoming and outgoing matrices of the node v in the graph corresponding to the
location l.

Finally, due to the spatial dependencies among trajectory points, we employ
a gated graph neural network as an encoder to obtain context vectors for incom-
plete trajectories. The gated graph neural network sequentially updates the hid-
den state by introducing an update gate zv and a reset gate rv, zv and rv decide
which information to keep and discard, respectively. After that, we construct the
candidate state s̃v from the previous state sv−1, the current state av and the
reset gate rv, as described in the Eq. 2. Under the control of the update gate zv,
we combine the previously hidden state sv−1 with the candidate state s̃v to get
the final state sv.

zv = σ (Wzav + Uzsv−1)
rv = σ (Wrav + Ursv−1)

s̃v = tanh (Whav + Uh (rv � sv−1))
sv = (1 − zv) � sv−1 + zv � s̃v

(2)

where Wz,Wr,Wh ∈ R
d×2d, Uz,Ur,Uh ∈ R

d×d are learnable parameters. σ
denotes the sigmoid function and � represents element-wise multiplication. sv
is the final latent location vector with transition-aware after gated graph neural
network. To simplify, for getting the context vector of incomplete trajectory, the
encoder derives the hidden state sv as:

sv = GGNN(av, sv−1) (3)
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where the last state sn will be considered as the context vector as well as the
initial hidden state for the decoder.

Decoder. The decoder is used to recover incomplete trajectories to complete
trajectories. In ITAR, we utilize gated recurrent unit (GRU) for trajectory decod-
ing because the network architecture of GRU is close to the gated graph neural
network. GRU also sequentially updates the hidden state by introducing an
update gate and a reset gate, as shown in Eq. 2. In contrast, GRU does not need
to compute trajectory graphs to obtain embeddings of spatial transition infor-
mation. At each time step, the GRU decoder decodes the input (the location
generated at the previous time step) and the encoded intermediate state into
the output location at the current time step. The decoder expresses the hidden
state obtained by each round of decoding as hj and derives it as:

hj = GRU(lj−1,hj−1) (4)

where lj−1 represents the location generated at the previous time step and hj−1

represents the intermediate hidden state. Once we get the hidden state hj from
the decoder, we use the softmax function to predict the location lj , where wl is
the l − th column vector from a trainable parameter matrix Wl.

Pr (l | hi) =
exp

(
h�
i · wl

)

∑
l′∈L exp

(
h�
i · wl′

) (5)

Furthermore, compared to other seq2seq-based applications applied to tra-
jectory recovery, our task is unique in that the length of the recovered trajectory
is unclear. RFID-based indoor trajectories are usually not sampled uniformly in
time, making the number of padding points problematic. Fortunately, we usu-
ally know the start and end locations of the target trajectory. Therefore, in the
training process, we determine whether the location has reached the end loca-
tion of the target trajectory whenever the current location is predicted. Once
the conditions are met, the task of trajectory recovery ends.

4.2 Multi-head Attention

The traditional SeqSeq structure is not ideal for long trajectory imputing. As
the trajectory sequence grows, the location information in front of the trajectory
sequence will be seriously lost. Even though many papers propose some tricks,
such as inputting sentences in reverse order (such as bidirectional LSTM model
[31]). However, the improvement in model performance is not apparent. Inspired
by the widely used attention mechanism in natural language translation [22], we
introduce an attention mechanism into the decoder to model the global corre-
lation of incomplete trajectories. On this basis, we further extend the attention
mechanism into a multi-head attention mechanism.
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The goal of the attention mechanism is to automatically extract those parts
of the incomplete trajectory relevant to the target recovery trajectory and to
represent the implicit relationship between the output and the input by gener-
ating a context vector c. Multi-head attention utilizes multiple query vectors to
compute and select multiple dimensions from the input information in parallel.
Each independent attention head focuses on different parts of the input infor-
mation, and then concentrates to get the final context cj , which is expressed
as:

cj = c(1)j ‖c(2)j ‖ . . . ‖c(H)
j (6)

Each context vector c(h)j is calculated from the weighted sum of all output
vectors s from the encoder:

c(h)j =
n∑

i=1

α
(h)
j,v sv (7)

where α
(h)
j,v represents the similarity between the query vector (i.e. current hidden

state in the decoder) and the key vector (i.e. output from the encoder), which is
formulated as:

α
(h)
j,v =

exp
(
u
(h)
j,v

)

∑N
v′=1 exp

(
u
(h)
j,v′

)

u
(h)
j,v = v(h)� · tanh

(
W(h)

h hj + W(h)
s sv

)
(8)

where W(h)
h ,W(h)

s , v(h) are learnable parameters, hj denotes the hidden location
status from the decoder and sv is the output from the encoder.

Therefore, the hidden state hj in the decoder is updated to:

hj = GRU(hj−1, lj−1, cj) (9)

4.3 Model Training

Finally, we elaborate the training process of the end-to-end trained model. We
adopt cross-entropy as the loss function:

L(θ) =−
∑

(T,T̃ )∈D

|T̃ |∑
j=1

L∑
i=1

lji log
(
l̃ji

)
(10)

where T is the incomplete trajectory, T̃ is the complete target trajectory, |T̂—
is the length of the T̃ trajectory. L is the set of indoor trajectory points, which
represents the category of the output location. l is the ground truth of the target
trajectory, and l̃j is the predicted location. D denotes a dataset consisting of
incomplete trajectories T and complete trajectories T̃ .

During the training process, we apply AdamW stochastic gradient descent to
update the parameters θ [15]. First, we construct a suitable training set including
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incomplete trajectories T and complete trajectories T̃ . Then, we initialize the
training model parameters θ and randomly shuffle the training set. Finally, we
update the ITAR parameter θ using the Eq. 10, where η is the training step size.
The Algorithm 1 illustrates the training process of the ITAR model. In addition,
our model is implemented in Python and Pytorch. All models are done on Apple
computers with M1 chips.

Algorithm 1. ITAR Training.
Input: Trajectories T , T̃ , max iteration epochs, batch size batch
Output: Trained Model θ
Construct training instances T and T̃ .
initialize the model parameters θ.
for i ∈ {1, 2, 3, . . . , epochs} do

Shuffle the training instances D into mini-batches
for j ∈ {1, 2, 3, . . . , batch} do

Calculate gradient ∇L(θ) using Eq. 10.
Update θ ← θ − η∇L(θ).

end for
end for

5 Experiment

In this section, we first introduce the relevant settings of the experiments and
then perform a performance comparison and analysis of the experimental results.

5.1 Experimental Setup

Construction of the Evaluation Set. In this experiment, we use two datasets
to demonstrate the effectiveness of our proposed algorithm, including a synthetic
dataset and an RFID tracking dataset. To facilitate trajectory recovery, we pre-
process the raw RFID data. First, we use the redundant filtering algorithm to
remove duplicate points and outliers [24], and then use environmental constraints
to impute some missing data to form the ground truth trajectory. Finally, we fil-
ter out trajectories with lengths less than 7. Table 2 summarizes the final detailed
static data for the two RFID trajectory datasets.

– Synthetic: We simulate the trajectory of objects in indoor space, record the
sampling data of objects at different trajectory points, and synthesize RFID
trajectory data accordingly. We use the original trajectory data to represent
the ground truth trajectory of the object and form incomplete trajectories
by masking different proportions of the data. Since the synthetic data is a
trajectory formed by simulation, the model will perform better.
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– RFID Tracking: We use data from an RFID-based person tracking system
as the dataset for this experiment. This dataset was collected at a product
expo held in 2018 [9]. The dataset has about 400,000 pieces of data generated
by about 10,000 tags over three days.

Table 2. Basic statistics of datasets.

Dataset Duration Average Traj length Loctions Traj pairs

Synthetic 7 days 11 36 12208

RFID tracking 3 days 14 18 4262

Evaluation Metrics. Our aim is to recover incomplete indoor trajectories. Fol-
lowing previous work [18,25], we mainly adopt three metrics Accuracy, Recall,
and Precision to demonstrate the performance of our model and baseline
methods.

Accuracy. Accuracy is the primary evaluation metric to judge whether the
predicted location is accurate. We use TP to indicate that the predicted location
matches the ground truth and FN to indicate that the predicted location does
not match. Accuracy is formulated as:

accuracy =
TP

TP + FN
(11)

Recall. Recall is defined as the proportion of correctly classified locations
to the length of the target trajectory, which can reflect the recovery trajec-
tory’s integrity. The recall calculation is shown in Eq. 12, where ∩ represents
the longest common subsequence of the recovered trajectory TR and the ground
truth TG, and || represents the length of the trajectory.

recall =
| TR ∩ TG |

| TG | (12)

Precision. Precision refers to the ratio of the number of correctly classified
locations to the length of the recovered trajectory generated by the model, which
can reflect the quality of the recovered trajectory. We use Precision to evaluate
the performance by comparing the recovered trajectory TR with the ground truth
TG. The formula of precision is:

precision =
| TR ∩ TG |

| TR | (13)
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Task Setting. For each of the two datasets, we split the dataset into training,
validation, and test sets with a split ratio of 7:2:1. Since the preprocessed trajec-
tory data is complete, we generate incomplete trajectories by randomly masking
the complete trajectories. The inherent data missing rate of data collected by
RFID equipment is 30% [10], coupled with other factors such as environmental
interference, so the missing rate in actual scenarios will be higher. We evaluate
the robustness of our ITAR by masking different rates of trajectory points. The
masking location indicates that the trajectory point is missing. We choose the
missing rate mr as 30%, 50%, 70% respectively. A higher mr indicates that the
number of missing points in the incomplete trajectory is larger, and the diffi-
culty of trajectory recovery is greater. We generate incomplete trajectories for
prediction and use the complete trajectories as the ground truth for evaluation.
We repeat the above procedure three times for reliable evaluation and report
the average results for both datasets.

Baselines. We compare the proposed ITAR with several representative base-
lines. Among them, the first is the latest RFID-based indoor trajectory data
imputation algorithm. The last three are state-of-the-art deep learning-based
trajectory imputation models which can extract more complex features.

– IR-MHMM [1]: This is the latest research in the field of RFID trajectory
recovery, which uses a Multi-variate Hidden Markov Model (IR-MHMM) to
capture and recover the missing data of RFID-based trajectory in indoor
environments.

– PeriodicMove [19]: This is a latest model-based trajectory recovery method.
It exploits gated graph neural networks to mine user movement preferences
and utilizes various attention mechanisms to model regularity and periodic
patterns of user movements. We adapt to the current task by reserving the
fill location.

– DHTR [23]: The method designs a subseq2seq model with a Kalman filter to
recover trajectories in free space. We mainly refer to the bidirectional LSTM
in the main part of the method for experimental comparison.

– MTrajRec [18]: This is the state-of-the-art method in the field of trajectory
recovery, which models the forward sequential mobility transition through a
gated neural network and will enhance the performance of trajectory recovery
with an attention mechanism. In order to adapt to our task, we only refer to
the sequence numbers of the recovered trajectories without considering the
specific coordinates of the recovered trajectories.

5.2 Result and Analysis

Overall Performance. We compare ITAR with other baseline models in terms
of Accuracy, Precision, and Precision. Table 3 gives the trajectory recovery
performance of different methods with different missing rates. We can have the
following observations.
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Table 3. Overall performance comparison in terms of Accuracy, Recall and Precision.
The best result for each evaluation metric is in bold. A larger missing rate indicates a
larger number of missing points in incomplete trajectories.

Dataset Methods 30% 50% 70%

Accuracy Recall Precision Accuracy Recall Precision Accuracy Recall Precision

Synthetic IR-MHMM 0.5213 0.6212 0.6614 0.4253 0.5023 0.5528 0.3438 0.4249 0.4423

PeriodicMove 0.8648 0.8839 0.8839 0.7413 0.8014 0.8014 0.6013 0.7333 0.7333

DHTR 0.8270 0.8687 0.8747 0.7205 0.7930 0.8036 0.5912 0.7058 0.7299

MTrajRec 0.8811 0.9108 0.9175 0.7338 0.8008 0.8112 0.6035 0.7193 0.7416

ITAR 0.9252 0.9467 0.9498 0.8067 0.8681 0.8807 0.6895 0.7936 0.8168

Tracking IR-MHMM 0.3827 0.4623 0.4766 0.3024 0.3635 0.3865 0.2283 0.3398 0.3245

PeriodicMove 0.6413 0.7812 0.7812 0.5097 0.6690 0.6690 0.4142 0.5849 0.5849

DHTR 0.6542 0.7270 0.7968 0.5147 0.6229 0.6683 0.3647 0.5272 0.6361

MTrajRec 0.6608 0.7523 0.8143 0.5278 0.6308 0.6712 0.3809 0.5533 0.6364

ITAR 0.7311 0.8243 0.8874 0.5995 0.6904 0.7303 0.4402 0.6043 0.6874

1. Traditional Hidden Markov-based approaches perform the worst among all
evaluation metrics on both datasets. Although the method attempts to find
the transition patterns of tags, its performance is still unacceptable, especially
with a high missing rate, as it fails to capture complex transition patterns
between locations.

2. In recent years, RNN-based deep learning methods have outperformed tradi-
tional methods, and state-of-the-art deep learning methods, including DHTR
and MTrajRec, have achieved satisfactory performance because they can
model simple translation patterns between locations. Although DHTR uses
bidirectional LSTM for encoding, in our application, its actual effect is no
better than that of MTrajRec with unidirectional GRU. One possible reason
is that the missing trajectory points in our scene are irregular. As a result,
the before and after dependencies between locations are not obvious. Further-
more, our ITAR achieves further performance gains over state-of-the-art deep
learning methods, as ITAR can capture complex location transition patterns.

3. ITAR outperforms all baselines on all evaluation metrics on both datasets.
These vast improvements show that our proposed ITAR can well simulate
position transition patterns to recover trajectories. When the missing rate is
50%, Accuracy, Recall, and Precision of ITAR outperform the best baseline
MTrajRec by 9.9%, 8.4%, and 8.4% on the Synthetic dataset, respectively.
Accuracy, Recall, and Precision outperform the best baseline MTrajRec
by 7.1%, 9.4%, and 8.8% on the RFID tracking dataset, which proves the
effectiveness of our ITAR in indoor trajectory recovery. The fundamental
reason for this progress is that, on the one hand, we utilize GGNN to model
complex transition patterns, and on the other hand, we employ a multi-head
attention mechanism to capture correlations between locations.

Robustness Analysis. We evaluate the robustness of ITAR by varying the
proportion of missing trajectory points. An increase in the missing rate means
an increase in the number of missing points, leading to increased uncertainty
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between any two consecutive points. We increased the percentage of missing
trajectory points in trajectories from 30% to 70%, and the results are shown
in Table 3. We can find that as the missing rate increases, the performance
of ITAR and other baselines on all evaluation metrics decreases. However, the
higher the missing rate, the more pronounced the performance improvement
of ITAR. Specifically, when the missing rate is 70%, ITAR still maintains a
good recovery effect and is better than the best baselines on average of 14.91%,
9.78%, and 9.08% in terms of Accuracy, Recall, and Precision. This validates
the robustness of our model in capturing complex transition patterns between
locations and demonstrates its robust ability to reconstruct individual indoor
trajectories.

Fig. 4. Running efficiency.

Running Efficiency. To evaluate the efficiency of ITAR, we compared the
algorithm’s running time with DHTR and MTrajRec models, which also employ
the seq2seq architecture for easy comparison. As shown in Fig. 4, we find that the
running time of ITAR and other baseline models decreases as the missing rate
increases because ITAR utilizes an automatic inference model. As the missing
rate increases, the accuracy of the model decreases, and thus the system’s run
time decreases slightly. In addition, due to the multi-head attention mechanism
adopted by ITAR, its running speed is slightly slower than that of the MTrajRec
algorithm, but the accuracy rate is much higher. Therefore, this difference can
be ignored.

Importance of the Attention Mechanism. In this section, we remove the
attention mechanism from ITAR to test its contribution, as shown in Table 4.
Results for ITAR-noAttn were significantly lower compared to ITAR. We enu-
merate the average performance change in ITAR on the two datasets after remov-
ing the attention mechanism with a missing rate of 50%. Among them, Accuracy
decreased by 32.83%, Recall decreased by 25.79%, and Precision decreased by



ITAR: A Method for Indoor RFID Trajectory Automatic Recovery 415

24.55%, which shows that the attention mechanism occupies a critical position in
our model. One possible reason is that the attention mechanism can effectively
enforce the spatial constraints on missing locations and establish dependencies
between locations.

Table 4. Importance of the attention mechanism.

Method Accuracy Recall Precision

ITAR 0.7031 0.7793 0.8055

ITAR-noatten 0.4723 0.5783 0.6077

Reduced performance 32.83% 25.79% 24.55%

Parameter Tuning. Apart from evaluating the components of our proposed
model MTrajRec, there are two important parameters to tune in our model.

Hidden size d. We refer to previous studies [19] to observe performance
changes by adjusting the hidden size d in the range of {16, 32, 64, 128, 256,
512}. From the results presented in Fig. 5, it can be seen that as the hidden
size increases, the performance gradually improves, and when it is larger than a
certain value, the performance begins to decrease slightly. On the one hand, it
shows that a moderate d can better represent the hidden information between
locations, which is enough to capture the transition patterns. On the other hand,
using redundant dimensions increases model complexity and forces the model to
overfit to training, which may reduce the generalization ability of our model on
the test set. We find that when the hidden layer size is 128, ITAR can achieve a
trade-off between model efficiency and accuracy. Therefore, the default hidden
layer size of ITAR is 128.

Fig. 5. Impart of hidden size d.
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Head number H. We adjust the head number H in the range of {1, 2, 3, 4,
5, 8}, and Fig. 6 shows the performance change. We can see that in most cases,
the number of attention heads does not show a clear trend in the performance
change, which means that the effect of attention head number is not significant.
Considering that more heads leads to stronger model expressiveness and more
computational cost, we finally fixed the number of heads to 4 in order to make
a compromise between performance and efficiency.

Fig. 6. Impart of head number H.

6 Conclusion

In this paper, we propose a novel end-to-end deep learning model ITAR for
automatic trajectory recovery in indoor spaces. We introduce a graph neural
network in the Seq2Seq model to capture complex transition patterns and employ
an attention mechanism to improve performance. We test the proposed model
with synthetic and real RFID tracking data. The experimental results show that
when the missing rate is 50%, ITAR outperforms the best baseline by 8.5%,
8.9% and 8.6% in terms of Accuracy, Recall and Precision respectively. In
future work, we plan to further enhance the proposed model by incorporating
more environmental constraints.
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Abstract. With the ubiquitous deployment of Internet of Things (IoT)
devices in many fields, more and more IoT botnets have taken a variety of
penetration methods to infect vulnerable IoT devices. Nowadays, a sub-
stantial Peer-to-Peer (P2P) IoT botnet named Pink has infected over 1.6
million IoT devices since January 2020, and its impact once exceeded other
notorious IoT botnets, such as Mirai, Hajime, Mozi, and so on. Pink is the
first IoT botnet using a hybrid topology with centralized and decentral-
ized network architectures. Its two distinct features can be summarized
as follows. (i) Different from the conventional P2P IoT botnet based on
the public Distributed Hash Table (DHT) service, Pink introduces a novel
mechanism called B-segment to build a P2P network, which makes it chal-
lenging to track the entire botnet. (ii) Pink is the first IoT botnet to lever-
age third-party services to propagate configuration files, thereby increas-
ing its resilience. In this paper, we propose an active detection method to
measure and understand the development and changes of the Pink bot-
net continuously. Through daily and continuous measuring of the Pink
botnet since January 2022, we firstly provide a comprehensive view of its
inapparent network, including bot sizes, global geographic distribution,
daily activity, configuration analysis, and Pink botnet countermeasures.
We believe that our measurement result is infinitely close to the boundary
of the Pink network. Through this study, we reveal that deeper penetra-
tion attacks are occurring in the IoT field, and there is an urgent need to
improve the security protection of IoT devices. Meanwhile, we hope that
this study can promote future research on IoT botnets.

Keywords: Botnet · P2P · C&C · IoT · Pink · Network

1 Introduction

A survey reported by IoT-Analytics reveals that 30.9 billion Internet of Things
(IoT) devices are expected to be in extensive use worldwide by 2025 [12,14].
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Unfortunately, these devices with severe flaws are prone to be infected by var-
ious IoT botnets, which fundamentally change the internet threat landscape.
Although the various attacks and vulnerabilities launched by IoT botnets have
been in-depth analyses [4,7,13], there remains much to understand about how
the underlying ecosystem work of infected IoT devices. For example: How are the
compromised IoT devices geographically distributed? How large can a global IoT
botnet grow daily? How does an IoT botnet maintain software updates rapidly
and thoroughly? To answer these questions and more, we present an in-depth
measurement and analysis of a prevalent IoT botnet, Pink, in this paper.

Pink provides three novel characteristics, which are essential forward-looking
significance for studying P2P IoT botnets. (1) Pink is the first IoT botnet with
a hybrid topology with centralized and decentralized architectures to distribute
attack instructions. The architecture can present high fault tolerance, which can
remedy a single point of failure in a central C&C network and distribute con-
figuration files in real-time. (2) Pink is the first P2P IoT botnet to apply an
anti-track mechanism. Pink customized P2P communication and mixed it into
Network Time Protocol (NTP) service. Then, the messages sent to the other
bots are difficult to be detected through network features. (3) Different from
Hajime [8] and Mozi [2], Pink is the first P2P IoT botnet built with the B-
segment mechanism instead of using the public Distributed Hash Table (DHT)
service. The advantage of the B-segment mechanism is two-fold: (i) deeper con-
cealment making up for the defect that the DHT-based mechanism is easy to be
tracked; (ii) more flexible network management by probing the alive Pink bot
in Class B IPs. We present the details of the B-segment mechanism in Sect. 2.
Therefore, the measurement and analysis of the Pink is instructive for under-
standing and governance of P2P IoT botnets. With this work, our contributions
can be summarized as follows:

• To the best of our knowledge, we are the first to elaborate a com-
prehensive study of the large-scale Pink IoT botnet. We investigate
the properties of Pink, e.g., network scale, geographical distribution, bot life-
time, communication patterns, and so on.

• We propose an active measurement method, which can not only
track Pink bots but also can be extended to other similar P2P IoT
botnets. The key novelty of this approach lies in two points: (i) It infiltrates
the entire Pink botnet by actively sending customized message packets con-
forming to known Pink bots, and (ii) It passively waits for active interaction
from more unknown zombie bots because they can sense the existence of
our probe nodes through other Pink bots. Compared with the public-DHT-
crawler-based method (adopted to measure Hajime and Mozi), our solution
can reduce unnecessary costs and apply to other IoT botnets using P2P DHT
communication.

• We offer two fundamental insights on Pink botnet from our mea-
surement study. (i) By analyzing the network behavior of prevalent Pink
binary samples, we find that P2P communication dominates in distribut-
ing config files; we believe that other P2P IoT botnets will adopt the P2P
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network construction method based on the B-segment mechanism in the
future. (ii) From the perspective of geographical distribution, 99% of Pink
bots are located in China and show a B-segment distribution with a long life-
time, suggesting that the attack target of the Pink controller is well-defined
and widely distributed in China.

2 Preliminaries

Pink is a hybrid architecture botnet with P2P and central C&C communication
patterns. This architecture enhances its robustness and facilitates the attacker’s
control of the entire botnet. In this section, we introduce Pink composition and
operation that are most relevant to our study.

2.1 Pink Composition

Through our tracking and analysis, we divided the Pink botnet into five parts:
Botmaster, Third-party, P2P, Central Command and Control (Central C&C),
and Pink bot. The structure of the Pink botnet is shown in Fig. 1. Different
from conventional IoT botnets like Hajime or Mozi that only use the DHT
method to complete configuration distribution tasks, Pink botnet has adopted
three communication patterns, including third-party, P2P communication, and
central C&C, to improve the robustness of the entire botnet. The attacker can
operate the three patterns through Botmater to send the configuration files to
Pink bots. Each component plays a different role in the botnet. We provide the
details in this section.

Fig. 1. The structure of Pink botnet.



422 B. Wang et al.

Botmaster. Pink botnet presents a command relay role, namely botmaster,
to send commands to other bots. When the attacker needs a botnet to per-
form specific actions, it only needs to send a configuration file to the Botmaster.
Then, to ensure the correct distribution of the configuration file in the botnet,
Botmaster has utilized three communication patterns, including third-party ser-
vices, P2P, and central C&C, to deliver the configuration file. After receiving
the configuration file, the Pink bot will execute the commands defined in the
new configuration file and distribute this file to its neighbor Pink bots.

Third-Party Services. Pink botnet leverages another scheme to deliver config-
uration files. The attacker uses the third-party services Github [10] and BTC [16]
to propagate the config file. First, Pink bots can leverage the transaction records
in a specific BTC wallet to obtain the topic tags related to the GitHub project.
Second, Pink bots will go through the issues of these projects and look for a
hidden Git project. This scheme has a robust anti-strike capability. The reason
is that the specified BTC wallet must be blocked to disrupt the GitHub-based
distribution logic of Pink.

B-segment. Pink botnet provides a unique mechanism that enables new Pink
bots to rapidly discover other existing Pink bots and make a connection. Its
principle is that the IPv4 address space of many vulnerable IoT devices is dis-
tributed in the same Class B network, whose first 16 bits are the network part
of the address. Therefore, a considerable number of Pink bots accumulate after
infection, resulting in their IP addresses showing the characteristics of specified
Class B distribution. Then, with the help of the fixed P2P communication port
(Network Time Protocol) in each Pink bot, the new Pink bot can discover other
Pink bots by traversing all IP addresses in the several specified Class B net-
works. Our reverse analysis of Pink binaries reveals that the infected Pink bots
tend to firstly launch a peer probe request to four Class B networks, namely
114.25.0.0/16, 36.227.0.0/16, 59.115.0.0/16, and 1.224.0.0/16, with the content
‘1C 00 00 00’ under the intension to make the connections with other Pink bots.

Central Command and Control. Another approach attackers use is to dis-
tribute config files through a centralized command-and-control server (cnc.pi-
-nklander.com) hard-coded in several Pink binaries. Therefore, it is accessible to
block the centralized communication scheme by blocking the resolution of the
domain name.

Pink Bot. The entire Pink botnet composes of various vulnerable fiber routers
based on MIPS architecture. These compromised IoT devices, namely the Pink
bot, play the core functional role in the botnet. Its functions can be summarized
as follows: (1) As a vital component of the P2P network, it leverages the B-
segment mechanism to discover other Pink bots and maintains a neighbor list to
disseminate command configuration files issued by the Botmaster hierarchically.
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(2) As an executor of a network attack, the Pink bot will follow the instructions
to respond to the target with specified attacks like DoS, HTTP message injection,
etc. (3) Distinct from the conventional IoT botnet, the Pink bot can flash the
original firmware of the fiber router to achieve long-term persistence.

2.2 Pink Operation

Although Pink bot has updated several versions since the first discovery, its
overall function and operation mechanism have not been changed significantly. In
this section, we conduct a reverse analysis of a sample captured in November 2021
to illustrate the working mechanism of the Pink botnet. We split its behavior
chain into three stages: infection, initialization, and maintenance.

Infection. Unlike the propagation method of worm-like IoT botnet Mirai [11],
the Pink botnet adopts a novel infection method, namely centralized target
scanning. During the infection phase, the Pink botnet controller will look for new
targets to infect. First, it will utilize the B-segment mechanism to enumerate all
IP addresses and scan the potential new target for specific vulnerabilities. The
operation is because many identical IoT devices are distributed in the same
Class-B IP and have the same vulnerabilities to exploitation by the attacker.
The apparent feature can help the botnet controller quickly discover potential
vulnerable IoT devices. Once the potential new target with vulnerabilities is
located, the controller will plant the new malicious sample on the new target.
In this way, Pink’s botnet proliferates and continues to expand. For instance,
the attacker leverages the vulnerability originating from misconfiguration in a
TCP-17998 control service to gain control of the relevant various fiber routers.

Initialization. The initialization stage aims to join the entire Pink botnet and
synchronize the latest configuration file. Pink is an IoT botnet with hybrid net-
work topology, including central C&C and P2P. Therefore, when a Pink sample
is planted on a vulnerable IoT device, it will attempt to discover other bots in the
P2P network and communicate with the central C&C server in its first execu-
tion. Firstly, The Pink bot binds port number 123, commonly used by the NTP
service, to communicate with other bots. Subsequently, it can launch various cus-
tomized probe requests to many IP addresses enumerated from four B-segment
addresses (“114.25.0.0/16”, “36.227.0.0/16”, “59.115.0.–0/16”, “1.224.0.0/16”)
until discovering other active Pink bots and initialize a Pink bot neighborhood
table. Simultaneously, through static reverse analysis of Pink samples, we find
that the new Pink bot will send a request to the specified central C&C server to
acquire the configuration file in the initial stage.

Maintenance. When the attacker needs the botnet to perform specific actions,
it only needs to send a customized configuration file with the latest instruction
information to any Pink bot through the P2P network or central C&C server.
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Table 1. Description of the specified fields in a config file.

Field Description

verify Timestamp when the command is issued

cncip/port Specified IP and port of the latest centralized server

dlc/dl Pink binary download URL and its Hash check value

sd0/sdp0 Specified DNS server address to resolve a DNS query

srvk Public key content (base64 encoding) of centralized server

pxy Specified proxy option

Table 1 presents the required fields in the configuration file. After completing the
initialization phase task, the Pink bot needs to maintain communication with
other bots to update the neighbor bots table and continuously obtain the new
configuration files to take corresponding actions.

2.3 Comparison of IoT Botnets

Table 2. Comparison of IoT botnets

Botnet Start Detectiona C&C Protocol Size Persistenceb Attackc

Mirai 2016 E Centralized IRC >100k W >1

Bashlite 2014 E Centralized IRC >50k W >1

Hajime 2016 M Decentralized DHT >1000k M 1

Mozi 2019 M Decentralized DHT >1000k M 2

Pink 2019 C Hybrid NTP >1500k S 4
a Detection indicates the difficulty of distinguish the C&C traffic of different
IoT botnet from the abnormal traffic. (E:Easy, M:Moderate, C:Challenging)
b Persistence represents the survivability of a Pink bot in a infected IoT
device. (W:Weak, M:Medium, S:Strong)
c Attacks describe the attack modules in the sample.

In recent years, more and more vulnerable IoT devices have been compromised
by various IoT botnets to take network attacks. Table 2 compares Pink and other
IoT botnets from seven aspects. Compared with the four widely spread exist-
ing IoT botnets, the Pink botnet has a more significant size, more sophisticated
C&C channel, more attack modules, more robust scalability, and more complete
countermeasures with vendors. The details can be summarized as follows: (1)
Although Pink emerged later than other IoT botnets, the number of IoT devices
infected by Pink is much higher than other IoT botnets, exceeding 1.5 million.
(2) Pink is the first IoT botnet with centralized and decentralized C&C chan-
nels. This hybrid network topology can not only make up for the defect of a
single point of failure but also have the characteristics of real-time command
distribution. (3) From the life cycle perspective, the lifetime of a Pink bot is
much longer than that of other IoT botnet nodes; the analysis of Pink binaries
reveals that it may be related to the ability that the Pink bot can flash the
original firmware of IoT devices and bind UDP 123 port to trick some users into
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treating them as a standard NTP service to enhance concealment; (4) From the
defense perspective, the Pink bot presents multiple countermeasures to security
researchers’ mitigation solutions; for instance, the attacker issues the commands
to shut down the service through a centralized C&C server, making the vendor
unable to patch the compromised IoT devices.

3 Measurement Method

In this section, we propose an active scanning method to infiltrate and measure
the entire Pink botnet.

3.1 Active Scanning Method

In bot-scale detection of Pink botnet, we conducted a similar breadth-first search
based on the B-segment mechanism, aiming to obtain unknown Pink bots in
hierarchical order. Based on the principles and characteristics of the Pink, we
figured out that the new Pink bot can join the Pink botnet through the built-in
eight startup B-segment addresses, as shown in Table 3.

Table 3. Eight startup B-segment IP addresses hard-coded in the Pink samples

B-segment address Ports B-segment address Ports

114.25.0.0/16 123 61.230.0.0/16 123

36.227.0.0/16 123 110.16.0.0/16 123

59.115.0.0/16 123 118.41.0.0/16 123

1.224.0.0/16 123 211.205.0.0/16 123

The execution flow of our active scanning method is composed of the following
three stages. First, we need to initialize a probing table with the above B-segment
addresses to enumerate all potential IP addresses to be scanned. After that, our
detection bots will construct a customized UDP packet with the payload ‘1C
00 00 00’ and send them to the targets above. Since the sent packets follow
the Pink communication pattern, the IP addresses of our detection bots will be
added to the Pink bot’s P2P communication table and even propagated to other
Pink bots. Consequently, there is a certain probability that our probe bots can
acquire access packets from other unknown bots in the Pink. To increase the
likelihood, we need to send customized packets to as many Pink bots as possible
above. At this point, we are unsure whether the access to our detection bots
is from the real Pink bots. Then, our detection bots will attempt to parse the
received data according to the principle of processing messages by Pink bots. If
the target bot returns a config file, it is a real Pink bot, and our detection bots
can add the resolved B-segment addresses to the probing table in Step (1) for
further processing. If the target bot returns a Network Time Protocol (NTP)
packet, it suggests the message is from a standard NTP server.



426 B. Wang et al.

Algorithm 1. Pink Bot Recognition through Received Messages
Input: Received message: Bytes sent to our measurement program;
Output: Pink bot tag : The tag represents whether the message’s source;Config file:

Parse the config file from the received message;
1: if NTP (Received message) == True then
2: // The source sending the messages is a NTP server.
3: Pink bot tag=False;
4: return;
5: end if
6: if Received message.Payload ==′ 0000001D′ then
7: // The source sending the messages is a Pink bot without C&C server.
8: Pink bot tag=True;
9: return;

10: end if
11: if Is P ink(Received message) == True then
12: // extract the config file if the received message belongs to Pink
13: Config file=Pink decrypt(Received message);
14: Pink bot tag=True;
15: end if

We utilize Algorithm 1 to present how to identify the packets related to the
Pink bots from the response packets, including NTP and Pink communication
packets, respectively. Initially, the first step is to determine the messages of NTP
servers through the timestamp feature (line 1). From the reverse analysis of sev-
eral Pink binary samples, we know that a Pink bot’s response message depends
on whether it has obtained the C&C server info when receiving a customized
UDP packet with content ‘1C 00 00 00’. If the target bot does not have C&C
information, it will respond with ‘1D 00 00 00’. When the target bot has already
gotten the C&C information, it replies with the signature of the C&C data and
the corresponding config file. Therefore, we use two branches to deal with the
response message from a Pink bot. One is to process the message with payload
‘1D 00 00 00’, which indicates that the Pink sender bot doesn’t have any C&C
server info (line 6). The other is to extract the config file from the received
message and parse the latest instruction info.

3.2 Method Evaluation

According to the key metrics for botnet structures [6], we define two evaluation
metrics, namely effectiveness ratio and bots’ daily increment, to discuss the
rationality of the active scanning method. The former metric is used to verify
the effectiveness of the active scanning method, and the latter is applied to
present that our approach can adapt to the change in Pink botnet’s scale.

Effectiveness. We distinguish the real Pink bot through the feature of whether
the communication payload contains a config file. If the received content includes
a config file, it can be considered that the bot sending this message is a real
Pink bot. We introduce a critical metric effectiveness ratio, which depicts the
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Fig. 2. Effectiveness ratio.

Fig. 3. New Pink bots.

proportion of real captured Pink bots to all collected nodes per day. It is denoted
as Vi and can be calculated as follow:

Vi =
Ψ(i)
Π(i)

(1)

The number i specifies a date, such as 2022-02-14. In the equation, Π(i) describes
the total number of captured bots perday and Ψ(i) represents the number of real
bots filtered per day from Π(i). Based on the raw packet data collected by the
active scanning method, we calculate the metric Vi from Feb 22, 2022, to Mar
9, 2022, as shown in Fig. 2. Obviously, all days’ effectiveness ratio exceeds 0.998,
suggesting that our method can collect Pink bots effectively. It should be noted
that the tiny gap from 100% represents the proportion of collected standard
NTP service, and this phenomenon cannot affect measurement results.

Bot’s Daily Increment. Figure 3 shows the number of new Pink bots captured
daily by the active scanning method. We cannot guarantee 100% coverage of all
Pink bots because some pink bots are on the periphery or even isolated. However,
We reckon that the following reasons account for why the detected bots occupy
most of the Pink network. First, the number of B-segment addresses to which the
Pink bots belong tends to be stable, with almost no new additions. Secondly, the
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number of new Pink bots added each day is relatively stable with no significant
fluctuation.

The prototype system of our active scanning method is deployed in twenty
Virtual Private Servers (VPS), and we report measurements from January 31,
2022, to April 13, 2022. Throughout our active measurement results, we col-
lected 1,542,558 unique IP addresses, most of which are located in regions like
China and South Korea. We present a detailed analysis of the Pink botnet’s
measurement in Sect. 4.

3.3 Ethical Considerations

In the scope of our study, the active scanning method only communicates with
the Pink bots’ P2P module to obtain the response packets. The operations do
not disrupt the bots or the IoT devices on which the bots execute. We have not
exploited or infiltrated any compromised IoT devices with misconfigurations or
vulnerabilities.

4 Measurement Analysis

We perform a detailed measurement analysis through the acquired bot info about
Pink. Since Pink makes full use of the NTP service to build its P2P network, we
leverage the detected IP address to identify an infected device.

4.1 One-Day Monitoring

Figure 4 presents the number of online and new bots we capture in each 5-minute
interval over a day (02/28/22). The reason why we choose this date is that our
scanning system acquires the highest number of online bots and scanning results
remain relatively stable all day.

Fig. 4. The number of online Pink bots.

Figure 4 shows that the number of distinct bots presents a periodic cycle
state and is maintained at about 2500 to 5000 every 5 min. We attribute this
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Fig. 5. The number of new Pink bots.

phenomenon to the fact that our prototype system needs to scan the Pink bots
table cyclically to determine whether the bot is online. It takes about an hour
to complete a full scan. And each small wave peak in Fig. 4 is that our scanning
method obtains new reachable bots (unknown Pink bots). Figure 5 presents the
change in the number of new Pink bots acquired every 5 min. It reveals that
the new Pink bots count during the first period increases rapidly, and when the
increment reaches the peak, it drops quickly. Subsequently, the detected incre-
ment has gradually stabilized between 50 and 100. If we regard Pink networks
as a graph, the area we acquire within two hours may only be the densest and
the most accessible part. As for the Pink bots on the periphery or temporarily
isolated, we need to continuously scan the obtained Pink bots to collect the mes-
sage from the remaining unknown Pink bots as much as possible. The smooth
increment in the latter phase of Fig. 5 reveals the number of hard-to-scan bots
in the Pink.

Fig. 6. The geographical distribution of infected devices.
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4.2 Continuous Monitoring

Under the premise of th approach in Sect. 3.1, we have taken statistics on the
total number of Pink bots from January to April 2022. To understand where
Pink infections were geographically concentrated, we extracted the recorded IP
addresses from the collected data and calculated the distribution of Pink bots
by mapping these addresses to geographic locations. Figure 6 presents the total
number of compromised devices in the primary two countries from January to
April 2022. Obviously, the geographical distribution that the bulk of Pink infec-
tions stemmed from devices located in China (99.10%) and South Korea (0.89%),
and the total number of the infected devices accounts for nearly 99.99% in the
above two countries. The remaining infection devices in the other countries do
not even exceed 0.01%, far less than the number of compromised devices in China
and South Korea. Compared with most bots infected by Mozi botnet are diverse
and widely distributed worldwide, the primary target devices of Pink infection
are fiber routers distributed in China. It suggests that the author of Pink botnet
was concerned about potential avenues in China when it was designed.

Fig. 7. The daily active bots in different regions.

Figure 7 shows the number of active Pink bots in different regions. The num-
ber of active Pink bots collected per day in China is around stable 30K and
70K. It is worth noting that Fig. 7 shows a slow recovery after a clear downward
trend in the number of active Pink bots around mid-March 2022. We combine
Fig. 5 to track Pink and attribute this phenomenon to the fierce competition
between attackers and security researchers for compromised devices. The vul-
nerability under attack originated from a TCP-17998 control service, an inter-
face for vendors to operate the machines. Since misconfiguration of the service
leads to open access in the public network, the attacker gains control of the rel-
evant fiber routers. Then, device vendors, with the assistance of a cybersecurity
company, attempt to fix the compromised devices through the above service [3].
However, the attacker sends a message to close the TCP-17998 control service
through the propagated config file in these compromised devices, cutting off the
vendor’s control over the devices. Finally, the only option left for the vendor is to
physically access the fiber router, disassemble the debugging interface or replace
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the unit. And the number of active Pink bots detected in our two figures reflects
the intensity of the war during the period.

4.3 Bot Analysis

Birth and Death. We conduct an in-depth tracking and statistical analysis of
Pink in Sect. 4.1 and Sect. 4.2. Figure 8 presents the number of births and deaths
about Pink bots per day from 3 February 2022 to 2 March 2022. The births imply
the new Pink bots are obtained every day, and deaths mean that known Pink
bots are not active now (the infected devices have been repaired by vendors or
have been offline due to network reasons). We can find that the number of Pink
bots generated accounts for a quarter of the total detected online bots per day in
the botnet, with the number of extinguished Pink bots gradually increasing. It
suggests that the entire Pink botnet is in a significant dynamic change. During
the measurement period, the number of Pink’s births just started to present
a downward trend and remained stable, while the number of deaths offered
a growth trend. The reason is that vendors and the cybersecurity community
have been working on methods to govern the Pink botnet. With the efforts of
various vendors, we firmly believe that the number of Pink’s deaths will increase
significantly, and Pinks’ births will gradually decrease.

Fig. 8. The number of birth and death bots in Pink botnet for a day.

Fig. 9. Top ten ASes ranked based on the number of Pink bot infected IP addresses.
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Bot ASes Distribution. These observations stemmed from 1,542,558 distinct
IP addresses located across 15 Autonomous Systems (ASes) spanning several
regions between January 2022 and April 2022. As already mentioned, we utilize
MaxMind’s1 GeoLite database to explore the geographic distribution of col-
lected Pink IP addresses and find that 99% of them are located in China. It
suggests that China is the region most affected by this botnet. During the ini-
tial execution of a new Pink bot, it constantly scans various IP addresses from
B-segment. It then attempts to establish connections with other compromised
bots in the Pink P2P botnet. As shown in Fig. 9, we map millions of compro-
mised devices’ IPs to their corresponding Autonomous Systems (ASes). It reveals
that 99% of the infected IPs in our collected data only reside in the top three
ASes, mainly in China. Evidently, the remaining 1% of Pink bots are spread
sporadically over random Ases spanning 15 regions. In conclusion, we can con-
clude the two interesting findings about the Pink botnet. (1) The whole Pink
botnet is primarily composed of a single type of fiber router located in China,
suggesting that the attacker has a perfect understanding of the exploit and dis-
tribution of these embedded devices. (2) The IP addresses of the compromised
devices exhibit an aggregated B-segment distribution feature, allowing attackers
to build an advanced P2P IoT botnet through enumerating and probing various
IP addresses in the B-segment table.

4.4 Evaluation

Since September 2019, Pink has undergone several iterative updates and has grad-
ually become a million-scale IoT botnet. To understand the possible network
behavior and operations of malicious Pink samples, we build an IoT sandbox vir-
tual environment to execute Pink binary samples and analyze the dynamic behav-
ior through the network traffic [15]. Through monitoring and analyzing Pink’s
binary samples, we hope to answer the following two questions: (1) How does Pink
maintain the continuous operation of the entire botnet through network behavior?
(2) During the measurement period, how often is the configuration file updated,
and what can we learn from the frequently changed config file?

Table 4. Several key fields in the common captured config file (URL1–https://gitee.
com/ghy8/bh/raw/master/dlist.txt)

verify cncip1 cncport1 dl sd0 sdp0 pxy

1646064005 78.141.194.8 35662 http://217.69.5.95:8010/dlist.txt URL1 443 1

1640971039 140.82.40.29 26022 http://209.250.247.60/dlist.txt URL1 443 1

1646064001 78.141.194.8 26022 http://80.240.25.98/dlist.txt URL1 443 1

1640971040 140.82.40.29 26022 http://217.69.5.95/dlist.txt URL1 443 1

1648784552 78.141.194.8 35778 http://217.69.5.95:8010/dlist.txt URL1 443 1

1 MaxMind: http://www.maxmind.com/en/home.

https://gitee.com/ghy8/bh/raw/master/dlist.txt
https://gitee.com/ghy8/bh/raw/master/dlist.txt
http://217.69.5.95:8010/dlist.txt
http://209.250.247.60/dlist.txt
http://80.240.25.98/dlist.txt
http://217.69.5.95/dlist.txt
http://217.69.5.95:8010/dlist.txt
http://www.maxmind.com/en/home
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Communication Traffic and Network Behavior. We leverage IoTPoT to
execute several prevalent Pink binaries and collect these samples’ communication
data [15]. As described in Sect. 2.1, Pink employs three communication modes to
propagate the config file in the botnet. Table 5 presents the proportion of com-
munication protocol packets in a Pink sample. From the Table, we can learn that
more than 85% of the communication behavior belongs to UDP protocol, and
only less than 15% is TCP protocol. The reason is that the Pink botnet primarily
constructs a P2P botnet through a customized UDP protocol (78.96%) to main-
tain communication among millions of bots. From the traffic analysis results, we
figured out that Pink bots were attempting to send customized UDP packets to
many enumerated IPs from B-segment addresses and waiting for the responses.
Since there must be a small number of Pink bots addresses in the B-segment,
traversing the IPs makes it bound to find several of them. Then the bot can
discover other active Pink bots and join the entire botnet. TCP-based P2P and
C&C communication are the other primary methods of acquiring config files.
It is worth noting that the TCP connections (5.69%) among Pink bots depend
on whether the P2P connections based on UDP protocol have been established,
indicating that UDP-based P2P connections dominate the entire botnet com-
munication. As for the centralized C&C communication, we can find that the
server address that the Pink sample communicated with has become invalid,
suggesting that updating config files through a centralized server is unreliable.
In summary, the above three network behavior of Pink bots is to acquire config
files from other Pink bots or centralized server.

Table 5. Distribution of Pink Communication Protocol. (UDP, User Datagram Proto-
col; TCP, Transmission Control Protocol; C&C, Command and Control Private Pro-
tocol;)

Protocol Packets Proportion

P2P-UDP 43141 78.96%

P2P-TCP 3109 5.69%

DNS 3494 6.4%

C&C 4891 8.95%

Configuration Analysis. The config file dominates the update of binary sam-
ples and the delivery of commands in the entire Pink botnet. Therefore, the
analysis of config file updates is critical to understanding the function of the
entire Pink botnet. As described in Sect. 2.1, we know that several fields (cncip1,
cncporta, dl, and sd0) are required during the propagation of the configuration
file in the Pink botnet. Table 4 presents several key fields in the prevalent config
file collected during the measurement period. The dl field provided a specified
download URL of the sample update, and we only captured three changes during
the measurement period. It is worth noting that the download address of this
field is prone to invalidation. We can speculate that the main reason is that the
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download server may have been countered by security researchers or shut down
by attackers.

5 Related Work

Over the last decade, attacks from IoT botnets and their variants gradually
became the primary threat to IoT devices [18]. This phenomenon attracted lots
of attention from the security community, focusing on the measurement, analy-
sis, mitigation, and disruption of IoT botnets [20]. In 2017, Antonakakis et al.
leveraged a diverse set of vantage points, including network telescope probes,
Internet-wide banner scans, IoT honeypots, command and control (C&C) milk-
ers, DNS traces, and logs provided by attack victims, to conduct a broad study of
the Mirai botnet [4]. It was the first formal step to studying and understanding
IoT botnet comprehensively. However, these measurement methods had limited
effect on understanding and analyzing decentralized P2P IoT botnets.

Other closely related IoT botnets to Pink were the widely studied Hajime [7,
9] and Mozi [1,2,19]. Both used an existing Kademlia-based DHT to distribute
C&C information, and similar active DHT measurements were performed to
track the above P2P IoT botnets. According to Hajime’s DHT design, Herwig
et al. provided over a year of retrospective measurement analysis of Hajime,
including its size, its C&C infrastructure, its evolution, and the compromised
IoT devices [8]. Tengfei et al. also measured the quick spread of the Mozi botnet
through a similar breadth-first search based on the topological structure of the
DHT network [19]. Obviously, the detection method of the two studies above was
effective for measuring P2P IoT botnets based on the DHT OVERNET network
but was not suitable for the non-DHT P2P IoT botnet like Pink; we extend it
in several key ways.

First, Pink represents a step in the evolution of the P2P IoT botnet in that
it leverages the B-segment mechanism (described in Sect. 2.1) instead of the
traditional DHT method to build its sophisticated P2P C&C infrastructure. To
obtain the infrastructure, we leverage Pink’s P2P design to infiltrate the entire
botnet and attract messages from other unknown Pink bots. Second, Pink often
updates the payloads and incorporates new attack vectors. Using the collected
data, we analyze Mozi bots’ geographical dispersion and explore the impact of
payload updates on the botnet size, location, and composition. Finally, intending
to mitigate the attacks from Pink, we summarize its network and distribution
features to speculate the possible reasons why the Pink botnet has been active
since 2020.

The most immediately related prior works were the studies of the Pink botnet
performed by 360 Netlab [3], NSFOCUS [17], and Cyware [5] in the wake of the
Pink discovery. The previous studies primarily involved short-term P2P network
measurements and reverse engineering of botnet payloads. By comparison, we
achieve more prolonged and more comprehensive studies of Pink, allowing us to
observe the distribution of bots, the lifetime of various bots, and the impact of
payload updates on the botnet.
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6 Conclusion

The Pink botnet was first discovered and analyzed by 360 Netlab in January
2020 and has been developed for nearly two years [3]. During this period, we
have witnessed its peak development and compromised over 1.6 million devices,
most of which are located in China. Pink adopts a novel P2P network establish-
ment mechanism, which needs to brute force the IP addresses in several specified
Class B IP addresses. Compared with the previous mechanism based on the pub-
lic DHT service, it can accelerate the establishment of a P2P network and make
it challenging to track the entire Pink botnet, enhancing the hidden ability.
Throughout the in-depth analysis of the communication protocol of Pink bots,
we propose an active scanning method to simulate some nodes that can commu-
nicate with Pink bots to attract responses from other unknown Pink bots. By
continuously monitoring the online bots and obtaining more unknown bots, we
conduct a comprehensive analysis of Pink’s emergency and growth, geographical
distribution, the composition of communication data, and the commands in the
configuration file. We hope these findings can serve as an alarm for vendors and
security researchers to improve the patching of vulnerable IoT devices.
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Abstract. Virtual Private Network (VPN) technology is now widely
used in various scenarios such as telecommuting. The importance of VPN
traffic identification for network security and management has increased
significantly with the development of proxy technology. Unlike other
tasks such as application classification, VPN traffic has only one flow
problem. In addition, the development of encryption technology brings
new challenges to VPN traffic identification.

This paper proposes VT-GAT, a VPN traffic graph classification
model based on Graph Attention Networks (GAT), to solve the above
problems. Compared with existing VPN encrypted traffic classification
techniques, VT-GAT solves the problem that previous techniques ignore
the graph connectivity information contained in traffic. VT-GAT first
constructs traffic behavior graphs by characterizing raw traffic data at
packet and flow levels. Then it combines graph neural networks and
attention mechanisms to extract behavioral features in the traffic graph
data automatically. Extensive experimental results on the Datacon21
dataset show that VT-GAT can achieve over 99% in all classification
metrics. Compared to existing machine learning and deep learning meth-
ods, VT-GAT improves F1-Score by about 3.02%–63.55%. In addition,
VT-GAT maintains good robustness when the number of classification
categories varies. These results demonstrate the usefulness of VT-GAT
in the VPN traffic classification.

Keywords: Traffic classification · VPN · Encrypted traffic · Graph
attention networks · Graph classification

1 Introduction

Virtual private network (VPN), a type of encrypted communication technology,
is now commonly used in various scenarios such as identity concealment, cen-
sorship avoidance, and telecommuting. Therefore, it is often used by criminals
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to engage in pornography, network intrusion, data theft, and other illegal activ-
ities. Achieving accurate VPN traffic classification is essential to preventing and
tracking cybercrime incidents.

In the early days, Deep Packet Inspection (DPI) method could obtain high
accuracy by examining packets. However, with the popularity of encryption tech-
nology, traffic content becomes unresolvable, which leads to DPI methods becom-
ing unusable. Soon after, the concept of flow is proposed. Packets with the same
quintuple information (source IP, source port, destination IP, destination port,
and IP protocol) are defined as a flow. Most of the existing encrypted traffic
classification techniques cut the traffic at packet or flow level [1] and then use
machine learning algorithms or deep learning algorithms to automatically learn
the extracted traffic features, which can often achieve good results. However,
when users use VPN applications for identity obfuscation, the number of flows
extracted from the traffic will drop dramatically. As shown in Fig. 1, the server-
side IP address and port of the packet sent by the user are replaced by the VPN
application. Therefore, VPN traffic cannot be split into multiple flows by server
IP address and port. This phenomenon is known as the only one flow prob-
lem [2]. Only one flow problem can significantly reduce the extractable traffic
features, thus severely affecting the performance of existing traffic classification
techniques.

Finding practical and robust features is a feasible way to solve the single-flow
problem. We note that previous works mainly focused on the spatio-temporal
features of traffic. Moreover, the graph connectivity behavioral features implied
by the traffic are generally ignored. Using only traditional deep learning methods
does not extract the connection behavior features of the flows quickly and effec-
tively from the existing features. Therefore, In this paper, we propose VT-GAT,
a graph neural network model that fuses graph behavior features and spatio-
temporal traffic features to address the above problems. Firstly, we extract tra-
ditional spatio-temporal traffic features and traffic behavior graph features from
the original traffic. We then use graph attention networks (GAT) [3] to learn the
combined features automatically. Compared with existing techniques, VT-GAT
enriches the traffic features by introducing traffic behavior graph information.
We conduct extensive comparison experiments between our model and other
models on the Datacon21 dataset to demonstrate the effectiveness of VT-GAT.

The contributions of this paper are summarized as follows.

1) We present a method for extracting traffic behavior graphs from VPN
encrypted traffic. It can transform the traffic classification problem into a
graph classification problem. Through experimental validation, this method
can effectively improve the model’s classification accuracy.

2) We propose the VT-GAT model based on graph attention networks. As far
as we know, this is the first model that uses graph neural networks to achieve
VPN traffic classification. VT-GAT integrates spatio-temporal features of
traffic and graph behavioral features to achieve classification, which makes up
for the shortcomings of existing techniques. Furthermore, VT-GAT enhances
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the robustness of the model by aggregating the features of neighboring nodes
based on the graph attention mechanism.

3) We present a traffic graph dataset1 suitable for VPN encrypted traffic classi-
fication. Moreover, we implement a prototype system based on the VT-GAT
model and conduct experiments on the recently released dataset Datacon21.
The experimental results show that VT-GAT achieves the best performance in
all evaluation metrics (Accuracy, Recall, Precision, and F1-Score) compared
to existing machine learning and deep learning methods.

The rest of the paper is organized as follows. Section 2 presents background
and summarises related work on traffic classification. Section 3 describes the
construction process of VT-GAT in detail. Section 4 describes the experimental
setup and analyzes the experimental results. After a brief discussion in Sect. 5,
Sect. 6 concludes the paper.

2 Background and Related Work

2.1 The only One Flow Problem Challenge

As shown in Fig. 1, the VPN application takes over the user’s traffic data in the
VPN proxy environment. In the traffic captured at the gateway, the destination
address of the traffic packets sent by the user is the VPN proxy server instead
of the actual destination address. At the VPN proxy server, the actual address
of the packet is decrypted. And these traffic packets are then sent by the proxy
server to the actual destination address. The VPN proxy is a middleman between
the user and the target server. The destination address of all traffic packets sent
by the user is the VPN proxy server. This phenomenon is the only one flow
problem [2]. As shown in Fig. 2, only one flow problem causes the traffic data
captured at the gateway to form a star-shaped network. Flow-based traffic classi-
fication methods are severely impacted due to the reduction of classifiable flows.
Only one flow problem brings a great challenge to VPN traffic classification.

2.2 Related Work

Network traffic classification techniques have been extensively studied [4]. Based
on the chronological order of technology development, we classify the related
work on traffic classification into the following three categories.

Methods Based on Rules. Rules-based traffic identification methods focus
on identifying traffic by matching feature fields. One of the most commonly used
methods is DPI. This method is widely used in traffic classification tasks such
as application identification and intrusion detection. The core principle of DPI
1 The dataset can be found at https://anonymous.4open.science/r/VPN Traffic Grap

h Dataset-EDA0. Researchers who use the dataset should indicate the source of data
by citing this paper.

https://anonymous.4open.science/r/VPN_Traffic_Graph_Dataset-EDA0
https://anonymous.4open.science/r/VPN_Traffic_Graph_Dataset-EDA0
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Fig. 1. The only one flow problem challenge

Fig. 2. Star communication network

is to use pattern matching to locate traffic. It does this by searching for specific
strings or regular expressions in the content of traffic packets, which relies on
the unencrypted transmission of traffic data [5].

In [6], the authors first develop a system called nDPI for protocol classifica-
tion using packet headers and payloads. This system supports the detection of
more than 170 protocols. In [7], the authors propose a pattern language similar
to regular expressions to summarize the rules of packet sequences, which is then
integrated into the DPI system to enhance its identification capability.
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Methods Based on Machine Learning. With the popularity of encryption
technology, DPI techniques are no longer suitable for encrypting traffic because
they match packet contents based on payload. The popularity of CDN technology
has also drastically reduced the accuracy of IP-based and port-based methods.
In addition, DPI techniques require constant manual updating of rules to adapt
to traffic changes. To solve the above problems, machine learning methods are
commonly applied to encrypted traffic classification. After feature extraction
and selection, machine learning algorithms can often achieve good classification
results.

In [8], the authors convert the number of occurrences of flow-level fea-
tures (e.g., TCP stream length, SSL/TLS handshake information type, etc.)
into frequency distributions. The frequency distribution data extracted from the
encrypted traffic is then used to identify applications by incorporating the Ran-
dom Forest. In [9], by re-labeling the data misjudged by the model through
reinforcement learning, the authors improve the classification accuracy of App-
Scanner [10]. In [11], the authors propose a more robust feature called the slid-
ing window JS divergence feature. They then use machine learning algorithms
(SVM, Random Forest, Bayesian) to learn traditional and newly discovered traf-
fic classification features. In [12], the authors propose a semi-supervised cluster-
ing technique FlowPrint. The main principle of Flowprint is to classify network
flows based on the correlation of temporal features between flow destinations.

Methods Based on Deep Learning. Machine learning methods can address
the shortcomings of rules-based methods and enable the detection of encrypted
traffic. However, machine learning methods often rely on expert experience to
filter traffic features, and feature selection needs to be updated according to
different data. Deep learning has gradually become a research hotspot favored
by scholars with its powerful automatic feature extraction capability [13]. Many
scholars use deep learning for automatic traffic feature extraction to solve the
above problem.

In [14], the authors extract the header bytes of network traffic packets and
achieve the accurate real-time traffic classification through a self-attentive mech-
anism, thus optimizing the feature extraction steps. In [15], the authors combine
convolutional auto-encoding (CAE) and convolutional neural network (CNN) to
classify encrypted traffic. In [1], the authors apply LSTM and CNN to learn
traffic’s temporal and spatial features by combining packet-level and flow-level
features, respectively. Chen et al. [2] propose a novel method called AI-FlowDet.
It leverages the CNN model to find behavior change points in traffic data.

Deep learning methods have achieved good results in some tasks such as
application classification, intrusion detection, etc. Unfortunately, the above work
lacks a targeted design for VPN traffic. There is still much room for improvement
in classification effectiveness for VPN traffic due to the only one flow problem.

In summary, with the development of encryption technology and the existence
of only one flow problem, existing techniques cannot meet the VPN encrypted
traffic classification requirements. We note that existing techniques focus only on
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the traffic’s spatio-temporal features while ignoring the traffic’s graph interaction
behavior features. Moreover, extracting graph interaction behavior features can
help improve the classification performance of VPN traffic. Therefore, we propose
VT-GAT, a VPN encrypted traffic classification method that combines spatio-
temporal features of traffic and graph interaction behavior features.

3 Methodology

In this section, we introduce the construction method of VT-GAT. First, we
introduce the method of constructing traffic behavior graphs from the original
traffic. Then we briefly describe the basic principles of graph neural networks and
graph attention networks. Finally, we show the overall structure of VT-GAT.

3.1 Traffic Behavior Graph Construction

Extraction of Node Features. Flow is one of the commonly used concepts
in traffic classification. It comprises a sequence of packets with the same IP
quintet characteristics (source IP, source port, destination IP, destination port,
and protocol). The interval between consecutive packets in a flow is less than
a fixed threshold, e.g., 10s. We obtain the node features of the traffic graph at
the flow level. First, we use a combination of IP addresses and application ports
to identify nodes uniquely. Then, we use CICFlowMeter [16,17] to extract flow
level features. For each network flow, the source and destination addresses are
determined based on the transmission direction of its first packet. After removing
irrelevant information such as IP addresses and ports, we retain seventy-seven-
dimensional features, which can be classified into the following four categories.

– Aggregate features: These features are the overall features of traffic obtained
in network flows, including total duration, the total number of packets, total
packet length, etc.

– Time features: These features mainly contain original and statistical features
associated with time, including the average time between packets sent, the
total time between packets sent, etc.

– Statistical features: These features are obtained from statistics based on
packet size (excluding aggregation features), including the number of
upstream packets per second, packet length mean value, packet length stan-
dard deviation, etc.

– Content features: These features are the features of packet content fields,
including the number of FIN packets, the number of SYN packets, the number
of ACK packets, etc.

The details of the extracted features are shown in Table 1. The flow ID iden-
tifies these features. Specifically, for a particular node p, its node features are
equal to the average of all the associated flow features. We perform Min-Max
normalization on the node features to accelerate the model training convergence.
After normalization, all data are converted to float type data in the range 0–1.
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Table 1. Flow-level features

Index Name Attributes Direction Category

1 Flow duration – All Aggregated features

2–3 Total Packet – Fwd, Bwd Aggregated features

4–5 Total Length of Packet – Fwd, Bwd Aggregated features

6–7 Header Length – Fwd, Bwd Aggregated features

8 Down/Up Ratio – All Aggregated features

9 Average Packet Size – All Aggregated features

10–11 Init Win bytes – Fwd, Bwd Aggregated features

12–13 PSH Flags – Fwd, Bwd Content features

14–15 URG Flags – Fwd, Bwd Content features

16–23 Flag Count FIN, SYN, RST, PSH, ACK,
URG, CWR, ECE

All Content features

24 Protocol – All v Content features

25–28 Flow IAT Max, Min, Mean, Std Fwd, Bwd, All Temporal features

29–38 IAT Max, Min, Mean, Std, Sum Fwd, Bwd, All Temporal features

39–42 Active Max, Min, Mean, Std All Temporal features

43–46 Idle Max, Min, Mean, Std All Temporal features

47–54 Packet Length Max, Min, Mean, Std Fwd, Bwd, All Statistical features

55 Flow Bytes/s – All Statistical features

56 Flow Packets/s – All Statistical features

57–58 Packets/s – Fwd,Bwd Statistical features

59–63 Packet Length Max,Min, Mean, Std, Variance All Statistical features

64–65 Segment Size Avg Fwd, Bwd Statistical features

66–67 Bytes/Bulk Avg Fwd, Bwd Statistical features

68–69 Packet/Bulk Avg Fwd, Bwd Statistical features

70–71 Bulk Rate Avg Fwd, Bwd Statistical features

72–73 Subflow Packets – Fwd, Bwd Statistical features

74–75 Subflow Bytes – Fwd, Bwd Statistical features

76 Act Data Pkts - Fwd Statistical features

77 Seg Size Min Fwd Statistical features

Edge Construction Method. To extract graph structure features more com-
prehensively, we use a sliding window approach to sample the graph data. Within
each traffic sliding window, we count the number of packet connections between
any two nodes. Next, an edge is constructed between the nodes with more than
one connection. VT-GAT automatically learns the weights between different
nodes through the attention mechanism. Thus the weights of all edges are set to
be equal. The combined edge data and node data are the corresponding traffic
graph data. We input all node features and edge data into the graph neural
network (GNN) [18] to reduce the reliance on expert knowledge. The complex
feature selection process can be omitted by the graph neural network’s powerful
automatic feature selection capability. As shown in Algorithm1, after generat-
ing the sliding traffic windows, all the sliding traffic windows are processed to
generate traffic graphs sequentially. Each window corresponds to the generation
of a traffic graph sample.
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Algorithm 1: The construction of the traffic behavior graph
Input: A sequence of traffic packets P , A sequence of node features F
Output: The corresponding sequence of traffic behaviour graphs

G = (g1, . . . , gn)
Set the sliding time window Ts and the sliding interval Ms, then generate a list
of sliding time window intervals T = [(L1, R1), . . . , (Ln, Rn)] using P ;

for i = 1 to n do
Filter the eligible sequences O = (O1, . . . , Om) from the time window
(Li, Ri) ∈ T ;

Initialize the dictionary of edge weights D ;
Initialize the set of edges E and the set of nodes V ;
for j = 1 to m do

Get the IP and Port information of Oj to form the source address
identification IPS1 and the destination address identification IPS2;

if IPS1 /∈ V then
Add a vertex with IPS1 to V ;

end
if IPS2 /∈ V then

Add a vertex with IPS2 to V ;
end
if (IPS1, IPS2) ∈ D then

D(IPS1, IPS2) = D(IPS1, IPS2) + 1
else

D(IPS1, IPS2) = 1
end

end

for (dl, dr) ∈ D do
E.append((dl, dr)) /* Add an edge between dl and dr to E */

end
for v ∈ Vi , f ∈ F do

update v = (v, f) /* Aggregate the feature f of node v by

identification */

end
G.append((E, V ))

end

3.2 GAT Model Construction

Graph Neural Networks and Graph Classification Tasks. Graph neu-
ral networks are a series of machine learning techniques for analyzing graph
data. Due to the mighty expressive power of GNN, the research of graph neural
networks has gradually become a hotspot in recent years [19]. The graph convo-
lutional neural network (GCN) [20] is the most classical graph neural network,
which generates embeddings representation of nodes by aggregating features of
neighbors. GAT [3] is an improved version of the GCN. It extends the basic
features of nodes through the attention mechanism.
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This paper transforms the traffic classification problem into a graph classifi-
cation problem by traffic behavior graph construction. The graph classification
task is defined as follows. We define a set of labeled graph datasets as H = (G,L),
where G is a list of graphs and L is a list of graph labels. The graph classifica-
tion task aims to learn a mapping function φ on the dataset H for predicting
the unlabeled graph sample labels.

Graph Attention Mechanism. GAT adds the attention mechanism to GCN.
During the aggregation process of the GCN, the feature weights of all adjacent
nodes are equal. In contrast, GAT uses the weighted representations of neighbor
nodes to update nodes. The calculation process of the attention score is shown
in Fig. 3. For a graph G with n nodes, the initial features of n nodes can be
expressed as H = {h1,h2, · · · ,hn} , hi ∈ R

F , i = 1, 2, · · · , n. F is the initial
feature dimension of each node. For the central node i, first, through a shared
weight matrix W of F ∗F ′, the feature transformation of node i and its neighbor
j is performed, and F ′ is the new node feature dimension. Then we calculate
the attention scores of nodes i and j and obtain the final attention coefficient
through the softmax function. This process can be expressed as follows.

zi = Whi (1)

eij = LeakeyReLU
(
aT (zi‖zj)

)
(2)

αij = softmaxj (eij) =
exp (eij)∑

k∈Ni
exp (eik)

(3)

In Eq. 2, ‖ represents the vector splicing operation, and a represents the
attention vector, which is used to convert the vector into a scalar value. (·)T
represents the vector transpose operation, eij represents the attention score.
In Eq. 3, αij represents the attention coefficient. Ni represents all first-order
neighbors of node i and includes i itself. The representation of the central node
can be updated with the weighted sum of neighbor features, as shown in Eq. 4.

h′
i = σ

⎛

⎝
∑

j∈Ni

αijzj

⎞

⎠ (4)

In Eq. 4, σ is the nonlinear activation function, and zj is the vector repre-
sentation of node j after feature transformation.

Besides, GAT uses the multi-head attention mechanism to learn node features
of different dimensions. Figure 4 describes the process of using attention heads
K = 3. Lines of different styles represent different dimensions of graph attention
calculations. Finally, GAT combines the results of K times to obtain the final
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vector representation of this node hi
′′. The formula of the multi-head attention

mechanism is as follows.

h′′
i = ‖Kk=1σ

⎛

⎝
∑

j∈Ni

αk
ijz

k
j

⎞

⎠ (5)

GAT adaptively learns the weights of different neighbor nodes from different
dimensions, which enhances the expressive ability of the graph neural network.

Fig. 3. Attention score calculation

Fig. 4. Multi-head attention mechanism

Architecture of VT-GAT Model. As shown in Fig. 5, we obtained the opti-
mal model structure after parameter optimization. The first two layers of the
VT-GAT are two consistent-shaped graph attention convolution layers. Both lay-
ers have sixty-four hidden layer cells, eight attention heads, and Relu activation
functions. Moreover, they are separated by a dropout layer with a dropout rate
of 0.5. After two graph attention convolution layers is a global average pooling
layer. Finally, there is a linear layer of size 100. The activation function of the
output node is the LogSoftmax function. LogSoftmax function can speed up the
convergence, improve data stability and prevent data overflow.
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Fig. 5. Architecture of VT-GAT for VPN encrypted traffic classification

A complete VPN traffic classification process is as follows.
Step1: Input a PCAP file containing raw traffic. This file contains multiple

packet-level traffic. Then we slice and dice the raw traffic into streams according
to quintuple information (source IP, source port, destination IP, destination port,
and IP protocol).

Step2: Select all packet and flow level data within a specific sliding time
window to build the traffic behavior graphs.

Step3: Input the data into the VT-GAT model for training and predicting.
Step4: VT-GAT outputs a label to the traffic behavior graph composed of

flows within each time window. This label represents the type of VPN application
for the multiclassification task and whether the flow is VPN application traffic
for the binary classification task.

4 Experiment Setup and Implementation

In this section, we design five VPN encrypted traffic classification experiments to
demonstrate the applicability and efficiency of VT-GAT. We compare VT-GAT
with other models and explore its robustness.

4.1 Experimental Setup

Dataset. The current dataset commonly used in VPN traffic classification is
mainly ISCX VPN-nonVPN Dataset 2016 [17], but this dataset is too obsolete.
Due to the continuous updates of technologies such as encryption technology
and CDN technology in recent years, the traffic data in the ISCX VPN-nonVPN
Dataset 2016 significantly differs from the current traffic characteristics. There-
fore, we additionally choose the Datacon21 dataset. Datacon21 dataset [21] is
released in 2021 in the DataCon2021 Big Data Security Analytics Competition.
It consists of a total of one hundred categories and 218,168 flow samples. The
traffic of this dataset is generated by automatically visiting the list of websites
in the windows platform using the selenium library. The same encrypted proxy
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software is used during the visits, and the traffic is captured simultaneously using
Tshark. We process the dataset according to the method described in Chap. 3.1
and make the processed graph dataset publicly available on the Anonymous
GitHub2.

Metrics. Accuracy, Recall, Precision, and F1-Score are common evaluation met-
rics used in data classification tasks. Moreover, Micro Metric and Macro Metric
are two commonly used evaluation metrics in multi-classification tasks. Micro
Metric is directly calculated using the overall sample, and its results may be
influenced by categories with a high number of samples. Macro Metric is calcu-
lated by category, and rare categories may influence its results. Because Accu-
racy is equal to each micro-metric (Micro-F1, Micro-Recall, Micro-Precision) in
a multi-classification task, we choose the Macro method for Recall, Precision,
and F1-Score in this paper. Assuming that there are n categories of samples
0, 1, 2, · · · , N in the dataset, we need to calculate Precision and Recall for each
category and then average them to obtain Macro-Precision and Macro-Recall.
We then calculate the F1-Score for each category and average them to obtain
the Macro-F1. Equations 6, 7, 8, 9 and 10 are the calculation method of Macro
Metric for Accuracy, Precision, Recall, and F1-Score, respectively.

– Accuracy :

Accuracy =
TP + TN

TP + FP + FN + TN
(6)

– Precision :

Precisioni =
TP i

TPi + FP i
, P recision =

1
n

×
n∑

i=1

Precisioni (7)

– Recall:

Recalli =
TP i

TP i + FN i
, Recall =

1
n

×
n∑

i=1

Recalli (8)

– F1-Score:

F1-Scorei = 2 × Precisioni × Recalli
Precisioni + Recalli

, i = 0, 1, 2, · · · , N (9)

F1-Score =
1
n

×
N∑

i=1

F1-Scorei (10)

In Eqs. 6, 7, and 8, TP refers to the number of samples whose actual and
predicted results are both positive. TN refers to the number of samples whose
actual and predicted values are negative. FP refers to the number of samples that
are predicted to be positive but whose actual value is negative. FN represents
the number of samples in which the actual value is positive, but the predicted
value is negative.
2 https://anonymous.4open.science/r/VPN Traffic Graph Dataset-EDA0.

https://anonymous.4open.science/r/VPN_Traffic_Graph_Dataset-EDA0
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Experimental Settings. VT-GAT is implemented in Python 3.8 based on
PyTorch Geometric3. Other comparison models are implemented by Keras and
sklearn. The experiments are carried out on a Ubuntu server with Intel(R)
Xeon(R) Silver 4110 8-core processor @ 2.10 GHz, 128 GB of RAM, and three
NVIDIA TITAN XPs GPUs, each having 12 GB of memory.

Baseline Models. To fully evaluate the performance of VT-GAT, we select
six classical machine learning methods (SVM, KNN, NaiveBayes, Decision Tree,
Random Forest, Logistic Regression) and three deep learning methods (DNN,
CNN, LSTM) [22] for comparison. Although these machine learning models were
proposed relatively early, these models have been fully verified in traffic classi-
fication tasks [1,23], and are currently widely used baseline models in traffic
classification. Due to the specificity of graph classification methods, we concate-
nate all flows of a single graph sample into one flow sample in the dataset of the
compared models. This setup ensures that the number of classification samples
for the other methods and VT-GAT is identical, thus ensuring fairness in the
comparison experiments. Besides, we also choose the recently proposed CLD-Net
model [22] for comparative experiments with our model.

Hyperparameter Settings. In this experiment, the training and test sets are
randomly divided in a ratio of 8:2. The sample sizes of the training and test
sets are 174,534 and 43,634, respectively. We train our model and deep learning
models using a maximum of 500 training epochs and an Adam optimizer with a
learning rate of 10−4. The activation function for all models is Relu. The DNN
model consists of three fully connected layers of size 1024, each followed by a
BatchNormalization layer. Finally, there is a fully connected layer of size 100.
The LSTM model starts with an LSTM layer of size 256, followed by three fully
connected layers of size 128, 64, and 100. The CNN model consists of two 1D
convolutional layers of size (32, 7). There are two MaxPooling layers after the
convolutional layer. Finally, there is a fully connected layer of size 100. The
sliding window size is 300 s, and the sliding interval is 100 s. In order to ensure
a fair comparison, all methods are parameterized to the best effect.

4.2 Analysis of Results

Comparison with Classical Machine Learning Algorithms. In this
section, we compare the VT-GAT model with six classical machine learning
algorithms.

In Table 2, we show the performance comparison results between VT-GAT and
other algorithms. The results show that VT-GAT outperforms the other algo-
rithms in all metrics. Due to the abnormal effect of SVM and NaiveBayes algo-
rithms, it is evident that these two algorithms are not suitable for VPN traf-
fic classification. So we do not include these two algorithms in comparison with

3 https://github.com/pyg-team/pytorch geometric.

https://github.com/pyg-team/pytorch_geometric
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Table 2. Performance comparison of VT-GAT and machine learning algorithms

Model Accuracy Precision Recall F1-Score

SVM 0.0443 0.1394 0.0468 0.0219

KNN 0.4357 0.4274 0.3620 0.3613

NaiveBayes 0.0855 0.1504 0.0691 0.0343

Decision Tree 0.9675 0.9478 0.9426 0.9448

Random Forest 0.9817 0.9747 0.9611 0.9666

Logistic Regression 0.7253 0.6634 0.6420 0.6506

VT-GAT 0.9986 0.9977 0.9961 0.9968

VT-GAT. Compared to the worst-performing algorithm (KNN), VT-GAT
improved the different classification metrics by 56.29%–63.55%. Even compared
to the best performing algorithm (Random Forest), VT-GAT improved all metrics
by 1.69%–3.5%. These results indicate that the construction of traffic graphs can
significantly help in VPN traffic classification. It is also clear from the results that
tree-based models generally perform better than other machine learning models.
This result is because flow-level traffic data is essentially tabular data. The tree-
based models generally performed better in the task of classifying tabular data.
The experimental results in this section also follow the findings of Shwartz-Ziv
et al. [24]. It can be seen from the results that some algorithms (KNN, SVM, Naive-
Bayes) perform very poorly. This result is due to the encrypted properties of VPN
traffic and the only one flow problem that loses many effective features that can
be used for classification. These algorithms cannot find practical features among
the existing features that support their classification. These reasons lead to severe
overfitting of these algorithms, resulting in poor classification results.

Comparison with Deep Learning Algorithms. In this section, we compare
the VT-GAT with deep learning algorithms (DNN, CNN, LSTM), and the results
are shown in Table 3.

Table 3. Performance comparison of VT-GAT and deep learning algorithms

Model Accuracy Precision Recall F1-Score

DNN 0.9380 0.9203 0.9109 0.9149

CNN 0.8490 0.8162 0.8055 0.8070

LSTM 0.8649 0.8292 0.8097 0.8147

VT-GAT 0.9986 0.9977 0.9961 0.9968

As can be seen from the results, VT-GAT improves by 6.06%–19.06% in
all metrics compared to other deep learning algorithms. Deep learning algo-
rithms use only the spatio-temporal features of the traffic. However, VT-GAT
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combines graph behavioral features with spatio-temporal features. By compar-
ison, we demonstrate the effectiveness of VT-GAT in introducing behavioral
features of traffic graphs. Among the various deep learning algorithms, the DNN
is more effective than the others because flow-level traffic features are closer to
tabular data. There are partial spatio-temporal correlations between the differ-
ent feature attributes, which can be learned by the time-series-based LSTM and
the spatial-based CNN. These correlations, however, are not very close. There-
fore, the performance of DNN that is more suitable for learning tabular data is
the best. In addition, Random Forest outperforms all deep learning algorithms.
This result is in line with the No Free Lunch Theorem [25]. We can conclude
that the tree model (Random Forest, Decision tree) is the most suitable flow-
based method for VPN traffic classification. However, among all types of VPN
traffic classification methods, VT-GAT is the most superior method. It can be
seen from the comparison of different indicators that the F1-Score of the DNN
model decreases more than the accuracy. This is because the F1-Score is deter-
mined by the recall and precision, and its influencing factors are more than
the accuracy, which leads to the instability of the DNN model. Decision trees
and Random Forests have similar magnitudes of change. And VT-GAT has the
smallest changes in different indicators, which also shows that VT-GAT is more
robust than other baseline models.

Performance with Different Number of Categories. The number of web-
sites and applications is exploding with Internet technology’s development. To
verify the robustness of the VT-GAT, we design experiments with different num-
bers of categories (10, 30, 50, 80, and 100, respectively). This experiment com-
pares the best-performing deep learning algorithm (DNN) and the two best-
performing machine learning algorithms (Random Forest and Decision Tree).
We randomly select a fixed number of categories for the experiments, and the
results are shown in Fig. 6 and Fig. 7.

Experimental results show that most models perform well when the number
of categories is small. As the number of categories gradually increases, the per-
formance of Random Forest, Decision Tree, and DNN show a significant decrease
by more than 1.5%. This phenomenon is expected as the increase in categories
increases the similarity between samples, thus making the classification task
more difficult. In contrast, the classification performance of VT-GAT remains
almost unchanged. The overall variation of our model is less than 0.5% and
remains at a high level, demonstrating the better robustness of VT-GAT. Fur-
thermore, VT-GAT has the potential to be applied to real-world classification
tasks for massive VPN traffic categories.

Performance Comparison of VT-GAT and CLD-Net. In order to further
verify the application effect of VT-GAT in practical scenarios, we selected the
recently proposed CLD-Net model [22] to verify it on the ISCX VPN-nonVPN
Dataset 2016 [17]. The selected task is a binary classification task, that is, to
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Fig. 6. Accuracy with different number of categories

Fig. 7. F1-Score with different number of categories

determine whether a given network flow is traffic generated by a VPN applica-
tion. The experimental results are shown in Fig. 8.

The experimental results show that the VT-GAT model is 1.38%–2.79% bet-
ter than the CLD-Net model (Accuracy: 2.79%, Precision: 1.38%, Recall: 2.11%,
F1-Score: 2.01%). It can be seen from the above results that the VT-GAT model
has good applicability in both the VPN traffic identification task and the VPN
application identification task. By relying on the solid identification ability of
VT-GAT, it helps to help trace the type of VPN application that hackers use
during the intrusion process, which is of great significance in identifying the
attacker’s identity.

Assessment of Execution Time. In order to better evaluate the performance
of the model, we conduct a time performance comparison experiment. Since
the training part of the supervised model can be performed in advance, we do
not compare the model training time. In addition, most of the time cost of
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Fig. 8. Comparison of CLD-Net and VT-GAT

the model inference process is in the data feature preprocessing part, and the
actual inference time (excluding the preprocessing process) of all methods can be
completed within 30 s. The total inference time for flow-based methods is similar.
Therefore, we only select the graph-based model VT-GAT for comparison with
the flow-based model Random Forest. The experimental results are shown in
Fig. 9.

Results show that VT-GAT can complete the prediction of thousand-level
flow data within 3 min. The statistics show that the inference time consumption
of VT-GAT in all orders of magnitude is about 3.4–7.4 times that of the Random
Forest. Since VT-GAT needs to construct the traffic graph data, it has more
time overhead than flow-based methods. Although the classification accuracy of
Random Forest is not as good as that of VT-GAT, it runs very efficiently. As the
size of the data increases, the time overhead for the feature extraction part also

Fig. 9. Inference time comparison of different algorithms
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reaches hourly levels. It can be considered to reduce the time cost of the data
preprocessing part by parallelizing. Random Forest and VT-GAT have taken
approximately 89 min and 406 min to predict the entire dataset (about 3.7 GB,
including training set and test set).

5 Discussion

VT-GAT solves the problem that the existing VPN traffic classification tech-
niques are generally ineffective due to only one flow problem. However, there
are some shortcomings. First, our model can only identify the categories in the
training data due to the supervised algorithm. It is almost impossible to col-
lect the traffic of all websites or applications in a realistic environment. Some
semi-supervised methods (e.g., FlowPrint [12]) can identify unknown categories,
although their accuracy cannot match that of VT-GAT.

Secondly, during data collection, only one category of traffic is collected at
the same time. In the real world, there may be multiple types of traffic generated
at the same time. In the graph classification, the same graph may contain traffic
data generated by different applications. To alleviate this problem, we use sliding
windows to find the splitting points of traffic between different categories. How-
ever, the performance of VT-GAT may be degraded when there are no obvious
traffic splitting points.

Our model will be further enhanced to address the above problem in future
work. Graph contrast learning [18] is a self-supervised learning algorithm for
graph data, which can solve the problem of graph data with missing labels
or complex labeling. By introducing graph contrast learning, we can solve the
problem that VT-GAT cannot identify unseen categories. In addition, during
the traffic interaction, a flow is intuitively seen as an edge connecting two nodes.
VT-GAT transforms edge features to node features while building the graph
and then transforms the edge classification problem into a graph classification
problem. We can modify the structure of the graph neural network to implement
edge classification directly. In the edge classification task, an edge has a label.
It is reasonable to include different labels within a single graph. So there is no
need to find traffic splitting points.

6 Conclusion

There is a problem of only one flow in VPN traffic, which seriously affects the
classification effectiveness of existing techniques. We propose a graph-based VPN
traffic classification model VT-GAT to solve this problem. Moreover, we develop
a traffic graph construction method to handle VPN traffic. The traffic graph data
generated by VT-GAT contains the interaction behavior relationships between
nodes, which is crucial for VPN traffic classification. Compared to existing tech-
niques, our model supplements the traffic interaction behavior features based on
the original spatio-temporal features and automatically learns the traffic graph
differences among different categories via GAT. In addition, we release a traffic
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graph dataset that is useful for classifying VPN traffic. The results of compar-
ative experiments on the Datacon21 dataset show that VT-GAT significantly
improves all metrics compared to existing machine learning and deep learn-
ing methods (Accuracy: 1.69%–56.29%, Precision: 2.3%–57.03%, Recall: 3.5%–
63.41% and F1-Score: 3.02%–63.55%). These results illustrate the great potential
of GNN-based traffic classification methods for the VPN traffic classification.

In future work, we plan to use self-supervised learning methods to enhance
our model.
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Abstract. Landmark detection technology has a wide range of applications in
people’s lives, including map correcting, localization and navigation, etc. Besides,
landmarks are also utilized to label different areas for automatic floor plan con-
struction. Currently, vision-based landmark detection methods have some lim-
itations, such as light, camera shaking, and privacy-invasive. In addition, deep
learning-basedmethods increase the time consumption ofmarking labels due to the
huge requirement for data. Targeting the above challenges, our work first proposes
a landmark detection approach based on Human Activity Recognition (HAR) for
automatic floor plan construction, which introduces a self-attention model to rec-
ognize various landmarks by walker’s daily activities due to their strong correla-
tion. First, the accelerometer and gyroscope sensor data are extracted and elimi-
nated by a Gaussian filter and are divided into the same length segments by slide
window. Next, it is input into the self-attention network to train a human activity
recognition model. Finally, the corresponding relationship between human activi-
ties and landmarks is created to detect landmarks through the trained HARmodel.
Empirical results on two publicly available USC-HAD and OPPORTUNITY
datasets show our proposed approach can recognize landmarks effectively.

Keywords: Landmark detection · Automatic floor plan construction · Human
activity recognition · Sensors · Self-attention

1 Introduction

Recently, localization is the technique to determine the position of an object or a person
[1]. An indoor localization system is a system that attempts to find the accurate position
of the object inside a building, mall, etc. The popularity of mobile computing [2–6]
stimulates extensive research on the localization of persons or assets. In the present era
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of mobile devices, location information is crucial in a wide range of applications such as
manufacturing, healthcare, etc. In order tomeet the user’s needs, the location information
of persons or assets is required which can be provided by the indoor localization system,
which tries to identify the position of moving devices with the help of some fixed nodes
and somemobile computing devices [7].However, floor plan construction is an important
stage to achieve accurate indoor localization.

Currently, there are numerous approaches to automatic floor plan construction that
have been proposed [8–10], because floor plan construction is an important stage to
achieve accurate indoor localization. Most maps lack labels for different spaces, they
just construct the outline of buildings [11]. However, it is necessary to name some special
places, such as where is a bedroom, where is a stair, where is the door of the kitchen,
etc. Thus, labeling these spaces using landmarks becomes a good choice. Landmarks
that are frequently used include some special structures of buildings or roads, some
symbolic objects, etc. In an indoor environment, daily landmarks include doors, stairs,
beds, chairs, etc., which often cause humans to perform some special actions, such as
walking upstairs or downstairs, opening or closing a door, and sleeping, as shown in
Fig. 1.

Fig. 1. Landmarks in our daily life

A great deal of landmark detection methods has been published [12–15] due to their
importance in marking areas for automatic floor plan construction and assisting in the
construction of sparse maps. These landmark detection approaches can be divided into
two categories: signal-based [16–18] and vision-based [19–21]. Vision-based are using
computer vision technology to detect special objects as landmarks, but the limitation of
these approaches includes two aspects, on one hand, the estimation accuracy is signifi-
cantly affected by light and camera shaking. Meanwhile, the vision-based methods have
a common privacy-invasive issue that are people concerned about. On the other hand,
the data-driven landmark detection method based on deep learning algorithms [22, 23]
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is more popular due to its automatic feature extraction capabilities rather than mandate
domain knowledge to craft shallow heuristic features, but deep learning methods require
massive training data, which means people have to spend a lot of time labeling a large
amount of data for training a reliable model, as a result, it dramatically increases the
workload of manually signing labels. Compared to vision-based methods, signal-based
such as radar, lidar,wifi, etc. have themultipath effect issue, and the performance changes
with surroundings, which causes an unstable system. Meanwhile, deployment is more
complex than mobile sensors. For example, in [16], scattering information from the
polarimetric radar is used to detect point-shaped landmarks, which don’t consider line-
shaped landmarks, meanwhile, the scattering information is unstable and easily changes
with surroundings. In [21], drogue’s landmark detection is developed for autonomous
aerial refueling of unmanned aerial vehicles, but the jitter of the camera or drogue in
the air and the change of light will have a great impact to measure the position. But
mobile and wearable sensors, particularly tiny sensors not only avoid being disturbed
by the shape and surroundings of landmarks but also overcome the limitation of light
and shaking of the camera.

Nevertheless, landmark detection approaches based on mobile or wearable sensors
avoid the huge workload of labeling, because the label is just recorded when collecting
data rather than marking objects from pictures one by one. Meanwhile, it also does
not need to extract features from pictures to detect landmarks. Motivated by the above
reasons, we introduce a unified and novel landmark detection method for automatic floor
plan construction based on human activity recognition (HAR) using the self-attention
network, where HAR is firstly adopted to detect the landmark in an indoor environment
owing to the close relationship between human daily activities and landmarks. The
reason whywe choose a self-attention network is that it not only gets the global and local
connection synchronously within one step but also will not be limited by the sequence
length for the capture of long-term dependence like the RNN network. Meanwhile, the
results of each step do not depend on the previous step and can be made into a parallel
mode. Compared with CNN and RNN, the parameters are fewer and the complexity of
the model is lower. Compared to the other landmark detection methods, our approaches
not only avoid the negative impact of light and camera shaking but also solve the privacy-
invasive problem. Meanwhile, the workload of labeling data decreases significantly for
experiment operators due to the convenience of only recording the labels when collecting
sensor data of different activities. The process of our approach is as follows, firstly,
the timestep records, accelerometer, gyroscope, and IMU data are input into a sensor
modality attention to calculate the attention score, and then, these attention scores are
utilized to infer the relative weights of each time-step in the sequence and transform
the presentation of each time-step. Following that, global temporal attention is used to
rank the importance when predicting the categories of human behaviors. What’s more,
the human activity model based on self-attention is trained. Finally, the trained HAR
model is utilized to recognize human daily activities, which means the landmarks also
are detected according to the corresponding relationship between human activities and
landmarks, so the name of labels in the floor plan can be obtained. The main novelties of
this paper include 1) firstly proposing to build the corresponding relationship between
waypoints and human daily activities for the automatic landmark detection task, which
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is different from vision-based methods in this domain, this approach is a scheme with
fewer privacy issues for detecting landmarks automatically through human behaviors
rather than using images. 2) developing a novel landmark detection based on human
activity recognition for automatic floor plan construction. Currently, the state-of-the-art
vision-based landmark detection approaches have common issues: camera shaking and
light changing. For signal-basedmethods, the surroundings changes will cause landmark
estimation error, which is unstable. But our proposed method overcomes the limitation
of vision-based and signal-basedmethods and enhanced the robustness. 3) automatically
labeling areas, such as where is the bedroom, kitchen, etc.

The rest of the paper is organized as follows. The related work is covered in Sect. 2.
Section 3 will present the proposed methodology, including the framework, sensor
modality attention, self-attention block, global temporal attention, and landmark detec-
tion. Finally, in Sect. 4, the performance of the proposed approach will be shown, and
the following is the conclusion and future work.

2 Related Work

With the development of automatic floor plan construction technologies, more and more
landmark detection methods are being used to assist in labeling different areas in a
floor plan using these recognized landmarks. Typical landmark detection can be divided
into three categories: image-based and signal-based. The image-based methods extract
features from a set of pictures near the landmarks, while the signal-based is to receives
the flection signals as the features to identify landmarks.

The majority of landmark detection is based on images, with machine learning or
deep learning algorithms extracting features. For instance, Rous et al. [20] developed a
natural landmark detection model based on a priori knowledge of the shape and func-
tionality of searched structures, which combines region based as well as edge-based
elements to detect indoor landmarks, especially for these have clear line structures and
large homogenous color surfaces. But the model is unstable due to the lighting fluc-
tuations. Zheng et al. [22] designed an efficient and robust landmark detection model
using 3D deep learning in volumetric data, which greatly improves the detection speed
and generalization capability, however, it is still more time-consuming than the current
methods due to the double training process. Han et al. [24] proposed a multi-resolution
regression-guided landmark detection frame to recover Haar-like appearance features
from CT pictures and locate human organs, this framework overcame the problem of
inaccurate matching due to the distant and changed corresponding structures. Unfortu-
nately, the performance is poor for identifying larger organs. Likewise, A large-scale
anatomical landmarks detection approach is presented by Zhang et al. [25], compared
to other methods, this algorithm greatly reduces the requirement for training data, how-
ever, the fixed patch size used caused the high difference between various landmarks.
Jheng et al. [26] demonstrated a convolutional neural network (CNN)-based algorithm
(GUTAID) for landmark detection, which achieved and further characterize polyps for
optical diagnosis. But the experimental images are not enough, and some images are not
high-definition images. On the whole, the common limitations of these landmark detec-
tion approaches are the high requirement for light and heavy workload of data labeling.
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Zhang, Z. et al. [27]. Designed an optimal facial landmark detection model based on
Deep Convolutional Network (TCDCN), which successfully uses the back-propagation
algorithm to enhance the generalization, unfortunately, the number of tasks is limited.
Liu et al. [28] confuse millimeter-wave radar and camera to improve the performance
of target recognition and the environmental awareness capabilities of the autonomous
vehicle under severe weather conditions but the efficiency will face the challenge of one-
way sensor failure. Wang et al. [29] introduce the fine-grained channel state information
(CSI) from off-the-shelf WiFi to detect users’ baggage, this scheme is low-cost and eli-
gible for deployment, but the performance is easily disturbed by bag material. Beltrán
et al. [30] first design an efficient LiDAR-based 3D object detection for driving environ-
ments by using a state-of-art CNN framework, which is suitable for on-board operation,
however, the number of channels is limited, which causes the loss of some discrimina-
tive features and lower the performance of this method. Zhou et al. [11] introduce an
Activity Landmarkbased Indoor Mapping system via Crowdsourcing (ALIMC), which
constructs the landmark-based indoor map without any prior knowledge by connecting
human activity patterns with the landmarks, but all these activities can not be recognized
by a common model and the accuracies of the traditional detection algorithms are not
better than deep learning methods. Zhou et al. [31] develop a fast, fine-grained, and
low-cost floor plan construction system using sound signals suitable for heterogeneous
microphones on commodity smartphones, which achieves good performance, unfortu-
nately, the sound signals are easy to be distributed by noise from surroundings, which
causes the bad robustness.

Many publications focus on human activity recognition [32, 33], including wearable
sensor-based HAR and vision-based HAR. Varshney et al. [34] introduced the multiple
CNN streams to recognize human activities from video by fusing spatial and temporal
information, where the average and convolution fusion methods are discussed. Although
this method outperforms other approaches, the model does not support multiple input
modalities. Liu et al. [35] proposed a compound deep neural network including two
sub-networks to generate optical flow images and extract the spatial-temporal informa-
tion fromRGB images respectively, and the spatial-temporal information is integrated to
recognize human activities. Although this method achieves a good result, the complexity
of network the remains to be improved. A human activity behavior based on stacked
sparse autoencoder, and the history of binary motion image is shown by Gnouma et al.
[36], which simplified the complexity of silhouette extraction, the limitation of this
method is only some special behaviors can be identified. Snoun et al. [37] recognized
activities using fine-tuning pre-trained CNNs via human skeletons from the frames,
although it almost achieved good accuracy, the performance heavily relies on the result
of pose estimation. Murad et al. [38] develop a HAR framework based on deep recur-
rent neural networks (DRNNs), which can process the variable-length sequences from
the input layer, however, the data used is small scale and the generalization is poor.
The embedding-based inception neural network and recurrent neural network landmark
detection are developed by Xu et al. [39] to classify actions with multi-dimensional
features, achieving high accuracy and good generalization, but the kernel size of the
model remains optimized. A pattern-based HAR model is proposed by Zhang et al.
[40], which established a correlation between signal variation from diffraction sensors
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and human actions so as to match them. Similar to Zhang, Yan et al. [41] designed a
WiAct to recognize activities through the correlations between body movement and the
changes of Channel State Information (CSI) signals changes due to various human activ-
ities. However, the two approaches are disturbed heavily by noise and the signal is easy
to be sheltered. Bashar et al. [42] produced a time-frequency-based human activities
recognition model using activity-driven hand-crafted features, which achieve compa-
rable accuracy and reduce the computation time, but the production of hand-crafted
features is time-consuming.

3 Methodology

This section describes the details of our landmark detection approach, the aim of this
method is to train a landmark detection model based on human activity pattern recog-
nition by introducing a self-attention mechanism without any recurrent architectures.
The method includes four parts: sensor modality attention, self-attention block, global
temporal attention, and landmark detection, the detailed specification is shown in the
below subsequent sections.

3.1 The Framework of Our Proposed Method

The framework of the proposed approach is illustrated in Fig. 2, the accelerometer and
gyroscope data are denoised through a Gaussian filter and then the sensor modality
attention is utilized to calculate the weight of the two sensor’s data according to their
attention score respectively. Following this, the weighted sensor data are transferred
into a fixed-size vector over single time steps through a 1-D convolution. Afterward,
the values of the two math functions: sine and cosine, are added to the fixed vectors for
encoding the position information of the samples in the sequence. Except for that, the
feature presentation is scaled through the sqrt function and input into the self-attention
block model.

In the self-attention block, the dot product is applied to obtain the new feature
presentation of each time step and this newpresentation is the input of the global temporal
attention layer, and this layer generates the final feature presentation through learning
parameters to set varying attention across the temporal dimension [43], Finally, the final
feature presentation is utilized by the fully connected and soft-max layers.

3.2 Sensor Modality Attention

The aim of the sensor modality attention mechanism is to obtain the various contribution
from the different modalities of sensors and then reduce the impact of lower contribution
sensor data, taking sitting as an example, the data from these sensors placed on people’s
legs contain lower information, so the sensor modality attention mechanism is used
to reduce the related weights. It means the sensor modality attention can capture the
dependencies through learning such relationships using 2-Dconvolution across time-step
and sensor values [43].
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Fig. 2. The framework of our proposed method.

Firstly, the sensor data is converted to single-channel data, and then k convolutional
filters are introduced to reshape the single-channel data into k channels data. Following
this, the k channel data are converted back to one-channel data using a single convolution.
To generate different attention scores for the variousmodality of sensors, the sensor-wise
soft-max function is applied, the definition of this sensor-wise is as follows:

S(ti)
k = exp(qtik )∑

k
exp(qtik )

(1)

In this equation, k is the label of sensors. Thus, the weight of the input can be
calculated by this equation. Besides, the sensor modality attention also provides feature
maps to show the interpretation of this model.

3.3 Self-attention Block

Self-attention layer is the core layer, which consists of self-attention blocks and each
block also contains one multi-headed self-attention and one position-wise feed-forward
layer [Saif Mahmud]. There are two main functions for this self-attention, one is to infer
the relative weights of each time step in the sequence according to the similarity between
this time step and all other time steps, and the other is that the feature presentation of
each time step is transformed through building the relationship between the weights and
the importance of information from other time-steps. Equation (2) show the process of
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calculation [Attention Is All You Need].

Ahs(Q,K,V ) = softmax(
Q · KT

√
dk

)V (2)

In Eq. (2), the (Q, K, V) indicates the learned linear transformation of input, Q, K,
and V are key, query, and value respectively. In other words, the transformed vector
of one specific time step can integrate the query, which is compared to the key vector
at every other time step using a dot product. Following that, the dot product value is
scaled by

√
dk and the soft-max function is used to normalize these values, the output of

softmax is the attention score. Finally, the weighted representation of the value vectors
for each of the time steps is inferred by the attention score.

To capture muti-aspects attention score, multi-headed self-attention is developed,
and each head can parallel compute the attention value of the corresponding aspects.
As shown in (2), the hs presents the output of the head s, when all attention heads are
concatenated to calculate the corresponding attention scores, these scores are converted
back to the score dimension produced by the single attention head using the learned
parameter. As shown in Eq. (3).

M = R · concat(Ah1 ,Ah2 , ...Ahn−1 ,Ahn) (3)

In this equation,R is the learned parameter. In addition, every position in one block is
corresponding to the position-wise feed-forward layer independently, which means the
weights of the same block are consistent, but it is different across the blocks. Meanwhile,
both sub-layers include one normalization layer and one residual connection.

3.4 Global Temporal Attention

TO rank the importance when predicting the categories of human behaviors, the atten-
tion score of each time-step output from the self-attention blocks and learned related
parameters are input into the global temporal attention model. Firstly, the function Cs is
built for capturing the temporal context when calculating the attention score, as shown
in Eq. (4).

C(ti) = tanh(R · S(ti) + P) (4)

In Eq. (4), R and P are the learned parameters generated from self-attention blocks.

ψ(ti) = exp((C(ti))T · Cs)
∑

t exp(C
(ti) · Cs)

(5)

As for the ranking, which is calculated by Eq. (5) and utilized to produce a weighted
average of the representations of all the time steps in an activity window [], meanwhile,
it is input into the feed-forward layers as a feature vector to classify human behaviors.

Ni =
∑

t

ψ(ti)S(ti) (6)

Finally, the weights of all time steps are used to calculate the weighted summation
by Eq. (6), which also forms a feature vector. To improve the efficiency of training, the
dropout layer is added to the self-attention blocks and the fully connected layer, which
is also used after positional encoding.
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3.5 Landmark Detection

Compared to image-based and appearance-based landmark detection technology, our
approach estimates landmarks through human activity recognition based on a self-
attention mechanism, the advantage of our method is that it is not affected by the light
and appearance of objects. However, how constructing the relationship between human
behaviors and landmarks is a key stage. As we know, the area of human activities and
landmarks are the same placewhen people take activities, which indicates human actions
and landmarks are interchangeable. Thus, the correlation between human behaviors and
landmarks of our work is constructed and shown in Table 1. 12 kinds of human daily
activities, containing: walking upstairs and downstairs, up and down elevators, sitting
and sleeping, opening and closing doors, opening and closing fridges, and opening and
closing dishwashers, are correlated with 6 common landmarks: stair, elevator, chair, bed
(bedroom), door, fridge, and dishwasher (kitchen).

From Table 1, it is obvious that different human activities have corresponding land-
marks. So, these landmarks are recognized easily when the related human behaviors are
classified accurately through the self-attention mechanism.

Table 1. The correlation between human behaviors and landmarks.

Behavior Landmark Behavior Landmark

Up/downstairs Stair Open/close a door Door

Up/down elevators Elevator Open/close fridges Fridge

Sitting Chair Open/close dishwashers Dishwasher (kitchen)

Sleeping Bed (bedroom) \ \

To estimate the performance of different algorithms for landmark detection, this
paper introduces the macro average F1-score (MAF1-score) as the metric, as shown in
Eq. (7).

MAF1_score = 1

|N |
N∑

j=1

2 ∗ Pj ∗ Rej
Pj + Rej

(7)

In this equation, N is the class quantity of human activities, j is the label of each
class, Pj and Rej indicates the precision and recall of the j class.

4 Experiment Results

To verify the efficiency of this landmark detection algorithm based on human activity
recognition, the two publicly available USC-HAD and OPPORTUNITY datasets are
chosen to carry out experiments, because various daily activities data is included in both
datasets, and the hardware of this experiment is a computer with an intel i7-9750H CPU,
and the working frequency of this CPU is 2.6G Hz.
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4.1 Dataset and Preprocessing

4.1.1 Dataset Description

1) USC-HAD Dataset: The USC human activity (USC-HAD) dataset [44] collected a
triaxial accelerometer and gyroscope data using the MotionNode sensing platform,
which contains 12 general human activities, and invites 14 participants to install
the MotionNode sensors on their front right hip to collect data. Meanwhile, the
sampling frequency is set to 100 Hz, and everyone repeats each activity five times,
the parameters include: the activity’s name, subject number, etc. are recorded by
a nearby observer. The human daily activities include walking downstairs/upstairs,
turning left/right going along with a circle, sitting, etc.

2) OPPORTUNITY Dataset: The OPPORTUNITY dataset [45] is a public dataset,
which is published on the UCI Machine Learning repository and records both
static/periodic and sporadic activities from wearable, objects, and ambient sensors
in daily living. This dataset records 4 subjects performing 16 types of activities, and
each person undertakes oneADL session and one drill session five times, and the drill
run consists of 20 repetitions activities. The difference between the ADL session and
the drill run session is that the ADL collects a series of human morning activities,
which is continuous, and the drill run records some repetitive activities, includ-
ing opening/closing a door, opening/closing a fridge, sleeping, etc. The frequency
sampling of the Drill run is 32 Hz.

4.1.2 Data Preprocess

1) USC-HAD Dataset Preprocessing
In this dataset, there are six types of human daily activities: sitting and sleeping,

walking upstairs and downstairs, up-elevators, and down-elevators, which are chosen
to perform our experiments. These activities are corresponding to four common
landmarks in our daily life: chairs, beds, stairs, and elevators. To accurately estimate
the four landmarks through the six actions, Firstly, the raw data of the six activities
from the accelerometer and gyroscope are extracted and input into a gaussian filter
for reducing the noise produced from collecting data. Then, these filtered data are
divided intomany segments by the fixedwindowswith 50%overlapping, thewindow
size is 32. Finally, the Leave-One-User-Out (LOOCV) strategy is adopted to split
the data of 14 users into 14 different groups respectively.

Figure 3 shows the signal changes of the accelerometer and gyroscope when users
perform taking up-elevator and down-elevator, walking upstairs and downstairs, as can
be seen from these pictures, the accelerometer and gyroscope signals have a strong
periodicity totally. Compared to (a) and (b), the pictures from (c) and (d) show more
regular changes. In Fig. 3 (a) and (b), the value of the z-axis decreases or increases
obviously because taking the up-elevator and down-elevator only causes the acceleration
changes in the vertical direction, but (c) and (d) are different due to producing acceleration
changes in three directions,which indicates that up-elevator anddown-elevator are harder
to recognize than walking upstairs and downstairs.
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2) OPPORTUNITY Dataset Preprocess
The six kinds of activities from theOPPORTUNITYdataset: opening and closing

a door, opening and closing a fridge, and opening and closing a dishwasher are
introduced to identify three types of landmarks. The reason why we choose the
six activities is that the three corresponding landmarks with the six actions are an
indispensable part of our life, which exist in our office, home, supermarket, etc.
Firstly, an interpolation algorithm with the “movmedian” method is utilized to fill in
the missing data due to the incomplete collected data from IMUs, where the window
size is set to 10. Then, the Gaussian filter is adapted to relieve the negative impact
of noise and the size of the window is designed to be 20. Followed by this, a fixed
window with 50% overlapping divides these signals into the 32 points segments in a
row. Finally, the accelerometer and gyroscope data of five Activities of Daily Living
(ADLs) and the Drill from Subject 1, the Drill data and the data range from ADL1
to ADL3 of subjects 2 and 3, are extracted from the public dataset for training data,
and the rest data from subject2 and subject3 are abstracted for testing the efficiency
of the trained model [46].

Fig. 3. Accelerometer and Gyroscope signal changes of different activity patterns, (a)–(d) present
different activities using different color curves, X-axis presents the number of sampling points, Y-
axis presents sensor value. (a) up elevator. (b) down elevator. (c) walk upstairs. (d) walk downstairs.
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Fig. 3. (continued)

The signal changes of the accelerometer and gyroscope to different patterns from the
sensors on the right wrist are shown in Fig. 4. As can be seen in this picture, the four
types of daily activities are not sensitive to the accelerometer and gyroscope, and the
value of three axes change less. Compared to walking upstairs or downstairs, the signal
changes are more irregular than the signals from other activities due to the complexity
of hand gestures when opening or closing a door, fridge, etc.

4.2 Experiment Result Analysis

We perform extensive experiments based on the two benchmark datasets discussed in
the last section with Convolutional Autoencoder Long Short-Term Memory (ConvAE-
LSTM) [46], and Deep Convolutional LSTM (DeepConvLSTM) [47]. The experiment
results are listed in Table 2.

As canbe seen from this table, the landmarkdetection approachproposed in this paper
outperforms DeepConvLSTM and ConvAE. Compared to the two methods, the Macro
F1-score of our method improves from 0.69 (DeepConvLSTM) and 0.76 (ConvAE) to
0.84 respectively for the USC-HAD dataset and increases by 0.08 (DeepConvLSTM)
and 0.05 (ConvAE-LSTM) for OPPORTUNITY dataset.
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Figure 5 presents the classification details of different human activities from the
USC-HAD dataset when the self-attention model is used. As shown in the figure, the
four landmarks can be recognized totally through the corresponding human activities.
However, sleeping and upstairs have the highest f1-score (more than 0.94), while down-
stairs has the lowest F1-score (0.61) with the greatest misclassification (0.26). To mea-
sure the performance of this landmark detection algorithm, the average F1-score of the
corresponding activities from the same landmark is applied to present the f1-score of
this landmark. Thus, based on the correlation between human behaviors and landmarks
(Table 1), we can conclude that the bed (bedroom) has the highest recognition efficiency,
while the elevator and stairs have lower F1 scores, which means the bedroom is easy to
label automatically when constructing the floor plan.

The classification of human daily activities from the OPPORTUNITY dataset is
shown in Fig. 6. It can be seen from these pictures, Opening the door1 and the fridge
outperform other activities, and the F1-score is up to 0.985 and 0.9 respectively, but
closing the dishwasher has the highest misclassification (up to 0.4). The average F1
scores of doors1, doors2, fridge, and dishwasher are 0.91, 0.66, 0.79, and 0.69, separately.

Fig. 4. Accelerometer and Gyroscope signal changes of different activity patterns, (a)–(d) present
different activities using various color curves, X-axis presents the number of sampling points, Y-
axis presents sensor value. (a) open a fridge. (b) close a fridge. (c) open a door. (d) close a
door.
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Fig. 4. (continued)

Table 2. Macro F1-score for landmark detection

Dataset Proposed method DeepConvLSTM ConvAE-LSTM

USC-HAD 0.84 0.69 0.76

OPPORTUNITY 0.76 0.68 0.71

Thus, door1 and the fridge are easier to identify than others, in contrast, door2 is difficult
to be categorized. In total, all of these landmark classification results are considerable
and beneficial to constructing floor plans.
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Fig. 5. The confusion matrix of the USC-HAD dataset.

Fig. 6. The confusion matrix of the OPPORTUNITY dataset.

5 Conclusion and Future Work

Landmark detection technology is growing in popularity due to its widespread use in
localization and mapping research, and image-based landmark detection methods have
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achieved cutting-edge performance. The limitation of image-based approaches, how-
ever, is that detection accuracy is severely hampered by light. Meanwhile, it necessitates
amassive amount of training data, which significantly increases the workload of labeling
labels. Therefore, an algorithm capable of balancing the trade-off between performance
and labeling workload is required. In this paper, we first propose a novel landmark
detection method for floor plan construction based on human daily activity recogni-
tion using the self-attention mechanism. Unlike vision-based methods, our approach
estimates landmarks around people based on a strong correlation between landmarks
and human activities that extends beyond the limits of light. The proposed landmark
detection methods are evaluated on two public HAR benchmark datasets: USC-HAD
and OPPORTUNITY datasets, achieving considerable performance. On the whole, the
landmark detection algorithm not only estimates landmarks accurately in low-light envi-
ronments but also significantly reduces the workload of data labeling, which is advanta-
geous for landmark detection with strict latency constraints, therefore, these landmarks
can be used to label some places in automatic floor plan construction.

Although our proposed landmark detection algorithm overcomes the constraints of
light conditions and the camera shaking problem, several issues remain to be considered
in the future. Some human activities that are performed, may have landmarks that can
be ad hoc. For example, to improve the estimation efficiency, not all landmarks need to
be detected, which is a challenge to decide what types of landmarks should be detected.
What’s more, the physical design of the same type of landmark can vary. For example,
the doors of many public places, such as transport hubs, school libraries, supermarkets,
etc., may be push or pull, have different types of handles, or be automatic, so estimating
these different types of landmarks, e.g., doors through human activities become more
challenging in real life.
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Abstract. In recent years, facial action unit (AU) detection attracts
more and more attentions and great progress has been made. However,
few approaches solve AU detection problem by applying the emotion
information, and the specific influence of emotion categories to AU detec-
tion is not investigated. In this paper, we firstly explore the relationship
between emotion categories and AU labels, and study the influence of
emotion for AU detection. With emotion weak labels, we propose a simple
yet efficient deep network that uses limited emotion labels to constraint
the AU detection. The proposed network contains two architectures: a
main net and an assistant net. The main net can learn semantic rela-
tion between AUs, especially the AUs related to emotions. Moreover,
we design a dual pooling module embedded into the main net to fur-
ther promote the results. Extensive experiments on two datasets show
that the AU detection can obtain benefits with the weak labels of AUs.
The proposed method has a significant improvement on baseline and
achieves state-of-the-art performance compared with other methods. Fur-
thermore, because only the main net is used for testing, our model is very
fast and achieves over 278 fps.

Keywords: Action Unit(AU) detection · Emotion · Semantic relation

1 Introduction

Facial action unit detection plays an important role in various facial related
tasks, such as expression analysis, interactive games, affective computing and
behavioral science. Facial action unit is coded by the Facial Action Coding Sys-
tem (FACS) [1] and this system captures the slight different instant changes on
facial appearance. Each AU depicts the movement of individual facial muscle,
and some specific AUs can show high-level semantic expression when they are
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co-occurrence. Action unit detection is a multi-label classification problem and
lots of excellent works [2–4] solve this task by learning multiple AUs together.
However, we observe that the different AU has different occurrence rate. It is dif-
ficult to train multi-label images by using the data with unbalanced distribution.
On the other hand, the relation between all AUs is weak, but only specific AUs
contain strong correlations, such as AU6 and AU12 define the happiness emotion.
So both emotion categories and AUs can be used to represent facial behaviors.
Though some researchers [3,5] applied the strategies of region enhancement for
AU detection, the relations between emotion and AUs are ignored.

Fig. 1. Illustration of using different weak relationships. With more fine-grained emo-
tion categories, more AUs are precisely detected. For example, AUs in red circles regions
are corrected. (Color figure online)

In order to solve the above problems, the relations between emotion and AU
labels are considered in this paper. Human beings have seven basic emotions
(i.e., happiness, sadness, surprise, fear, anger, disgust and contempt) and each
emotion is consisted of different AUs. From the Table 1, some specific AUs come
from the same emotion and have a strong relationship between them. These co-
occurrence AUs describe facial semantic information. Therefore, we explore the
relations between emotion category and specific AUs to improve the performance
of AU detection. However, the public AU databases have limited AU labels, for
example, BP4D database provides only 12 AU labels, but there have 28 main
facial AU codes. In other words, some emotions can not be identified due to the
lacking of the AU labels. To alleviate this issue, we treat emotion categories as
weak labels and propose a simple partition of emotion categories for AU dataset.
We design three groups, including 2, 3 and 4 emotion categories. Take 4 emotion
categories as example, three emotions can be ensured by using the provided AU
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labels and other uncertain emotions are classified as one category. With emotion-
level supervision, we propose a light-weighted architecture for AU detection. As
shown in Fig. 1, with the weak relationships of limited emotion categories, the
AU detection can obtain benefits. We can see that more fine-grained emotion
categories, the results are better.

As mentioned above, the emotion categories can provide rich context among
AUs. So how to efficiently use emotion categories to supervise facial AU multi-
label learning is challenging. Deep learning based methods achieve superior
performance and extract more discriminative features, especially in recognition
tasks. In this paper, we proposed a efficient AU detection method to solve this
problem. Because AU detection is sensitive to facial details and the pooling layer
may lead to facial features loss, a new dual pooling module is presented in our
framework. The module can maintain more useful information of AU regions.
Furthermore, to further improve the accuracy of AU detection, we design an
assistant net that inspired by the success of excellent works [6,7]. The assistant
net reuses the features of shallow layer and serves as a supervision to the main
net. This auxiliary constraint is beneficial to make the AU detection robust.
Experimental results show that our proposed method performs well.

In the paper, by leveraging the limited facial emotion categories as weak
labels, we propose a deep learning model to detect the facial AUs. The contri-
butions of the paper are summarized as follows:

– We explored the relationship between the emotion categories and specific
AUs, and depicted the benefit of AU detection with different number of emo-
tion categories. To our knowledge, this is the first work that investigates the
influence of the limited emotion labels for AU detection.

– We present a novel end-to-end deep learning network with high speed and
accuracy, which consists of a main net and an assistant net. Moreover, a new
dual pooling module is embedded in the network to preserve the more useful
facial details.

– Experimental analysis shows the effectiveness of the proposed components
in the whole network and demonstrates superiority over the state-of-the-art
approaches.

Table 1. Emotion-related facial action units.

Emotion Action Units

Happiness 6 + 12

Sadness 1 + 4 + 15

Surprise 1 + 2 + 5 + 26

Fear 1 + 2 + 4 + 5 + 20 + 26

Anger 4 + 5 + 7 + 23

Disgust 9 + 15 + 16

Contempt 12 + 14
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2 Related Work

Automated AU detection has a noticeable improvement in recent years.
Researchers extract different features from a face image to represent the desired
semantic information. According to the difference of features, these methods are
classified into conventional methods and deep learning methods.

2.1 Conventional Methods

In conventional approaches, various handcraft features are applied to represent
a face and classical classifiers are used to learn the models. Some researchers
extract features from the whole face image and some researchers extract features
from regions around facial landmarks. Valstar et al. [8] applied Gabor wavelet
features extracted around facial landmarks and learned the representation by
Adaboost framework, and the final labels are classified by using SVM. Some
works [9–11] also applied handcraft features extracted around facial landmarks.
Jiang et al. [2] applied histograms of Local Phase Quantization (LPQ) to extract
the discriminative features for AU detection. Zhao et al. [12] proposed a joint
learning method that detecting the patch and AUs label simultaneously. By
fusing the geometry information and multiple orientation Gabor features, Fabian
et al. [13] achieved fast and accurate AUs detection performance. The patch is
around the facial landmarks and SIFT features are extracted. Song et al. [14]
addressed this topic by analyzing co-occurrence and the sparsity of action units.
Wu et al. [4] proposed a new constraint to jointly learning the AU labels and
facial landmarks localization. Girard et al. [15] exploited a regression framework
to estimate the intensity of action unit regions and addressed this problem by
employing linear partial least squares. In summary, these conventional methods
made efforts by applying discriminative features and robust classifiers.

2.2 Deep Learning Methods

Due to the strong ability of learning discriminative features, deep learning is one
of the most hot topics in the last few years, and CNNs have been used in almost
all the computer version tasks. Inspired by the locally connected layer [16], Zhao
et al. [5] proposed a region-based CNN method to capture structural information
in different facial regions. In this method, a new region layer is proposed to divide
the image into small patches and each patch is learned individually. In the last con-
volutional layer, these patches are combined into one image. EAC [3] proposed two
novel nets tomake the neural network to paymore attention toAUs interest regions
to improve the accuracy.Corneanu et al. [17] learned theAUdetection in two stages
and these two stages are patch learning and structure learning. Han et al. [18] pro-
posed an Optimized Filter Size (OFS) for AU detection. In this model, the filter
size is alterable. That is to say when the model is learning AU labels, filters weights
and sizes could be learned at the same time. Hao et al. [19] proposed a three-layer
hybrid Bayesian network and expression information was used to assist the AU
recognition. Shao et al. [20,21] use facial landmarks to extract the meaningful local
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features for AU detection, but there network is very complex. Zhang et al. [22] pro-
posed a method that leveraging prior probabilities of expression-independent and
expression-dependent AU to learn the multiple AU classifiers. Hao et al. [19] cap-
tured the global relationships among AUs and expressions For BP4D, they used
4612 apex frames as samples in the experiment. Zhang et al. [22] proposed prior
probabilities on AUs, including expression-independent and expression-dependent
AU probabilities. They utilized 391 apex frames and 8 AUs on BP4D, while we use
12 AUs and total 146577 frames.

Different with the above two methods, we design the coarse emotion labels
based on the AU labels and use emotion to supervise AU detection. Shao et al.
[23] used the attention mechanism to capture the AU-related local features and
pixel-level relations for AUs. Li et al. [24] utilized the self-supervised represen-
tation learning method to to encode the movements of AUs and head motions.
Due to the lack of accurate annotations, Shao et al. [25] proposed an end-
to-end unconstrained facial AU detection to deal with the situations with the
unconstrained variability in facial appearances.

3 The Proposed Method

In Sect. 3.1, we introduce the generation of emotion categories and the weak
relationships of AUs for AU detection. Then, the structure of the whole network
is described in Sect. 3.2, as shown in Fig. 2. In Sect. 3.3, we design a dual pooling
module and demonstrate its effectiveness.

3.1 Weak Relationships of AUs

AU detection is affected with various factors, such as pose, illumination, facial
appearance and pedestrians identity. So how to improve the performance of facial

Fig. 2. The architecture of our AU detection model (best viewed in color). (Color figure
online)
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AU detection is a challenging problem. In order to improve the performance
of AU detection, some researches focus on the facial region by applying the
facial landmarks information. For example, [3,20,26] used facial landmarks to
help the facial AU detection. However, these methods learn features that are
sensitive to local regions without considering the global information of the face.
We observe that facial emotions are produced by the change of muscle group,
and can represent the global facial semantic features. Different group of AUs
occurrence can generate different emotions. Their are some works [19,22] used
expression information to assist AU detection. These works ignored the situation
that how to use the image without emotion labels. In contrast, we regard the
face without emotion label as hybrid emotion category.

Table 2. The 4 coarse emotion categories in the BP4D and DISFA datasets.

BP4D Happiness Sadness Contempt Hybrid

AUs 6 + 12 1 + 4 + 15 12 + 14 others

DISFA Happiness Sadness Surprise Hybrid

AUs 6 + 12 1 + 4 + 15 1 + 2 + 5 + 6 others

Without giving the ground truth labels on emotions, it is really hard to infer
a definite label by only looking at the combination of AUs. We found that the
facial emotion has close relations with AUs [27]. Emotion categories are easily
defined as a unique set of AUs (see Table 1). For example, sadness contains AU1,
AU4 and AU15. When these specific AUs co-occurrence, the face appears cor-
responding emotion and the semantic information of the face is involved. So we
leverage the emotion categories to learn facial semantic features to provide a
constraint for the AUs recognition. Because the labels of emotion are not pro-
vided in the BP4D and DISFA databases, the emotion categories are defined
by using the combination of specific AUs. Based on the FACS, we design three
groups of emotion category, including 2, 3 and 4 emotion categories. The detail
partitions of 2 and 3 coarse emotion categories are described in Sect. 4.4. Here,
we talk about the 4 coarse emotion categories, as shown in Table 2. It includes
3 emotions that can be identified and one hybrid emotion that can not be iden-
tified. These 4 coarse labels of emotion are used as weak relationships for the
AU detection. Thus, our model can deal with the face images that emotions are
uncertain.

Given the AU detection training dataset S = (I(n), Y (n)), n = 1, 2, ..., N with
N training images, where I denotes an face image with ground-truth labels Y .
Then we defined a vector Y = [y1, y2, ..., yC ], yi is a binary variable of each
AU. We set yi = 1 if the i − th AU is occurrence in an image I, and yi = 0
otherwise. C is the number of AU labels in the dataset S. Let the symbol W as
the parameters of the network, ̂Y = [ŷ1, ŷ2, ..., ŷC ] denotes the detected results
of AU labels.
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For emotion supervision, we use a softmax layer to predict the probability of
emotion. The loss of emotion recognition (branch A) is obtained by

Le(W, θe) = ϕsoftmax(I;W, θe) (1)

where θe denotes the classifier parameter for the emotion recognition. The AU
detection can be regarded as a multi-label binary classification problem, and we
use the multi-label sigmoid cross-entropy loss for AU detection [5]. The loss of
AU detection (branch B) is defined as follows.

Lm(W, θm) = − 1
N

N
∑

n=1

C
∑

i=1

ξ(yi)logP (ŷi
(n)|I;W, θm)

+ (1 − ξ(yi))logP (ŷi
(n)|I;W, θm).

(2)

where ξ(·) is a sign function, and it returns 1 when the i − th AU is occurrence,
otherwise returns 0. θm is the classifier parameter for the AU detection in the
main net. P (ŷi|I;W, θm) denotes the confidence score of the i − th AU detec-
tion. Note that, our method does not use external data and domain adaption
technologies. We believe that this weak relationships method can also be used
in other visual tasks with limited labels.

3.2 Overview of Framework

As shown in Fig. 2, the architecture of our AU detection model consists of three
components: the main net, the dual pooling module and the assistant net. The
main net is a task for AU detection and the assistant net applies weak relation-
ships of AUs to provide a constraint to the AU branch.

Main Net for AU Detection. Our main net is very simple and contains three
convolutional layers. Because the surroundings of AU are regional and subtle,
the texture changes of these facial regions could influence the accuracy of dif-
ferent AU detection. We observe that when the multiple continual convolution
layers are used, the details of facial information will be lost in the final output
(the feature map). In order to hold sufficient facial information from its previ-
ous layer, we only use three convolutional layers in the main net, as illustrated
in Fig. 2. The parameters of three convolutional layers are shared between the
emotion classification and AU detection. The features collected from the shared
convolutional layers across different semantic levels. At the end of the main net,
we use two fully connected layers (FCL) to model the spatial correlations of the
entire image. This designing is simple and efficient for features extraction.

The input image is a 200×200 RGB image, then it is sent to a convolutional
layer (Conv1) with 96 filters, kernel size 11 × 11 and stride 4. The non-linear
transformation (ReLU) is also used after each convolutional layer, and the out-
puts of Conv1 are size of 48 × 48 feature maps. For simplicity, the parameters
of Conv1 are denoted as 96 × 48 × 48, 11 × 11, 4. The parameters of the main
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Table 3. The parameter settings of the main net.

No Layer Parameters

0 Input 200 × 200 × 3

1 Conv1 96 × 48 × 48, 11 × 11, 4

2 DPM 96 × 24 × 24

3 Conv2 256 × 24 × 24, 5 × 5, 2

4 DPM 256 × 12 × 12

5 Conv3 384 × 12 × 12, 3 × 3, 1

6 DPM 384 × 6 × 6

net can be found in Table 3. The Conv1 layer generates 96 feature maps, which
are passed into a dual pooling layer (DPM, the blue box in Fig. 2). The DPM
outputs 96 feature maps with size 24 × 24, and more details will be provided in
Sect. 3.3. In the main net, we use three convolutional layers and three DPMs to
avoid losing too much facial features. Finally, two branches behind the last DPM
with each two fully connected layers to capture the global spatial information
across the input image. Branch A is used for emotion classification, and branch
B is used for AU detection. For each branch, the output of fully connected layers
is a 4096 feature vector, which can extract the discriminative features.

Assistant Net with Feature Fusing. Previous works [28–30] indicate that
the high-level semantic features help the category recognition of image, and the
low-level visual features contribute to preserve detailed structures.

Motivated by the skip connections [31], we combine the deep layer and shal-
low layer to improve AU detection. We propose an assistant net to improve the
ability of feature extraction in our model. The assistant net structure mainly
contains two convolutional layers with kernel size 3 and stride 1, and two FCLs
with size 4096. The FRD block in the assistant net contains a feature reshaper
and deconvolution structure (the gray trapezoid in Fig. 2). The FRD reshapes
the feature vector of FCL into 64×8×8 feature maps. Then, the feature maps are
up-sampled to the same size with the outputs of Conv2 layer. The Conv2 layer
and feature map are combined to feed into the following convoltuional layer. The
integrated feature maps F can be defined as

Comb = Concat(conv2,F ), (3)

where Concat is the cross-channel concatenation operator. By this way, the whole
network can learn rich structure information to improve the feature representa-
tions around the AU regions. Experimental results show that the assistant net
can promote the accuracy of AU detection.

The Total Loss. Our proposed deep model has three loss layers, as shown in
Fig. 2 (the purple circle). The loss La(W, θa) in the assistant net is similar to
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the main net, where θa is the classifier parameter for the AU detection in the
assistant net.

The total loss for AU detection can be written by

Lfinal(W, θ) =α1Lm(W, θm) + α2La(W, θa)
+ α3Le(W, θe).

(4)

where αi is the loss weight to balance the loss of each task. In our experiment, we
set αi = 1, i = 1, 2, 3. To solve above the loss function, we utilize the stochastic
gradient descent (SGD) algorithm to get the optimal values.

3.3 Dual Pooling Module

Facial action units detection is sensitive to details of the face, in order to extract
more useful features, we design a dual pooling module that can retain more detail
features. The size of output feature map after convolutional layer is much smaller
than the input, for example, the size of the image changed from 200 × 200 to
48×48 via the Conv1 layer. Therefore, lots of facial features lost in this process.

Fig. 3. The architecture of the dual pooling module. The DPM contains two compo-
nents, and each one takes feature maps with w × h × c resolutions as input. Then
pooling and response normalization operators down-sample the feature maps to the
same spatial size. Finally, the concatenation and ReLU non-linearity layer are used to
output the integrated feature maps.

In order to transfer more facial details to the following convolutional layer,
we embed the DPM into the main net to improve the performance of AU detec-
tion, the structure of DPM is displayed in Fig. 3. The module consists of two
complementary and symmetric components. Each component contains one 3×3
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pooling layer with stride 2 and one Local Response Normalization (LRN) layer
with local size 5. Given the input feature maps F(I) with size t = [w×h×c], the
size of output feature maps is r = [w/2 × h/2 × c]. Thus, the integrated feature
maps are generated by

Comb = Concat(Pl(F(I);Ωl), Pr(F(I);Ωr)) (5)

where Pi(F(I);Ωi) denotes left or right components operator with parameters
Ωi, i ∈ {l, r}. The function Pi(·; ·) helps to down-sample and normalize the input
high-resolution feature maps.

By applying the DPM, more facial features can be retained to boost the per-
formance in AU detection. As illustrated in Fig. 4, without the DPM, the feature
maps lost much information (the middle column). When using the DPM, more
facial information are preserved (the third column). Experimental results show
that the proposed DPM conspicuously improves the accuracy of AU detection
by 0.8% on BP4D dataset, as list in Table 8. We think that the DPM module
can be applied into other detail-sensitive visual tasks.

Fig. 4. Visualization of feature maps with or without DPM, the middle column without
DPM and the third column is using DPM.

4 Experiments and Results

4.1 Settings

Datasets: The public databases used in this paper are BP4D [32] and
DISFA [33]. The AU databases are difficult to obtain due to huge manual labeling
work is needed. Here we give a brief review of these two AU databases.
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BP4D: There are 41 participants and each participant is involved in 8 sessions
that capture both 2D and 3D videos. More than 140000 frames can be obtained
from these 328 videos, and 49 facial landmarks are provided to crop the face
from the original images. For fair comparison, 12 AUs are evaluated and 3-fold
cross validation are conducted like DRML [5] and EAC [3].

DISFA: This dataset contains 27 participants including 12 women and 15 men,
each of participant has 4845 frames. Facial landmarks and AU intensities are
provided. The AU intensities are from 0 to 5 and we use the images with inten-
sities equal or over 2 like DRML [5]. There are more than 100000 images and
we use 58000+ images. Similar to EAC [3], we use the pre-trained model from
BP4D and fine-tuning on this database. The 3-fold cross validation is conducted
and 8 AUs are evaluated.

Evaluation Metrics: Two metrics: the Fβ-score and the average accuracy
(%) are used to measure the performance of AU detection. We compute the
performance with accuracy (%) following the previous work [3]. Fβ-score metric
is widely used in AU detection [9,34], and it consists of two items: precision and
recall. The Fβ-score of each AU label is given by

Fβ =
(1 + β2) × precisioni × recalli

β2 × precisioni + recalli
(6)

Following the previous works [3,5], we set β = 1 in our experiment where recall
and precision are treated as equally relevant. Then we get F1-score evaluation
for all AUs. In addition, we compute the average results over all AU labels. For
simplicity, we omit % in all the results in our experiments.

Table 4. F1-score results on BP4D database. The best results are shown in bold.

AU LSVM JPML DRML CPM EAC ROI DSIN OFS Ours

1 23.2 32.6 36.4 43.4 39.0 36.2 51.7 41.6 45.6

2 22.8 25.6 41.8 40.7 35.2 31.6 40.4 30.5 41.8

4 23.1 37.4 43.0 43.3 48.6 43.4 56.0 39.1 54.6

6 27.2 42.3 55.0 59.2 76.1 77.1 76.1 74.5 78.5

7 47.1 50.5 67.0 61.3 72.9 73.7 73.5 62.8 73.4

10 77.2 72.2 66.3 62.1 81.9 85.0 79.9 74.3 82.0

12 63.7 74.1 65.8 68.5 86.2 87.0 85.4 81.2 87.7

14 64.3 65.7 54.1 52.5 58.8 62.6 62.7 55.5 62.2

15 18.4 38.1 33.2 36.7 37.5 45.7 37.3 32.6 38.9

17 33.0 40.0 48.0 54.3 59.1 58.0 62.9 56.8 61.7

23 19.4 30.4 31.7 39.5 35.9 38.3 38.8 41.3 43.6

24 20.7 42.3 31.0 37.8 35.8 37.4 41.6 – 47.3

AVG 35.3 45.9 48.3 50.0 55.9 56.4 58.9 53.7 59.8
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Implementation Details: To train a deep learning model, we need larger
numbers of face images. Similar to DRML’s experiment settings [5], we choose
BP4D to train our model. We first split the dataset into 3 folds, and each time
two folds are used for training and the third fold for testing. A post-processing is
used in our method. We use 3 emotions which can be ensured to judge the cor-
responding AU labels. This process can give 0.1% improvement on final results.
In our network, all the weights of loss function are set to 1 without optimiza-
tion. If the weights are optimized, the results can be further improved. We found
that the distribution of AUs in the database was unbalance, and some AUs were
much more than others. However, we did not do any data balancing operation
for the training, but directly trained on the original data. Our network could
still achieve good results in the case of unbalance distribution of data samples.

For each face image, we crop and scale the original image into a 200×200×3
image. In order to enhance the diversity of training data, horizontally flipping is
used. We train our model with an open source deep learning framework Caffe [35],
and directly feed the input images into the network. The proposed network is
trained on an Intel Core computer with an i7-6850K CPU and a single GeForce
GTX 1080Ti GPU. In our experiments, the base learning rate is initialized with
0.0001, which is reduced after every 10000 iterations. We set the total number
of iterations to 40000. The momentum is 0.9 and weight decay of 0.0005 is used.

Running Time: For training stage, it takes us about 2 h to train the deep
model. Because the output of branch B is the final result of AUs detection, the
structures of network that irrelevant to this output can be pruned in testing
stage, such as branch A and the assistant net. Thus, the speed of AU detection
is very fast. In testing, our network takes 0.0036s (278 FPS) to process an image
(average 200 × 200).

4.2 Comparison with State-of-the-Art Methods

We compare our method with state-of-the-art methods in this Section, the
compared approaches including LSVM [36], JPML [12], APL [37], DRML [5],
CPM [38], EAC-Net [3], ROI [39], DSIN [17] and OFS [18]. LSVM [36], JPML [12]
and APL [37] are conventional methods and other methods are deep learning-
based methods.

Tables 4 and 5 show the F1-score and accuracy results of 12 AUs on BP4D
database. We can see that our algorithm outperforms all other methods on this
challenging database in term of average results. For some AUs, the performance is
significantly improved. DSIN [17] and OFS [18] are the most recent works which
utilized the CNN models and our method also give better results compared with
them. OFS [18] only reports the average F1-score result of 11 AUs and average
accuracy is 72.2%. DSIN [17] does not provide the accuracy results. Therefore,
we do not show the AU accuracy result of DSIN [17]. In our method, some AUs
are not as good as others, the reason may be is the unbalance of AUs distribution.
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Table 5. Accuracy results on BP4D database. The best results are shown in bold.

AU LSVM JPML DRML EAC Ours

1 20.7 40.7 55.7 68.9 72.8

2 17.7 42.1 54.5 73.9 76.3

4 22.9 46.2 58.8 78.1 78.8

6 20.3 40.0 56.6 78.5 79.3

7 44.8 50.0 61.0 69.0 70.1

10 73.4 75.2 53.6 77.6 77.9

12 55.3 60.5 60.8 84.6 85.9

14 46.8 53.6 57.0 60.6 63.5

15 18.3 50.1 56.2 78.1 79.2

17 36.4 42.5 50.0 70.6 72.7

23 19.2 51.9 53.9 81.0 81.4

24 11.7 53.2 53.9 82.4 84.0

AVG 32.2 50.5 56.0 75.2 76.8

Table 6. F1-score results on DISFA database.

AU APL DRML EAC DSIN Ours

1 11.4 17.3 41.5 42.4 39.1

2 12.0 17.7 26.4 39.0 65.2

4 30.1 37.4 66.4 68.4 67.9

6 12.4 29.0 50.7 28.6 40.8

9 10.1 10.7 80.5 46.8 46.4

12 65.9 37.7 89.3 70.8 73.2

25 21.4 38.5 88.9 90.4 89.8

26 26.9 20.1 15.6 42.2 37.2

AVG 23.8 26.7 48.5 53.6 57.4

Tables 6 and 7 show the F1-score and accuracy results of 8 AUs on DISFA
database. On this database, our method is the best in term of average results.
For the average F1-score, the result of our method is increased by 7% compared
with DSIN. For the average accuracy, our result is 85%, better than EAC-Net [3]
(80%). In addition, OFS [18] uses 10 AUs to train and conducts 9 folds cross-
validation on DISFA database, the F1-score is 55.3% and accuracy is 85.0%.
From the Table 7, we also see that the results of some AUs (i.e., AU1, AU2,
AU6, AU25 and AU26) are greatly improved when applying our method.
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Table 7. Accuracy results on DISFA database.

AU APL DRML EAC Ours

1 32.7 53.3 85.6 90.5

2 27.8 53.2 84.9 94.5

4 37.9 60.0 79.1 76.8

6 13.6 54.9 69.1 79.4

9 64.4 51.5 88.1 91.1

12 94.2 54.6 90.0 84.1

25 50.4 45.6 80.5 88.1

26 47.1 45.3 64.8 75.5

AVG 46.0 52.3 80.6 85.0

4.3 Ablation Study

In this paper, we propose three components to improve the performance of AU
detection and each component shows a benefit to the whole process. In order to
show the affect of each component for AU detection, we conduct our experiments
on BP4D database. Notably, we follow the three subsets partition of DRML [5].
The subset {1,2} are used for training and the subset {3} is used for testing. For
simple notation, we define as follows: the main net without DPM and branch A
is used as baseline (BL), the main net without DPM as MT-net, the main net as
M-net, the whole network as Final-net. Table 8 shows the results of our experi-
ments. From the table, we can see that each component gives an improvement
to the results. For example, when using emotion categories, the result of MT-net
increases 1.6 point compared with BL. When both the emotion categories and
DPM are used, the accuracy of M-net is 58.4, achieving 0.8 point improvement
over the MT-net. The assistant net rises about 1.3 point based on M-net, reach-
ing 59.7% of accuracy. Therefore, both emotion supervision, DPM module and
assistant net have significant contributions to the whole framework.

4.4 Analysis and Future Work

In this paper, we propose a post-processing that uses results of emotion to ensure
the labels of related AUs. Though this step gives little improvement, it is use-
ful and we will integrate it into the network to make the whole procedure full
automation. The accuracy of emotion classification are 84.6% and 77.7% for
DISFA and BP4D databases respectively. The accuracy result of BP4D is not
good, due to the unbalance of emotion category. Over half of the images on
BP4D database are hybrid emotion category, and images of other three emotion
categories are less. That is to say, only limited part of data are benefited from
branch A in the main net. We will use other methods to further divide the images
belonging to the hybrid emotion category.
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Table 8. F1-score results with different components in our model.

AU BL MT-net M-net Final-net

1 41.8 49.7 45.8 50.3

2 33.9 31.1 40.9 42.7

4 55.8 55.4 56.5 51.3

6 79.6 78.8 80.3 79.9

7 66.4 68.1 69.5 66.1

10 86.9 86.4 85.4 85.9

12 89.1 87.7 88.8 87.9

14 59.9 62.3 58.5 63.9

15 32.0 37.5 37.2 32.7

17 56.8 59.7 60.0 63.0

23 32.6 34.6 37.4 47.5

24 36.6 40.0 40.0 45.3

AVG 56.0 57.6 58.4 59.7

5 Conclusion

In this paper, we defined the label of emotions by using the combination of
specific AUs. Then, a light-weighted deep network was proposed to apply the
weak relationships to constraint AU detection. Specifically, we observed that with
more emotion categories, the performance of AU detection was better. We also
designed an assistant net and proposed a dual pooling module to be embedded
in the main net. The DPM can protect the detailed facial structure and the
assistant net can further improve the main net to capture semantic information.
Experimental results show that our method is effectiveness for AU detection.
Moreover, the proposed network is very simple and runs in real time, so our
model can be applied for facial related tasks in mobile applications.

References

1. Ekman, P., Rosenberg, E.L.: What the face reveals: basic and applied studies of
spontaneous expression using the facial action coding system (facs), 2nd ed. (2005)

2. Jiang, B., Mart́ınez, B., Valstar, M.F., Pantic, M.: Decision level fusion of domain
specific regions for facial action recognition. In: 22nd International Conference on
Pattern Recognition, ICPR 2014, Stockholm, Sweden, 24–28 Aug 2014, pp. 1776–
1781 (2014)

3. Li, W., Abtahi, F., Zhu, Z., Yin, L.: EAC-net: Deep nets with enhancing and
cropping for facial action unit detection. IEEE Trans. Pattern Anal. Mach. Intell.
40(11), 2583–2596 (2018)

4. Wu, Y., Ji, Q.: Constrained joint cascade regression framework for simultaneous
facial action unit recognition and facial landmark detection. In: 2016 IEEE Confer-
ence on Computer Vision and Pattern Recognition, CVPR 2016, Las Vegas, NV,
USA, 27–30 June 2016, pp. 3400–3408 (2016)



Facial Action Unit Detection 493

5. Zhao, K., Chu, W.-S., Zhang, H.: Deep region and multi-label learning for facial
action unit detection. In: 2016 IEEE Conference on Computer Vision and Pattern
Recognition, CVPR 2016, Las Vegas, NV, USA, 27–30 June 2016, pp. 3391–3399
(2016)

6. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition.
In: 2016 IEEE Conference on Computer Vision and Pattern Recognition, CVPR
2016, Las Vegas, NV, USA, 27–30 June 2016, pp. 770–778 (2016)

7. Huang, G., Liu, Z., van der Maaten, L., Weinberger, K.Q.: Densely connected con-
volutional networks. In: 2017 IEEE Conference on Computer Vision and Pattern
Recognition, CVPR 2017, Honolulu, HI, USA, 21–26 July 2017, pp. 2261–2269
(2017)

8. Valstar, M.F., Pantic, M.: Fully automatic facial action unit detection and tempo-
ral analysis. In: IEEE Conference on Computer Vision and Pattern Recognition,
CVPR Workshops 2006, New York, NY, USA, 17–22 June 2006, p. 149 (2006)

9. Eleftheriadis, S., Rudovic, O., Pantic, M.: Multi-conditional latent variable model
for joint facial action unit detection. In: 2015 IEEE International Conference on
Computer Vision, ICCV 2015, Santiago, Chile, 7–13 Dec 2015, pp. 3792–3800
(2015)

10. Koelstra, S., Pantic, M., Patras, I.: A dynamic texture-based approach to recogni-
tion of facial actions and their temporal models. IEEE Trans. Pattern Anal. Mach.
Intell. 32(11), 1940–1954 (2010)

11. Wang, Z., Li, Y., Wang, S., Ji, Q.: Capturing global semantic relationships for facial
action unit recognition. In: IEEE International Conference on Computer Vision,
ICCV 2013, Sydney, Australia, 1–8 Dec 2013, pp. 3304–3311 (2013)

12. Zhao, K., Chu, W.-S., De la Torre, F., Cohn, J.F., Zhang, H.: Joint patch and multi-
label learning for facial action unit detection. In: IEEE Conference on Computer
Vision and Pattern Recognition, CVPR 2015, Boston, MA, USA, 7–12 June 2015,
pp. 2207–2216 (2015)

13. Benitez-Quiroz, C.F., Srinivasan, R., Mart́ınez, A.M.: Emotionet: an accurate, real-
time algorithm for the automatic annotation of a million facial expressions in the
wild. In: 2016 IEEE Conference on Computer Vision and Pattern Recognition,
CVPR 2016, Las Vegas, NV, USA, 27–30 June 2016, pp. 5562–5570 (2016)

14. Song, Y., McDuff, D., Vasisht, D., Kapoor, A.: Exploiting sparsity and co-
occurrence structure for action unit recognition. In: 11th IEEE International Con-
ference and Workshops on Automatic Face and Gesture Recognition, FG 2015,
Ljubljana, Slovenia, 4–8 May 2015, pp. 1–8 (2015)

15. Gehrig, T., Al-Halah, Z., Ekenel, H.K., Stiefelhagen, R.: Action unit intensity
estimation using hierarchical partial least squares. In: 11th IEEE International
Conference and Workshops on Automatic Face and Gesture Recognition, FG 2015,
Ljubljana, Slovenia, 4–8 May 2015, pp. 1–6 (2015)

16. Taigman, Y., Yang, M., Ranzato, M., Wolf, L.: DeepFace: closing the gap to human-
level performance in face verification. In: 2014 IEEE Conference on Computer
Vision and Pattern Recognition, CVPR 2014, Columbus, OH, USA, 23–28 June
2014, pp. 1701–1708 (2014)

17. Corneanu, C., Madadi, M., Escalera, S.: Deep Structure Inference Network for
Facial Action Unit Recognition. In: Ferrari, V., Hebert, M., Sminchisescu, C.,
Weiss, Y. (eds.) ECCV 2018. LNCS, vol. 11216, pp. 309–324. Springer, Cham
(2018). https://doi.org/10.1007/978-3-030-01258-8 19

18. Han, S., Meng, Z., O’Reilly, J., Cai, J., Wang, X., Tong, Y.: Optimizing filter
size in convolutional neural networks for facial action unit recognition. CoRR, vol.
abs/1707.08630 (2017)

https://doi.org/10.1007/978-3-030-01258-8_19


494 M. Tian et al.

19. Hao, L., Wang, S., Peng, G., Ji, Q.: Facial action unit recognition augmented by
their dependencies. In: 13th IEEE International Conference on Automatic Face &
Gesture Recognition, FG 2018, Xi’an, China, 15–19 May 2018, pp. 187–194 (2018)

20. Shao, Z., Liu, Z., Cai, J., Ma, L.: Deep Adaptive Attention for Joint Facial Action
Unit Detection and Face Alignment. In: Ferrari, V., Hebert, M., Sminchisescu,
C., Weiss, Y. (eds.) ECCV 2018. LNCS, vol. 11217, pp. 725–740. Springer, Cham
(2018). https://doi.org/10.1007/978-3-030-01261-8 43
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Abstract. Recently, many lane line detection methods have been proposed in the
field of unmanned driving, and these methods have obtained good results in com-
mon conditions, such as sunny and cloudy conditions. However, these methods
generally perform poorly in poor visibility conditions, such as foggy and rainy
conditions. To effectively solve the problem of lane line detection in a foggy
environment, this paper proposes a dual-subnet model that combines a defog-
ging model and a lane line detection model based on stacked hourglass model
blocks. To strengthen the features of important channels and weaken the features
of nonimportant channels, a channel attention mechanism is introduced into the
dual-subnet model. The network uses dilated convolution (DC) to reduce the net-
work complexity and adds a residual block to the defogging subnet to improve
the defogging effect and ensure detection accuracy. By loading the pretrained
weights of the fog-removing subnets into the dual-subnet model, the visibility is
enhanced and the detection accuracy is improved in the foggy environment. In
terms of datasets, since there is currently no public dataset of lane lines in foggy
environments, this paper uses a standard optical model to synthesize fog and adds
a new class of foggy lane line data to TuSimple and CULane. Our model achieves
good performance on the new datasets.

Keywords: Complex environment · Lane detection · Defogging · Channel
attention mechanism

1 Introduction

Self-driving technology imitates human driving by making decisions and performing
intelligent operations, such as gear shifting, collision avoidance, object detection, and
lane departure warnings, by the car system [1]. These accurate decisions and operations
made by artificial intelligence will greatly reduce the burden of human drivers and can
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effectively prevent traffic accidents caused by human error. Unmanned driving technol-
ogy integrates key technologies frommany frontier disciplines [2, 3]. Lane line detection
technology is one of the important technologies for realizing unmanned driving, and it
plays an important role in autonomous navigation systems and lane departure assist sys-
tems [2, 4, 5]. The information input sensors for lane line detection generally include
cameras, lidar, and global positioning systems (GPS) [6]. However, among the sensors
for lane line detection, lidar has high accuracy and is not easily affected by weather; it
is expensive, and GPS positioning technology is not accurate and cannot meet real-time
requirements. The processing algorithm is relatively mature, and camera sensors are the
main sensors for lane line detection at present. Therefore, choosing to process images
and videos with cameras as sensors is more common in the current lane line detection
task.

A lane line is an important traffic safety feature that has the functions of distin-
guishing road areas, specifying driving directions, and providing guidance information
for pedestrians [7]. In the actual driving environment, the general lane line detection
algorithm is sufficient because highways are in good condition and the lane markings
are clear; on foggy and rainy days with bad weather conditions, the detection algorithm
is often affected by light and rain. It can fail in complex urban road conditions, the lane
lines can be blocked due to the shuffle of vehicles and pedestrians, the lane markings can
be incomplete and faded, the shadows of trees beside the roads in the country can distort
lane lines, and lane lines might not be visible on urban roads and in tunnels where the
light changes rapidly. In clear conditions, for roadswith obvious ups and downs, lane line
detection is inaccurate [8]. The above mentioned road conditions are all problems faced
in the current lane line detection task and can be divided into the following four aspects:
poor road light, changes in the strong and weak light in the environment; incomplete and
damaged lane markings; other objects on the road blocking the lane lines; and changes
in the road slope.

The lane line detection algorithm needs to meet the requirements of detection accu-
racy. Although detection technology based on deep learning has achieved satisfactory
results, the general lane line detection method in some harsh environments still has poor
detection results. The main challenge for a generic approach, especially in foggy envi-
ronments (one of themost commonweather phenomena in driving scenarios), is that they
often fail to detect lane lines. This is because the specific spectrum between the captured
object and the camera is absorbed and scattered by very small suspended water droplets,
ice crystals, dust, and other particles, reducing the effectiveness of feature extraction from
these images for lane line detection [9]. To improve the performance of object detection
in foggy environments, previous works often regard enhancing the visibility of foggy
images as a preprocessing step. Image dehazing is beneficial not only for human visual
perception of image quality but also for many systems that must operate under different
weather conditions, such as intelligent vehicles, traffic monitoring systems, and outdoor
object recognition systems. However, a model that combines dehazing and detection
methods will have increased complexity and increased parameter numbers due to the
additional dehazing task, which will eventually lead to a decrease in detection speed.
In addition, training a convolutional neural network (CNN)-based detection network
requires a large quantity of data. Since there is no public lane line dataset containing
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images in a foggy environment, many lane line detection models cannot fully learn the
lane line features in foggy environments, resulting in inaccurate results.

In this paper,we propose a newdual-subnet lane detectionmodel to solve the problem
of lane detection in foggy environments. In summary, themain contributions of this paper
are as follows.

• To reduce the complexity of the dual-subnet model and reduce the number of model
parameters as much as possible, we choose the lightweight AOD-Net [10] as the
defogging subnet.

• To improve the dehazing effect, the subnetwork combines the channel attentionmech-
anism to focus on extracting the features of important channels and fuses the hazy
image of the input model as a residual block into three connection layers.

• In the detection subnetwork, we use a stacked hourglass network model.We introduce
a channel attention mechanism into the downsampling layer of the original model to
extract more features about lane lines, and dilated convolution (DC) is used to reduce
the network complexity to ensure detection accuracy.

• We use the standard optical model to synthesize fog to add a new class of foggy lane
lines to TuSimple and CULane. We conduct a comprehensive experiment on the new
datasets to comparatively evaluate and demonstrate the effectiveness of the proposed
model.

The remainder of this paper is organized as follows. Section 2 describes the related
works, Sect. 3 introduces the relevant preliminary knowledge used in this paper, Sect. 3
describes the proposed method, Sect. 4 presents the experimental results and Sect. 5
describes the conclusion of this paper.

2 Related Work

In the past two decades, research on lane line detection technology has achieved good
results. At present, the main methods are divided into traditional methods and methods
based on deep neural networks, and another category is the combination of traditional
image processing and deep learning.

2.1 Traditional Methods

Traditional methods detect lane lines by manually designing detection operators accord-
ing to the characteristic morphology of lane lines and rely on feature-based [11] and
model-based [12] detection methods.

Feature-based detection methods use the colour and greyscale features of a road
image [13] and combine the Hough transform [14] to realize lane line detection, in which
the detected element is generally a straight lane line. In addition, algorithms, such as the
particle filter [15], Kalman filter [16, 17], Sobel filter [18], Canny filter [19], and finite
impulse response (FIR) filter [20], are commonly used in lane line detection methods.
This method can adapt to the change in road shape and has a fast processing speed,
but when the road environment is complex, postprocessing is needed, which reduces



An Improved Dual-Subnet Lane Line Detection Model 499

the real-time performance; when lane lines are incomplete or occluded, the detection
performance of the algorithm decreases [21].

The model-based detection algorithm usually constructs a lane line curve model
and regards a lane line as a straight-line model, a higher-order curve model, and so
on. The principle of this method is to fit the geometric model structure of the lane line
by the least square method, random sampling agreement (RANSAC) algorithm, Hough
transform [8], or another method according to the geometric structure characteristics of
the lane line and obtain the model parameters to create a lane line detection method. The
advantage of this detection algorithm is that it can reduce the impact of missing lane
lines and has better environmental adaptability; the disadvantage is that if the detected
road environment is inconsistent with the present model, the detection effect will be
reduced.

2.2 Methods Based on Deep Neural Networks

For the lane line detection task, the process of using deep learning technology for detec-
tion is as follows: first, establish a marked lane line dataset, then train the lane line
detection network on the dataset, and finally, use the trained network for the actual
lane line detection task. Since the CNN AlexNet [22] won the 2012 ImageNet Large-
scale Visual Recognition Challenge (ILSVRC), CNNs have been widely used in image
classification, object classification, etc., due to their sparse connections and translation
invariance. Excellent results have been achieved in the fields of tracking, target detec-
tion, semantic segmentation, etc., and these results have brought new ideas to research on
lane line detection. Early CNN-based methods (e.g., [23, 24]) extract lane line features
through convolution operations. Lane detection methods can be divided into semantic
segmentation methods, row classification methods and other methods.

Segmentation-Based Methods. This method extracts the feature data of the image,
carries out the image binarization semantic segmentation, divides each pixel into the
lane or the background, and filters and connects the pixels of the lane line. Finally, it is
decoded into a group of lane lines on the segmentation feature map by postprocessing.
For example, GCN [25] and SCNN [26] do not need to manually combine different
traditional image processing techniques according to specific scenes and can directly
extract accurate images from input images in more complex scenes. In SCNN, the author
proposes an effective scheme specifically designed for a slender structure; however, the
method is slower (7.5 fps) due to larger backbones. In addition, GAN-based methods
(such as EL-GAN [27]), attention maps [28], and knowledge distillation [29] (such as
SAD [30]) provide new ideas for lane detection. A self-attention distillation (SAD)
module is proposed to aggregate contextual information. This module uses a lighter
backbone but has high efficiency and real-time performance.

Row-Wise Classification Methods. The row-by-row classification method is a simple
method for lane detection based on input imagemeshes. For each row, themodel predicts
the cell most likely to contain partial lanemarkings. It also requires a postprocessing step
to build the lane set. This method was first introduced in E2E-LMD [31] and achieved
good results. In [32], by using this method, the model loses some accuracy, but the
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number of computations is small, and the detection speed is fast (up to 300 fps or more).
Moreover, the global receptive field can also deal with complex scenes well.

Other Methods. PolyLaneNet [33] proposed amodel based on deep polynomial regres-
sion. In this approach, the model outputs a polynomial for each lane. Although it is fast,
this method is highly biased towards straight lanes compared with curve lanes due to
the imbalance of the lane detection dataset. In [34], lane lines are modelled by the curve
description function, and lane lines are described by predicting the third-order Bezier
curve based on the Bessel curve description (curve description can be realized by a small
number of control points).

3 Proposed Method

In this section, a new dual-subnet model, which combines the defogging model with
the lane line detection model, is introduced. The model achieves this goal through two
subtasks: visibility enhancement after defogging and lane line detection. The basic struc-
ture of the dual-subnet model is shown in Fig. 1. The entire model structure is divided
into two main modules, and the lane detection subnet module is divided into a resizing
module and a prediction module.

• Defog subnet module: The defog module is composed of a CNN. The defog subnet
module estimates the parameters required for defogging based on the input foggy
image and then uses this parameter value as the input adaptive parameter to estimate
the clear image after defogging. In other words, the clean image tensor after defogging
is obtained to achieve the effect of feature enhancement (visibility of lane line feature).

• Resizing module: The resizing module consists of three convolutional layers, which
resize the output of 256 × 128 × 32 obtained from the defog subnet to 64 × 32 ×
128.

• Prediction module: The prediction module consists of three stacked hourglass mod-
ules. The output branch predicts confidence, offset, and embedding features. Three
output branches are applied at the ends of each hourglass block. The loss function can
be calculated from the outputs of each hourglass block.

3.1 Defogging Subnet Module

The original AOD-Net model consists of a K estimation module and a clean image
generation module. According to formulas (1)–(4) in [10], the K estimation module
mainly estimates K(x) from the input I(x), and the clean image generation module
uses K(x) as its input adaptation parameter to estimate J(x), that is, to obtain the final
clean image. The K estimation module utilizes 5 convolutional layers, and the 1st to
5th convolutional layers use convolution kernels of size 1*1, 3*3, 5*5, 7*7 and 3*3,
respectively, through 3 layers. The connection layer fuses filters of different sizes to
form multiscale features. As shown in Fig. 2, to make the K(x) module extract more
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Fig. 1. Dual-subnet model: First, the foggy lane line image was processed through the defog
subnet to obtain the clean feature map tensor with the same size as the input, which was resized
to a 64 × 32 × 128 feature map by resizing the network, and then the adjusted feature map was
input to the prediction network for lane line detection.

accurate fog features and effectively improve the dehazing effect, we introduce the
channel attention mechanism SE block into the defogging subnet. The channel attention
mechanism introduced by us can greatly improve the network performance, although it
will increase the computational consumption by a small amount. Moreover, the AOD-
Net model is a lightweight network, so it can improve the subnet haze removal effect
under the condition of ensuring the model prediction time. The input original image is
added to the connection layer of the network as a residual block, and finally, the feature
tensor of the clean image is obtained and input into the detection subnet. Table 1 shows
the network details of the dehazing subnet.

In the specific detection process, the foggy RGB lane line image of size 512 × 256
× 3 is converted into three matrices of size 512 × 256 as the input of the dual-subnet
model,where the numbers in thematrix represent the pixels in the image. In the defogging
subnet, the 512× 256× 3matrix is input into “conv1”with a convolution kernel size of 1
× 1, and the result of “conv1” is input into “SeLayer1” (channel attention layer 1). Then,
we input the result of “SeLayer1” to “conv2” with a convolution kernel size of 3 × 3
and then input the result of “conv2” to “SeLayer2”. The “concat1” concatenates features
from the “SeLayer1”,”SeLayer2” and input image. The result of “concat1” is used as the
input of “conv3”, and then the calculation continues. Similarly, “concat2” concatenates
those from “SeLayer2”, “SeLayer3” and the input image; “concat3” concatenates those
from “SeLayer1”, “SeLayer2”, “SeLayer3”, “SeLayer4” and the input image. After 5
convolutional layers, the clean tensor generation module finally retains the dehazed lane
line feature map (clean tensor) with a size of 512 × 256 × 3 as the input of the lane line
detection module.

3.2 Resizing Module

As shown in Fig. 1, the resizing network is contained in the detection module behind the
fogging subnet. To save memory and prediction time, the network is adjusted to reduce
the size of the input image tensor. To make the output denser, it is suitable for instance
segmentation tasks, and we increase the receptive field without reducing the resolution.
We transform the first and second layers of the original resizing network into dilated
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Fig. 2. Improved AOD-Net

Table 1. Details of the defogging subnet

Layer Size/Stride Output size

Input data 512*265*3

Conv1 1/1 512*265*3

SeLayer1 512*265*3

Conv2 3/1 512*265*3

SeLayer2 512*265*3

Concat1 512*265*9

Conv3 5/1 512*265*3

SeLayer3 512*265*3

Concat2 512*265*9

Conv4 7/1 512*265*3

SeLayer4 512*265*3

Concat3 512*265*15

Conv5 (K) 3/1 512*265*3

convolution operations with dilated rates of 3 and 2, respectively. Table 2 shows the
details of tuning the network component layer.

Before detection, the lane line feature maps of size 512 × 256 × 3 obtained by the
defogging subnet are input into the resizing network. In the first layer of the resizing
network, 32 convolution kernels with a size of 3 × 3 and dilated rate of 3 are used, and
feature maps with a size of 256 × 128 × 32 are obtained through the convolution of the
first layer. In the second layer, 64 convolution kernels with a size of 3 × 3 and dilated
rate of 2 are used, and feature maps of 128 × 64 × 64 are obtained through the second
layer convolution. In the third layer, 128 standard convolution kernels with a size of 3
× 3 are used, and feature maps of 128 × 64 × 64 are obtained through the third layer
convolution. Finally, 128 × 64 × 32 feature maps were input into the stacked hourglass
network.
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Table 2. Details of resizing the network

Layer Size/Stride/Padding Dilation Output size

Input data 512*265*3

Conv + PReLU + BN 3/2/2 3 256*128*32

Conv + PReLU + BN 3/2/1 2 128*64*64

Conv + PReLU + BN 3/2/1 64*32*128

3.3 Prediction Module

The PINet [35] lane line detection model uses a deep learning model inspired by stacked
hourglass networks to predict some key points on a lane line. The model transforms
the clustering problem of predicting key points into an instance segmentation problem
to generate points on the lanes and discriminate the predicted points into individual
instances. The network for extracting lane line features and making detections in this
model consists of four stacked hourglass networks, so the network size can be adjusted
according to the computing power of the target system (cutting several hourglass mod-
ules) without changing the network structure or performing extra training. The original
PINet model is finished by stacking 4 hourglass blocks, with three output branches
applied at the end of each hourglass block. They are the prediction confidence, offset,
and embedding features, respectively. The loss function can be calculated based on the
output of each hourglass block.

This stacked network model can transfer information to deeper layers, thus improv-
ing detection accuracy. Therefore, with knowledge distillation, we can expect better
performance in cropped networks. However, with the increase in the number of stacked
hourglassmodels, the number of parameters of the whole detectionmodel also increases,
and the detection speed is reduced. To balance high detection accuracy and high detec-
tion speed, our model stacks three hourglass blocks. The basic structure of the hourglass
model is shown in Fig. 3. Some jump connections transfer information of different scales
to deeper layers, and each colour block is a bottleneck module. These bottleneck mod-
ules are shown in Fig. 4. There are three types of bottlenecks: the same bottleneck, the
down bottleneck, and the up bottleneck. The same bottleneck produces output of the
same size as the input. The first layer of the “down bottleneck” is replaced by a dilated
convolutional layer with a filter size of 3, a stride of 2, a padding of 2, and a dilated rate
of 2. Add a channel attention mechanism after each “down bottleneck”. Table 3 shows
the detailed information about the detection subnet.
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Fig. 3. Basic structure of an hourglass block

During detection, 128 feature map tensors with a size of 64 × 32 output from the
resizing network are input to the stacked hourglass model. First, the feature map tensor
with a size of 4 × 2 × 128 is obtained through four downsampling layers, and then the
feature map with a size of 64 × 32 × 128 is restored after four upsampling layers. Each
output branch has three convolution layers and generates a 64 × 32 grid. Confidence
values about the key point existence, offset, and embedding feature of each cell in the
output grid are predicted by the output branches. The channel of each output branch is
different (confidence: 1, offset: 2, embedding: 4), and the corresponding loss function
is applied according to the goal of each output branch.

Table 3. Lane line detection subnet details

Layer Size/Stride Output size

Input data 64*32*128

Encoder Bottleneck (down) 32*16*128

SeLayer1 32*16*128

Bottleneck (down) 16*8*128

SeLayer2 16*8*128

Bottleneck (down) 8*4*128

SeLayer3 8*4*128

Bottleneck (down) 4*2*128

SeLayer4 4*2*128

(continued)
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Table 3. (continued)

Layer Size/Stride Output size

(Distillation layer) Bottleneck 4*2*128

Bottleneck 4*2*128

Bottleneck 4*2*128

Bottleneck 4*2*128

Decoder Bottleneck (up) 8*4*128

Bottleneck (up) 16*8*128

Bottleneck (up) 32*16*128

Bottleneck (up) 64*32*128

Output branch Conv + PReLU + BN 3/1 64*32*64

Conv + PReLU + BN 3/1 64*32*32

Conv 1/1 64*32*C

3.4 Loss Function

The training of the entire network relies on the dehazing loss and detection loss. A simple
mean squared error (MSE) loss function is used in the defog subnet model. The detection
loss is the sum of the output losses of each hourglass block, and the output branch of
each hourglass network block includes four loss functions. As shown in Table 3, three
loss functions are applied separately to each cell of the output grid. Specifically, the
output branch generates 64 grids, and each cell in the output grid consists of 7 channels
of predicted values, including confidence values (1 channel), offset values (2 channels),
and embedded feature values (4 channels). The confidence value determines whether
the keypoint of the traffic line exists. The offset value locates the exaction location of

Fig. 4. Bottleneck details. The three kinds of bottlenecks have different first layers according to
their purposes.
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the keypoint predicted by the confidence value and utilizes the embedding feature to
distinguish the key point as a single instance. The distillation loss function for extracting
teacher network knowledge is adapted to the distillation layer of each encoder.

Dehazing Loss. MSE is the average value of the square of the difference between the
predicted value and the true value calculated element by element. The calculation formula
is shown in formula (1), where n is the total number of sample sets, ŷ is the predicted
value of the ith sample, and y is the true value of the ith sample.

Loss
(
ŷ, y

) = 1

n

∑(
ŷi − yi

)2 (1)

Confidence Loss. The confidence output branch predicts the confidence value for each
cell. The confidence value is close to 1 if there is a key point in the cell and 0 otherwise.
The output of the confidence branch has 1 channel and is fed into the next hourglass
module. As shown in Eq. (2), the confidence loss consists of two parts, the presence loss
and the absence loss. The presence loss is used for cells containing key points, and the
absence loss is used to reduce the confidence value of each background cell. No loss is
computed in cells with predicted confidence values above 0.01.

Lexist = 1

Ne

∑

CC∈Ge

(
c∗
c − cc

)2
,

Lnon−exist = 1

Nn

∑

CC ∈ Ge

cc > 0.01

(
c∗
c − cc

)2 + 0.00001 ∗
∑

cc∈Gn
c2c (2)

whereNe represents the number of cells containing key points,Nn represents the number
of cells that do not contain any key points, Ge represents a set of cells containing key-
points, Gn represents a set of cells containing points, and cc represents the confidence
level of the predicted value. For each cell in the output branch, c∗

c represents the true
value.

Offset Loss. The offset branch predicts the exact location of the keypoint for each
output cell. The output value for each cell is between 0 and 1, and the value indicates
the position relative to the corresponding cell. As shown in Eq. (3), the offset branch has
two channels for predicting the x-axis and y-axis offset.

Loffset = 1

Ne

∑

Cx∈Ge

(
c∗
x − cx

)2 + 1

Ne

∑

Cy∈Ge

(
c∗
y − cy

)2
(3)

Embedding Feature Loss. When the embedding features are the same, the training
branchmakes the embedding features of each unit closer. Formula (4) is the loss function
of the feature branch:

Lfeature = 1

N 2
e

∑Ne

i

∑Ne

j
l(i, j),

l(i, j) =
{∥∥Fi − Fj

∥∥
2, Iij = 1

max
(
0,K − ∥∥Fi − Fj

∥∥
2

)
, Iij = 0

(4)
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where Fi represents the predictive embedding feature of cell i, Iij represents whether cell
I and cell j are the same instances and K is a constant such that K > 0. If Iij = 1, the
cells are the same instance, and if Iij = 0, the cells are different instances.

Distillation Loss. The more stacked hourglass modules there are, the better detection
performance is, so the deep hourglass module can be the teacher network. After using
the distillation learningmethod, the short network that is lighter than the teacher network
will show better performance. The distillation loss is shown in Eq. (5).

Ldistillation =
∑M

m
D(F(AM ) − F(Am)),

F(AM ) = S(G(Am)), S : spatialsoftmax,

G(Am) =
∑C

i=1
|Ami|2,G : RC×H×W → RH×W , (5)

where D represents the sum of squares and Am represents the distillation layer output of
the mth hourglass module. M represents the number of hourglass modules, and Ami rep-
resents the ith channel of Am. Similar to the summation and exponential sum operations,
the absolute value (|·|) operations are calculated elementwise.

The total detection loss is the weighted sum of the above four loss terms, and the
total loss is shown in Eq. (6).

Ltotal = γeLexist + γnLnon−exist + γoLoffset + γf Lfeature + γdLdistillation (6)

γo is set to 0.2, γf to 0.5, and γd to 0.1. Both γe and γn are set to 1, with γe varying from
1.0 to 2.5 during the last 40 training periods.

4 Experiments

In this section, we first introduce the dataset details and the information for adding
foggy lane lines to TuSimple [36] and CULane [26]. Second, we describe the evalua-
tion indexes of the two datasets, the experimental environment and the implementation
details. Finally, we show our experimental results and make some comparisons and
analyses of the results.

4.1 Dataset

Most of the images in TuSimple were taken on sunny days with good lighting conditions
and are often used for lane detection on structured roads. CULane is a large and chal-
lenging dataset that provides many challenging road detection scenarios. In this paper, a
new class of foggy lane scenario types is added to TuSimple and CULanet by using the
fog synthesizing method of the atmospheric scattering model, and the fogged dataset
is used to train and verify our model. To simulate the influence of different degrees of
fog, the key parameter brightness A ranges from 0.68 to 0.69, and the fog concentration
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parameter Beta ranges from 0.11 to 0.12. The original image is shown in Fig. 5 below,
and the image after fogging by the above method is shown in Fig. 6. Table 4 shows
a detailed data comparison of the two datasets before and after the fogging operation.
Table 5 shows the comparison of the test set of the CULane dataset before and after the
fogging operation.

Fig. 5. The original image Fig. 6. Image after fogging

Table 4. Comparison of the datasets and the fogged datasets

Category TuSimple Fogged TuSimple CULane Fogged CULane

Frames 6,408 7,637 133,235 140,544

Train 3,268 4,036 88,880 96,864

Validation 358 358 9,675 9,675

Test 2,782 3,601 34,680 43,680

Resolution 1280 × 720 1280 × 720 1640 × 590 1640 × 590

Scenarios 1 2 9 10

4.2 Evaluation Indicators

Because different lane datasets have different collection devices and collection methods,
as well as different lane line labelling methods, different indicators are generally used
to evaluate the accuracy and speed of detection. This paper adopts the official TuSimple
and CULane evaluation criteria.

(a) TuSimple

The main evaluation indexes of this dataset are accuracy, false positives and false
negatives. The specific expressions are shown in (7), (8) and (9). Table 6 shows the
meaning of each symbol.

Accuracy =
∑

clip Cclip
∑

clip Sclip
(7)
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Table 5. Comparison of the test sets of CULane and fogged CULane

Category CULane Fogged CULane

Normal 9,610 9,610

Crowded 8,115 8,115

Night 7,040 7,040

No line 4,058 4,058

Shadow 936 936

Arrow 900 900

Dazzle light 486 486

Curve 415 415

Crossroad 3,120 3,120

Fog 0 9,000

FalsePositive = Fpred

Npred
(8)

FalseNegative = Mpred

Ngt
(9)

Table 6. The meaning of each symbol

Variable Definition

Cclip Number of correct points detected

Sclip Number of true points

Nt Number of lanes

Fpred Number of lanes with errors detected

Mpred Number of missed lanes

Ngt Number of lanes with actual labels

Npred Actual number of lanes

(b) CULane

The CULane contains images of various road types, such as sheltered, crowded,
urban, and nighttime roads. We followed the official evaluation criteria [B] to evaluate
the CULane. According to [B], assuming that the width of each traffic line is 30 pixels,
the intersection-over-union (IoU) ratio between the prediction of the evaluation model
and the ground truth is calculated. Predictions above a certain threshold are considered
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truly positive. Assuming that the threshold is set strictly at 0.5, the final score of the
F1-measure is taken as the final evaluation indicator. The definition of the F1-measure
is shown in (10).

F1measure = 2 ∗ Precision ∗ Recall

Precision + Recall
(10)

Precision = TP

TP + FP
(11)

Recall = TP

TP + FN
(12)

TP denotes a true positive; that is, the prediction is true, and the reality is also true.
FP denotes a false positive; that is, the prediction is true, but the reality is false. FN
denotes a false negative; that is, the prediction is false, but the reality is true.

4.3 Experimental Environment and Implementation Detail

The experiments in this paper are performed in an Ubuntu16.04 operating system. The
hardware configuration used in the experiment is as follows: CPU: Intel Core i9-10900K;
GPU: NVIDIA RTX 3080. The programming language used is Python 3.7, and the deep
learning development framework is PyTorch 1.8.

In the process of model training, the defogging subnetwork is first trained separately,
then the weight of the defogging subnetwork is loaded and the partial network is frozen,
and finally, the whole dual network is trained.

In the training process of the defogging subnet, the indoor NYU2 Depth Database
processed by the atmospheric scattering model to synthesize fog in [10] is used, and
the Gaussian random variable is used to initialize the weights. Using ReLU neurons,
momentum and decay parameters are set to 0.9 and 0.0001, batch_size is set to 8, learning
rate is set to 0.001, and training iteration period is set to 10. Then, when training the
whole dual-subnetmodel, theweights trained by the defogging subnet are loaded into the
dual-subnet model as pretrained weights, and this part of the defogging subnet is frozen.
Then, the whole dual-subnet model is trained with fogged TuSimple and CULane. In
the whole training process of the dual-subnet model, the confidence threshold was set to
0.36, the learning rate was set to 0.00001, the batch_size was set to 6, and the training
iteration period was set to 1000. The distance threshold used to distinguish each instance
is 0.08.

4.4 Experimental Results and Analysis

Fogged TuSimple. This paper requires exact X-axis and Y-axis values to test our dual-
subnet model on the fogged TuSimple. The nH values in Tables 7 and 8 indicate that the
network consists of n hourglassmodules.Detailed evaluation results are shown inTable 7,
and Fig. 7 shows the results on the images in the test set of the fogged TuSimple dataset.
Table 7 summarizes the performance of our method, PINet(1H~4H), PolyLaneNet and
SCNN(ResNet18, ResNet34, ResNet101) on the test set of fogged TuSimple. The first-
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and second-best results are highlighted in red and blue, respectively, in Table 7. It can
be seen from the results that the detection accuracy of the dual-subnet model with only
three hourglass blocks is higher than that of the PINet model with four hourglass blocks.
Therefore, the dual-subnet model achieves a good improvement in detection accuracy
with the benefits of using a lightermodel and calculating fewer parameters.By comparing
the following detection algorithms, our method achieves better detection accuracy on
the test set of foggy datasets, which also demonstrates the effectiveness of our defog
subnet.

The last two columns of Table 7 show the number of frames set and parameters on the
RTX 3080 GPU based on the number of hourglass modules. When only one hourglass
block is used, the network detection speed is approximately 32 frames per second.When
using four hourglass blocks, the dual-subnet model can run at 17 frames per second.
Clipping a corresponding number of hourglass blocks can evaluate shorter networks
without retraining. As the number of hourglass blocks increases, the dual-subnet model
has higher performance and slower detection speed. The confidence thresholds are 0.35
(4H), 0.32 (3H), 0.30 (2H) and 0.52 (1H).By comparison, PolyLaneNet can output
polynomials representing lane markers in images and obtain lane estimation values
without post-processing, which can reach 115 FPS with fewer parameters. Although our
method has a small number of parameters, it still needs to be defogged, so the detection
speed is slow.

Table 7. Evaluation results on fogged TuSimple.

Method Acc FP FN fps parame-
ter(M)

PINet (1H) 89.42% 0.182 0.090 40 1.08

PINet (2H) 90.38% 0.168 0.084 35 2.08

PINet (3H) 91.75% 0.156 0.072 30 3.07

PINet (4H) 92.50% 0.150 0.080 25 4.06

PolyLaneNet[33] 91.16% 0.120 0.094 115 4.05

SCNN(ResNet18)[26] 90.67% 0.131 0.095 21 12.66

SCNN(ResNet34)[26] 91.14% 0.123 0.090 22 22.78

SCNN(ResNet101)[26] 91.82% 0.110 0.081 14 44.21

Ours (1H) 90.87% 0.171 0.092 32 1.20

Ours (2H) 91.01% 0.159 0.089 27 2.20

Ours (3H) 92.53% 0.147 0.072 22 3.19

Ours (4H) 92.54% 0.103 0.086 17 4.18
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Fig. 7. Results on fogged TuSimple. The first row is the ground truth; the second row is the
predicted results of the dual-subnet model.

Fogged CULane. Table 8 summarizes the performance of our method, PINet(1H~4H)
and SCNN(ResNet18, ResNet34, ResNet101) on the test set of fogged CULane. The
first- and second-best results are highlighted in red and blue, respectively, in Table 8.
The following conclusions can be drawn from the experimental results in this paper.
First, the detection accuracy of the dual-subnet model in a foggy environment is much
higher than that of the original PINet model, and the detection effect in the dazzle light
environment is also significantly improved. This is because our defog subnet has good
de-fogging and de-noise effect in the fog and dazzling light environment, which makes
the characteristics of the lane line more obvious. Second, in normal, no lane line, strong
light and foggy environments, the dual-subnetmodel with three stacked hourglass blocks
has higher detection accuracy than the original PINet model with four stacked hourglass
blocks; that is, it realizes higher detection accuracy with a lighter model. However, the
lane line detection subnets in the dual-subnet model in this paper are based on the key
point estimation method, and local occlusion or unclear traffic lines will have a negative
impact on performance. Therefore, the dual-subnet model performs poorly in crowded,
arrow and curved environments. Finally, the dual-subnet model obtains a high F1 value
on fogged CULane.

Figure 8 intuitively shows the detection effect of our dual-subnetmodel on the images
in the test set of the fogged CULane dataset. Although the detection effect of our method
is improved in the fogged environment, the detection effect of most methods is not good
enough because vehicles block part of the lane lines in the figure.
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Table 8. Evaluation results on fogged CULane.

Category Normal Crowed Night No Line Shadow Arrow Dazzle Light Curve Crossroad(fp) Fog

Proportion 22% 18.68% 16.12% 9.29% 2.14% 2.06% 1.11% 0.95% 7.14% 20.6%

PINet (1H) 82.17 61.22 48.97 36.60 59.01 75.31 56.10 57.41 1930 51.06

PINet (2H) 86.50 65.73 55.67 40.18 63.22 81.12 59.03 60.24 1892 52.97

PINet (3H) 87.47 66.45 55.89 40.30 64.67 80.55 59.45 60.01 1701 58.90

PINet (4H) 87.61 66.42 55.98 40.58 64.69 80.60 59.69 60.08 1622 59.81

SCNN(Res18) 88.03 65.39 56.10 39.69 62.15 78.18 58.50 58.21 1828 57.38

SCNN(Res34) 89.36 65.69 57.21 39.91 63.30 79.84 59.12 58.52 2178 58.69

SCNN(Res101) 90.01 66.41 58.09 40.20 65.01 81.76 60.22 60.21 1744 59.80

Ours (1H) 83.30 60.41 48.01 36.39 58.33 71.85 57.64 57.57 1869 56.21

Ours (2H) 87.21 64.51 54.29 40.12 62.76 76.23 59.20 60.78 1794 57.14

Ours (3H) 88.01 65. 49 54.33 40.61 63.01 79.89 60.39 60.03 1622 63.01

Ours (4H) 88.03 65.76 54.77 40.70 63.85 78.97 61.03 60.15 1540 64.53

Fig. 8. Results on foggedCULane. Thefirst row is the ground truth; the second row is the predicted
results of the dual-subnet model.

5 Conclusion

In this paper, we propose a new dual-subnet model for lane detection in a foggy envi-
ronment. The dual-subnet model combined with the defogging subnet module and the
lane line detection module used the lightweight defogging subnet to improve the visual
conditions in a foggy environment to improve the lane line detection accuracy. Our dual-
subnet model achieves high accuracy and a low false positive rate and guarantees the
safety of autonomous vehicles because the model rarely predicts the incorrect lane lines.
Especially for detection in foggy environments, our dual-subnet model can improve
the detection accuracy while ensuring fewer model parameters. However, in terms of
detection speed, to realize visual enhancement, a preprocessing defogging process is
added to our model, so the performance in terms of detection efficiency needs to be
improved. In addition, in terms of datasets, a class of foggy lane line scenes was added
to TuSimple and CULane by using a standard optical model, and these new datasets will
be convenient for follow-up studies on lane line detection in foggy environments.
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Abstract. Facial expression recognition is extremely critical in the pro-
cess of human-computer interaction. Existing facial expression recogni-
tion tends to focus on a single feature of the face and does not take full
advantage of the integrated spatio-temporal features of facial expres-
sion images. Therefore, this paper proposes a facial expression recog-
nition based on a deep spatio-temporal attention network (STANER)
to capture the spatio-temporal features of facial expressions when they
change subtly. A facial expression recognition with an attention mod-
ule based on spatial global features (SGAER) is created firstly, where
the addition of the attention module is able to quantify the importance
of each part of the expression feature map and thus extract the spa-
tial global appearance features at the time of subtle expression changes
from a single frame expression image. Then, facial expression recognition
with C-LSTM based on temporal local features (TLER) is built to pro-
cess image sequences of facial regions linked to expression creation and
extract dynamic local temporal information about expressions. Experi-
ments are carried out on CK+ and Oulu-CASIA datasets. The results
showed that STANER can achieve better performance with the accuracy
rates of 98.23% and 89.52% on the two mainstream datasets, respectively.

Keywords: Facial expression recognition · Spatio-temporal features ·
Deep attention network

1 Introduction

With the rapid development and application of human-computer interaction [3]
in various fields (e.g., healthcare [11], smart home [14]), facial expression recog-
nition (FER) has gained more and more attention due to its important role
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in human-computer interaction. Ekman et al. [5] in the 1970 s defined human
facial expressions into six categories: anger, contempt, sadness, fear, happy and
surprise. With the study of facial expressions, contempt was added as a basic
expression by Matsumoto [25], so that emotions are now commonly classified
into seven basic categories.
In some circumstances, changes in facial expressions appear to be very minor in
the facial region and a fundamental difficulty in FER is capturing the features
of minor changes in expression images. Although the process of facial expression
production is very complex, it was found that it is mainly assessed by the main
regions of the face (e.g., eyes, nose, mouth, etc.) after early studies [1,7,24].
Therefore, it is more helpful for FER to emphasize the detection of dynamic
temporal change features of expressions from consecutive frames of important
regions of the face.

According to the feature representation, FER is now classified into two
categories: static image-based methods and dynamic sequence-based methods
[18]. Static image-based methods [21,28,32] extract spatial appearance fea-
tures well, but they ignore the dynamic temporal information generated during
facial expression changes. On the contrary, dynamic sequence-based methods
[13,39,40] extract dynamic temporal information well, but they overlook the
change in the spatial appearance of the image. Hence, it is a difficult task to
extract and apply the spatio-temporal features of facial expression images in
FER activities.

In this paper, a facial expression recognition based on a deep spatio-temporal
attention network (STANER) is developed to learn both subtle expression change
features and dynamic change features of key facial regions. The first branch is
FER with attention module based on spatial global features (SGAER), which is
intended to leverage those subtle expression change features that are normally
missed because certain tiny changes in expressions are difficult to capture. The
second branch is FER with C-LSTM based on temporal local features (TLER),
which is proposed to acquire dynamic local temporal features in consecutive
expression frames. Based on a sequence of key facial regions that generate facial
expressions, i.e., eyes, nose and mouth. These local consecutive frames are fed
into the C-LSTM block to obtain high-level temporal features after extract-
ing the shallow features, capturing the dynamic information of the local facial
regions.

The contributions of this work are summarized as follows:
(1) A STANER is proposed to capture the spatio-temporal features of facial

expression images to improve the robustness of facial expression recognition. The
superiority of STANER has been demonstrated by extensive experiments on the
mainstream datasets CK+ [23] and Oulu-CASIA [38].

(2) A SGAER branch is designed to solve the problem that when the magni-
tude of facial muscle changes is small and subtle facial expression change features
are difficult to capture. The module optimizes the utilization of spatial features
by using the attention created to track the subtle features of expression changes.

(3) A TLER branch is established to learn dynamic fine-grained temporal
features of key local regions of the face. TLER detects spatio-temporal informa-
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tion of local sequences using C-LSTM blocks constructed by convolutional neural
networks (CNN) [17] and long short-term memory neural networks (LSTM) [10].

The rest of this paper is structured as follows. The survey of FER is discussed
in Sect. 2. In Sect. 3, STANER method is described. In Sect. 4, the experimen-
tal analysis and their results are discussed to prove the efficiency of proposed
method. Finally, the conclusion of the paper is presented in Sect. 5.

2 Related Works

2.1 Facial Expression Recognition

FER research has been conducted by traditional methods [21,39] and deep
learning methods [13,28]. Traditional methods, including Local Binary Patterns
(LBP) [32], Scale-invariant Feature Transform (SIFT) [22], Histogram of Ori-
ented Gradients (HOG) [8], are adopted to extract facial expression image fea-
tures, which are then fed into a classifier (e.g., Support Vector Machine SVM
[2]) for the classification task. Pan et al. [29] proposed to bridge the gap between
visual features and emotions by using both the use of CNNs and HOG to obtain
more comprehensive VFER features and SVM for expression recognition. This
method had good performance and outperformed the current level of conven-
tional techniques. However, when the information becomes more complex, the
representational capacity of hand-crafted features diminishes and classic app-
roach models are unable to adequately fit large-scale complicated data. It was
not until the introduction of deep learning [9], its subsequent rapid development
in various fields and the great success of deep neural networks in many pat-
tern recognition tasks based on large data and complex scenes that more and
more researchers started to conduct experiments with deep learning-based facial
expression recognition [18].

In recent years, CNNs have been increasingly popular in FER tasks. Kim
et al. [15] combined multiple deep CNNs for training and won the FER interna-
tional competition EmotoW2015. Liu et al. [20] used several CNNs with differ-
ent structures for FER with good results. In addition, recurrent neural networks
(RNNs) have also been employed in FER because they are better at predicting
dynamic temporal aspects of arbitrary length sequences [4,6]. Researchers have
discovered that LSTMs [10] are better at solving gradient disappearance and
gradient explosion during training and they are commonly used to learn tem-
poral features in FER. Zhang et al. [36] proposed a PHRNN-MSCNN, which
consists of a partially hierarchy-based bidirectional RNN and CNN. In order to
extract spatial appearance aspects and temporal order features of facial expres-
sion images, Liang et al. [19] suggested a network framework combining CNN
and BiLSTM. Along with the development of FER, attention was introduced to
FER because of its ability to better capture local regions. In FER, the attention
focuses more on regional details of facial expression changes and filters out redun-
dant information irrelevant to expression generation. Zhang et al. [37] proposed
ECA-Resent for FER, using effective channel attention (ECA) to amplify the
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weight of effective information and suppress the weight of invalid information.
Sun et al. [33] combined feature attention weights of graphs and CNN to improve
the accuracy of FER. Minaee et al. [26] used a deep learning method based on an
attentional convolutional network that can focus on the regions most relevant to
expressions, resulting in improved FER. Pei et al. [31] proposed an end-to-end
spatially indexed attention model (SIAM) to extract valid potential appearance
representations from CNN feature maps, which were then fed into the temporal
attention layer constructed by LSTM to model temporal dynamics. Finally, the
output feature vectors were weighted and averaged to improve the efficiency.

2.2 Extraction of Spatio-Temporal Features

FER methods can be classified into static image-based methods and dynamic
sequence-based methods according to the feature representation [18]. In the
static image-based methods, Zhao et al. [40] created a peak-piloted deep network
(PPDN) to learn the association between peak expression images and non-peak
expression images and capture their spatial appearance features. Yang et al. [34]
designed a DeRL that can create neutral face images by training a face born
on any input and learning the deposits (or residues) that remain in the mid-
dle of the generative model for FER. In the dynamic sequence-based methods,
Liu et al. [21] proposed a facial expression recognition framework 3DCNN-DAP,
which combined 3DCNN with deformable convolution to localize facial change
regions and used a part-based representation for FER. Jung et al. [13] proposed
DTAGN to capture temporal information of facial expression and automatically
extract useful features from the raw data.

Both static image-based methods and dynamic sequence-based methods con-
sider only one-sided facial expression features. To extract more efficient expres-
sion features and apply them to FER, more and more studies turn to the spatio-
temporal properties of images for FER. Yu et al. [35] learned the spatio-temporal
feature representation of facial expressions simultaneously by a DCPN network.
Liang et al. [19] proposed to use CNN combined with BiLSTM to extract spatial
features of each frame and dynamic temporal features of consecutive frames. Ryo
Miyoshi et al. [27] proposed an enhanced convolutional long short-term memory
(ConvLSTM) algorithm that could automatically recognize facial expressions in
videos, which mainly used jump connections in spatio-temporal orientation and
time gates to suppress gradient disappearance. Pan et al. [30] proposed a main-
stream framework to fuse both spatial and temporal information to be utilized.
The framework mainly consisted of CNN and LSTM. Jeong et al. [12] proposed
a deep joint spatio-temporal feature recognition method for facial expressions.
Firstly, the spatio-temporal features of facial expression images were extracted by
3DCNN. Then the whole facial signs are analyzed by using geometric network,
and finally 23 facial sign points are selected to represent the dynamic muscle
movements of the whole face. Zhu et al. [41] proposed a cascaded attentional
facial expression recognition network with a pyramid structure and considering
local spatial features, multi-scale-stereoscopic spatial context feature and tem-
poral features to locate the changing features on dynamically changing regions
(e.g., eyes, nose and mouth) as accurately as possible.
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3 The Proposed Method

3.1 Overview

STANER is shown in Fig. 1. SGAER and TLER are the two key components
of the approach. To begin, the facial key regions are cut from the input facial
image sequence and input to TLER to extract high level temporal information.
Then, the peak frame is chosen and fed into SGAER to learn spatial appearance
features with an emphasis on subtle expression change features. At the end of the
model, the recognition results from the two branches of the parallel structure are
fused using decision-level fusion techniques, enabling the model to synthetically
capture the spatio-temporal characteristics of subtle expression changes as they
occur. The key branches of the proposed method are detailed in the following.

Fig. 1. Overview of the proposed method.

3.2 FER with Attention Module Based on Spatial Global Features

Subtle changes in distinct face regions that are linked together to make an expres-
sion are frequently used to create expressions. Capturing the intricacies of expres-
sions is critical at FER. Therefore, SGAER is constructed to learn the nuances
of expressions, in addition to quantifying the correlation of each position in the
expression feature map and understanding the nuances of facial regions caused
by expressions. The structure of the method is shown in Fig. 2.
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Fig. 2. Network structure of SGAER.

SGAER is composed of the front-end convolutional, the attention module
and the end convolutional layer. The front-end convolution is made up of the
first 10 layers of VGG-16. The structure of the constructed attention module is
shown in Fig. 3. Shallow spatial appearance features are extracted from selected
single-frame images through the front-end convolution, which is passed through
the attention module to produce feature maps with attention. The processed
feature maps are then transferred to the end convolution layer to obtain fine-
grained appearance features. The attention is weighted in the range [0,1] using
the Sigmoid function in the last layer of the attention module.

Fig. 3. Attention Module.The 3× 3 convolutional kernel increases the received domain
of feature information and acquires more spatial contextual information. The 1× 1
convolutional kernel integrates multi-channel information into a single channel.

SGAER is designed in the following way. Firstly, the selected peak frame Ip
is fed into the front-end convolution of SGAER to pick up the shallow spatial
global features U of the expression image. Then, the spatial features at different
locations after transmitting U to the attention module are given different weights
and the main regional features generated by facial expressions are enhanced and
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the expression features with subtle variations are amplified. Thus, the feature
map M containing attention is formed.

M = σ {Conv[w;AvgPool(U)]} (1)

where σ is the Sigmoid activation function; Conv represents the convolution
operation; And w denotes the weight matrix; AvgPool represents the global
average pooling in the attention module.

Then, M is computed together with the originally obtained shallow spatial
global features U to obtain the final feature map F .

F = (1 + M) ⊗ U (2)

where ⊗ denotes multiplication between elements.
F is sent to the end convolutional layer to extract the spatial appearance

features FG. And finally, FG is input to the SoftMax layer for final expression
classification to generate expression classification result PG(C), where C is the
number of facial expressions classification categories; x denotes the input vector
of the SoftMax function and PG(C) is defined as:

PG(C) = S(x)C =
exC

∑c
i exi

(3)

where xi denotes the computed output value of the ith category in the output
vector, xc denotes the current category output value to be computed, and the
final loss function can be defined as:

LossS = −
C∑

i=1

yi ln (PG(C)) (4)

where yi is the true value of the current facial expression.

3.3 FER with C-LSTM Based on Temporal Local Features

Since the generation of facial expressions is highly correlated with changes in only
a few key regions of the face, TLER is created to enable the model to concentrate
on learning the dynamic temporal changes in the facial regions associated with
expression generation in consecutive frames. Figure 4 depicts the structure of
TLER.

The TLER consists of a C-LSTM block and an end convolution. The shallow
spatial features of the local sequences are extracted by the first few convolu-
tional layers of the C-LSTM block, they are reconstructed into vectors and then
passed through the LSTM to obtain the dynamic change information of the local
sequences. Finally, the high-level semantic information of the expression features
is learned by the end convolution. LSTM is proved to recover the temporal fea-
tures of the expression sequence, and it is composed of an input gate, an output
gate and a forget gate. Among them, the input gate determines which values the
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Fig. 4. Network structure of TLER.

unit will update; the output gate determines which values will be finally output
and the forget gate defines which information the unit will discard. Where forget
gate is defined as ft:

ft = σ (Wfxt + Wfht−1 + bf ) (5)

input gate is defined as it:

it = σ (Wixt + Wiht−1 + bi) (6)

gt = tanh (Wgxt + Wght−1 + bg) (7)

ct = ft ⊗ ct−1 + it ⊗ gt (8)

output gate is defined as ot:

ot = σ (Woxt + Woht−1 + bo) (9)

ht = ot ⊗ tanh (ct) (10)

where ht−1 is the LSTM hidden layer output at moment t − 1; xt is the input
vector. And ct is the current update cell. gt is the current alternative update
cell, which contains all the update information of the current time node. W and
b denote the weight matrix and bias value, respectively. σ is Sigmoid activa-
tion function and tanh is the hyperbolic tangent activation function; ⊗ denotes
multiplication between elements.

The input to TLER is the extracted consecutive frames Ie,In, Im of the
three key facial regions of eyes, nose and mouth associated with the generated
facial expressions. The processed local region image sequences are fed into the
constructed C-LSTM block. Region-based low-level features are first generated
by the CNN of the C-LSTM block and then the fine-grained dynamic temporal
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features Fe, Fn, Fm of these local sequences are captured using the LSTM. At the
end of the C-LSTM, Fe, Fn, Fm are connected to represent the global temporal
features F ′:

F ′ = Concatenation (Fe : Fn : Fm) (11)

F ′ is input to the end convolution layer to form the high-level local feature FL.
And finally, FL is fed to the Softmax layer for the final expression classification.

The result is obtained as PL(C), where C is the number of facial expression
classification categories; x denotes the input vector of the SoftMax function
and PL(C) is defined as:

PL(C) = S(x)C =
exC

∑c
i exi

(12)

where xi denotes the computed output value of the ith category in the output
vector; xc denotes the current category output value to be computed.

The final loss function can be defined as:

LossT = −
C∑

i=1

yi ln (PL(C)) (13)

where yi is the true value of the current facial expression.
Researchers have found that combining multiple networks for FER can yield

more diverse information to ensure complementarity of features, often result-
ing in better recognition than individual networks. In the process of expression
change, the overall spatial appearance features and local dynamic change fea-
tures are equally important. In order to make the constructed model take into
account the local dynamic change features while utilizing the spatial appearance
change of expressions and without emphasizing or ignoring one feature, a sim-
ple average decision fusion method is used in the paper to fuse the expression
classification results of SGAER and TLER, which is calculated as follows.

O(C) = argmax (αPG(C) + (1 − α)PL(C)) (14)

where α is 0.5. O represents the final output category of facial expression.
The loss function Loss of the whole network is:

Loss = LossG + LossT (15)

in which, LossG and LossT represent the final loss functions of SGAER and
TLER, separately.
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3.4 Algorithmic Description

The algorithm of STANER is described as follows:

Algorithm 1: STANER for FER
Require: Dataset D;
Output : Facial expression category: O

1 for images in dataset D do
2 face cropping, grayscale processing and data augmentation obtain

dataset D∗
3 end
4 for images in dataset D∗ do
5 Selecting peak frame: Ip and partial Sequences: Ie, In, Im
6 end
7 for Ip∈D∗ do
8 PG(C) ← SGAER (Ip);
9 Calculate → LossG = −∑C

i=1 yi ln (PG(C))
10 end
11 for Ie, In, Im ∈D∗ do
12 PL (C) ← TLER (Ie, In, Im);
13 Calculate → LossL = −∑C

i=1 yi ln (PL(C))
14 end
15 for PG(C),PL(C) do
16 Calculate: O(C)=argmax(αPG(C)+(1-α) PL(C))
17 end
18 Calculate: Loss=LossT+LossG
19 Output:O

4 Experiments

This section first describes the datasets and data preprocessing, followed by the
implementation details of the proposed method and finally the experimental
results and analysis.

4.1 Datasets

Two facial expression datasets named CK+ [23] and Oulu-CASIA [38] are used
to evaluate this model.

The extended Cohn-Kanada database (CK+) [23] is made up of 593
sequences from 123 distinct people. Anger (An), disgust (Di), fear (Fe), happy
(Ha), sadness (Sa) and surprise (Su) are the six basic emotion categories in
this dataset. In addition, there is a unique term known as “contempt.” Only
327 sequences out of 118 patients were tagged with seven expressions and they
all started with a neutral expression and finished with a peak expression. The
training and test sets are built using 10-fold cross-validation.
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Oulu-CASIA [38] is more complex than CK+ and contains 480 image
sequences recorded by 80 individuals under normal lighting conditions, with six
basic emotion categories. Each of the six expressions has a sequence, each start-
ing with a neutral expression and ending with a peak expression. The dataset is
processed using the same 10-fold cross-validation.

Due to the fact that the experimental dataset is acquired from a real envi-
ronment, all images in the CK+ and Oulu-CASIA datasets are first cropped and
grayscale processed in order to prevent the effect of other expression-independent
noise such as jewelry, lighting and color on the FER [18]. Then, the processed
dataset is horizontally flipped to enhance the data to avoid the overfitting prob-
lem caused by the limited number of training samples. Finally, the peak frame
of the facial expression image sequence is selected as the input of SGAER in the
new dataset that had been processed. The 68 facial marker points of the face are
identified using the Dlib [16], the eyes, nose and mouth regions are extracted.
The consecutive frames of the local region are used as the input of TLER.

4.2 Evaluation Metrics and Implementation Details

The recognition accuracy Acc of expression classification is used to evaluate the
model’s overall classification capabilities. which is defined as:

Acc =
TP + TN

TP + TN + FP + FN
(16)

where FP represents false positive, FN represents false negative, TP represents
true positive, TN represents true negative.

The parameter selection for the experiment is as follows:
The number of training networks is set to 150 epochs, and the training batch

size is set to 64. The initial learning rate is 10−4. The first 100 epochs remain
the same and the learning rate is set to 10−5 after 100 epochs.

4.3 Ablation Experiments

Table 1 illustrates the Acc of ablation experiments on CK+ and Oulu-CASIA
datasets. The result of C1 is to extract low-level features of the face from a single
frame image using the first ten layers of VGG-16 and then input these features
into the end convolutional layer to learn advanced feature information for FER.
C2 is a FER that extracts spatio-temporal features of local facial sequences
using only TLER. C3 is a FER that uses only SGAER. C4 is the fusion model
of C1 and C2. STANER is the method proposed in this work, which utilizes
both static-based and dynamic-based methods to capture the spatio-temporal
features of the face for FER.

The experimental results of C1, C2 and C4 indicate that using only static
image-based methods and dynamic sequence-based methods does not lead to
good FER performance because they tend to consider only one-sided expres-
sion features. The fusion models of static image-based methods and dynamic
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Table 1. ACC of ablation experiments on CK+ and Oulu-CASIA

Methods CK+ Oulu-CASIA

C1 91.64% 79.40%

C2 92.70% 80.23%

C3 94.52% 82.66%

C4 96.19% 86.50%

STANER(Our method) 98.23% 89.52%

sequence-based methods can obtain complete cues of face expression changes and
capture spatio-temporal features. The application of attention increases the per-
formance of FER in both the static image-based methods and the fusion model,
as seen by the comparison of C1, C3, C4 and STANER recognition results. This
demonstrates that FER benefits from focusing on subtle expression change fea-
tures, and that using attention not only allows the model to better explore the
spatial appearance features of the original image, but also allows the model to
capture more fine-grained high-level semantic features, greatly improving the
model’s proactivity.

4.4 Confusion Matrix

To measure the specific manifestation of STANER on each expression category,
the confusion matrices of STANER on CK+ and Oulu-CASIA datasets are shown
in Fig. 5(a) and (b). Figure 5(a) demonstrates that STANER is more accurate
in recognizing disgust, fear, happy on CK+ and does well with contempt, which
is not easily distinguished. Figure 5(b) illustrates that STANER not only has
the highest recognition rate for surprise and happy on Oulu-CASIA, but also
discriminates fear and anger, two frequently confused expression categories.

Fig. 5. The confusion matrix. (a) The confusion matrix on CK+. (b) The confusion
matrix on Oulu-CASIA.
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4.5 Comparisons with Existing Methods

Tables 2 and 3 show the performance comparison of STANER with existing main-
stream methods on CK+ and Oulu-CASIA, respectively. It can be seen that
STANER exhibits better properties than most methods.

Table 2. Comparison of FER Acc on CK+ Dataset

Methods Experiment Setting ACC(%)

3DCNN-DAP [21] 10 folds 92.40%

ECA-ResNet [37] 10 folds 94.58%

DTAGN [13] 10 folds 97.25%

PPDN [40] 10 folds 99.30%

DeRL [34] 10 folds 97.30%

PHRNN-MSCNN [36] 10 folds 98.50%

Our method 10 folds 98.23%

Table 3. Comparison of FER Acc on Oulu-CASIA Dataset

Methods Experiment setting ACC(%)

ResNeXt-50 + pyramid + cascaded
attention block + GRU [41]

10 folds 89.29%

DTAGN [13] 10 folds 81.46%

PPDN [40] 10 folds 84.59%

DeRL [34] 10 folds 88.00%

DCPN [35] 10 folds 86.23%

PHRNN-MSCNN [36] 10 folds 86.25%

Our method 10 folds 89.52%

Firstly, the comparison between STANER and the state-of-the-art methods
on the CK+ dataset is shown in Table 2. The average accuracy of STANER is
98.23%. STANER does not perform as well as the static-based method PPDN
[40], which only considers six expression categories in CK+ dataset and does not
consider the expression contempt while STANER considers all expression cate-
gories in CK+. STANER performs slightly lower than PHRNN-MSCNN [36] on
the CK+ dataset, where STANER only considers the appearance change feature
of facial expressions, while both geometric and appearance information of expres-
sions are utilized in PHRNN-MSCNN. Compared to the dynamic sequence-based
method 3DCNN-DAP [13], STANER improved the accuracy by 4.03% in CK+,
which led to the demonstration of the effectiveness of using spatial-temporal fea-
tures in the FER task. STANER also improved in CK+ compared to the static
image-based method using attention, ECA-Resnet [37], because it did not focus
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only on single-sided facial expression features, but also considered information
about the temporal variation of expressions.

Then, the comparison of STANER with other methods on the Oulu-CASIA
dataset is shown in Table 3. The average accuracy of STANER is 89.52%. The
accuracy of STANER is improved by 4.93% compared to that of PPDN [40]
using a static image-based method. STANER is compared with the approach
that exploits the spatio-temporal information of facial expression images. Com-
pared with the DTAGN [13], STANER’s recognition accuracy on Oulu-CASIA
dataset is improved by 8.06%. STANER improves the recognition performance
by 3.29% over the DCPN designed by Yu et al. [35] on Oulu-CASIA. It improved
3.27% over the PHRNN-MSCNN model proposed by Zhang et al. [36].STANER
outperforms the Oulu-CASIA dataset compared to a cascaded attentional facial
expression recognition network with a pyramidal structure that simultaneously
considers local spatial features,multi-scale-stereoscopic spatial context feature
and temporal features, as presented by Zhu et al. [41].

5 Conclusion and Future Work

In this study, STANER is designed to improve the performance of facial expres-
sion recognition when facial expressions change subtly. STANER can not only
make full use of the spatio-temporal change information of incoming expressions,
but also localize key parts of the face by attention to better utilize the features
generated when facial expressions change subtly.

Specifically, SGAER is firstly constructed in order to learn the spatial appear-
ance information of facial expressions when they change, and the attention
module in SGAER can more precisely localize specific regions with significant
dynamic changes. Secondly, TLER is constructed to extract temporal features
from key local facial parts. For the input expression image sequences, the main
parts related to facial expression changes (i.e., image sequences of eyes, nose, and
mouth) are cropped, and temporal features are extracted using C-LSTM. Finally,
SGAR and TLER are further fused using an average decision level strategy
to obtain different expressions for recognition. Through extensive experiments,
the excellent recognition properties of STANER on CK+ and Oulu-CASIA are
demonstrated.

To apply STANER to more complex, realistic and natural environments,
future work will include: (1) training and validating the model in complex natural
environment datasets to further improve the accuracy and robustness of the
model; (2) using a more accurate attention mechanism to capture changes in the
appearance of key parts of the face during the spatial feature extraction stage;
(3) using the model to design a real-time facial expression recognition system
to improve the human-computer interaction capability of the model; and (4)
improving the model network structure to reduce computation and save resource
consumption.
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