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Preface

On behalf of the department of Computer Science and Engineering, Maulana Azad
National Institute of Technology, Bhopal, India, we are pleased to present the pro-
ceedings of the 4th International Conference on Machine Learning, Image Processing,
Network Security and Data Sciences (MIND 2022). First, we would like to express our
appreciation to the organizing committee for their constant efforts in managing this con-
ference. The first edition in the MIND conference series (MIND 2019) was organized at
NIT Kurukshetra, with the second and third editions (MIND 2020 and 2021) organized
by NIT Silchar and NIT Raipur, respectively.

This conference was planned to highlight the wide range of engineering research
work carried out in different industries and academic institutions, focusing on machine
learning and computational intelligence, data sciences, image processing and computer
vision, and network and cyber security. The MIND 2022 conference tracks represented
distinct platforms for the discussion and exchange of ideas amongst national and interna-
tional research scholars and professionals, successfully disseminating interdisciplinary
knowledge in each track.

The MIND 2022 conference provided a wide-ranging view of the current state of
the art, along with inspiration and motivation to attendees which we hope will help them
to develop suggestions and strong recommendations to understand and further recent
research topics and their challenges.

In response to the call for papers, MIND 2022 received 399 submissions from which
only 119 papers were selected by the Program Committee (PC) for presentation. Out of
these, only 64 papers were selected for publication in the proceedings (Springer CCIS
Volumes 1762 and 1763). Each submission was reviewed (single blind) by at least three
PC members or invited reviewers, experts in their fields, in order to supply detailed and
helpful comments.

The conference featured three invited lectures:

e Genci Capi (Assistive Robotics Laboratory, HOSEI University, Japan) addressed
“Machine Learning and Computational Intelligence”,

e Akhtar Kalam (Victoria University, Melbourne, Australia) covered ‘“Data Science &
Engineering”, and

e Youngshik Kim (Department of Mechanical Engineering, Hanbat National Univer-
sity, South Korea) spoke about “Neural Network-based state estimation for robotic
systems”.

We would like to thank the keynote speakers and all members of all the conference
committees, especially the reviewers who worked very hard in reviewing papers and
suggesting valuable comments to the authors for improvement of their work. We also
would like to express our gratitude to the authors for contributing their research work
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to the conference. Special thanks go to the CCIS team at Springer for publishing the
conference proceedings.

January 2023 Nilay Khare
Deepak Singh Tomar

Mitul Kumar Ahirwal

Vijay Bhaskar Semwal
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Leveraging CNN and Transfer Learning
for Classification of Histopathology Images

Achyut Dubey! ® @, Satish Kumar Singh! ©®, and Xiaoyi Jiang?

1 Department of Information Technology, IIIT Allahabad, Prayagraj, India
achyut.dubey6.4@gmail.com, sk.singh@iiita.ac.in
2 Faculty of Mathematics and Computer Science, University of Miinster, Miinster, Germany
xjiang@uni-muenster.de

Abstract. This paper aims to build a hybrid convolutional neural architecture
by leveraging the power of pre-trained ResNet 50 (trained on ImageNet dataset)
through transfer learning. The proposed work has achieved state-of-the-art perfor-
mance metrics on the BreakHis dataset, containing microscopic histopathological
images of benign and malignant breast tumours. The model incorporates global
average pooling, dropout and batch normalisation layers on top of the pre-trained
ResNet50 backbone. This methodical superimposing of the GAP layer in tandem
with Resnet50’s knowledge and training is the proposed novelty taking our model
the extra mile. As a result, the binary classification problem between benign and
malignant tumours is handled gracefully by our proposed architecture despite the
target imbalance. We achieve an AUC of 0.946 and an accuracy of 98.7% which
is better than the previously stated standard.

Keywords: Histopathology Images - BreakHis - Convolutional Neural Network
(CNN) - Transfer Learning - Breast Cancer

1 Introduction

Breast cancer is known to be one of the major medical problems facing modern women.
The tumours [6] affect the milk producing ducts among many other functionalities of
a female breast, and are deadly if not detected and treated in time. Followed by the
traditional methods resorting to CAD-based techniques, state-of-the-art deep learning
architectures have opened up a whole new avenue for automated and effective detection
of benign and malignant tumours.

1.1 Histopathological Image Analysis

It is widely known that Histology or Histopathology deals with unravelling the structure
of tissues at a microscopic level. This field of analysis becomes vital because under-
standing biological functions at the sub-cellular and tissue levels plays a huge role in
identifying disease progression and prognosis. The morphological characteristics of tis-
sue is also something that pathologists focus on to detect the presence/onset of cancer,
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while analysing histological images under a microscope. The biopsy sample is processed,
and its sections are placed on glass slides for examination under a microscope.

This pathologist’s diagnosis is subjective and depends greatly on the observer vari-
ations amidst different personnel. As a result, quantitative evaluation of these images is
critical for objective diagnosis. Thus, traditional methods like Computer Assisted Dis-
ease Diagnosis (CAD) and modern frameworks built out of Machine Learning (ML) &
Deep Learning (DL) have carved out an entirely new avenue in histopathological imag-
ing and diagnostics. On way or the other, Histology remains the foundation stone for
preliminary clinical research, practice and future advancements.

1.2 Contributions of This Work

By using ResNet50 architecture as the backbone of our transfer learning model, we have
tried to classify microscopic histopathological images into the known classes of benign
and malignant respectively. Let’s understand the contributions of this work in further
detail.

— On top of the backbone, we have added the GAP layer to substitute (via pooling
operation) fully connected layers in classical CNNs.

— We have topped it off with a dropout layer to prevent overfitting and a two-neuron
output layer for binary classification which has resulted in an improved standard on
all relevant performance metrics.

— The novelty in our proposed architecture is the usage of Global Average Pooling
(GAP) layer in tandem with Resnet50’s knowledge and training.

— The GAP layer manages to aggressively summarise the feature presence in image,
prevents overfitting since there is no parameter to be optimised, and therefore, makes
for a unique pairing with the Resnet backbone.

— This added subtlety of the native convolution structure enabling correspondences
between feature maps and categories takes our model the extra mile.

2 Related Works

Since the former traditional approaches utilized a more manual outlook for feature
extraction, CNNs took over the landscape due to their ability to extract features from input
images themselves. Falling in line, Benzheng Wei et al. [17] deployed his the BiICNN
model and achieved accuracy in upwards of 97% on the BreakHis dataset. However, the
need for significantly large datasets and the subsequent tuning of a plethora of parameters
are some of the major roadblocks facing CNNs. Moreover, the complexity of learning
that comes with histopatho-logical breast tissue images asks for deep CNN architectures
and large amounts of data. This is where Transfer Learning [20] enters the picture to
provide an effortless solution to this ensuing dilemma [12].

What makes transfer learning indispensable for complex histopathology analysis is
that it enables us to use a deep pre-trained CNN model developed for another similar
application [5] and tune the weights and learning rates to perform classification on the
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images of our choice. One of the very first implementations of such a technique was
done by Spanhol et al. [14] who used it on the BreakHis dataset.

Moving on the trails, Erkan Deniz et al. [1] leveraged the pre-trained AlexNet and
a hybrid AlexNet-VGG-19 model on the same dataset, and vouched to deploy CNN
models & data augmentation for improved classification accuracy in the future. Another
interesting endeavour by Tripathi et al. [15] applied transfer learning to classify different
types of cell nuclei in histopathological images (dealing with colon cancer) by using
pre-trained (on ImageNet) AlexNet, VGG16, and VGGI19 architectures. In research
endeavours that followed, Tripathi et. al. used Hybrid Oy ConvNet [16] which integrates
the interpretability of traditional object-level features and generalization of deep learning
features for Cell Nuclei Classification in Histopathological Images.

Tracing back to the roots of the aforementioned works, we find that it all started
when Yann LeCun et al. [4] introduced the vintage LeNet-5 architecture which show-
cased impressive performance on the MNIST database. Alexnet, introduced by Alex
Krizhevsky et al. [3] also assessed the performance of this network on ImageNet dataset
and it also obtained great results on the classic ImageNet dataset. Moreover, when Karen
Simonyan et al. [10] introduced VGG-16 during the ILSVRC-14 classification challenge,
their network’s 7.3% test error was the second best in the competition. Finally, the birth
of Residual network or ResNet by He et al. [2] was a welcome addition in a line of
advanced convolutional network architectures.

3 Methodology and Workflow

3.1 Experimental Setup

The computational setup involved heavy use of Google Collaboratory and Jupyter Note-
book to build, train and test Machine Learning models. As of recently, Google Colab
provided a single 12 GB NVIDIA Tesla K80 GPU that could be used up to 12 h continu-
ously. However, recent upgrades in Colab has also started offering free TPU. This enabled
us to run code notebooks in GPU or even TPU backed deep learning environment, with
zero configuration and easy sharing.

Colab notebooks allowed us to combine executable code and rich text in a single
document, and save real-time progress on the cloud at all times.

3.2 Dataset

The BreakHis database [13] contains 7909 microscopic histopathological images (clas-
sified into benign and malignant breast tumours) that were collected over a batch
of 82 patients. Breast tissue biopsy slides that were stained with the standard H&E
(Hematoxylin and Eosin) gave the final samples. The final resultant images are present
as the standard RGB color space using magnifying factors distributed across magni-
tudes of 40x, 100x, 200x, and 400x, corresponding to objective lenses of respective
magnifications. Each image is in PNG format with dimensions of 460 x 700 pixels.
Table 1 shows the image distribution in the entire dataset into four magnification
factors and two classes. And for our experiment, we have only used images from
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the BreakHis 400x dataset BreakHis’s partial sample of 400x optical zoom, because
previous studies [18] suggested that a higher magnification factor meant improved
accuracy.

Table 1. Number of images in different magnifications and classes

Magnification Begin Malignant Total
40x 625 1370 1995
100x 644 1437 2081
200x 623 1390 2013
400x 588 1232 1820
Total 2480 5429 7909

#Patients 24 58 82

Taking a look at the sample images in Fig. 1, it becomes clear that manual classifi-
cation of the microscopic biopsy images into the two categories, benign and malignant,
can only be done by a specialist pathologist and requires elite precision. This is where
deep learning methods can come in handy.

3.3 ResNet50

In 2015, Kaiming He et al. introduced ResNet (also known as Residual Network) [2].
Since deep neural nets were hard to train, they introduced a residual learning framework
(considerably deeper) to soften the training, by reformulating layers as learning residual
functions. On a broader scale, these residual networks were effortlessly optimisable and
obtained increased accuracies.

Moreover, the motivation (or rather intuition) behind the addition of more layers was
that they’d be able to progressively learn more complex features that were previously
overlooked in shallower architectures.

Another vital nuance was that the inner working of ResNets was the information
from the initial layers being passed to deeper layers by simple matrix addition, where
the operation doesn’t impose any additional parameters while information is being for-
warded. Moreover, the’skip connections’ act as direct connections which tend to skip
some arbitrary layers and are a core feature of the residual blocks. To implement ResNet
with 50 layers (ResNet 50), we simply use the function from Keras.

3.4 Transfer Learning and Added Layers

The backbone of our model is based on the pre-trained ResNet50 model which takes
input shape of 224 x 224 x 3. We have leveraged the learning of this model (trained on
ImageNet dataset) and added our layers to obtain results for the BreakHis 400x dataset.

It is widely known that the standard 2D Averaging Block reduces the size of the data
(in some sense through reduction of quantity of parameters), much like scaling down the
size of an image. Not only does it drastically reduce the amount of computation needed
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Benign

Fig. 1. Sample images from BreakHis 400 x

but at the same time, controls over-fitting during model training. In our case, we have
taken a step further with our proposed model architecture and added Global Average
Pooling (2D) right after the backbone, which can be regarded as performing the same
operation as the 2D Average pooling system. One glaring exception is that the pool size
(which is a product of the horizontal pooling factor and vertical pooling factor) is equal
to the size of the entire input of the block, which means our GAP layer is computing a
singular average value for each of the input channels.

This GAP layer acts as a viable substitute (via pooling operation) for fully connected
layers in classical CNNs. The core idea being that rather than stacking fully connected
layers over the feature maps, we pull the feature map’s resultant average and the resulting
vector is supplied into the sigmoid (activation) layer. A clear upside of this substitution
is that it enforces a more native convolution structure by enabling correspondences
between feature maps and categories. This way, we can easily interpret the feature
maps as categories confidence maps. Moreover, the lack of optimisable parameters in
this approach makes sure that overfitting is completely avoided at this layer. Also, it
is GAP’s inherent nature to sum out the spatial information making it more robust and
responsive to spatial transitions and translations of the input.

We have further added a dropout layer which randomly or arbitrarily nullifies some
input units to 0 with a pre-defined frequency of rate (set to 0.5) during the training stage,
and thereby helps prevent overfitting. We have implemented for a two-neuron output
layer as this is a binary classification problem (between benign and malignant) and the
activation function used is sigmoid.

3.5 Training and Testing

The training set and test set have been divided into two folders: benign and malignant.
The training set consists of 371 images in the benign folder and 784 images in the
malignant folder. On the other hand, the test set contains 176 images in the benign folder
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and 369 images in the malignant folder. We have trained our model with a benchmark
batch size of 16, coupled with a learning rate of 0.0001 for 20 epochs.

3.6 Evaluation Metrics

In order to measure the performance of a model, it needs to be tested on all relevant scales
from a conceptual standpoint and also for a comprehensive objective comparison with
other works. Moreover, choosing the right evaluation metric (other than just accuracy
percentage as a benchmark) becomes even more important for an imbalanced dataset.
Also, Deep learning models deployed for biomedical purposes aim to minimise false
negatives as they can prove to be lethal for the patient with an underlying condition.

So it makes sense to go over the evaluation metrics used to measure the effectiveness
of our model in this research endeavour:

Precision: In a mathematical sense, Precision is calculated by dividing the correctly
positive predicted observations by the total positive predicted observations, and as the
name suggests, it gives us a measure of how precise our model is. A high precision value
generally means low false positive count.

Precision = TP/(TP + FP)

Recall: In a similar sense as above, Recall is obtained as the ratio of correctly
predicted positive observations to the number of observations that are actually present in
the positive class. The mathematical intuition behind Recall means that it is often used
to measure the coverage of the minority class in an imbalanced learning setting.

Recall = TP/(TP + FN)

F1-score: Mathematically stating, F1-score falls as the weighted average (also, har-
monic mean) of Precision and Recall. F1 Score is the apt metric to pursue if we want
to strike the right balance between precision and recall, as well as handle uneven class
distribution.

F1 Score =2 (P *R)/(P+R)

TPR, FNR, TNR, FPR: It should also be noted that Rate serves as another important
measure while evaluating the confusion matrix. And a perfectly trained model ensures
high TPR & TNR and at the same time, low FNR & FPR.

— True Positive(TP): Values that are positive in reality and predicted positive as well,
i.e., TPR = TP/(TP + FN)

False Positive(FP): Values that are negative in reality but are predicted as positive,
i.e., FPR = FP/(TN + FP)

False Negative(FN): Values that are positive in reality but predicted as negative. i.e.,
FNR = FN/(TP + FN)

True Negative (TN): Values that are negative in reality and predicted negative as well,
i.e., TNR = TN/(TN + FP)
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AUC ROC: In theory, an ideally trained model must have AUC as near to 1 as
possible indicating a respectable measure of separability, whereas a poor model has a
respective AUC value near O indicating a bad sense of separability. The resultant ROC
curve is plotted with TPR (True Positive Rate) against the FPR (False Positive Rate) on
the y-axis and x-axis respectively.

4 Results

After training our model on 1155 images and testing on a set of 545 images from both
classes, we achieve an impressive accuracy of 98.7% which outruns the latest recorded
accuracy standard on the BreakHis 400x dataset by Soumik et al. [16].

Even though the standard accuracy percentage is a great metric for evaluation of any
deep learning model, we know that our dataset houses sizeable imbalance, and therefore
we need the help of other functional performance metrics to better evaluate the quality
of our model and check for biasness during training.

4.1 Confusion Matrix: Type I Type II Errors

The Confusion Matrix as shown in Fig. 2 is a matrix of size 2 x 2 for binary classification,
and clearly depicts vital information like true positive (TP), true negative (TN), false
negative (FN), and false positive (FP), assuming malignant as 4+ ve and benign as —ve
in our case). False Positive (also known as Type I error) gives the wrong prediction of
the negative class (which means actual negative is predicted positive) and in our case
16 units fall in that category. On the other hand, False Negative (also known as Type
II error) wrongly predicts the positive class (which means actual positive is predicted
negative) and in our case, 6 units fall in that category.

Confusion Matrix

350
300
benign 160 16
250
v
= 200
v
S 150
malignant 6 100
50
3 &
o >
& S

N
&

Predicted label

Fig. 2. Confusion Matrix: True vs Predicted
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Table 2. Evaluation Metrics

Precision Recall F1-score

Values 0.957 0.983 0.969

4.2 Precision, Recall, F1 and More

Using the values of TN, TP, FN and FP, we calculate precision, recall, F1-score, and the
results (Table 2) lead us to believe that our model is generalising well to the test set and
handling the dataset imbalance gracefully.

Furthermore, an extra added measure to check if the model is working well despite
data imbalance is that the values of TPR and TNR should be high, and FPR and FNR
should be as low as possible. Table 3 enlists the results required and provides further
positive evidence of model performance.

4.3 AUC Value

Since this is a binary classification problem with target imbalance in the dataset, the
significance of a good AUC value increases manifold. Interestingly enough, the ROC
curve (plotted TPR vs FPR) gives an AUC value of 0.946.

This metric outperforms the latest recorded AUC standard on the BreakHis 400x
dataset by Parvin et al. [7]. Table 4 gives a bird’s eye view comparison of our proposed
model on grounds of more relevant metrics (precision, recall, Flscore) used in classifi-
cation problems, and lists the values obtained from each pre-trained architecture (used
on the 400 x flavour of the BreakHis dataset only).

Table 3. Type I and Type II errors

TPR TNR FPR FNR
Values 0.983 0.90 0.090 0.016

4.4 Accuracy Comparisons

During the performance measurement stage of the experimental results obtained by
our deep learning model, another important avenue worth peeking at is the accuracy
obtained during binary classification. Table 5 gives a comprehensive understanding of
the accuracy values obtained by various state-of-the-art methods and architectures, and
that our proposed model performs fairly better than current standards. Figure 3 shows
some of the random samples picked from the complete lot of test images and marked
with their respective actual labels and predicted labels.
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Table 4. Comparison with state-of-the-art architectures

Backbone AUC | Precision |Recall |Fl1-score

LeNet-5 50 34 50 41

AlexNet 85 88 85 86
Parvin VGG-16 80 82 80 81
etal. [7] | ResNet-50 |50 |33 50 40

Inception-V1 |88 89 88 89
Proposed | Resnet-50 94.6 |96 98 97
Model

Table 5. Accuracy comparison with state-of-the-art methods

Backbone Accuracy(%)
LeNet-5 70
AlexNet 89

Parvin et al. [7] VGG-16 83
ResNet-50 66
Inception-V1 90

Xiang et. al. [18] CNN 95.1

Deniz et al. [1] AlexNet 91.3

Soumik et al. [11] Inception-V3 98.5

Proposed Model Resnet-50 98.7

Predicted result Malign: Predicted result Benign

9
Actual result: Malignar Actual result: Benign

Fig. 3. Sample Predictions: Test set

5 Conclusion

Predicted result Benign
Actual result: Benign

11

The hybrid deep learning architecture that leveraged the power of pre-trained neural
network like ResNet 50 via Transfer Learning was able to break through the current
standard in the BreakHis 400 x dataset classification problem. This was majorly made
possible by the functional superimposing of additional layers on the ResNet model.
The use of Global Average Pooling layer as a viable substitute for fully connected
layers ensured a more native convolution structure by enforcing correspondence between
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feature maps and categories. Moreover, since there are no optimisable parameters in
the global average pooling concept, it takes care of over-fitting in a seamless fashion.
Moreover, the skip connections in the ResNet architecture skip some of the layers (as
the name suggests) in the neural network and feed the output of one layer as the input
to some arbitrary next layer. This takes care of the’degradation problem’ which arises
when deep networks start to converge, i.e., accuracy gets saturated with increasing depth
and then degrades drastically.

6 Future Scope

Future works can look to incorporate deep learning segmentation models [8] as an up-
and-coming wing of digital pathology, where models can combine multiscale features
in the encoder and the decoder stages itself. Furthermore, foraying deeper into multi-
scale neural networks [19] for DL-based histopathological image classification/analysis
is also an exciting avenue, since much of the work is concentrated around single-scale
neural networks. Such a multi-scale network can be structured on a ResNet50 model, and
seamlessly take care of degradation issues [2] with increasing depth. Another potential
path is offered by General Adversarial Networks (GANs) which are known to handle the
resolution problem. Widening residual blocks and leveraging self-attention [9] in tandem
with GAN’s Wasserstein Gradient Penalty has already shown to achieve impressive
results on breast histopathology images.
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Abstract. In the realm of computer vision, the term “autonomous driving” has
become a buzzword. The main goal of the autonomous driving is to reduce human
efforts while driving. However, dealing with measurements of distance raises
numerous obstacles, both in terms of equipment and approach. The use of cameras
to measure the distance of an object is practical and popular for obstacle avoidance
and navigation.. This work focuses on vehicle distance measuring of traffic signs
and cars, which is a critical task in the image processing domain. In this research,
the suggested system employs two cameras installed in the hosting vehicle in
front, to obtain the data and estimate distance. The proposed pipeline starts with
YOLO v3 and YOLOV?2 algorithms for detecting traffic signs and cars in the video
frames. The distances of the detected objects are measured using triangle similarity
approach. In final phase, lane segmentation and grid marking are added along with
these results. As a result, it will assist drivers in making decisions prior to reaching
signs, potentially resulting in improved safety decisions.

Keywords: Object detection - Lane segmentation - Collision avoidance -
YOLO - Self-driving

1 Introduction

Over the last two decades, self-driving cars have grown in importance in the research
domain, and they are expected to take the place of humans in a range of industries by
completing a variety of missions. The development of autonomous vehicles has become
one of the most important areas in the field of automotive research, owing to the growing
traffic challenges in most regions of the world. As a result, there’s a good chance that
relieving drivers of driving responsibilities in part or totally will improve road safety
and driving comfort.. Because driver responsibilities can be automated, collisions can
be reduced, and road safety can be improved.

Because of the complex and dynamic environment,, as well as the complex movement
in a short period of time, researchers in the field of self-driving face numerous challenges.
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The automated cars must be able to detect other vehicles of any shape or sort. As a result,
numerous techniques such as detection of vehicle and licence plate along with its speed
and distance could be useful for the system to avoid collision. Automated vehicles use
the data gathered from these algorithms to make decisions like avoiding other vehicles,
shifting their path, or increasing their speed.

Measuring the distance between the cars is a hot topic in autonomous vehicles. As
a result, determining nearby vehicle information in real time is an essential and tough
task.. There are two basic ways for measuring distance in the literature: active and passive
approaches.

The active technique sends distance-measuring signals to the object. Systems that
search for items using sensors such as laser scanners, structured light, ultrasound, or time-
of-flight are being developed to boost environmental awareness beyond what humans
are capable of. The disadvantage of these systems is the high cost of implementation. As
a result, replacing these equipment with cameras and computer vision techniques saves
both time and money.

Passive techniques, on the other hand, rely on the object’s location being determined
by passive measures of the scene, such as camera photos. Object distance measurement
via image processing is one of the most important research fields in computer vision.
The implications of extracting useful data from photographs and video footage have
applications in robotics, virtual reality, remote sensing, and industrial automation, among
other fields. The passive approach offers the advantages of being able to work in a variety
of weather and lighting circumstances, having a high resolution, and being able to use
low-cost cameras.

Also, the main purpose of finding the objects is to avoid the collision by tracking
the movement of the objects in a series of frames. Objects can be classified based on
their dynamic nature. The first one is stationery objects, which maintains its location
regardless of frame or time. For example, traffic signs, barricades, and parked cars.
The second one is moving objects, as time passes, their position changes. For example,
moving cars. The YOLOv3 and YOLOV2 algorithm is used in this work to detect traffic
signs as well as vehicles passing in front of the hosting vehicle. The distance is calculated
using the triangle similarity approach, which uses the calculated focal length to derive
the distance. In the final output video, lane segmentation is incorporated alongside the
gridlines. The main novelty of the research, is that, it focuses on using pure computer
vision and deep learning algorithms to recognise traffic signals and automobiles in front
of the hosting vehicle, as well as estimate the distance between them. As a result, the
system alerts the camera hosting vehicle even before it reaches the appropriate traffic
sign site.

The following is a breakdown of the paper’s structure. The purpose is discussed
in the following section. The third section discusses the difficulties encountered when
implementing the project. Following the problems, the next section explains the work
on autonomous vehicle distance estimate and how objects are detected using YOLOv3
and YOLOV?2 algorithms.The study then goes into detail on novelty and the dataset that
was used. The next part goes over the experiment’s several steps, what happens during
them, and the outcomes. The final section discusses the conclusion as well as the future
scopes.
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2 Methodology
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Fig. 1. Proposed methodology

The implementation of the proposed system is done different stages (Fig. 1):

2.1 Data Collection

The data was collected in transit between Bangalore and Calicut during daytime in proper
lighting conditions. The video was continuously recorded and stored in cloud-based
platform during the transit. There were challenges during this journey like pedestrian
crossing, diversion of routes. Etc. Two monocular cameras were placed on the left and
right corners of the windshield of the hosting bus to capture data. The video footage
from the right camera is used for the study. The camera was able to capture a dataset
with resolution of 1280%720. To make computation easier, a 2-min video was extracted
from the dataset was used. The raw footage is then fed into pre-processing stage for
further steps.

2.2 Camera Calibration

The camera’s lens curvature causes radial distortion in the images it captures. This causes
the image’s straight lines to appear twisted or curled in an unnatural way. The distortion
in an image frame degrades image quality and has an impact on estimating distances
between objects in the image. Camera calibration procedures can help to eliminate this
distortion. To eliminate distortions, checkerboard calibrating technique is used in the
dataset. First 7*7 checkerboard was used in this project, but the results were disappoint-
ing. However, when compared to the 7*7 checkerboard, the 9*9 checkerboard produced
correct findings (Fig. 2).
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Fig. 2. 9*9 distorted image(left), 9*9 undistorted image (right)

2.3 Object Detection of Traffic Sign and Cars

Object detection is a way for applying deep learning algorithms to determine the loca-
tion of a target in an image. For object detection, there are numerous state-of-the-art
algorithms. R-CNN, SSD, FCN, YOLO, and so forth. The complexity and architecture
of these algorithms varies. Because it is highly rapid at detecting objects, YOLOV2,
YOLOV3 was considered for this study. You Only Look Once, Version (YOLO) is
a real-time object identification system that detects specific objects in an image or
videos. YOLO uses deep convolutional neural network to detect an item from an image
frame. CNNs are classifier-based systems that can recognise patterns in incoming images
and interpret them as organised arrays of data. YOLO much faster compared to other
frameworks or networks without sacrificing accuracy. During test time the model is
evaluated and predictions are made based on the image’s overall context. YOLO and
other convolutional neural network algorithms “score” regions by comparing them to
preset categories. Positive detections of the class with which they most closely identify
are highlighted in high-scoring areas. A single-stage real-time object detection model
is called YOLOV2 or YOLO9000. By using Darknet-19 as a foundation, batch normal-
isation, a high-resolution classifier, anchor boxes to forecast bounding boxes, and other
features, it outperforms YOLOvVI in a number of ways. In terms of class speed, precision,
and specificity, YOLOV3 [9] differs significantly from earlier versions. Darknet-19 was
chosen because it is the most widely used architecture worldwide. In terms of accu-
racy, speed, and architecture, YOLOvV2 and YOLOV3 are poles apart. YOLOV3 is the
improved version of YOLOv2 and YOLOV1 (Figs. 3 and 4).

..........................................
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Fig. 3. YOLO v2 architecture
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For traffic sign and vehicle detection, the YOLOv3 and YOLOV2 algorithms was
employed using pre-trained weights. These pretrained weights were trained on images
of traffic signs and cars respectively. Traffic signs output classes are categorised into
labels such as prohibitive, harmful, obligatory, and others. Among YOLO algorithms,
YOLOV3 performed much better compared to the YOLOvV2. The bounding box and
associated confidence scores are used to detect traffic signs.

To get the actual proximity distance of an object from the hosting vehicle distance
are measured manually. Distance guidelines are marked based on the manual distance
measurement as seen on Fig. 5

Fig. 5. Distance guidelines Sm(top-left), 10m(top-right),15m (bottom-left), 20m (bottom-right)
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The distance is calculated using the triangle similarity method. This is how the
triangle similarity resembles each other: Consider a item or marker with a known width
W. After that, we set this item at a distance D from the camera. The camera takes a
snapshot of the object and then determines P is the apparent width of the object in
pixels. This allows to calculate the camera’s apparent focal length F.

F = (P x D)/W

The distance is calculated based on the focal length provided. In this study, the
average width of cars as a marker for car detection and width of the traffic signs as
marker for traffic sign detection. In India, the average width of cars is 1700mm and that
of the traffic signs is 900 mm. These measurements are considered for the corresponding
detections. The width of the bounding box equals the pixel width of the object detected. It
is then used to figure out how far away the observed object is based on the focal length
which is calculated using triangle similarity algorithm. The focal length of the guideline
closest to the base of the bounding boxes is considered.

2.4 Lane Segmentation Along with Grids

There are different phases done inorder to get a lane detection result. First, the picture
frames from the video are delivered to the camera calibration component. The distortions
in the image frames are eliminated after applying the camera caliberation parameters.
After applying camera calibration, the output is supplied into the perspective transfor-
mation section, where the picture is transfromed depending on the source and destination
coordinates and warped perspective is applied to that image frame.

Following the acquisition of the warp perspective image, the image is subjected to
thresholding. For lane line markings, photos are either changed to white or black based
on a specified threshold value. Lanelines are embedded on the image after thresholding.
The extracted laneline is then superimposed on top of the original photos. The final video
is created by combining these original photos (Fig. 6).
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Fig. 6. Lane segmentation phases
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3 Purpose

In recent years, distance measurement in vehicles has gained a lot of attention in various
fields. Vehicle automation is one of the most important trends in automotive research and
development. The idea is to relieve drivers of some or all of their driving responsibilities
while also improving road safety and comfort. Autonomous driving may involve several
kinds of challenging factors such as dynamic environment, complex, and high-speed
movement. The vehicle must detect the positions of other automobiles in any type of
traffic, which includes object detection, relative speed estimation, and distance. In order
for the vehicle to adjust its path and/or speed, these variables must be determined.

Object distance calculation is becoming increasingly important in autonomous sys-
tems. Recognizing their environment correctly and quickly is one of the most critical and
hardest tasks for autonomous systems. There are two methods for measuring distance:
active and passive. The majority of researchers have used active approaches inorder to
obtain precise vehicle distance measurements. The disadvantage of these systems is the
high cost of implementation. As aresult, saving money can be achieved by using cameras
and computer vision algorithms instead of these high cost equipments.

So, instead of using a lidar sensor or other sensors, this re are employing cameras to
estimate the distance of a traffic sign. Initially the traffic sign and car is detected using
the object detection algorithm like YOLO, and then the triangle similarity method to
calculate the distance and then embed lane segmentation and along with the grid marking
for ease of use.

4 Major Research Findings

This work [1] focuses on inter-vehicle distance measuring, which is a difficult task in
the domain of image processing. It’s employed in a variety of systems, including DSSS
(Driving Safety Support Systems), traffic mobility, and autonomous driving. In this
research, image-based self-driving vehicle inter-vehicle distance measurement system
have been presented. As one stereo camera, the suggested solution uses two cameras
positioned in the hosting car behind the rear-view mirror. First, a single camera is used
to detect vehicles, and a recent effective study from the literature is used. The similar
car is then spotted in the image acquired by the second camera using the template
matching technique. As a result, a basic algorithm based on the vehicle’s position in
both cameras, geometric derivations, as well as technical information such as camera
distance and particular angles is used to estimate the inter-vehicle distance.. The results
of the extensive testing revealed that the suggested method is more accurate than earlier
works in the literature, and it allows for efficient measurement of vehicles’ distances
from the hosting vehicle. Furthermore, independent of the object kinds, this method
might be employed in real time in a variety of systems from various disciplines. The
studies were carried out using a TERASIC VEEK-MT2S equipped with a Hardware
Processor System (HPS).

Self-driving automobiles serve individuals in a variety of fields by reducing human
error and completing diverse missions. They’ve become a hot topic in both industry
and academia when it comes to automotive research and development. However, deal-
ing with distance measurement and cost poses numerous obstacles, both in terms of
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equipment and approach. The use of a stereo camera to measure the distance of an
object is convenient and frequent for obstacle avoidance and navigation. Vehicles that
operate on their own. When calculating distance, angle is considered. The image pixel,
the distance between cameras, and the distance between the cameras. This research [2]
presents a trigonometry-based approach for measuring object distance is confronted by a
self-driving automobile that uses image processing and stereo vision for high precision,
cheap cost, and quick computing. Using this method, you can measure distance with a
high level of precision of up to 20 m. It can be utilised in real-time computer systems to
calculate the safe driving distance between obstacles.

Using a single black-box camera placed in an automobile, this research [3] proposes
a method for detecting and measuring the distance of a vehicle travelling in front. It was
important to reduce throughput and speed up processing in order to adapt the suggested
technology to autonomous vehicles. This is accomplished using the suggested method,
before obtaining the aggregated channel information, which breaks down the input image
into various images for real-time analysis (ACFs). The goal was to extract only the most
vital information from photographs of varied sizes in an uniform manner.

From a bird’s eye view, inverse perspective mapping (IPM) was used to build a
system for recognising an item and establishing a vehicle’s distance. In the proposed
technique, ACFs were used to develop the AdaBoost-based vehicle detector. The ACFs
were derived using the sedge gradient, LUV colour, and orientation of the input image
(histograms of oriented gradients). The distance between the recognised vehicle and the
autonomous vehicle was computed using IPM and the creation of a three-dimensional
image from a two-dimensional input image. In a real-world road situation, the suggested
method yielded precise results for vehicle detection and proximity estimation in real-
time processing. As a result, we were able to demonstrate that our technology can be
used in driverless vehicles.

In recent years, artificial intelligence technology has advanced at a breakneck pace.
The goal of this paper [4] is to use this to calculate the distance to an object. Two inde-
pendent photographs of the object from the identical angles will be taken to determine
the distance. It compares the sizes of the same thing in two imagesThis was done in real
time using object identification technologies from Artificial Intelligence on a cell phone.
A method for calculating the distance between two images is provided in this paper. On
i0S, the proposed method was tested as a prototype. Experiments were carried out in
diverse situations to assess the performance of distance measurement. The empirical data
produced various inconsistencies with the actual measurement in the experiments. This
was due to faults in the object detection procedure, which caused the true dimensions of
the item to be estimated incorrectly. Despite these shortcomings, this object recognition
method could be widely used in instances when accurate measurements aren’t necessary,
such as navigation systems for the blind people.

As humans,we are rather skilled at deducing information from the three-dimensional
world in which we inhabit. We accomplish this by fusing data from many senses with
our prior understanding of the geometry of the thing. Therefore, the assumption will be
almost accurate even if an object is obscured! Contrary to how robots and self-driving
cars work, humans often combine stereo and monocular clues to detect the presence
of an object and localise it. Understanding and collecting third-dimension data from a
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global coordinate system is difficult. The issues can be solved by active sensors like
LiDAR. The lack of data and expensive cost of such sensors inhibit the development
of such applications. Understanding depth from 2D photographs is a promising subject
of research that could someday lead to 3D reconstruction and 3D item detection. Since
unsupervised learning doesn’t require ground truth for training, it is gaining popularity.
In this study [5], unsupervised learning was used to propose a DNN for depth estimation.
The proposed approaches are then assessed using KITTI standard metrics, demonstrating
a potential path forward for autonomous vehicles. The proposed techniques outperform
the most recent methods for depth estimation in unsupervised learning with over 75%
less training data and a lower input resolution.

The introduction of self-driving cars and Al technology altered the transportation
infrastructure. The current generation of self-driving cars require accurate and trustwor-
thy data from a variety of functional modules. Object detection and categorization is one
of the main modules included in vehicles. In this study [6], a method for slow-moving
electric vehicle platforms is created for speed bump identification. The created tech-
nique divides the speed bump using a GAN network from monocular photos as input.
The outcomes of the novel approach demonstrate that the GAN network can accurately
separate different kinds of speed bumps. This novel alternative method demonstrates
GANSs’ suitability for use in self-driving car speed bump detection.

For intelligent and precise farming, autonomous agricultural machinery is crucial.
Adopting autonomous path planning technologies to replace the time-consuming task of
manually steering vehicles might significantly improve agricultural machinery efficiency
and precision, saving farmers time and reducing driver fatigue. This paper’s [ 7] goal is to
create a stereo vision-based path planning system for an autonomous onion harvester. The
proposed method comprises employing semantic segmentation based on deep learning to
recognise crop rows in images broadcast by a stereo vision camera. In order to determine
the harvester’s navigation waypoints is determined by segmentation information along
with image depth map. An Indian onion field dataset was used to construct and test the
produced system, and it provides accurate results.

The purpose of the paper [8] is to classify faults in a fabric material using deep
learning and neural network techniques. Rust, Hole, Grease, Broken Filament, Oil Stain,
and Slough are the six types of faults discussed in this work. The YOLOv2 model and
the YOLOv3 Tiny model were made independently in this study, with the identical
fabric data set(six different sorts of faults) and pre-trained convolutional weights on the
Imagenet dataset. Both models had a high success rate in finding flaws in the fabric,
which was observed and documented.

5 Discussion

The first and foremost is obtaining a dataset. Since the dataset is not readily available. The
dataset is gathered from video footage of the bus.Road conditions can play a vital role
in determining the distance.Since we are not using sensors, distance can be inaccurate
in sometimes. Computational cost is high. Vibration during the travel of the bus can
affect the quality of the data.Weather condition can also affect the computation of the
distance.Computation expense is high due to the large size of data. Radial distortion
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present in most of the images. While detecting the traffic signs, the model misclassified
some of the items in the frames, even though they are not actual traffic signs. This means
there are a lot of false positives. In lateral view, the algorithm miscalculates the distance
between cars when it comes to car detection. Because lane lines are not always visible
on Indian roadways, the most difficult part of lane segmentation was determining lane
line markers. It could be caused by a buildup of dust on the road, faded lane lines, or
poor illumination.

6 Results

The proposed method is fed with a two-minute video from the original video to test
its effectiveness, and it was able to correctly detect traffic signs and vehicles on the
roads, as well as the approximate distances between traffic signs and the host vehicle
and the vehicles moving in front. In terms of detection and confidence ratings, YOLOv3
surpassed YOLOV2 among detection algorithms. After detection, the proposed method
was able to segment lane lines in each frame and embed grid markings along with it
(Figs. 7, 8,9, and 10).

Depth: 1453cm R

Fig. 7. Traffic sign detection

The model misclassified some of the objects in the frames while detecting the traffic
signs, even though they are not actual traffic signs. This indicates a high rate of false
positives. Retraining the model with a better dataset can help decrease this. When it
comes to car detection, the algorithm miscalculates the distance between cars in lateral
view due to the static width of the back (1700 mm). The bounding box’s pixel width
is greater than the pixel width of the car’s rear. As a result, the distance is associated
with a small error. In the case of lane segmentation, the most difficult component was
identifying lane line marking on Indian highways, because lane lines are not always
visible. It could be due to an accumulation of dust on the road, faded lane markings, or
bad lighting conditions.
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Fig. 9. Car detection result(YOLOV3)

Keep Straight Ahead

Vehicle is 1.12 m.oway from center

Fig. 10. Lane segmentation result
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7 Conclusion and Future Research Work

The proposed method successfully was able to detect traffic signs and car detection.
After detection, the model was able to estimate the approximate distances between the
targets. Lane lines are segmented after distance measurement, and grid markers are
incorporated in the output frame. The proposed method for measuring object distance
that relies solely on cameras yields good results. This method can help establish safe
driving distance by measuring the distance between the hosting vehicle and cars and
traffic signs. Even though the proposed approach was able to predict the approximate
distances, it was lacking on some other aspects like more false positivity rates, irregular
lane markings etc.

Stereo vision, which can replace the existing active approach and perceptual sys-
tems, can improve this research even more.The approach proposed in this work simply
utilises one of the two cameras to capture the front obstructions. The produced results
can be applied in driving assistance systems by adding them on local maps and driver
dashboards. This helps the drivers to make better decisions and prevent the vehicle from
collisions. Similar technology could be utilised with more cameras or 360° cameras in
the future to detect problems in more directions.
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Abstract. The use of online courses is growing worldwide that has
opened the door for the interested students to learn comfortably from
their locations especially, during Covid-19 pandemic. However, an impor-
tant aspect of traditional classroom is real-time students’ feedback for
content delivery and interactive sessions, which is missing in online
courses. The aim of this work is to bridge this gap by providing an auto-
matic recognition system for engagement level of the students during
online courses using deep transfer learning. In this paper, a CNN based
method is proposed to predict the level of engagement while watching
online class sessions. The CNN based method consists of two different
modalities including: (1) pre-trained network based transfer learning for
feature extraction from image data, (2) support vector machine (SVM)
classifier for classification. Ten different pre-trained networks are used
in the proposed method. The superiority of the method is evaluated on
the dataset created using images of graduate students. Of all pre-trained
networks, Resnet50 and VGG16 achieved highest classification accuracy
of 72.34% and 71.77% using the proposed approach respectively.

Keywords: Deep Learning - MOOCs - Student engagement -
E-learning - Deep transfer learning

1 Introduction

In recent years, online courses (e.g. Coursera, Byjus) have changed system of
education by providing for personalized delivery of course contents. Online liter-
acy has become common place in education, ranging from Massive Open Online
Courses (MOOCsS) to Virtual Learning Environments (VLEs) and Learning Man-
agement Systems (LMSs) [16]. Although such systems are indicative of positive
progress in education system, online platforms have a long way to go before
they approach the experience of traditional classroom tutoring. Online education
platforms are presently lacking real-time students’ feedback for content delivery
during online lectures, which is an important aspect. For example, an instructor
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may ask students if they are not properly engaged in the class or they are hav-
ing doubts pertaining to any topic. In such cases, an instructor needs to know
engagement level of students or their interests. In online platforms, most of the
times students’ feedback is absent thus resulting in a startling powerhouse rate
nearly 93% [13]. Courses consist of static material, thus it is up to the student
to research any questions they may have online or through other channels of
communication like posting to the instructor or in class forums, which can usu-
ally take a while to react. Giving the system feedback on the behaviour of the
students seeing the lectures online is an efficient way to bridge the gap between
regular classrooms and online courses. Behavioural states may include engage-
ment, confused, frustration etc. This knowledge could either be given to the
teacher, who could make adjustments as needed, or it could be constructed with
enough supporting materials that could be chosen at any time within a single
lecture based on the student who is listening to it. The widespread usage of
mobile devices, such as smart phones and tablets, as well as the inclusion of
cameras in similar mobile devices, play a crucial role in making it possible for
similar feedback. The front-facing web cameras of these devices could be used
by online courses to monitor students during online lectures [16].

Table 1. Different pre-trained networks used for the study

Pre-trained | Depth | Number | Final 3 layers replaced

networks of layers

Googlenet 22 144 loss3-classifier, prob, output

Alexnet 8 25 fc8, prob, output

Vggl6 16 41 fc8, prob, output

Vggl9 19 47 fc8, prob, output

Resnet101 101 347 fc1000, prob, Classification Layer predictions

Resnet50 50 177 fc1000, fc1000 Softmax, Classification Layer fc1000

Resnet18 18 72 £c1000, prob, Classification Layer Predictions

Squeezenet 18 68 pooll0, prob, Classification Layer Predictions

Inceptionv3d | 48 316 predictions, predictions Softmax, Classification
Layer Predictions

Densenet201 | 201 709 fc1000, fc1000 Softmax, Classification Layer fc1000

Engagement may be regarded as the most fundamental behavioural state
in a learning environment among the many other possible behavioural states.
Every other effective state, including boredom, confusion, tiredness etc., affects
a student’s level of engagement. Students’ engagement while viewing course con-
tent is one of the major issues [11]. This study enhances the feedback system
in e-learning environments by rating online lectures on a scale of three involve-
ment levels. Although it is possible to get the conclusion that eye contact is
a sign of engagement, this method of determining engagement has two signif-
icant flaws. First, eye-tracking is a very challenging task. Second, eye contact
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with the instructor is not a only criterion for involvement during online lec-
tures. For instance, a student may be engaged in analysis while avoiding eye
contact. Although the students’ engagement is very helpful in e-learning, it can
also be used in other application areas such as advertisement where it may help
advertisers better understand the interests of consumers.

We then put forth a cutting-edge method of engagement recognition that uses
information from crowdsourced labels to enhance the system’s overall effective-
ness. The experimental outcomes of our approach are then displayed, and they
are encouraging. Over 10% more accuracy is gained in performance using our sug-
gested methods. The remaining sections of this study are structured as follows: We
discuss related work that has already been done in Sect. 2 in the area of engage-
ment detection, not just for students but also for other contexts like marketing.
The proposed methodology for engagement recognition is described in Sect. 3. The
obtained results are discussed in Sect. 4. Finally, We conclude our work in Sect. 5.

Table 2. Image database details used for the proposed study

Class type | Engagement level Number of images | Class contribution (%)
1 No Engagement 400 13.75
2 Minimal Engagement | 2245 46.99
3 Full Engagement 1763 39.25

2 Related Works

Due to covid-19 pandemic, online course got exponential growth in popular-
ity, which also attracted the research community to work in this domain make
the suitable for education. Early research of this domain focus on using the
machine learning techniques to develop the real-time adaptive learning system
for MOOCs courses [17,20]. The personalized curriculum [8], adaptive evalua-
tion [7] and learners’ preferences based recommendation system [18] have played
an important role in the development of online courses. Various research efforts
have been devoted to this domain, which utilizes the machine learning as in
[9,14]. However, very handful of works is done in predicting the behavior pat-
tern of student during online course such as engagement level, student interest
for courses using deep learning and convolutional neural networks.

Most of the studies mainly presented the use of computer vision to determine
student engagement based on the six basic expressions (happiness, fear, anger,
sadness, surprise etc.) and the facial action units associated with them [23,24].
However, recent studies has focused on using the deep learning and CNN for
image classification due to its self-learning ability [6,15]. Authors in [10] pro-
posed the automatic recognition system to measure the engagement level of TV
viewers using fuzzy-Support Vector Machines (SVMs). In [12], a multiple geo-
metric features extraction method and SVM is applied on a custom dataset
to determine the engagement level of a TV viewer as a binary classification
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problem. In the same work, authors used single coder to create and labeled the
small dataset, which may introduce the personal bias. Also the study ignores the
subject awareness of experiment objectives while creating the dataset. On the
similar line, a study of engagement level is carried out in [22] to deal with the
real-time issues of online courses using the custom dataset, which had the same
issue of subject awareness. The dataset is not revealed in case both the studies
for future research works.

Stage 1

Augmented images

Facial image

Load pre-trained Extract image Trained SVM Test SVM Output
network features Classifier Classifier
Train SVM  classi- Not Engaged
Train the Network fier using features ex- Classify test images -
—with suitable training — tracted from network [~ using trained SVM [— Partially Engaged
option layers model Full Engaged
Stage 2 Stage 3

Fig. 1. Classification process of students based on their engagement level using transfer
learning and pre-trained CNN network

In order to address the said issues, we have an effort by proposing the deep
learning and CNNs based method. We used the dataset created as subjects watch
videos in online courses considering the Hawthorne effect in its design. Another
aspect of the proposed work is determine the engagement level of the students in
real-worlds application, which is not in the commercial applications like Emotient
[1], Emovu [2] and SightCorp [5]. These application had only provided the similar
affective state, for example attentiveness. Another issue is their performance
of these applications, which is not satisfactory for the challenging real-world
videos. For instance, eye tracking used in SightCorp [5] is only the parameter to
determine the engagement level. It is seen that eye-tracking is not directly related
to the attentiveness especially in online classes because the student can carefully
hear the voice of the instructor for better understanding without looking at
the system screen during the online class [1]. It has motivated us to extend
the present work to the other aspects of engagement levels. Hence, This work
presented deep transfer learning based automatic engagement level recognition
system to address the said issues. We have used open source data downloaded
from https://github.com/e-drishti/wacv2016. This data is captured for subjects
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watch videos in online courses and labeled using crowdsourcing with varying
option of engagement labels.

3 Proposed Methodology

It is seen that CNN is an ideal solution for image classification because of its self-
learning capability of features. It is also one of the best option for the problems
of multi-class classification. The primary building block of CNN are convolu-
tion layer (Conv) and ReLU, Pool and batch normalization. The final layer of
CNN consists fully connected layer dropout, softmax and classification output
layers. In CNN, the filters of convolutional layer determine the different pat-
terns of images. Here, we have used ten different pre-trained networks which are
shown in Table2 along with the details of their parameters. These pre-trained
networks were used to determine the best model for the 8-class problem in dif-
ferent studies [4]. Later, evaluation of the method was done using the following
two strategies: (1) pre-trained network based transfer learning, (2) pre-trained
network for feature extraction of image data.

3.1 Transfer Learning Using Pre-trained Networks

Transfer learning utilizes the pre-trained networks fine-tuned over a new task
for better learning [19,21]. Figure 1 depicts the classification process of students
based on their engagement level using transfer learning and pre-trained CNN
network, which is done using the following steps:

1. Create facial images from the input videos

2. Image augmentation is applied on the dataset as it contains both types of
images:colored images and black & white images.

3. The low-level features are generated from the lower layers of diverse pre-
trained network.

4. Low-level features are passed to the upper layers to extract high-level features
from the augmented images.

5. Dataset of facial images is categorized into 3 classes for training images.

6. Trained networks are tuned on the validation data and tested on tuned models
for the test images.

In Table 1, 10 different pre-trained networks are shown, which are used to for
the study. Here, these network are used on different parameters such as network
depth, number of layers, required image input size, and suitable last 3 layers. The
learning rate is set le—3, le—4, le—5 and le—6 to accurately test the models
such as stochastic gradient descent with momentum (sgdm), root mean square
propagation (rmsprop), and adaptive moment estimation (adam) optimizer [4].

3.2 Extract Image Features Using Pre-trained Network

Pre-trained deep networks are found to be the easiest and fastest way to extract
the features. Therefore, for the study of engagement level, a pre-trained networks
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are used to extract the lower level features from the images those are passed to
the SVM classifier for image classification [3]. The feature extract and classifica-
tion process is shown in Fig. 1. Here first stage is used for inputting image and
applying the image augmentation techniques. Image augmentation changes the
size of the images as dataset contains both colored and black & white images.
In second stage, pre-trained networks are loaded where higher-level features at
the deeper layers are constructed using the lower-level features of earlier layers.
In third stage, the features collected from the previous layers are used to train
the SVM classifier, while features extracted from the test images are used to
evaluate the SVM model.

3.3 Contributions of Training and Testing Image Datasets

We have used open source data. This data is captured for subjects watch videos
in online courses and labeled using crowdsourcing with varying option of engage-
ment labels. Dataset contains facial images of students to study the engagement
level of the students, which is divided into 70% and 30% for training and testing
stage respectively as shown in Table 2. Trained dataset is used to train the SVM
classifier at radial basis kernel function. In order to evaluate the performance,
classification accuracy is used in this study. The simulation set up is run 10 times
and average results are reported.

4 Results and Discussion

This section presents obtained results of classification for the transfer learning
and feature extraction techniques. In Fig. 2, the classification accuracy is shown

0.80

0.75

°
bt
=}

Accuracy

o
o
a

o TRl

0.60

0.55
Alexnet VGG16 VGG19  Squeezenet Googlenet InceptionV3 Densenet201 Resnet18  Resnet50 Resnet101

Fig. 2. Classification accuracy using transfer learning and pre-trained CNN network
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Fig. 3. Fl-scores using transfer learning and pre-trained CNN network at different

learning rate and solvers

for transfer learning technique at different solvers and learning rates. Figure 3
depicts the obtained F1-Score on various transfer learning model with varied
learning rule and solver method. The highest F-1 score of 68.70% is achieved
using Resnet50 model in case of SGDM solvers at learning rates le—6. The
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highest Fl-score of 68.34% and 68.17% is achieved using Vggl6 and Vggl9
models in case of SGDM solvers at learning rates le—>5 respectively. The highest
F1-Score of 0.70 is achieved by Resnet101 at learning rates le—4, while Incep-
tionv3 model outperforms with learning rate le—5 with highest F-Score of 0.69
using RMSPROP solvers by Alexnet respectively. VGG16 achieved the highest
F-Score of 0.68 at learning rate le—3 using SGDM solvers. The highest F-Score
of Resnet50 and Resnet101 with the solvers 0.67 is achieved at learning rate le—3
and le—4. Resnet18 using solver ADAM has 0.67 at learning rate le—4. Overall,
pre-trained networks and solvers works well at learning rate le—4. Additionally,
summarized results of all pre-trained networks on different performance met-
rics are presented in Table 3. Of all pre-trained networks, Resnet50 and VGG16
achieved highest classification accuracy of 72.34% and 71.77% using transfer
learning and extract image features approach respectively.

Table 3. Summarized results for pre-trained networks

Pre-trained | Solvers |LR | Accuracy | Sensitivity | Specificity | Precision

networks

Alexnet rmsprop | le—3 | 0.7052 0.7084 0.8472 0.6400
VGG16 rmsprop | le—3|0.7177 0.7127 0.8765 0.6703
VGG19 rmsprop | le—6 | 0.7005 0.6716 0.8371 0.6295

Squeezenet | rmsprop | le—6 | 0.7032 0.7197 0.8584 0.6585
Googlenet adm 1le—310.7003 0.7379 0.8696 0.7325
InceptionV3 |sgdm le—410.7075 0.7442 0.8432 0.6568
Densenet201 | rmsprop | 1le—6 | 0.7041 0.6934 0.8473 0.6369
Resnet18 adm 1e—3{0.7073 0.7289 0.8449 0.6525
Resnet50 sgdm le—50.7234 0.7864 0.8879 0.6926
Resnet101 adm 1le—3|0.7074 0.7297 0.8453 0.6908

5 Conclusion

In online courses, determining the engagement level of students is an intuitive
process to human. This study is an attempt to model this intuitive process.
Here, we have proposed a deep transfer learning approach including CNN, SVM
and combination of all layers to predict the level of students’ engagement while
watching online class sessions. The said method uses facial images from the
input videos to extract low-level features from the video sessions as the available
dataset is not sufficient for deep learning. Furthermore, these low-level features
are utilized to extract high-level features with the help of novel layer combina-
tions for temporal dynamics modelling. The superiority of the proposed method
is evaluated on the dataset created using images of graduate students. In future,
this work can be extended to video segments for determining the engagement
level instead of using images.
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Abstract. Several of the major issues affecting food productivity are a pest. The
timely and precise detection of plant pests is crucial for avoiding the loss of agricul-
tural productivity. Only by detecting the pest at an early stage can it be controlled.
Due to the cyclical nature of agriculture, pest accumulation and variety might
vary from season to season, rendering standard approaches for pest classification
and detection ineffective. Methods based on machine learning can be utilized to
resolve such issues. Deep Learning, which has become extremely popular in image
processing, has recently opened up a plethora of new applications for smart agri-
culture. Optimizers are primarily responsible for the process of strengthening the
deep learning model’s pest detection capabilities. In order to detect pests on tomato
plants, this study compares the performance of a few gradient-based optimizers,
including stochastic gradient descent, root means square propagation, adaptive
gradient, and adaptive moment estimation, on a proposed deep convolution neural
network architecture with augmented data. In comparison to other optimizers, the
evaluation findings demonstrate that the Adam optimizer performs better with an
accuracy of 93% for pest identification.

Keywords: Deep Learning - Optimizers - Convolution Neural Network

1 Introduction

Agriculture is an important sector for supplying food to the world. As the population
grows, it is necessary to increase food productivity, but this is complicated by the accu-
mulation of various pests on crops. [1, 2] Pest can appear in various parts of the plant
body, even from the root to the tip, causing severe yield loss.

The pest consumes the majority of the product, lowering productivity. The presence
of pests in the plant body can reduce the amount of sunlight available to the plant, result-
ing in nutrient deficiency and the development of fungus and bacteria-based diseases.
Early detection and classification of pest types may aid in the implementation of control
measures.

The traditional or conventional method is incapable of detecting and classifying pests
because the rules of the algorithm must frequently be changed whenever the class level
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changes or increases. [3, 4, 19, 21] Using Artificial Intelligence techniques like Deep
Learning (DL) based Convolution Neural Networks (CNN) would help solve issues with
the existing technique and deliver intelligent classification and detection.

Deep Learning is critical for early pest classification and detection. [20, 22] Deep
learning is a subfield of Machine Learning that paves the way for Artificial Intelligence
(AI). Although DL models work well for image classification, they are still susceptible
to lose/cost. The misclassification in the model is represented by the loss, which is the
difference between predicted and actual data. The loss also has an impact on the model’s
accuracy. [5-7] The optimizer is used to reduce loss and improve model prediction
accuracy. The optimizers would perform well in order for the CNN model to generalize
better for previously unseen data.

When combined with pesticide recommendations, the DL-based pest classifications
system can be extremely beneficial to farmers. Pesticides were recommended based
on pest prediction, so the model should be highly optimized to classify without any
misclassification or error, otherwise, the system will recommend incorrect pesticides, so
optimizing the CNN model is one of the most important roles.

The aim of this paper is to performance analysis of CNN using gradient-based opti-
mizers such as Stochastic Gradient Descent (SGD), Root Mean Square Propagation
(RMSPROP), Adaptive Gradient (ADAGRAD), and Adaptive Momentum Estimation
(ADAM).

The rest of this paper is structured as follows: Sect. 2 discusses optimization for DL,
Sect. 3 discusses various gradient-based optimizers, Sect. 4 presents the methodology
for CNN-based pest classification, Sect. 4 discusses performance evaluation metrics,
Sect. 5 discusses results and discussion, and Sect. 6 concludes the paper.

2 Optimization for Deep Learning

[8] A deep learning model tries to generalize the data and makes predictions about data
that has not yet been observed. [9, 10] The loss inherent in the predictive model often
denotes the fact that the results predicted by the DL model do not match the output from
the real world. Loss in deep learning refers to how poorly the model is performing. Its
goal is to use this loss to train our network to perform better. [11] Loss reduction is
achieved by optimization. In designed to reach global minima with the very lowest loss,
optimization techniques will adjust the neural network’s weights and learning rate. [14]
Once the loss is reduced the model predictions became more accurate.

The optimization methods can be classified into two types such as deterministic
and stochastic based methods. The neural network utilizes stochastic based model and
the stochastic based method is further split into two types as Gradient based method
and Newton based method. The gradient-based optimizers work based on first-order
derivatives and Newton-based optimizer work based on higher-order derivatives. The
DL model is optimized either by gradient or Newton method but more probably it is
optimized based on the gradient method due to its simplicity in computation. Figure 1
depicts the gradient-based optimizers analyzed in this paper.
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Fig. 1. Gradient Based Optimizer.

3 Gradient Based Optimizers

3.1 Gradient Descent (GD)

One of the most well-liked neural network optimizers is gradient descent. It will lower
the loss and arrive at the global minima by using the learning rate and the derivative of the
loss function. The gradient descent works effectively for convex optimization problems
but not for non-convex optimization. It will compute every record in the whole dataset for
each epoch and perform forward and backward propagation. When the data size is very
little, it is a good neural network optimizer, but when the data size is larger, it requires
more processing, takes longer to update the weights, and has slower convergence. SGD
optimizer was used to lessen these issues.

Whew = Woig—n(0L/0Wyiq) (D

The Eq. (1) shows the weight updating on NN where W4 denotes the old weight,
Whew denotes new weight, 1 denotes learning rate, dL is the derivative of loss 0L/0 W ;4
is called gradient descent and 0 W4 is the derivative of old weight.

3.2 Stochastic Gradient Descent (SGD)

This is a Gradient Descent optimizer variant that has the extra ability to work with non-
convex optimization problems. SGD solves the GD problem by randomly selecting a
batch size of data for each iteration rather than the entire dataset. [12] Because only a
few samples of data were used, SGD appears to be noisier than GD. SGD uses more
iterations to reach local optima, which increases computation time. Even as the number
of iterations increases, the computation cost remains less than GD.

The batch size is defined in mini-batch SGD, the convergence is not as smooth as in
SGD, and the weight updating is not equal but somewhat close to SGD, but the reason for
using mini-batch SGD is that it requires fewer resources and less computation expense.
To reduce noise, the SGD with momentum is used, and the exponentially weighted
average is used for smoothing.
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3.3 ADAGRAD

[13] The ADAGRAD optimizer’s learning rate is mostly fixed and identical. If the
variable is close to its optimum, a low learning rate is required and a high learning
rate is required for the variable that is far from the optimum point to resolve this issue
ADGRAD optimizer is used. AdaGrad is useful when manually selecting the learning
rate is difficult. During the learning process, the learning rate keeps on decreasing, and no
longer effectively updating on weight is one of the problems while using this optimizer
but it is good for the small neural network. This can be resolved by the Root Mean
Square Error optimizer.

Wi = Wi—1—n{(dL/dWoiq) (2)

The Adagrad is similar to Eq. (1) but the learning rate is slightly modified as N
instead of 1. The base t denotes the time stamp. Where ne is computed as below:

no= /o +¢€ 3)

where 1 is the initial learning rate, ¢ small positive value used to avoid zero because if
oy = 0 then the total will become zero, the a is the square of the previous loss derivative
the purpose of doing this is to have a bigger value so that when dividing ne with o we
will obtain less m/ value.

w=Y" GL/AW, 1) )

3.4 RMSPROP

RMSPROP is similar to GD with momentum. [14, 15] It avoids the oscillations towards
the vertical direction and takes longer steps towards the horizontal direction so that it
would converge faster than SGD. The value of momentum will usually be set to 0.9. The
monotonically decreasing problem in Adagrad is resolved by RMSPROP. In RMSPROP
the new learning rate is computed as:

n = n/+/sdw; + ¢ (5)
where sdw is the exponentially weighted average and computed as
sdw, = Bsdw,—1 + (1 = B)(OL/dW,ia) (6)

B is the hyperparameter value usually set to 0.9 or 0.95; (1-) is used to restrict the value
of sdw; to be only in small value, therefore in Adagrad the value of o is high so there is
not much change in new weight so to resolve this (1-8) is applied.

3.5 ADAM

Adaptive Moment estimation is the combination of momentum and RMSPROB. [16,
17] The momentum takes care of smoothening and RMSPROB for the estimation of the
learning rate. The advantage of these combinations in ADAM makes it a more powerful
optimizer and solves most of the complex problems in the real world.
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4 Methodology

This paper develops a CNN model for pest multi-classification and compares the per-
formance of gradient-based optimizers such as SGD, RMSPROB, ADAGRAD, and
ADAM. The preprocessed data is divided into two parts: 80% for training and 20% for
validating. Figure 2 depicts the overall process.

Pest Data
Data
Normalization
¢ | Pest
Data Split | Detection |
Performance
Train data Test data | | Evaluation
¢ CNN Model
Augmentation Testing
\ 4 : F_Qﬁtiﬁizers:
CNN Model SGD

S <€— AdaGrad
Training RMSProb
' ADAM

Fig. 2. Overall Process Flow of Pest Detection.

4.1 Pest Dataset

[23] The dataset involved in this work is sourced from the Mendeley data set. The dataset
contains eight types of pests that commonly feed on 100 + plant species. It consists of
4263 pest images. Table 1. Shows the types of pests in the dataset.

4.1.1 Pest Image Preprocessing

Image preprocessing involved in this work is normalization and augmentation. Normal-
ization aids in having a similar data distribution so that training converges faster. For
image data, the pixel should be positive, and the normalized data should be scaled in the
range of O to 1.
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Table 1. Types of Pests (Class Label)
S. No Pest Name (Label) S. No Pest Name (Label)
1 Bemisia Argentifolii (BA) 5 SpodopteraLitura(SL)
2 HelicoverpaArmigera HA) 6 Thrips Palmi (TP)
3 MyzusPersicae (MP) 7 TetranychusUrticae (TU)
4 Spodoptera Exigua(SE) 8 Zeugodacus Cucurbitae(ZC)

[19] Because of data scarcity and overfitting, the augmentation technique could be
used. Figure 3 shows the augmented image. This technique will generate more data by
making slight changes to the original data, such as random flipping, random rotating,
zooming, and so on.

Fig. 3. Augmented Pest Image Data.

4.1.2 Proposed CNN Architecture for Pest Classification

CNN is similar to NN in that it employs a series of convolutional layers. [18] The
CNN is composed of three layers: the convolution layer, the pooling layer, and the fully
connected layer. CNN2D is used in the convolution layer to classify the pest, with a filter
of 3*3, stride set to 1, and activated by ReLU. In the pooling layer, max-pooling 2D
is used to extract high-intensity values that are needed for pest classification. It flattens
the output layer of convolution in the fully connected layer and performs mathematical
operations by computing the sum of the product of weight with its respective input and
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passing that information into the activation function. The softmax activation function is
used at the final layer due to the multi-class pest classification.

ReLU Activation Function: One of the well-liked non-linear activation functions
in deep learning is the Rectified Linear Unit (ReLU). ReLU has the advantage of not
activating all of the neurons simultaneously. ReLU has the benefit of requiring less
computation and solving the vanishing gradient problem.

Max-pooling2D: Max-Pooling2D, which extracts higher intensity pixels, is utilized
in plant pest data since the pest can occur in any area of the plant and needs to be extracted
effectively.

Dropout Layer: Only a small subset of neurons in the neural network is likely
ignored during training neural network. This prevents the model from overfitting when
a deep neural network is constructed. The probability p = 0.2 has been set in the CNN
model.

The CNN architecture for performance analysis of gradient-based optimizer for pest
classification has four CNN2D layers each layer has been followed with Max-pooling
2D, a dropout layer is added to the output of the final max-pooling layer and finally, the
layer is flattened and classified using softmax classifier. Figure 4 depicts the proposed
CNN architecture.

(Pest image dataJ

|/

Max Max Max
CNN2D. ~>|Pool > CNN2D. ~>|Pool [ > CNN2D. | Pool > CNN2D

. " ] "
@ <€— Dense2 %@) Dense1 <4— Flattened (—Loropout f— p:;

Classified Pest

Fig. 4. Proposed CNN Architecture or Pest Classification

5 Evaluation Metrics

The performance analysis of the optimizer is evaluated by accuracy and loss. For loss
categorial cross-entropy is used and it is expressed as:

CEloss = — y_, Tilog(f (sm);) (7)
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where CE s is the categorical cross-entropy loss, T is the target, f{sm); is the softmax
output.

The performance of the model across all classes is measured by accuracy and it is
defined as:

Accuracy = TP + TN /TP + TN + FP + FN ®)

where TP is a true positive in which both actual and predicted are true, TN is a true
negative in which both actual and predicted are false, FP is a false positive in which
actual is false but predicted as true, and FN is a false negative in which actually is true
but predicted as false.

6 Results and Discussion

The CNN model for pest classification has a total of 2,117 992 trainable parameters.
The layer type and output shape are given in Table 2. Table 3 shows the hyper-parameter
selection utilized in this work. Table 4 show the performance analysis of optimizers for
plant pest classification which was run up to 25 epochs.

Table 2. CNN layer types and output shape.

Layer Output shape
Input size 180, 180, 3
CNN 2D_1 180, 180, 16
Max_Pooling 90, 90, 16
CNN 2D_2 90, 90, 32
Max_Pooling 45,45, 32
CNN 2D_3 45,45, 64
Max_Pooling 22,22, 64
CNN 2D_4 22,22,128
Max_Pooling 11,11, 128
Dropout 11,11, 128
Flatten 15488
Dense_1 128
Dense_2 8
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This section compares the performance of pest detection optimizers such as SGD,
AdaGrad, RMSprop, and Adam. Figures 5, 7, 9, and 11 depict the accuracy and loss of
the CNN model during training and validation for each optimizer. Figures 6, 8, 10, and
12 depict the confusion matrix multi-class pest classification.

Validation accuracy and loss are 76.41% and 0.714% for SGD optimizer, 88.26%
and 0.48% for AdaGrad, 91.3% and 0.394% for RMSProp, and 93.43% and 0.218% for
Adam. The numerical results show that the Adam optimizer performs better than other
optimizers for pest image classification.

Table 3. Hyper-parameter of the model.

Hyper parameter Value
Epoch 25
Batch size 32
Activation ReLU
Optimizer SGD, RMSProp, Adagrad, Adam
Dropout 0.2
Momentum 9
Learning rate 0.001
Betal 0.99
Beta2 0.999
Epsilon -

Table 4. Numerical Outcomes of Optimizers.

Optimizer Accuracy % Loss %
SGD 76.41 0.7
AdaGrad 88.26 0.48
RMSProp 91.31 0.39
Adam 93.63 0.28

Because each record requires forward and backward propagation, SGD takes some
time to converge, which causes the SGD optimizer to become trapped in local minima
and never reach the ideal point. Furthermore, the global minimal path gets very noisy,
making it difficult to generalize the pest classes SL, HA, TP, and TU.

Although AdaGrad is superior to SGD, it is not fully generalized. In AdaGrad, a
squared term is added with each iteration. The learning rate is constantly declining and,
as it is always positive, has the potential to become infinitely small. Monotonically
diminishing is a problem of AdaGrad. RMSProp optimizers generalize the model better
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than SGD and AdaGrad but still, it is not well good for classifying SE, and TP classes.
Adam combines the advantages of RMSProp and AdaGrad.

Adam is an adaptive gradient descent technique that maintains a learning rate for
each parameter. It also tracks the moving averages of the first and second moments of
the gradient. Adam can therefore use the first and second moments to directly estimate
the parameter changes in an unscaled manner. Finally, despite the development of newer
optimization techniques, Adam is still a trustworthy optimizer for image classification
and detection. From the comparative graph Figs. 13 and 14 shows that the Adam model
outperforms all others because it uses the combination of both momentum for smoothing
and RMSprob for learning rate.
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7 Conclusion

One of the biggest issues in agriculture is pests. Agriculture is fluctuating, which compli-
cates and impairs the ability to detect pests using traditional methods. These problems
are solved by DL, which is more effective at identifying and detecting unseen pests.
By increasing the reliability of pest detections, optimization of the DL model makes
the model more resilient. This study examined the effectiveness of gradient-based opti-
mizers on proposed deep convolution neural network architecture with augmented data,
including stochastic gradient descent, adaptive gradient, root mean square propagation,
and Adam. The results and discussions revealed that the Adam optimizer has a 93%
accuracy rate for multi-class pest classification, outperforming all other optimizers.
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Abstract. Over the past few years, image processing has dominated work in
suspect detection, medical science, and meteorology. Facial recognition, finger
knuckles, Relatively Permanent Pigmented or Vascular Skin Marks (RPPVSM),
vein patterns, and biometrics are all included in this review paper. Unlike birth-
marks, RPPVSM is inherited, whereas birthmarks are acquired. The two primary
elements of RPPVSM are matching and detection. Consequently, it is improba-
ble that redundant evidence could produce a vein pattern. Several cases involving
child sexual assault or disharmony have been resolved by using RPPVSMs as a
biometric attribute for recognition. In this paper, we also give a review on findings
and results of various authors.

Keywords: RPPVSM - Vein - Criminal - Identification - Biometric

1 Introduction

In situations such as criminal investigations, it may not always be possible to obtain
biometric information such as a person’s face or fingerprint. Vascular colors and skin
markings are quite helpful in such circumstances. Especially when minors are involved,
when there has been sexual abuse, etc. Examining recognized skin traits on the face and
in the facial records is one way. In order to identify face features, any facial recognition
algorithm would crop off any landmarks or distinguishing features from a subject’s
image. The programmer may evaluate features including the part’s size or shape, as well
as the nose, cheekbones, and jaw. It is connected to other biometric modalities, such
fingerprint or voice detection systems, in the majority of security mechanisms. It’s also
gaining popularity as a tool for branding businesses in marketing campaigns. The search
for photographs that meet the requirements is then conducted using these.

Image processing is a technique for enhancing unprocessed images obtained from
satellite cameras, spacecraft, airplanes, or photos taken for a variety of everyday reasons.
There have been many different image processing methods created during the last four to
five decades. Most of the methods are used to enhance photos from unidentifiable satel-
lites, space experiments, and military identification missions. Image processing systems
are becoming increasingly widespread as large-screen personal computers, graphics
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applications, and other software become more widely available. Before compressing the
face data, other techniques normalize a collection of face photos, saving only the info
there is an image that is useful for a face identification. After that, the facial data is com-
pared to a probe image. Template matching, which generates compressed representations
of faces based on salient facial traits, was one of the earliest successful approaches.

Skin Recognitions Framework is a computer application that uses a digital image
or video to detect or authenticate an individual from a visual source. Another option is
to use the body and face databases to separate the various skin features. It’s a type of
biometric similar to fingerprints or the iris of the eye that’s often employed in security
systems. It’s also growing more popular as a marketing and branding tool for businesses.

Geometry separates an image into values and compares them to templates to get
rid of variance. Using photometric technology, an image is broken down into values,
and the values are then compared with templates to get rid of variations in the image.
Three-dimensional skin identification is an allegedly more accurate trend that has just
emerged. This method utilized 3D sensors to gather data regarding a face’s shape. The
distinguishing characteristics of the skin’s surface can then be determined using this
information. One benefit of 3D skin identification is that, unlike previous methods, it
is not impacted by variations in lighting. A skin can be recognized from a variety of
viewing angles, including profile view. Skin identification accuracy is greatly increased
by using three-dimensional skin data points. The advancement of sophisticated sensors
that better capture 3D skin imaging benefits 2D research. Structured light is projected
onto the face by the sensor to operate. These image sensors, each of which catches a
distinct portion of the spectrum, can be arranged in groups of up to twelve or more on
the CMOS chip.

1.1 Author’s Contribution

This research paper tries to address the findings and results of different authors. We
try to present a method for identifying RPPVSM by an automated system, as human
identification of RPPVSM is time-consuming and requires considerable effort. In this
paper Algorithms are used to detect RPPVSMs, detect them, and match them with skin
segmentation. The technique was tested using back photos from a variety of subjects
in a variety of poses and viewpoints. To handle identification with limited numbers of
RPPVSM, a fusion scheme with inferred vein patterns is also proposed. The results
indicate that RPPVSM detection in all body parts improves with the fusion, but the
improvements are dependent on the number of veins detected.

1.2 Organization of the Paper

The remainder section of this paper is structures as follows. Section 2 is about the liter-
ature review of RPPVSM detection techniques. Section 3 is about skin texture analysis
which converts the distinctive lines, patterns, and spots that are found on a person’s skin
into mathematical space. Section 4 is about methodology and preprocessing. Section 5 is
about discussion and result. Sections 6 and 7 describes our conclusion and future scope.
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2 Literature Review

X. Yan et al. [1] additionally, they discuss a unique palm vein detection technique that
utilizes local invariant features as well as a multi-sampling and feature-level fusion
method. If a SIFT algorithm is applied to extract features on a palm vein image directly,
it will be difficult to collect enough features for effective recognition. This is due to
the poor contrast and fuzzy nature of the majority of contactless palm vein photos. In
order to ensure that more characteristics are extracted from the feature extraction pro-
cedure, the authors suggest using the entire palm as a Region of Interest (ROI) and
implementing updated hierarchical augmentation on the ROI. The registered template is
then generated through feature-level fusion from the many samples obtained during the
registration stage. Finally, a mechanism for reducing mismatches is proposed: bidirec-
tional matching. The suggested method outperforms the other methods in recognition
performance, especially when it comes to palm vein image recognition during significant
posture changes, based on experiments utilizing the CASIA Palm Vein Picture Database
and palm vein database acquired during posture transformation. For the two datasets
discussed above, the Equal Error Rates (EERs) were 0.17% and 0.72%, respectively.

Using the generalized Gabor direction pattern (GGDP) and the weighted discrep-
ancy measurement model (WDMM), T. Chen et al. [2] proposed a method to describe
texture features that is both responsive to sound and able to acquire more detailed direc-
tion information. A novel patch-structure direction pattern (PDP) is developed in order
to obtain rich feature information without generating buzz. The need for a description
approach that can investigate richer and more discriminating texture features while min-
imizing the high dimension problem of the local Gabor feature vector has pushed us to
improve PDP in order to build the GGDP methodology with multi-channel Gabor space.
In addition, WDMM, which can effectively estimate the feature distance between two
images, is introduced for image classification and identification. The suggested method
outperforms existing traditional methods in simulated tests on the Yale B face database,
the Carnegie Mellon University posture, illumination, and expression (CMUPIE), and
the Olivetti research laboratory (ORL) face databases.

X. Li et al. developed a method for identifying dorsal hand vein patterns [3]. To
increase the identification ratio, the venous skeleton must be separated with little distor-
tion. The technique then employs a variety of steps, such as scaling and grey normaliza-
tion, to produce a clean, single-pixel-broad skeleton with the least amount of distortion.
Average and low passing Gaussian filters. Segmentation of the local Niblack dynamic
threshold. Then a function vector is obtained from the seven modified moment invariants
of the vein skeleton. The authors found that the algorithm had a 95% identification rate
after running numerous tests.

Due to their biological characteristics, A. Nurhudatiana et al. [4] identified “Rela-
tively Permanent Pigmentation or Vascular Skin Signs” (RPPVSM). Males: 144 men
of different racial backgrounds, including Caucasians, Asians, and Latinos, provided
torso photographs. With the assistance of a dermatologist, their RPPVSMs were manu-
ally identified. The observation results indicate that RPPVSM variations are distributed
randomly and consistently in 80% of the population. Asians and Latinos have fewer
RPPVSMs than Caucasians do.
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Criminals that engage in child trafficking or sexual assault frequently disguise or
mask their names and scars so that they cannot be identified. The natural skin mark-
ings on their neck, chest, and back are typically visible up close. Manual RPPVSM can
be laborious and challenging to find. An automatic RPPVSM recognition methodology
is provided that makes use of RPPVSM detection and matching techniques. Nurhuda-
tiana, A., and coworkers [5]. Three learning-based techniques have been developed to
recognize RPPVSMs in color photos automatically. To evaluate these algorithms, 215
backside pictures of 120 individuals were used. Their findings imply that the unique
RPPVSM identification approach has a high level of identification accuracy as well as
great criminal investigative potential.

A straightforward and quick face detection algorithm was created by X. Hu et al.
[6]. Instead of using both chrominance Cr and Cb data at first, only chrominance Cr is
used to look for specific points of interest that mark skin patches in the data. Instead,
the presence of a face near the recognized points of interest was checked using the
AdaBoost algorithm. 400 facial patches were decreased to 137 after being converted
to the YCbCr vacuum since it was discovered that 400 of them overlapped with the
non-skin Cr histogram. From a pool of 105 individuals, 220 facial photographs from the
LFW collection were randomly selected to test the proposed methodology. The single Cr
technique discovered all of the face regions while using the fewest interest points and the
quickest overall detection time when compared to other methods for detecting interests.
The proposed method of facial detection can therefore be judged to be successful.

Large skin scars and marks are used, but in some legal situations they are unsuccessful
since the skin in the evidence photographs lacks any markings or skin marks that may be
used to identify the person. Vein markings were formerly difficult to employ in forensic
investigation since they were not evident in colored images. This article describes an
algorithm for identifying human identity patterns in colour skin-skin pictures. Vein
markings were formerly difficult to employ in forensic investigation since they were
not evident in coloured images. An algorithm for identifying personnel by revealing
Skin vein structures are shown in colour imaging was proposed by C. Thang et al. [7].
The author simulates the reverse phase of skin colour development in an image using
principles from optics and skin biophysics, and uses colour photographs to provide spatial
distributions of biophysical parameters where vein patterns can be seen. The outcomes
of experiments have been quite positive. The resulting images have vein shapes that are
as clear as, if not clearer than, near-infrared representations.

According to Y. Peng et al. [8], recognizing suspects and offenders from photos of
skin from various body locations is a novel and challenging topic. Since there are no
recognizable faces or body marks in this case, it is hard to identify the person since
skin images, especially in some forensic circumstances, do not show evident qualities.
Many solutions based on blood vessel and skin mark patterns have been proposed to deal
with this issue. However, these techniques disregard the fact that the image is frequently
inaccurate, with incorrect skin markings and blood vessels. Androgenic hair variations
work well in low resolution, but synchronization hasn’t been taken into account, and
the match is unstable when the point of view shifts. It was proposed that a novel the
propagation of the skin texture phenomena was the focus of this feature pattern. be
utilized to define contour lines in geography. An architecture with sliding blocks is
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designed to enhance rotation and discrimination. The experimental findings show that
the suggested approach is effective and slightly boosts rotational invariance.

Sensitive biometrics, like skin markings, are important in forensic identification
because they can act as a backup if hard biometrics are not accessible, in addition to
the fact that hard biometrics do not always ensure complete identification success. Due
to the fluctuating illumination, pose and little changes in skin markings are difficult to
see. For forensic identification tasks, P. Yu et al. [9] developed algorithm-compatible
meta-recognition-based skin marks. A collection of skin marks and knowledge of their
positions are required for the procedure, which also uses geometrical knowledge of
spatial variability to identify the relationship between two photos. The skin marks are
placed in an overlapping pattern with multiple levels, and a meta-recognition method is
used to aggregate values at different stages.

Relatively Permanent Pigmented or Vascular Skin Marks (RPPVSM) are a class of
skin marks proposed by A. Nurhudatiana, A.W.-K. Kong, K. Matinpour, D. Chon, L.
Altieri, S.Y. Cho, and N. Craftet al. [10] as a biometric feature for forensic investigations.
The uniqueness was examined to establish the theoretical foundations of employing
RPPVSM patterns as a novel biometric feature. 269 male subjects’ backs with RPPVSM
were evaluated. They discovered that RPPVSM tends to form clusters in high density
patterns while independent and uniform distributions are more common in intermediate
to low density patterns. For the independently distributed and uniformly distributed
RPPVSM patterns, they provide an individuality model in their study. This model closely
matches the empirical distribution when compared to the empirical evidence. Finally, it
reports the anticipated error rates for authentication and verification.

A multilayer framework for high resolution face recognition that takes advantage
of information at various scales is introduced by the authors D. Lin and X. Tang et al.
[11]. The four layers that make up each face image are the overall appearance, the
facial organs, the skins, and the irregular details. They use Multilevel PCA and Regu-
larized LDA to represent facial organs and overall look. The requirement for creating
new representations arises from the description of skin texture and infrequent details,
for which traditional vector representations are insufficient. Discriminative Multiscale
Texton Features and SIFT-Activated Pictorial Structure, which characterize skin and
fine details, respectively, are presented as solutions to the problem. They also develop
a metric fusion algorithm that adaptively prioritizes the highly confident layers in order
to efficiently merge the information supplied by all layers. They identify the various
functions performed by the layers through methodical studies and clearly demonstrate
that by exploiting their complementarities, their framework achieves notable improved
performance.

For better face picture matching and retrieving efficiency, Unsang Park and Anil
K. Jain et al. [12] recommend using demographic data (such as gender and ethnicity)
and facial marks (such as scars, moles, and freckles). In order to locate the main facial
features (such as the eyes, nose, and mouth), the active appearance model, the Laplacian-
of-Gaussian blob detection, and morphological operators are all used in an automatic
facial mark detection approach that has been created. The use of soft biometric traits
can enhance the face-recognition performance of a state-of-the-art commercial matcher,
according to experimental results based on the FERET database (426 images of 213
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subjects) and two mugshot databases from the forensic domain (1225 images of 671
subjects and 10,000 images of 10,000 subjects, respectively).

A unique approach is presented by C. Tang, A. W. Kong, and N. Craft [13] to
explore the potential for leveraging texture data from facial skin regions for biometric
identification of people. When a person cannot be identified using their whole facial
image, as could be the case in forensic analysis, this data is still useful. Since they are
likely to be distinguishable even in partially occluded face images, four facial regions—
the forehead, right cheek, left cheek, and chin—were examined in this study. In order to
make it easier to extract these facial regions of interest, facial landmarks are automatically
discovered. To find areas with significant skin content, a skin detection technique is used.

S. Hoque, F. Deravi, H. Alsufyani [14], Their work offers a fresh framework for
examining the potential for biometric identification of people using texture data from
facial skin regions. When a person cannot be identified using their whole facial image,
as could be the case in forensic analysis, this information is still useful. Since they are
likely to be distinguishable even in partially occluded face images, four facial regions—
the forehead, right cheek, left cheek, and chin—were examined in this study. In order to
make it easier to extract these facial regions of interest, facial landmarks are automati-
cally discovered. To find areas with significant skin content, a skin detection method is
used. Then, utilizing features based on Local Binary Patterns and Gabor wavelet filters,
each skin region is processed separately. Before classifying the photos, feature fusion
of the sub-regions is employed. In order to assess the effectiveness of the skin detection
technique and biometric recognition, experiments were conducted utilizing the pub-
licly accessible Skin Segmentation database and the XM2VTS databases, respectively.
The outcomes demonstrate that the skin detection algorithm delivered outcomes on par
with other cutting-edge methods. The forehead and chin areas of the regions under
investigation were discovered to be a rich source of biometric data.

To find properties in frontal images of upright faces, S. Milborrow and F. Nicolls et al.
[15] employ the Active Shape Model of Cootes et al. [16] and some simple additions to
it. Researchers show through solid test results that the Active Shape Model correlates
favorably with more advanced methods after upgrades. Extensions include (i) fitting more
landmarks than necessary (ii) utilizing two-dimensional landmark prototypes rather than
one-dimensional ones (iii), introducing noise to the training set (iv), relaxing the shape
model when appropriate (v), reducing partial derivatives by setting most entries to zero
(vi), and rearranging two Active Shape Models in sequence.

Venugopal KR, L M Patnaik, Ramesha K, and K B Rajaetal. [17] They suggested the
TBMDFR method, which uses a face image with at least one mole to identify personnel.
For the mole to be clearly visible, light adjustment utilizing homomorphic filtering is
carried out. When a mole’s intensity value and position are compared to predetermined
NCC threshold values, NCC matching with the complement of a Gaussian template
is utilized to identify the mole. The co-ordinates of the identified moles are compared
to the Grab-Cut segmented image to determine the validity of the mole, and any mole
found in the skin region is recognized as valid. The suggested approach performs better
in face recognition with a minimum of one mole because the NCC values of TBMDFR
are higher than those of the current SDAFR algorithm.
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The following is a summary of key findings and results from the various authors

(Table 1):
Table 1. Comparison table of results and findings of the various authors
Author Year Methods Findings
X. Yan et al. [1] 2015 SIFT, bidirectional EER: 0.16 and 0.73
matching
T. Chen et al. [2] 2016 GDPP & WDMM WDMM is presented for
classifying and identifying
images. The feature
separation between two
pictures can be determined
by it
X. Lietal. [3] 2010 Average filtering and Recognition Rate 95.5
Gaussian low passing,
niBlack threshold
A. Nurhudatiana et al. [4] | 2011 PPVSM RPPVSM variations that are
distributed continuously and
independently in 80% of the
population are present
A. Nurhudatiana et al. [5] | 2013 RPPVSM It is possible to achieve good
identification accuracy using
the RPPVSM identification
method
X. Huetal. [6] 2014 CbCr based face detection | The Cr method detects face
regions and has the shortest
overall detection time per
face region, along with
fewer interest points
C. Thang et al. [7] 2011 In colour images, vein An image of veins is as clear
structures from the skin as an image of near-infrared
are shown
Y. Peng et al. [8] 2017 Sliding block framework | Proposed algorithm is
efficient and increases
rotational invariance slightly
P. Yuetal. [9] 2018 Meta-recognition-based In terms of rank-1 accuracy,

skin marks for forensic
identification

there was a 22%
improvement

(continued)
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Table 1. (continued)

Author Year Methods Findings

Cheng Tang Pan et al. 2019 Near Infrared (NIR) Light | Low-cost vein finder

[18] prototypes utilizing camera
assisted near infrared (NIR)
light technology

Beata Marciniak et al. 2021 Digital Image Correlation | Detecting skin micro shifts

[19] (DIC) caused by pulsation of vein

Vijay Bhaskar Semwal 2021 SVM, ANN and The challenges associated

et al. [20] XGBoost-based machine | with gait-based person

learning algorithms identification, the CASIA-A,

B, and C5data set is
investigated for the view,
clothing, and speed invariant
person identification

3 Skin Texture Analysis

Another new trend makes advantage of the skin’s visual features as they appear in
common digital or scanned photos. Skin texture analysis is a method that converts the
distinctive lines, patterns, and spots that are found on a person’s skin into mathematical
space. Tests have indicated that adding skin texture analysis can improve face recognition
ability by 20 to 25%. Using thermal cameras is an alternative method of gathering data
for face recognition; during this process, the cameras will only identify the contour of
the head and will ignore any subject accoutrements, such as glasses, hats, or make-up.
The fact that there aren’t many face recognition databases makes using thermal images
for face recognition problematic. Ferroelectric electric sensors with low sensitivity and
low resolution are used in the study to capture long wave thermal infrared.

4 Preprocessing

The system design includes a system module specifically intended for comprehending
and gathering the input samples. Figure 1 depicts the whole study-proposed system. An
analysis unit, a modulation unit, and a segmentation unit make up this system. Retrieving
the input sample and comparing it to the system’s training data sets is its main goal. The
pigment analysis and extraction, which is enlarged to a higher level of organ analysis
covering the arms, back, and shoulders, improves the pattern analyses of our system.
The system architecture is made up of system train data sets that are collected from
people who are suspected of being guilty, including criminals who are being held in jail
or on remand, and are then stored and preserved in a safe location. Input samples from
the crime scene were taken by the system and fed into it for processing. We retrieved
and examined data samples in a MATLAB environment for a better understanding of
the procedure. The system also has a decision-making component for assessing and
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identifying patterns in the collected data. In Fig. 2, a thorough architecture diagram is
displayed.

VEIN VEIN PATTERN VEIN
UNCOVERING EXTRACTION MATCHING DISSIMILARITY
CRIME SCORE
SCENE
RGB
IMAGE
RPPVSM RPPVSM
NORMALIZEDM
DETECTION REPRESENTATION AATCIIC
CALCULATION

VEIN VEIN PATTERN
(DATA- UNCOVERING EXTRACTION
BASE)

IMAGE RPPVSM MATCHING
MATCHING SCORE
CALCULATION

RPPVSM
DETECTION

RPPVSM
REPRESENTATION

RGB | | RPPVSM

Fig. 1. System architecture diagram

It describes the many tasks carried out throughout the preprocessing step.

e The RGB image can be split into the Red, Green, and Blue channels.

e A YCbCr color space model is created from an RGB image.

e Luminance (Y) channel, Chrominance (Cb) channel, and Chrominance (Cr) channel
can all be created from the YCbCr picture.

e Applying the Gray World technique will improve the YCbCr output image.

e All three channels of the YCbCr image are subjected to a Mean/Average Filter, and a
resulting normalized RGB image is produced.

RED CHANNEL >~ NORMALIZED
1 RED CHANNEL
GREEN
i | NORMALIZED
CHARNEL GREEN CHANNEL
BLUE
- CHANNEL » NORMALIZED
BLUE CHANNEL
NORMALIZED RGB.
» LUMINANCE(Y) CHANNEL

RGB TO YCBCR
CONVERSION
CHROMINANCE
(Cb and Cr)

Fig. 2. Preprocessing Flowchart

Rotational and translational fluctuations cause the images to be jittery. It goes through
preprocessing stages in order to get rid of these variations. Image enhancement is the
technique that goes into it. Histogram equalization is used to improve the image for better
visualization. The pixel value distribution of an image is expanded via histogram equal-
ization to boost the perceptual information. After histogram equalization, the histogram
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fills the entire range of 0 to 255, improving the visualization effect. Contrast Limited
Adaptive Histogram Equalization (CLAHE) is used to further improve the image.

The contrast limited adaptive histogram equalization (CLAHE) method is widely
used in biological image processing because it is very good at enhancing the visibility
of the prominent regions that are often of interest. The image is divided into several
sections, and local histogram equalization is used in each zone. The regions’ borders
are then removed using a bilinear interpolation. The primary goal of this approach is
to specify a point transformation within a small local window whose intensity value is
taken to be a staunch representation of the local distribution of the intensity value of the
entire image. The progressive change in intensity between the image centers and edges is
considered to have no impact on the local window. The point transformation distribution
is centered on the window’s mean intensity and spans the full image’s intensity range.

Consider a running sub picture W of N X N pixels that is centered on a pixel P (i,j).
Using the equation below, the image is filtered to create another sub image P of N X N
pixel.

— 755 [@w(p) - Qw(Min)] (l)
P =22\ 2, (Max) — 2, (Min)]

where

-1
Z(p) = [1 +exp<“w _”)} )

w

where Max and Min are the highest and lowest intensity values throughout the entire
image, while u,, and oy, stand for the mean and standard deviation of the local window,
respectively, which are defined as:
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This adaptive histogram equalization makes the side that was poorly lighted in
the input image brighter in the output image while leaving the side that was strongly
illuminated the same brightness or decreasing it.

5 Discussion and Result

In order to identify offenders in these skin images, this study suggests an automated
RPPVSM identification system that consists of skin segmentation, RPPVSM detection,
and RPPVSM matching algorithms. The culprits’ vein patterns are also retrieved and
merged with the RPPVSM. The system architecture consists of system train data sets,
which are obtained from users under suspicion, such as offenders in jail and on remand,
and are stored and preserved in a secure area. The system collected input samples from the
crime scene and fed them into the system to be processed. For a better understanding,
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the processing was done in a MATLAB environment, and we retrieved and analyzed
data samples. A decision-making unit is also included in the system for evaluating and
extracting patterns from the sampled data. SVM classification method has been used in
the testing phase to classify the images based on the features obtained. Different images
of same person were matched with each other and hence we achieved high recognition
rate and accuracy. The accuracy achieved has been up to 96.77% accuracy (Figs. 15 and
17).
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Fig. 3. Input Image Fig. 4. Color space converted to YCbCr

Figure 4 shows the color space converted image where the input image has been
converted to YCbCr color space using built it MATLAB functions.
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Fig. 5. Skin Segmented mask image Fig. 6. Skin Segmented & Background
Removed image

Figure 5 shows the mask image obtained for skin areas. This mask is then applied
on the complete image to obtain skin parts sans the background as shown in Fig. 6. The
skin segmented image in original form is shown in Fig. 7. Normalized blue channel
Image (Fig. 8) is then processed to obtain the LoG filtered image shown in Fig. 9. The
threshold image is shown in Fig. 10. This threshold image is then used to enhance the
portions of the skin image. The results of skin enhanced image obtained as a result is
shown in Fig. 11 and Fig. 12 respectively. The Vein extraction method is then applied
to this enhanced image which results in uncovering the underlying vein pattern which
is shown in Fig. 13. Figure 14 represents the LBP features obtained from the uncovered
vein pattern.

The Vein pattern and LBP pattern features are then put in the database. Any test
image is then subjected to the same procedure. When a successful match is made, the
results of vein matching are shown in Fig. 15. When the test image is discovered to be
unrelated to the database photos, the findings are shown in Fig. 16.



64 K. Kharakwal et al.
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Figure 17 shows a snapshot of MATLAB command prompt with the results of clas-
sifiication and accuracy obtained. Table 2 shows the comparison of accuracy results for
images of different persons in the database. Figure 18 shows the accuracy chart of the
obtained accuracy results for all the persons in the database.
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Table 2. Comparison table

96.7742%

Person Accuracy

Person 1 96.7742%
Person 2 95.1613%
Person 3 96.7742%
Person 4 95.1613%

97.00%
96.50%
96.00%
95.50%
95.00%
94.50%

94.00%

Accuracy for Different Persons

Series 1

personl person 2 person 3

Fig. 18. Accuracy Chart

person 4

Fig. 16. Vein Matching (Not Matched)
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6 Conclusion

In this paper, a review of the various existing methods related to vein pattern and skin
pigment-based detection methods has been presented. A number of techniques have
been suggested by the researchers including RPPVSM, androgenic hair patter, NIR
based techniques. The details of the methods have been thoroughly studied and their
key findings have been compiled. The RPPVSM is combined with the vein patterns
of the offenders. The system architecture is made up of system train data sets that are
collected from people who are suspected of being guilty, including criminals who are
being held in jail or on remand, and are then stored and preserved in a safe location. Input
samples from the crime scene were taken by the system and fed into it for processing.
While the faces of the culprits in evidence photographs of child sexual assault, masked
gunmen, and rioting are rarely visible, their non-facial body parts are frequently visible.
Relatively Permanent Pigmented or Vascular Skin Marks (RPPVSMs) have lately been
proposed as a biometric characteristic for identification in situations when the evidentiary
images only show the perpetrators’ or victims’ non-facial body parts, such as in child
sexual abuse and riots. An automated RPPVSM identification approach is necessary
since manual RPPVSM identification takes a lot of time and effort.

7 Future Work

The method for creating RPPVSM patterns from back skin photos was provided in
the current work. In the future, skin scans from different body parts, such as the legs,
arms, etc., can be utilized to assess the system’s precision. Future study may involve
developing a model for identifying skin images from any part and examining the vein
and RPPVSM underpinnings. In addition to the currently employed methods, this can
be used as another biometric characteristic for person identification.
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Abstract. Technology and the rapid expansion of brain imaging technologies
have always played an important role in evaluating and focusing new perspectives
on the architecture and functioning of the brain. To improve treatment outcomes
and the likelihood of patient survival, it is essential to arrive at an accurate diag-
nosis of a brain tumor. However, performing a manual analysis of the multiple
magnetic resonance imaging (MRI) images that are produced in a medical facil-
ity can be difficult to accomplish. As a direct result of this, there is a demand for
methods of computer-based tumor detection that are more precise. In recent years,
a significant amount of time and energy has been dedicated to researching tradi-
tional machine learning methods that can automate this process. Recently, there
has been a resurgence of interest in the use of deep learning methods as a method
of diagnosing brain tumors that is both more accurate and reliable. In the field of
medical science, the method of image processing is used extensively to improve
early diagnosis and therapy phases. Up to this point, deep neural networks, also
known as DNNs, have demonstrated exceptional performance in classification and
segmentation tasks. Using MRI images, our goal is to categorize different types
of brain tumors. The model was trained and tested with a high level of accuracy
after using a dataset of brain MRI images.

Keywords: Brain image segmentation - Brain imaging - Brain tumor detection -
Cancer detection - Image processing - MRI scans - ResNet

1 Introduction

A brain tumor is an abnormal or unusual growth that occurs in the brain. Due to the
complexity of brain images, extracting brain tumors and analyzing their characteristics
is a challenging task in the domain of medical image processing. On the other hand,
manually evaluating the number of generated MRI images can be challenging. As a con-
sequence of this, there is a demand for computer-based tumor detection methods that are
more accurate. In the field of medical science, the method of image processing is exten-
sively used to improve early diagnosis and therapy phases. To this point, Deep Neural
Networks have demonstrated remarkable success in the classification and segmentation

tasks they have been given.
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In recent years, there has been a lot of interest in deep neural networks, abbreviated
as DNN. The purpose of this research is to design and create a system that will assist in
the diagnosis and identification of brain tumors by utilizing MRI scans of the brain and
applying the image classifier approach that has been suggested as a potential method.
The early detection of a cancerous region is always helpful in making an early diagnosis
of a patient, which is one of the factors that contribute to the reduction of the risk of
death. The approach of image processing has gained popularity across the board in
the industry, and the utilization of image processing mechanisms has increased over the
past few years. Imaging the brain with magnetic resonance, or MRI, is a well-established
medical technique that can analyze and diagnose a wide range of neurological conditions,
such as brain tumors, multiple sclerosis, epilepsy, and many others.

Medical image dataset interpretation has always been time-consuming and difficult.
This paper aims to find simple deep learning techniques for the detection of brain tumors.
The suggested Resnet-50 classifier has a high accuracy rate. Its accuracy and statistical
measure are much better than non-deep learning approaches. It would be fascinating to
combine this deep neural network with others and see the impact on the same brain MRI
dataset.

1.1 Image Segmentation and MRI

Image segmentation is a technique that involves breaking up a digital image into a
variety of different subgroups referred to as image segments. It helps in reducing the
complexity of the image, which makes it easier to perform further processing or analysis
on the image. Simply put, segmentation is the process of assigning labels to pixels.
A standard label is given to each of the picture’s components that fall into the same
category. Take, as an illustration, a challenge in which the picture itself must be supplied
as part of the input for object recognition. Instead of processing the entire image, the
detector can have a region that has been selected by a segmentation algorithm as its
input. It saves time. It will prevent the detector from processing the entire image, which
will result in a reduction in the amount of time required for inference. Figure 1 shows a
simplified process of image segmentation.

Region of interest Processed by ML
using segmentation model

Fig. 1. The process of image segmentation

The magnetic resonance imaging (MRI) scanner is a very useful instrument for con-
ducting brain analysis investigations and is also frequently used to provide and transfer
anatomical information. In addition to being non-intrusive, it has a very fine spatial res-
olution. However, one of the challenges is separating different parts of the brain images.
Image segmentation is essential for a variety of applications, including the detection
of anomalies and the planning of surgical procedures. However, noise is the primary
obstacle that leads to the failure of the majority of segmentation algorithms. The MRI
images themselves are susceptible to a significant amount of noise as a consequence of
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noise introduced during transmission or recording to the medium, quantization error, and
other factors. There is also the problem that medical images don’t have enough contrast,
which makes it hard to segment the image.

The process of brain imaging segmentation is difficult and involves a lot of com-
plex methods to get accurate results. However, if accuracy is preserved throughout the
segmentation work, it will significantly contribute to the cancer detection process. The
identification of brain structures using MRI is essential in the field of neuroscience.
Studies on the development of the brain, neuroanatomical studies of the brain, and other
types of research can all benefit from this technique. As a consequence of this, MRI
pictures are utilized almost exclusively to comprehend and carry out research analy-
sis in the field of medical image segmentation. When it comes to analyzing images of
the brain, MRI segmentation learning procedures, and pattern recognition strategies are
quite effective. In a nutshell, the method involves making a parametric model based on
a density function and taking certain factors into account.

1.2 Upcoming Sections

In the upcoming section of this paper, we will discuss previous work and research
pertinent to the topic of tumor identification. In the Sect. 3, we will be giving information
regarding the suggested method as well as the various ways in which it can be utilized.
In the Sect. 4, we will talk about the simulation and results of the experimental model.
Section 5, contains a generalized and comprehensive picture of the subject this study
presented, along with future research directions and limitations.

2 Background and Related Works

2.1 Related Research Work

Image segmentation is an essential task in the field of machine learning and a vitally
important application in the field of medicine. The process of image segmentation and
analysis has been extensively researched by a great number of academics. Classifying
brain MRI images with the help of Deep Wavelet Autoencoder-Based Deep Neural
Networks, Mallick et al. [2] provided a comprehensive review of the various methods
that can be used to detect cancer. They developed a model to classify brain MRI images
and validated their model by using the results of a variety of experiments.

In addition, Hiralal and Menon [3] provided a comprehensive overview of the numer-
ous different methods of brain image segmentation that are used in brain MRI images.
They stressed how important it was to have a clear conversation about how to choose a
segmentation method for MRI brain images so that they could be analyzed and a progno-
sis could be made. The algorithms known as Fuzzy C-Means (FCM) and Support Vector
Machine (SVM) were utilized in the development of an image segmentation algorithm
by Xiao and Tong [4]. They combined the two algorithms mentioned above and proposed
a segmentation method that was shown to benefit from high noise and high bias fields in
a brain MRI scan. This technique was successful in reducing noise and improving bias
fields.
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Another extensive survey on brain MRI image segmentation was conducted by Nayak
et al. [6], who then provided a comprehensive review of the technique used to detect
brain tumors using brain MRI images. The Fuzzy c-means and k-means algorithms were
combined in a method proposed by Jose et al. [5] to detect brain tumors and the areas
where they had spread using brain MRI images. Shen et al. proposed a method for the
detection of brain tumors that was based on MRI fuzzy segmentation and neural network
optimization. It was able to accomplish this by utilizing a one-of-a-kind optimization
strategy in conjunction with neighborhood attraction, which assisted in the accurate
detection of brain tumors based on images.

In2015, Damodharan and Raghavan [7] focused their research on the segmentation of
brain tissue. The proposed method worked well and quickly when it came to separating
brain tissue and tumors, as well as in other situations where feature extraction and
classification were needed. In a separate piece of research, Rehmad et al. [8] developed
a computer-aided tumor detection model that classified brain tumors by combining three
distinct CNN models (VGG16, GoogLeNet, and AlexNet) with an embedded transfer
learning and data augmentation technique. The proposed accuracy of the VGG-16 was
the highest possible, coming in at a value of up to 98.69 percent. [1] introduced an
automated method to detect and segment multi-sequence brain MRI using a GoogleNet
architecture, and the classification results showed that the GoogleNet performance was
superior to that of other machine learning methods [9-13].

2.2 Existing Methods for Brain Tumor Classification

2.2.1 Fusion Based

This method involves superimposing an image of the victim’s test subject on an image
of a test subject of the same age group to identify the tumor. This method has been
mentioned by A Selvapandian and K Manivannan in their paper. [14]

In the fusion-based method, the negative aspects include the fact that the overlapping
generates complexit y as a result of the different dimensions of both images. Moreover,
this procedure requires a lot of time.

2.2.2 Canopy Based

The application of Canny Based edge detection is recommended as the superior method
for overcoming the challenge of detecting the edges. This method has been mentioned
by A Zhang et al. [15]

This technique does not support color images. It causes an increase in the amount
of time required to find the best solution.

3 Proposed Methodology

3.1 Dataset Used

The proposed methodology varies from the existing research based on its accuracy. In
addition, the proposed model can be deployed in a real-world scenario with an imme-
diate effect on brain tumor classification. The information gathered on brain tumors
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is extensively analyzed for a variety of purposes, including educational, medical, and
personal ones. To conduct the experimental research for this paper, a dataset measuring
2.48 gigabytes in size was used. The data consists of several grayscale MRI images of
various types of brain tumors, specifically pituitary, meningioma, and glioma tumors.
The image is contained in the training data.pickle file has three channels and is repre-
sented as RGB. The dataset is called the Brain Tumor Classification MRI Dataset and
is available to anyone who wants to use it for research and testing in various authors
[17-23].

3.2 Dataset Management

Downloading and extracting the dataset was the initial step in training the model. After
that, we proceeded to visualize the dataset. The dataset consisted of a collection of 3064
images in total (Fig. 2).
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Fig. 2. Visualization of the three classes

The sample contains 3 classes namely, Meningioma, Glioma, and Pituitary, each
containing 4 samples. In total the number of scans associated with each tumor is as
follows:

e Meningioma: 708
e Glioma: 1426
e Pituitary: 930 (Figs. 3,4 and 5)
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Fig. 4. Class: glioma

Fig. 5. Class: pituitary

3.3 Model Used - RESNET 50

The term “ResNet,” which is an abbreviation for “Residual Networks,” refers to a tra-
ditional neural network that serves as the foundation for many computer vision tasks.
Before the development of ResNet, it was challenging to train very deep neural net-
works because of the problem of vanishing gradients. Increasing the network depth, on
the other hand, cannot be accomplished by merely piling on additional layers. Train-
ing deep neural networks is notoriously difficult because of a problem known as the
vanishing gradient problem. This issue arises when the gradient is back-propagated to
earlier layers; at this point, repeated multiplication may cause the gradient to become
extremely negligible, which leads to the aforementioned problem. As a consequence of
this, the performance of the network begins to degrade and eventually reaches a point
where it is unable to support any additional users. The sample contains 3 classes namely,
Meningioma, Glioma, and Pituitary, each containing 4 samples. In total the number of
scans associated with each tumor is as follows (Fig. 6):
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Fig. 6. The 50 layers of Resnet-50 model

3.3.1 SKkip Connections in RESNET

The concept of skipping a connection was initially presented by ResNet. The skip con-
nection is depicted in the diagram that follows. The figure on the left illustrates the
process of piling convolution layers on top of one another in sequential order. On the
right, we add the initial input to the output of the convolution block in addition to stacking
convolution layers as we did before. It is referred to as skipping the connection (Fig. 7).

without skip connection with skip connection

O] |0
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O] 10

|
000
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Fig. 7. Skip connection

After combining the identity and convolution blocks programmed in the notebook, a
ResNet-50 model with the architecture shown below is produced. The ResNet-50 model
is composed of five stages, and each stage has a convolution block and an Identity
block within it. Each convolution block and identity block has three convolution layers
that make up their respective structures. In addition, there are three convolution layers
contained within every convolution layer. The ResNet-50 contains more than 23 million
trainable parameters in its database (Fig. 8).

The following is an explanation of the ResNet-50 model presented above:

e Zero-padding: When the input is padded with a pad of (3, 3)
e Stage 1: Known as the 2D Convolution, consists of 64 filters of shape (7, 7) and a
stride of (2, 2). It is known by the name “conv1.” The channels axis of the input has
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stage 1 stage 2 stage 3 stage 4 stage 5

I l :

Fig. 8. Resnet-50 model

the BatchNorm filter applied to them. MaxPooling operates with a window of size
(3, 3) and a stride of size (2, 2).

e Stage 2: The convolutional block has a size of 64 x 64 x 256, an f value of 3, a s
value of 1, and the letter “a” as its block letter. The two identity blocks are denoted
by the letters “b” and “c,” and they each make use of three sets of filters that have the
dimensions 64 x 64 x 256.

e Stage 3: The convolutional block has a size of 128 x 128 x 512, an f value of 3, a s
value of 2, and the block itself is denoted as “a.” The three identity blocks are denoted
by the letters “b,” “c,” and “d,” and they use three sets of filters with dimensions of
128 by 128 by 512.

e Stage 4: The convolutional block has a size of 256 x 256 x 1024, a filter size of f =
3, a filter size of s = 2, and the block’s letter is “a.” The five identity blocks have the
following names: b, c, d, e, and f. They each use three sets of filters that are 256 by
256 by 1024 pixels in size. f = 3.

e Stage 6: The convolutional block has the following parameters: f = 3, s = 2, and the
block’s letter is “a.” The size of the filters used is 512 x 512 x 2048. The two identity
blocks are denoted by the letters “b” and “c,” and they each make use of three separate
sets of filters that have the dimensions 256 x 256 x 2048.

A window with the shape (2, 2) is used in the 2D Average Pooling algorithm, and
its name is “avg pool.” The flatten operation lacks both hyperparameters and a name
parameter. Through the utilization of a softmax activation, the input of the Fully Con-
nected (Dense) layer is reduced to the number of classes. The correct name for it is ‘FC’
plus str (classes).

3.3.2 Residual Block

A residual block is a stack of layers that are configured in such a way that the output of
one layer is taken and added to another layer that is deeper in the block. This process
continues until the output of the last layer in the stack is used. This procedure is carried
out multiple times until the block is finished. The non-linear effect is then applied to
the signal after the output of the corresponding layer in the main path is added to the
original signal before the addition. This occurs after the addition (Fig. 9).

3.3.3 Identity and Convolutional Block

In ResNets, the identity block serves as the template for the standard block that is used.
This section of the diagram corresponds to the scenario in which the input activation
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weight layer

X
identity

Fig. 9. Residual block in resnet-50

and the output activation both have the same dimension. On the other hand, when the
input dimensions and output dimensions do not correspond to one another, we can use
a convolutional block. One key difference between the shortcut path and the identity
block is the presence of a CONV2D layer in the former (Fig. 10).

Identity Block, [a,b,c] Convolutional Block, [a,b,c]

X X
I 1x1 conv,a I I 1x1 conv,a I
I 3x3 conv,b ] [ 3x3 conv,b l l 1x1 conv,c
I 1x1 conv,c I l 1x1 conv,c |

y ¥

Fig. 10. Identity and convolutional block architecture

ResNets is an efficient Neural Network Architecture because they retain a low error
rate deep in the network. Feature extraction, semantic segmentations, and different
Generative Adversarial Network designs all perform well with deep neural networks.
These may be utilized to construct Al-equipped Computer Vision systems for extracting
detailed details or increasing picture and video quality. Standard models do not adapt
a residual block technique which makes Resnet-50 more efficient and suitable for this
research.

4 Performance Analysis and Results

The training of the model was finished after a run of 15 epochs. After training, the testing
data was run, and it was discovered that the experimental results matched the expected
results with an accuracy of 96.875 percent. It was because the dataset had been split into
two parts previously.
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4.1 Running Different ResNet Models

We ran the model on different ResNet models with different layers and judges their
accuracy. However, the best results were achieved by the ResNet-50 model, and hence
our final experiment incorporated the same.

ResNet model | Accuracy | Loss Remarks

ResNet 18 92.1875% | 0.1411% | Less accuracy as compared to other ResNets
ResNet 34 96.875% 0.1320% | Deviation in accuracy in every epoch

ResNet 50 95.3125% | 0.1548% | Consistent accuracy and lesser time

ResNet 101 98.875% 0.1162% | Takes a longer time but has deviations in accuracy

4.2 Plotting Different Graphs for Analysis
See Figs. 11, 12, 13 and 14.
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Fig. 11. Graph of loss vs MiniBatch
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Fig. 12. Graph of accuracy vs MiniBatch
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Fig. 14. Graph of accuracy vs epoch

4.3 Tumor Detection

See Figs. 15, 16 and 17.
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Fig. 15. Meningioma tumour detection
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Fig. 16. Glioma tumour detection
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Fig. 17. Pitutary tumour detection

5 Conclusion and Future Work

The interpretation of medical image datasets has traditionally been a process that takes
a lot of time, and dealing with them in and of themselves presents a challenge. The
solutions that are presented in this paper prompted us to think about employing deep
learning strategies. Regarding the accuracy of classifiers, the Resnet-50 classifier that was
proposed performed exceptionally well. The results of the technique that was proposed
show that its accuracy and statistical measure are significantly more competitive than
those of any other techniques that do not involve deep learning. It would be much more
interesting to investigate the possibility of combining this deep neural network with other
networks and then observing the effect or performance on the same brain MRI dataset.
Specifically, it would be far more interesting to do so.

However, the proposed model has limitations that still need to be resolved. Even
with an accuracy rate as presented in the results, there is a scope for improvement in the
model using hybrid deep learning techniques. A combination of different models can be
explored in more detail in upcoming research and study phases.
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Abstract. Image captioning is a task through which a textual description can be
generated that illustrated the action performed in the image. It is one of the most
complicated research areas where only the machine learning approach can inter-
vene. In the area of image captioning, a system should be intelligent enough to
understand the semantic knowledge to recognize the object present in the image
and the situation that evolves with it. In the proposed work an image captioning
system has been generated using ResNet along with CNN and RNN. CNN is used
as an encoder and RNN is used as a decoder. The system is able to infer the
situation precisely for MSCOCO benchmark. The model has been trained with
ResNet152 which effectively utilizes the layers and minimizes the computational
time. ResNet skips the convolutional layers that solved the gradient exploding
problem, that is why it is also known as skip connection. System perceived better
Bilingual Evaluation Understudy (BLEU), METEOR, CIDEr, and Rouge score as
compared to the previously implemented model. BLEU score has been evaluated
with four parameters as B1, B2, B3 and B4 i.e., 0.57, 0.404, 0.279, 0.191 respec-
tively. METEOR, CIDEr and Rouge have been depicted as 0.195, 0.396 and 0.6
respectively. Model has been better utilized to train the samples by reducing the
size of the image and enhancing the brightness with pillow. System also uses the
Torch Vision library to enhance the model for better predicting the situation.

Keywords: Image captioning - ResNet - CNN - RNN - MSCOCO - BLEU -
Machine learning

1 Introduction

Image captioning is the process of extracting textual description from an image by rec-
ognizing the objects present in the image and the action supposed to be performed there.
It can be done using Computer Vision as well as Natural Language Processing. There are
several datasets available that challenges researchers to generate the caption that better
describes the actions which are present in the image. Convolutional Neural Network
(CNN) has been adopted as an encoder that extracted the features from an input image.
The hidden states of the CNN layers are connected with the decoder i.e., Recurrent Neu-
ral Network (RNN). RNN works as a language processing model that initiates the textual
extraction from pertained features. Extracting the accurate or precise caption is still a
challenge in the field of image processing or artificial intelligence. The extracted caption
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N. Khare et al. (Eds.): MIND 2022, CCIS 1763, pp. 82-101, 2022.
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should be grammatically and semantically correct. Many researchers are looking for a
better prediction model that can generate an accurate caption. Facebook is working on
image captioning for their users for getting post their pictures with automated generated
captions where users are not required to intervene manually write the caption. Facebook
proposed a torch vision package that works for natural language processing. Torch vision
is especially designed for analyzing the situation present in the image along with object

recognition.
Human captions from the training set

A cute little in a heart
drawn on a sandy

walking next t
little on top of a

A large brown to
small looking out a window.

Fig. 1. Image captioning inferences [1]

Figure 1 shows various examples of image captioning inferences. In the previous
works, systems were lacking somewhere and were not able to precisely describe the
image and pertain low BLEU score. BLEU is a technique through which the candidate
caption and reference caption can be compared and accuracy can be calculated. System
also compares the caption result with Meteor, Rouge and CIDEr metrics. The procure-
ment and examination of visual data is one of the solutions through which; this world
can be analyzed or to be getting more familiar with the world by using machines. Image
captioning is an examination that transmutes the images into comprehension. There are
two phases involved in this field where first phase involves feature extraction of the
image. It can also be called as object identification where objects in the image pertains
certain kind of information related to its own features or textures that signify the objects.
Once the features has been extracted then system is able to classify the object and it can
extract what kinds of objects are available in the image. In the second phase; system
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pertains the information about the activities that have been predicted as per the object
information and activity involved in the image. This is also called semantic information
where information has been extracted in the form of keywords that later combines and
form a sentence that describe the image which is called as image caption. There is no
particular region of interest (ROI) because whole image is considered as ROI where
system is responsible for attaining all the information about foreground and background
of the image. Image caption is very effective and there are so many applications for
the same. The most popular application is human computer interface where interaction
become easier and it can also be used for inserting subtitle in the videos [2].

Download
Inference

Dataset

N~ 4»

Pre-process Train
Images and Model
Captions
Prepare Built
Training Data Model

Fig. 2. Block diagram of basic model processing

Figure 2 shows the basic process model for image captioning. The image dataset is
firstdownloaded and pre-processed. The captions are also pre-processed for preparing the
training data. Later, the system build the model and complete the training for inferences.

2 Related Works

Several researches have been done in the field of image caption generation where various
methodologies have been used for attaining precise information related to the image. K.
Vijay et al. [2] introduced a method that is related to stemming algorithm. Stemming
algorithm is a natural language processing algorithm for obtaining the image caption
from different kind of images. It is a conventional method which is not related to the
machine learning approach. It is based on morphological variant approach that makes
a relation among similar kind of words. It is template matching based approach which
is not proficient to attain better level of accuracy with precise captions. Xinru Wei et al.
[3] introduced a method that is related to DenseNet. System uses CBIR benchmark that
contains 10,000 images. DenseNet is very complex in nature, as it is a densely populated
network where layers are high in range which makes the system more complex, result-
ing in degraded computation efficiency and it requires more memory to store the trained
weight model. It takes very long time to accomplish the training phase. DenseNet is very
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slow due to complex layers. Network should be lighter in weight and use proficient pre-
processing techniques through which it can be compiled as faster network as compared
to the ResNet, VGG-16, RNN and many more. Niange Yu et al. [4] introduced a method
that is related to Order Embedding algorithm. In this kind of algorithm, system intended
to extract the image features and keywords and embed the keywords according to the
topic related to the field. The embedding technique is bit poor because it can work with
high quality images. High quality images pertain precise caption but poor resolution
based images suffer due to the low pixel intensities that degrade the object classification
method. Min Yang et al. [5] introduced a method that is related to MLADIC which is a
multitasking learning algorithm. They used two phases algorithm for pertaining infor-
mation from the source image to the target information. The image amalgamation task
utilizes the restrictive generative antagonistic network to incorporate conceivable images
dependent on text depictions. In C-GAN, a generative model G orchestrates conceiv-
able images given text depictions and a discriminative model attempts to recognize the
images. The dual learning mechanism of image caption structural model contains CNN,
image synthesis and LSTM models. Image synthesis contains various convolutional
layers. Mathematically every convolutional layer has been computed as:

Zour = F(Zina Wi) + Zin (1)

where Z;j, and Zy are input and output vectors of layers and F(Z;,, W;) denotes the
mapping function of the system.

Ren C. Luo et al. [6] introduced a method that is related to Template augmen-
tation method. They used sentence based template where image features have been
extracted first and later the strings are compared with the templates and result is obtained
accordingly.

Fine-tune set

Hair-
Classification| - drier

Dataset ’

test set

Train set

N— - Templates

Captioning
Dataset

A man |s holding
a hair drier

A man holding a real and
stuff dog

Fig. 3. Template based augmented model [6]

The system has been fine-tuned by enhancing the object recognition method. Figure 3
shows the flow of this method where template based augmented model is used for
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classifying the object and generating the caption. In this paper they focused on object
recognition for recognizing the correct object and generate the captions accordingly.
But template based method is very conventional method where machine learning is not
involved. Conventional method is returning the result on the basis of pre-defined tem-
plates. Yanagimoto et al. [7] introduced a method that is related to attention mechanism.
Itis a multiple perceptive generator for controlling the caption flow. Attention is a weight
model that has been used in encoding phase and for decoding the features, LSTM is used.
System uses VGG16 because multiple perceptive model can be formed with VGG16
which uses 16 layers for evaluating the performance of the system. They used 128 bit
dimension vectors for encoding the input data and use 14 x 14 segments for tensors.
VGG16 is a heavy weight model that requires more time for training the network. It has
vanishing gradient problem that leads to higher error and this may degrade the perfor-
mance of the system. Network should be light in weight and small filter scan be used
to decrease the computation time. There are several hidden states in LSTM such as cell
state ct, input state it, output state ot and forget state ft.

i; = o (Kjqa; + Kiphi—1 + n;) 2)
i = o (Kpaa: + Kphy—1 + ny) 3)
Oy = U(Kgaat + Kohht—l + nD) (4)

Megha J Panicker et al. [8] introduced transfer learning algorithm that is related to the
Convolutional Neural network (CNN). This system used hybrid model by combining two
distinct approaches for generating captions. This system used CNN along with LSTM for
better precision. They have used Flickr8K for performing the testing phase and obtaining
the result accordingly. They used Bilingual Evaluation Understudy for comparing the

I log pi(S1) I l log p2(S2) |

T 1 i

~[2]
O
&

t
>
— 00— | I
v
-

LSTM
}
LSTM

. |

>
l_ >
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Fig. 4. CNN & LSTM structure model [8]
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result with extracted text. System generated the scores as per the image description output
and keywords that have been extracted and compared with the ground truth values. They
tested 2000 images from Flickr8K dataset and trained with 6000 images. There are
certain drawbacks of LSTM because it takes longer time to train the model as compared
to the other machine learning approaches. It also requires more memory due to bulky
network. Dropout is more complex to implement.

Figure 4 shows the CNN and LSTM hybrid model where two tasks have been per-
formed, first one is encoder where text has been extracted and second one is decoder
where final translation has been performed to build a meaningful sentence.

Muhammad Abdelhadie Al-Malla et al. [9] proposed an image captioning model
using attention and object features. In this study, authors introduced and demonstrated the
efficiency of an attention-based encoder-decoder image captioning model that employs
two feature extraction techniques: an image classification CNN (Xception) and an object
identification module (YOLOV4). They introduced the significance factor, which favours
high-confidence items over low-confidence ones and prioritizes foreground large objects
over background ones, and they showed how it affects score growth. They demonstrated
how the approach raised scores and contrasted it with other research in terms of score
growth, particularly the CIDEr metric. But in object identification YOLOv4 has more
localization error and struggle to identify the close objects as well as the small ones. It
suffers if objects are not recognized correctly. Object identification plays an important
role in the field of image caption generation because if an object is not recognized

Table 1. Models comparison

Method Finding
CNN+LSTM Longer time to train.
Requires more memory,
Bulky network.
Dropouts.
VGG-16 Heavy weight model.

Requires more time for training.
Vanishing gradient problem.

Template Very conventional method
Augmentation No machine learning involved.
Result on the basis of pre-defined templates.

Order Poor technique because it can work with high quality images.
Embedding Does not effectively work with poor image.
DenseNet Slow due to complex layers.

Network should be lighter in weight and use proficient pre-processing
techniques through which it can be compiled faster.
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correctly then the image can not be described properly, so it is not able to pertain the
efficient score as compared to the other machine learning models.

Table 1 shows the drawbacks of certain models through which image captioning can
be implemented with satisfying precisions.

3 Proposed Work

Proposed system is based on ResNet to train model for image caption generation. ResNet
utilizes the layers effectively because of skip connections. ResNet is able to train the
model with hundreds or thousands of layers and still able to acquire better performance
as compared to the other models. It has great potential to represent the model with object
recognition, classification and regression. There are several networks that suffer from the
vanishing gradient problem where layers get unstable and not able to back propagate the
information to the layers. ResNet is very much effective to tackle vanishing problems
and makes model more powerful. ResNet stands for Residual Network that is better
recognized as identical shortcut connection which is also known as skip connections
(Fig. 5).

weight layer

X
identity

Fig. 5. Residual connection network [9]

where x is considered as identity and f(x) is the activation function and f(x) + x is
the forward identity function. Here the system uses the residual blocks for calibrating
the model for training and the input of the system goes through the weight connections
as well as the skip connections which is commonly known as identity shortcut. Let Ml
is considered as output and / is the number of residual blocks, k is the mapping function
and b is the random variable;

M; = ReLU (b; * kj(M;—1) + id(M;—1)) )]

It can be considered as normal ReLU block if bl is equal to 1. But if bl is equal to O
then it would be;

M; = ReLU (id(M;-1)) (6)
Let s; be the survival probability of the system;

M; = ReLU (s; * kj(M;—1) + id(M;-1)) (7N
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The resulting rule for survival probability as;
l
Slzl—z(l—SL) 3

where S, is considered as the survival probability of the system and L is considered as
total number of blocks in the model.

Building block
Skip
LT
mocuie

Fig. 6. Three block ResNet (Conventional ResNet Model) [10]

Figure 6 shows the conventional model of ResNet that contains 3 layers with skip
connection where input data can be skipped when required or similar output encoun-
ters continuously. ResNet is considered as the best deep learning approach as per the
experiments done because of its skipping nature that makes the model light and effective.

A. Encoder& Decoder

Proposed system uses CNN for encoding the data for machine translation. The length
of the input sequence as well as the output sequence could be different. An example can
be pertained as (Fig. 7);

Fig. 7. Caption: a person is riding the surfboard in the ocean [11]

Machine encodes and decodes the vectors; one at a time. Machine starts encoding
and decoding with a vector and calculate till the last conditional probability distribution
(Fig. 8).

P(y; = jly\™", I is the probability distribution

Here system encodes the input image into vectors and that vectors can be recognized
and decoded later. Fc, (/) is the representation model of an image.

S1 = oMs, + Ux, + D) €))
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Person <Stop>

. -
= L
. -

So

=

=]
=1
=

<Start> A Person Ocean

Fig. 8. Encoding and decoding model

SZ = U(MS| + UXZ + b) (10)

Sy = o(Ms,_, + Ux, + b) (11)

where S is the next version of Sg, similarly S is the next version of S;. It can be stated
that all input are dependent on previous layer output. CNN encodes images into vectors
and forward it to the next layer for traversing all vectors. Here Recurrent Neural Network
(RNN) is used to decode the vectors into a word and sequentially arrange the words for
meaningful sentence using attention mechanism.

So = hr (12)

Where T is the length of input

S; :RNN(St—lae@tfl)) (13
P(y, =jp! ’x> = softmax(Vs, + b) (1
Y15 Y25 Y35 Ydpernon- ,yt-1 are hidden decoding states.

In every probability there is a loss function considered as log p, certain words can
be missed, so it is required to reduce the negative log probability of the model while
decoding the input image.

! t
L©) =) L(®) = - ZlogP<y, — b ,x)
i =1

L(0) is considered as the loss function (15)

Figure 9 shows the architecture of encoder and decoder whereas CNN is used to
encode the data and RNN is used to decode the vectors into the meaningful captions.
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A Person is <Stop>

Encoder

<Start>

Fig. 9. Encoder (CNN) and Decoder (RNN) architecture

Proposed work is able to generate image captions automatically with high preciseness.
System is based on ResNet-152 for building network model. It also uses Torch Vision
library for enhancing the performance. System uses MSCOCO dataset for training and
testing the model and it has been trained with 82,783 images along with ground truth
captions. 40,504 images are available for validation process and system tested with
39,622 images with 5 captions for each image. Figure 15 shows the flowchart of training
where firstly dataset is loaded with ground truth captions then data is prepared by resizing
the images (224 * 224) before encoding. Once the data has been prepared then CNN
encodes the image into feature vectors then training and validation can be done using
ResNet-152 model. Once the feature learning has been done then decoding module
can be initiated using RNN. System predicts the objects containing in the image along
with action performed over there. Prediction is started with first word and goes till the
end word has not been encountered. If system depicts new word which is not available
in ground truth caption then system appends that word and searches the word till end
word has not been encountered. After the caption has been generated a model is finally
built, then inference can be performed. The batch size of the training model is 128 with
20 epochs, the beam size is 5 with maximum length 20. System also uses TorchVision
model for addressing certain tasks such as object detection, object classification, semantic
segmentation and many more. Torch vision is embedded with ResNet and Torch vision
has potential to obtain accuracy up to 94.046% for object detection and classification.
Both the model solved the vanishing gradient problem and pertained better level of
accuracy in the field of image captioning along with better BLEU, Meteor, CIDEr and
Rouge scores.

Here CNN has been used to extract the features and ResNet is responsible for clas-
sifying the features. Feature extraction process includes various convolutional layers.
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The output of one layer is transferred to next layer in the form of feature maps. Feature
mapping is the process of representing image features that has been extracted by model
in the form of graph. The representation of the image is based on RGB (Red Green Blue)
colour model and each channel has its own pixel values that would be in the range of 0
to 255.

Fig. 10. Original image (From MSCOCO)

Fig. 11. Pixelate image

Figure 10 shows the original image that has been picked up from MSCOCO dataset
and Fig. 11 shows the pixelate of referenced image where pixel boxes are appeared that
contained RGB pixel intensities.

r11811b11 r12g12b12 113813013 114814014
121821021 122820020 123823023 124824024
r31831b31 132832b32 133833b33 134834b34
r41841b41 142840b42 143843D43 T44844D4s
51851051 52852050 753853b53 154854b54
| r61861b61 162862b62 16386363 Teageabes |

I is considered as the input RGB image containing three channel pixel intensities
and network model is responsible to compute the mean value of the all three channels.

1 P
Runean = (;,) ;R@) (16)

P

1
Gmean = (1;) ;G@) (17)
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1 P
Bean = (70) > Bp) (18)
p=1

where R, G and B are red, green and blue channels resp. Mean is the average value of
respective channel. P is the pixel value of respective channels.

/|

: T

‘ o | Fited

s [ T

2 ; >

: o Rl
= xLixl - 7.‘ e
RGB Channel ~ @ ;—filfa"f Output

P

® (LI

 Filter

Fig. 12. Convolutional layer output (Color figure online)

Figure 12 shows the convolutional layer output of three distinct channels by comput-
ing its average and further filters are applied to render the image feature maps (Figs. 13

and 14).
;.;;-;
: H ~ B H -
;n;.;;
. . . -

Fig. 13. Feature map
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o 1, B

Fig. 14. Filters used to create fature maps

Figure 16 shows the flowchart of testing model where system firstly loaded the
encoder and decoder model then system loaded ResNet model and input data too for
extracting the captions. Inference can be done from start word to the end word if any of the
decode error has not been encountered. Once the end word reached then decoded words
can be achieved and caption can be generated using attention mechanism for sequentially
arranging the words for pertaining meaningful caption. Once the candidate caption has
been achieved then it can be compared with the reference caption for computing certain
parameters such as BLEU, Meteor, CIDEr and Rouge scores. These metrics can decide
the precision of the system that how much candidate caption is similar or different
from the reference caption. System pertained better scores as compared to the previous
template augmentation model.

ResNet has great potential to learn the complex function with high preciseness and
shortly. While performing the training; the model’s performance can drop down that
degrads the system, this is called degradation problem. Skip connection solved the degra-
dation problem that is why it can be considered as the better model as compared to the
others. ResNet as a skip connection or identity block can skip certain layers and mini-
mize the load of the model and output of one layer is directly transferred to the next layer
of the model. Table 2 explain the steps involved in the model for training and testing
module.



Automatic Image Caption Generation Using ResNet & Torch Vision 95

START

|
| Training & Validation

|
v | |
Load Dataset & R N ResNet Model :
Captions | Initialization |
' |
' |
' ! [
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Data | ! I
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' |
' |
| ) I
- | RNN Decoder |
CN,L\I Etn coder | Caption |
cature | Generation I
Extraction | |

caption = ['startword’] ,|  Generate

image = vec(len) Caption

max_length =N
i=1
Create Model
Caption[1] ==
‘endword’ YES M

ori==N
Testing Model

o |

new_word = model.predict Inference
(image, caption)
caption.append |

(new_word)

END

Fig. 15. Flowchart of training model
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& Decoder

caption = ['startword']
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|

|
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|

|
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Load ResNet | |

Model I |

| |

| |

1 | |
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Image : endword ':_

| |

| |

H | |
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Sequence
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Caption

Calculate Bleu,
Meteor, CIDEr,
Rouge Score

— END

Fig. 16. Flowchart of testing model

4 Experimental Result

Experimental result is based on candidate captions as well as the reference captions.
MSCOCO dataset has been used to train and test the model and result has been pertained
by comparing the captions. Result is based on non fine tuned data. BLEU, METEOR,
CIDEr and Rouge have been computed for evaluating the result as:

Bn as BLEU Score, M as METEOR, R as Rouge, C as CIDEr.



Automatic Image Caption Generation Using ResNet & Torch Vision 97

Table 2. Proposed algorithm

ResNet-152 Image Captioning Algorithm
Initialization

Input: Set of Image X=(x1, X2, X3,......... xn) with ground truth data Y=(y1, y2, y3

Output: Image Caption
Step 1: Input image
Step 2: Normalize image by resize

Wnew Pnew) = W (w, h)

Where (Wyew, Rpew): the new width and height of the image, R is the replacing value,
max(w, h) is the maximum value

Step 3: Define the identity block

f(x)+x

Step 4: Initialize beam size, batch size and no. of epochs, W} as weight model for
hidden layers, W, as weight for output layer and B, , B, as bias for hidden and output layer
resp.

Step 5: Compute output of each convolutional layer

M; = ReLU (b, * k;(M;_1) + id(M,_,))

It can be considered as normal ReLU block if b; is equal to 1. But if by is equal to 0 then

it would be;
M; = ReLU (id(M;_,))
Step 6: Calculate survival probability
5 =1 —{(1 -5

Where Sy, is considered as the survival probability of the system and L is considered as
total number of blocks in the model.

Step 7: Calculate probability distribution

PQye = jlyf 80

Step 8: Generate model

Step 9: Load model

Step 10: Decode data

S = RNN(St—p e(f’t—ﬂ)

Y15 Y25 Y3 Ydseve-- ,ye1 are hidden decoding states

Step 11: Generate caption by attention mechanism

Step 12: Compare candidate caption with reference caption

Step 13: Compute BLEU, METEOR, CIDEr and Rouge

Step 14: End
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METEOR (Metric for Evaluation of Translation with Explicit ORdering) is a metric
that can express the result of machine translation. In this evaluation; the result is based
on harmonic mean with precision and recall. It has been designed to solve the problem
of BLEU metric to correct the correlation.

m
pP=—
We

where m is the unigram of the candidate that is available in reference translation. Wt is
the no. of unigram in candidate (Fig. 17).

the cat sat on the mat

\ -

on the mat sat the 5ét

Fig. 17. METEOR evaluation example

BLEU (Bilingual Evaluation Understudy) is an evaluation that can be used for com-
puting the quality of machine translation. It analyses the generated captions compared
with the reference caption (Fig. 18).

No. of candidate words in the reference translation

Total no. of words in the candidate translation

Candidate 1: €he€hexthe the the the the.
Candidate 2: ¢hecadis pabthean
Reference: The cat is on the mat.

Fig. 18. BLEU evaluation example

The Precision for candidate 1 is 2/7(28.5%). The Precision for candidate 2 is 1
(100%).

CIDEr (Consensus-based Image Description Evaluation) measures the similarity
between the candidate captions with the reference caption. It is an important evaluation
in the field of image captioning. It also measures the quality of generated captions as
per the ground truth.

K N
CIDEr = Z Y gele.c)

k:ln:l

where N is the annotated ground truth, K is the similar images, c is the caption.

ROUGE is a set of metric that generates the precision, recall, and F-score of a
candidate with respect to references. ROUGE stands for Recall-Oriented Understudy
for Gisting Evaluation.

Precision * Recall
F — Score =

Precision + Recall
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Table 3. Experimental results

Dataset B, B, B3 By M R C
MSCOCO 0.579 0.404 0.279 0.191 0.195 0.396 0.600
(Non Fine Tuned)

As per the experimental results; BLEU scores have been obtained as 0.579, 0.404,
0.279 and 0.191 respectively. METEOR as 0.195, ROUGE as 0.396 and CIDer as 0.600.
The obtained result is better than the previous work that has been considered as base
paper. Good scores represent that the system is good enough to generate relevant captions
for a particular dataset.

Table 4. Result comparison

B By B3 B4 M R C
Ren C. Luo [6] 0.238 0.109 0.050 0.022 0.096 0.249 0.143
Proposed 0.57 0.404 0.279 0.191 0.195 0.396 0.600

Table 3 represents the result obtained for all metrics and Table 4 shows the result
comparison with Template Augmentation Method.

Table 5. Proposed caption result

Image Image Caption

Candidate Caption:

a couple of giraffe standing next to each
other

a couple of giraffes standing next to each
other

a couple of giraffes that are standing in the
dirt
a couple of giraffe standing next to each
= other on a field
Ground Truth: A couple of giraffe
standing next to each other

a couple of giraffe standing next to each
other on a dirt ground

Table 5 represents the proposed candidate caption generation of an image and its
reference caption. The preciseness of the system is better as compared to the template
augementation method (Fig. 19).
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Graph I Result Comparison
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Fig. 19. Result comparison

5 Conclusion and Future Scope

Image captioning is a challenging task in the field of artificial intelligence. There are
various models through which image captioning can be implemented but it is required
to obtain better precision along with less processing time. Proposed system is based on
ResNet as main training model, Torch Vision as library, CNN as encoder and RNN as
decoder. ResNet is able to utilize the layers by skip connection method. System pertained
high precision as compared to the earlier proposed model like Template Augmentation
Method. System detained MSCOCO benchmark and trained model for the same and
acquired better efficient model for image captioning. The limitation of the proposed
work is to generate the caption from very old pictures that pertains low index because
they are not even black and white image but are also missing in index values. In future
different dataset can be trained with ResNet and can acquire better precision. ResNet can
be ultilized bit more in future and precision can be enhanced. There are several datasets
available such as CBIR, Flickr8k, Flickr30k, VizWiz and many more, these datasets can
be trained with ResNet and pertain better metrics.
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Abstract. In recent years, with the continuous development of society, people’s
exploration in the field of machine vision images has gradually increased the
demand for machine vision and digital image processing. Only the consistency
comparison research of machine vision images based on the improved ORB algo-
rithm, in order to obtain more complete image information. Based on the improved
ORB algorithm, this paper conducts research by improving the consistency com-
parison of machine vision images, and meets the requirements of accuracy and
precision for the obtained machine vision images and so on. This paper briefly
introduces the technology and development trend of machine vision image con-
sistency comparison, studies the machine vision image consistency comparison,
and through a series of experiments to prove that the machine vision image con-
sistency comparison based on the improved ORB algorithm is effective in To a
certain extent, it has certain feasibility in terms of precision and accuracy. Analy-
sis and comparison based on different image stitching methods were carried out.
The final results of the research show that the accuracy of the five-consistency
comparison of machine vision images is 98.7% when the distance of image five
is 83.4 km. Experimental data show that the accuracy of machine vision image
consistency comparison has always been maintained at a stable level, that is, 97%.
It shows that the accuracy of machine vision image consistency comparison does
not decrease with the increase of distance.

Keywords: ORB algorithm - Machine vision - Image consistency - Comparison
research

1 Introduction

With the development of science and technology, the demand for high-definition
panoramic images has become more and more urgent, and the machine vision image con-
sistency technology has become the focus of many researchers at home and abroad, and
the speed and effect of the corresponding stitching algorithms have been improved and
improved for a long time. Because the quality of image stitching algorithm is directly
determined by the image registration process [1]. Therefore, with the advantages of
high efficiency and fast speed, feature-based image stitching methods have become the
focus of current research, and have achieved relatively fruitful research results, but in
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the field of UAV remote sensing image stitching, such stitching methods There are still
deficiencies in the performance of accuracy and real-time performance.

Many researchers have explored the consistency comparison of machine vision
images based on the improved ORB algorithm. For example, Chen K believes that the
subsidence caused by the mining process is very critical to the stability of buildings and
production equipment, so it is very necessary to carry out subsidence data before mining
[2]. Feng Y believes that an algorithm is used to detect feature points, and then the binary
ORB feature descriptors corresponding to these feature points are extracted, and then
combined with two-way matching and algorithms to complete image registration, and
finally fade-in and fade-out image fusion is performed. The overall stitching speed and
stitching effect are both It has been greatly improved [3]. At present, many scholars at
home and abroad have done a lot of research on the consistency comparison of machine
vision images. These theories and practices provide the basis for the research of this
paper.

This paper is based on the theoretical basis of human-based improved ORB algo-
rithm. With the advantages of high efficiency and fast speed, the feature-based image
stitching method has become the focus of current research, and has achieved relatively
fruitful research results. In the field of remote sensing image stitching, such stitching
methods are still insufficient in accuracy and real-time performance. In order to meet
the dual requirements of high precision and high real-time performance of UAV remote
sensing image stitching, this paper proposes a UAV remote sensing image stitching
algorithm with improved ORB features, and verifies the practicability of this algorithm
through a series of comparative experiments.

2 Related Theoretical Overview and Research

2.1 Design and Research of Machine Vision Measuring System

(1) Principle and performance parameters of machine vision measurement system

After selecting a camera with suitable pixels and resolution, select the corresponding
type of optical lens according to the requirements of magnification and field of view. The
focal length is calculated according to the working distance. The working distance of
the lens is the distance from the object to be measured to the front surface of the lens in
the optical lens. Considering that the traditional lens is prone to produce parallax effect,
the hardware platform uses a telecentric lens. When the measured object is within the
working distance of the lens, its image magnification is relatively stable. Before image
acquisition, the cable needs to be processed into a sample of specified length [4, 5]. The
telecentric lens has a good depth of field effect, which can eliminate the influence of
some errors caused by sample preparation on the image acquisition effect.

(2)Structural composition of machine vision images

In the target image, the characteristics of the knife mark texture and the need for
texture removal are analyzed, and a method for removing the knife mark texture based
on bilateral filter is proposed. Bilateral filter is a good nonlinear spatial smoothing
filter that can protect edge information and remove noise [6]. The basic principle is to
smooth the image through a neighborhood template, the center point pixel in this area
is determined by the pixel value in the neighborhood, and the weight of the influence
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of the pixel point in the neighborhood on the value depends on the spatial proximity
and pixel value similarity of the two pixels. However, the consistency comparison of
machine vision images based on the improved ORB algorithm can be sensitive to noise
and other problems through the hard clustering method represented by mean clustering,
and it is difficult to ensure the effectiveness and adaptability of the algorithm, and even
cause the image segmentation task to fail. With the development of fuzzy theory, fuzzy
theory is gradually applied to clustering algorithms, forming fuzzy mean clustering. In
recent years, fuzzy mean clustering has also been widely used in the field of image
segmentation to solve the problem of traditional hard clustering methods. It is difficult
to achieve denoising of images containing a large amount of uneven noise, and achieve
effective segmentation of noisy images.

(3)Software Design of Machine Vision Measuring System

The nonlinear support vector machine for machine vision image consistency com-
parison is more suitable for solving nonlinear problems, and has strong application
potential in solving practical engineering problems, so it is widely used. Due to the low
computational complexity of using the radial basis function to project sample points,
few parameters to be set, and strong implementation stability, it is not easy to receive
interference. Therefore, the radial basis function is often regarded as the best The kernel
function is aimed at the linearly inseparable problem in the sample space[7, 8]. The main
idea of solving this problem is to project the sample points to a higher dimension by
establishing a linear mapping, so that it is linearly separable in the new dimension, and
this mapping method usually requires With the help of the projection method based on
the kernel function, this method is called nonlinear support vector machine.

Based on the machine vision image consistency comparison based on the improved
ORB algorithm, other types of machine vision image consistency comparison features
are not effective in removing features [9]. The cross-sectional images of different types of
sample cable cores have differences in the number and distribution of knife marks. Knife
mark texture presents complex distribution characteristics in the airspace, but the analysis
shows that the knife mark texture has the characteristics of directional consistency. This
chapter analyzes the knife mark texture from the perspective of the frequency domain.
The many and complex knife mark textures in the air domain appear as a directional
long strip highlight area in the frequency domain, and the main direction of the texture
is related to the strip highlight There is a vertical relationship between the regions.

2.2 Theoretical Introduction of Improved ORB Algorithm

With the increasing application of feature matching algorithms, the requirements for
the running speed and memory usage of the algorithms do not increase, so researchers
have proposed more feature matching algorithms [10]. A large number of misjudgments
will occur in the dynamic background. An improved Vibe algorithm with ORB feature
point matching is proposed to realize the detection of moving objects in the dynamic
background. In this paper, the feature points are detected and matched according to the
ORB algorithm, the matching point pairs are screened by the RANSAC method and the
transformation matrix parameters are calculated, the global motion compensation image
is obtained through the perspective transformation, and the sample frames matched by
the ORB feature points are dynamically updated [11]. ORB algorithm has been applied
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in many fields such as remote sensing image matching, target localization and tracking
due to its high detection efficiency and less system memory occupation.

Image Consistency Algorithm for Machine Vision Based on Improved ORB Features.
The traditional ORB algorithm has good real-time performance, which will lead to low
image registration accuracy and spatial dislocation [12]. In view of the above problems,
this paper improves the ORB algorithm for feature point extraction, so as to improve
the registration accuracy of machine vision images while retaining the high real-time
performance of the ORB algorithm. Image block processing. Since the actual non-
machine vision images obtained are generally larger in size, in order to improve the
centralized distribution of ORB feature points and ensure that more feature points are
detected in the image, the machine vision images to be spliced are first processed into
blocks. Constructing improved machine vision images. The traditional ORB algorithm
does not have scale invariance, which reduces the number of matchable feature points
and the matching accuracy of machine vision images when they contain scale changes.
In order to further purify the initial matching point pair set and solve the machine vision
image model with higher accuracy at the same time.

3 Experiment and Research

3.1 Experimental Method

Bilateral filter has the characteristics of image denoising and preserving edge informa-
tion, in which two functions that generate filter convolution kernel determine the effect
of filter denoising. The function to generate the convolution kernel is based on the two
parameters of the pixel’s Euclidean distance and the grayscale difference:

Yoraf kD s w(i,j, k1)
Dokaw(i,j k1)
(i—k)?+(G—0D?
3 )
ZUd

g@i.)) = (D

d(,j, k, 1) = exp(— 2)

g(i, j) is the pixel value output after filtering, f(k, 1) is the pixel point in the image to be
processed, and w(i, j, k, 1) is the bilateral filter template. Coordinates (k, 1) represent the
center pixel of the template, coordinates (i, j) represent other pixels of the template, and
d is the standard deviation of the function.

3.2 Experimental Requirements

Based on the improved ORB algorithm, this experiment analyzes the consistency com-
parison of machine vision images, and analyzes the characteristics of the knife mark
texture and the requirements for texture elimination in the target image, and proposes
a method for eliminating knife mark texture based on bilateral filter. Bilateral filter is a
kind of nonlinear spatial smoothing filter that can protect edge information and remove
noise. The basic principle is to smooth the image through a neighborhood template, the
center point pixel in this area is determined by the pixel value in the neighborhood, and
the weight of the influence of the pixel point in the neighborhood on the value depends
on the spatial proximity and pixel value similarity of the two pixels.
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4 Analysis and Discussion

4.1 Consistency and Accuracy Analysis of Machine Vision Image Based on ORB
Algorithm

This experiment is based on the machine vision image consistency comparison study of
the improved ORB algorithm. By detecting the relationship between the push distance
and the accuracy, the experimental data are as follows, As shown in Table 1 and Fig. 1.

Table 1. Machine vision image consistency accuracy analysis table

Image item Distance (km) Accuracy (%)
Image one 25.6 97.6
Image two 34.8 98.6
Image three 44.5 95.4
Image four 56.7 96.8
Image five 83.4 98.7

From the above data analysis, it can be seen from the results that when the distance
of image 1 is 25.6 km, the accuracy of machine vision image consistency comparison is
97.6%. When the distance of the second image is 34.8 km, the accuracy of the machine
vision image consistency comparison is 98.6%. When the distance of image three is
44.5 km, the accuracy of the three-consistency comparison of machine vision images
is 95.4%. When the distance of image 4 is 56.7 km, the accuracy of machine vision
image 4 consistency comparison is 96.8%. When the distance of image 5 is 83.4 km,
the accuracy of machine vision image 5 consistency comparison is 98.7%. Experimental
data show that the accuracy of machine vision image consistency comparison has always
been maintained at a stable level, that is, 97%. It shows that the accuracy of machine
vision image consistency comparison does not decrease with the increase of distance.

4.2 Accuracy Analysis of Machine Vision Image Consistency System

By analyzing the accuracy of the machine vision image consistency system, the accuracy
of the data fitting parameters is relatively high. In this experiment, the 5 pieces of data
captured by the machine vision image can be obtained by using the system analysis to
obtain their accuracy comparison. The experimental data as shown below:

As shown in Fig. 2, by analyzing the accuracy of the machine vision image consis-
tency system, the data analysis can be seen. The pixel widths of the four sets of data are
2.1 mm, 1.6 mm, 1.8 mm, and 1.5 mm, and the pixel lengths of the four sets of data are
3.4 mm, 2.9 mm, 3.2 mm, and 3.2 mm, respectively. The four sets of data all have only
a small fluctuation, and the change is not large.
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Fig. 2. Precision analysis diagram of machine vision image consistency system

5 Conclusions

Based on the background of the improved ORB algorithm, this paper first studies the
consistency comparison of machine vision images, that the consistency comparison of
machine vision images based on the improved ORB algorithm is accurate and accurate
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to a certain extent From the experimental data analysis of the impact of machine vision
image consistency comparison on system accuracy, the accuracy of machine vision image
consistency comparison has been maintained at a stable level, that is, 97% fluctuation.
It shows that the accuracy of machine vision image consistency comparison does not
decrease with the increase of distance. System analysis can obtain the data representation
of the accuracy control shown, and as the line width increases, the impact on the system
accuracy also increases. By analyzing the accuracy of the machine vision image consis-
tency system, it is used to compensate the accuracy analysis of the machine vision image
consistency comparison, and finally the machine vision image consistency comparison
research based on the improved ORB algorithm is added to have higher accuracy. In
order to improve the ORB algorithm implementation, a set of machine vision image
model experimental data processing system based on the improved ORB algorithm is
developed, which meets the requirements of accuracy and precision for the obtained
machine vision images, and has the value of popularization and application.
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Abstract. The leap in film and television special effects technology has updated a
series of film production methods. Post-production using the most advanced com-
puter graphics technology stimulates the creativity of the producers, simplifies the
post-production process, and improves the quality of the entire film. The purpose
of this paper is to study the application of digital special effects technology in
film and television post-production based on neural network algorithm. First, the
digital technology used in the widely used film and television post-production is
introduced, and then some applications and problems of artificial neural networks
are introduced. Then the PointNet network structure is introduced, which is a deep
learning network in 3D point cloud. Framework, which eliminates the ambiguity
caused by the disorder and rotation of point clouds by introducing T-net and uti-
lizing max-pooling, and finally we introduce an encoder-decoder network for 3D
human reconstruction, which encodes The network extracts the features, and uses
the decoding network to learn the transformation between the template and the
input point cloud, so as to complete the deformation fitting between the template
and the point cloud.

Keywords: Neural networks - Film and television - Post production - Digital
special effects technology

1 Introduction

In today’s film and television industry, industry competition is becoming more and more
fierce, and film and television professionals must provide high-quality services in a short
period of time. Film art has a lot of room for development. Traditional film production
has a clear division of labor. Directors, photographers, editors, and photographers are
slow to execute their work. Sometimes they lose their jobs or quarrel due to lack of
coordination, waste production costs and a lot of time [1, 2]. Under the conditions of
digitalization, the division of labor of film and television crews began to become chaotic.
With the help of advanced advanced equipment and drawing technology, photography,
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photography, and editing can be done on the same computer, improving the quality of
visual effects and saving costs [3, 4].

Frame interpolation is the process of inserting new frames between existing frames in
avideo sequence [5]. It has become an algorithmic module in cinematography. Kokaram
reviews techniques for creating smooth frames and provides a framework for Bayesian
frame interpolation algorithms using interpolation theory. Performance is also measured
using the highest quality aftermarket equipment in the industry. All successful techniques
were found to use motor-based interpolation, while commercial versions of Bayesian
methods performed well [6]. Some scholars have analyzed that there are many problems
with the new technology visual effects in Korean films, such as lack of scientific knowl-
edge and operational technical know-how, improper production time and cost. Explore
the expression techniques and visual effects production process of Korean films, and
propose a more effective production method and alternatives for the problems that arise
in the use of new films [7]. With the help of advanced special effects equipment and com-
puter graphics technology, photography, art, editing can be done on the same computer,
and films can be produced independently, producing the best visual effects, improving
quality and saving costs [8].

This article subdivides the types of digital technologies used in film and television
reproduction through a comparative study. It compares and studies traditional special
effects and modern special effects, lists the advantages and disadvantages of early special
effects, and further analyzes special effects from shallow to deep, as well as the types
and uses of digital special effects in movies. Analyze the use, production process and far-
reaching impact of 3D digital effects that affect aesthetics. The artificial neural network
algorithm process is used to exemplify and practice the 3D reconstruction of the human
body. The application of neural network algorithms has changed the quality of digital
special effects technology and the art of post-production movies.

2 Research on the Application of Digital Special Effects Technology
in Film and Television Post-production Based on Neural Network
Algorithm

2.1 Traditional Special Effects and 3D Digital Special Effects

Special effects are an important part of a movie. Traditional special effects include model
special effects, support special effects, etc. Examples of special effects include: charac-
ters, monsters, buildings, etc. [9, 10]. When moving traditional models, we have to use
mechanical, electrical and human controls, which are more complex and cumbersome. In
3D digital modeling, this can be easily solved using bone articulation or motion mapping.
We can use the download action or emoji download to complete the action [11, 12].

3D digital special effects are not a technical form of unattainable vision. It is easy to
improve the quality of micro-movies by applying the intervention of 3D digital special
effects, which can save more time and effort, save a lot of money and manpower and
material resources. And bad utilization will produce twice the result with half the effort
[13, 14].



Application Analysis of Digital Special Effects Technology 111

2.2 Digital Technology Used in Film and Television Post-production

Computer digital imaging technology refers to the general term of computer image
processing (the technology of combining motion and shape with computer) and digital
image synthesis [15].

Digital special effects: The full name of digital special effects is computer numerical
control technology. It is an advanced film production medium represented by digital
image synthesis, digital image processing and 3D animation production.

Digital image processing technology: Digital image processing technology refers
to computer-generated images or computer-generated images that are processed and
processed according to the needs of the film. These include image color processing,
image synthesis texture processing, and image shape distortion processing [16].

Non-linear editing technology: Non-linear processing technology is related to tradi-
tional linear processing, specifically refers to the processing method that does not need to
follow the linearity of time, any combination of time and space on the screen. This editing
method is based on images and sounds, which can be read and cut at any time [17].

2.3 Neural Networks

Artificial neural network is generally referred to as neural network, which is inspired by
the central nervous system of living organisms: the working principle. Neural networks
are generally used as computational models for machine learning [18].

The mathematical essence is acomputational model. Similar to the biological nervous
system, the interleaved connections of artificial neurons form a neural network. The
function of the artificial neuron is the same as that of the neuron in the living body to
transmit information. The structure of the artificial neuron: each neuron transmits the
information (x1, x2,.. ., xn) from other neurons according to its own rules. For processing,
it is actually a function 6i (generally called transfer function or excitation function);
the pairwise connection between neurons represents the weighted value of the signal
connected by one neuron to another neuron, which is called weight, This is used to
represent the neural network system’s impression of this neuron.

After alarge amount of information transmission between neurons, the output reaches
the final output. The neural network itself is usually used as an approximation of other
functions or algorithms or to demonstrate a logical strategy. Neural network is an adaptive
network system, which continuously learns and changes itself by continuously accepting
external knowledge, and improves itself step by step. A modern neural network is a
nonlinear statistical data modeling tool that is often used for modeling or deep mining
of data of varying complexity.
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3 Investigation and Research on the Application of Digital Special
Effects Technology in Film and Television Post-production Based
on Neural Network Algorithm

3.1 3D Human Reconstruction Digital Effects Technology Based on Neural
Network

For the training data, there are two cases. One is to know the correspondence between
the point cloud and the grid template, that is, the supervised case. We learn the encoding
network and the decoding network through the following reconstruction error function:

2

N P
L =33 Doy Ep (8P — 4 (1)
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That is, the sum of the errors of the P points on all N training data. For those who
do not know the correspondence between the point cloud and the grid template, we use
the following loss function:

Jnsup LCD + )\LBLLB + )\ELE (2)

LCD is the Chamfer distance of the input cloud and the reconstructed cloud, i.e. the
Euclidean distance of the input cloud and the output cloud and the closest point of the
output cloud and the input cloud. Its purpose is to make the deformed template is the
same as the Laplace operator of the original template, that is, to make the deformation as
equidistant as possible, LE is the edge item in the triangular mesh, which is to promote
the edges on the triangular mesh before and after the deformation. The ratio of the length
to 1.

3.2 Data Set

In order for our algorithm to be able to train, we need a lot of human data. Therefore,
we train our model by artificially synthesizing some data using the SMPL model. To
obtain realistic human shape and pose parameters from the model, we randomly sample
20103 parameters in the SURREAL dataset and the FAUST dataset. To overcome the
limitation of the dataset due to not including any bent people, we generate bent human
data by manually estimating 5 key parameters from the 20 joints in the SMPL skeleton.
Finally we got 210° human data with different poses and shapes.

4 Analysis and Research on the Application of Digital Special
Effects Technology in Film and Television Post-production Based
on Neural Network Algorithm

4.1 Network Structure of Digital Special Effects Technology for Human
Reconstruction

Our goal is to learn the deformation of the human template through a neural network,
given an input human scan point cloud, to deform the template onto the target point cloud.
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In this regard, we use an encoding and decoding network as shown in Fig. 1. For the
input human point cloud S, we first extract features from the input point cloud through
a feature extraction network similar to PointNet to obtain a feature vector, Then, the
coordinates of each point on the human body template plus the feature vector obtained
by the encoding network are used as the input of the decoding network, and finally a
decoding network is used to map the input points to the reconstructed surface.

Template grid
coding decoding
network > petwork ——> | output
Input point
cl(r))ud sp —> | Feature vector

Fig. 1. Human reconstruction network structure

For the encoding network E, the input is first preprocessed with a T-net structure,
and then a convolutional neural network with hidden feature sizes of 60, 120, and 1000
is used, and then the features at all points are maximized to get a A 1000-dimensional
feature vector, and the obtained feature plus the coordinates of the point on the human
template as the input of the decoding network to train and predict the position of the
corresponding point in the input point cloud. This decoding network is a multi-layer
perceptron with hidden layer sizes of 1000, 500, 200, 100, followed by a hyperbolic
tangent activation function, and finally 3D point coordinates. Through training, the net-
work learns the transformation between the grid template and the input point cloud, and
completes the 3D human body reconstruction.

4.2 Experimental Results

For the input point cloud, the reconstruction results obtained by using the low-resolution
point cloud and the original point cloud can be seen that using this multi-resolution
method can improve the reconstruction accuracy, and this method is faster than the
traditional method. Fast and without the need to mark the location of key points. However,
this method is sensitive to the selection of the initial value. When the selection of the
initial value is not suitable, the reconstruction result is not very good, so we further
optimize the output result. We add a regression network after the decoding network,
utilize the Chamfer distance to further refine the results, and employ a multi-resolution
approach.
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Table 1. Importance of subsequent optimizations

Method Error on FAUST dataset | Error on SURREAL dataset
No regression layer 5.62 6.92

With regression layer 4.02 5.05

With regression layer + uniform 2.86 3.15

sampling

There are regression layers + uniform | 1.05 1.36

sampling + high resolution
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Error on FAUST dataset Error on SURREAL dataset
METHOD

M no regression layer
M with regression layer
With regression layer + uniform sampling

There are regression layers + uniform sampling + high resolution

Fig. 2. Experimental results

The specific steps are: (a) optimize the latent features to minimize the Chamfer dis-
tance between the input and output (regression layer); (b) use better and more uniformly
sampled data when training the network; (c) use a high-resolution template Rate sam-
pling (about 100,000 vertices) for the nearest neighbor step is shown in Table 1, and the
experimental results are shown in Fig. 2.

5 Conclusions

Digital technology is applied to the fidelity in the post-production process. Special effects
technology is an important technology in non-linear editing technology. It will be used
to enhance the visual effect of video editing and better express the intention of the
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creator. This paper conducts a deeper analysis and research on 3D digital special effects
and human body reconstruction through the application of 3D digital special effects in
movies, and summarizes the use of artificial intelligence to improve the post-production
quality of human reconstruction movies. It is analyzed that the 3D digital special effects
intervention film based on 3D human body reconstruction can enhance the artistic beauty.
I hope to involve more 3D digital special effects in the post-production of the film in the
future. Make the video quality higher and make the video more artistic.
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Abstract. With the development of Internet and audio and video technology, a
large amount of training in the field of sports is stored in audio and video formats
in various image analysis files. Professionals edit and optimize the audio and video
of various activities in a large number of sports fields, which allows most netizens
to check and watch, and refine the processing of this kind of video. In order to meet
the market demand, all kinds of audio and video resources are modified, processed,
and carefully packaged, so that the product has a new look. Sports skills training
video image analysis application in the development of the Internet and audio
and video technology to break through the obstacles of various important social
issues in the field of video image analysis and application. This article studies
a series of theories and knowledge of image analysis application in sports field,
reveals the concept and definition of fuzzy clustering algorithm, and carries on
application case disposal to sports skills training video image analysis application.
By analyzing the actual effect of video images, based on fuzzy clustering algorithm
for sports skills training video image analysis application study, test result shows
that sports skills training based on fuzzy clustering algorithm video image analysis
application in sports skill training video image analysis applications in image
processing complexity, collaborative filterability, The efficiency of denoising and
spatial accuracy is 83.32%, 90.01%, 92.25% and 98.10%.

Keywords: Fuzzy clustering algorithm - Sports skills - Training video - Image
analysis application

1 Introduction

The video coding technology carries on the image processing to the processing object and
carries on the multidirectional encryption and encapsulation to the processing object. In
the past, video technology did not have the latest advantages, and the picture processing
was more complicated. Video processing technology is based on semantic segmentation
algorithm to process the image and part of the image. In the image segmentation in
the professional field released a lot of ways, many of which are scientific segmentation
in image processing. The method of motion video image segmentation based on fuzzy
clustering algorithm improves the sharpness and viewing effect of image processing.
This set of video technology through video segmentation, image optimization, video
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precision processing and other aspects of the movement analysis of sports training, so as
to provide technical assistance in sports, motor skills and other fields. As for the appli-
cation of communication learning based on fuzzy clustering algorithm in sports training
video image analysis, it is necessary to strengthen the theoretical research and practical
application ability based on fuzzy clustering algorithm, fuzzy clustering algorithm, to
solve many problems in sports application training video image analysis.

As for the research based on fuzzy clustering algorithm, many scholars at home and
abroad have studied it. In foreign studies, AminantoME etc., proposed a two-stage fuzzy
anomaly detection system. In the first phase, the training phase, ACA is proposed to deter-
mine the clustering. In the second stage, the classification stage, a fuzzy method is used
to detect anomalies in new monitoring data by combining two distance-based methods.
The hybrid approach was validated using the KDDCup’99 dataset. The results show that
the hybrid method has higher detection rate and lower false positive rate compared with
the traditional and new methods [1]. Dhalkge CAL. Proposed a histogram based fuzzy
clustering (HBFC) technique, which adopted an improved version of firefly algorithm
(FA). The proposed method is rigorously compared with several state-of-the-art nat-
ural optimization algorithms (NIOA) and traditional clustering techniques. Numerical
results show that this method is superior to the traditional NIOa-based clustering method
in terms of segmentation accuracy, robustness and quality of segmentation results [2].
Alammge CAL. Proposed a kernel fuzzy C-means algorithm (GKFCM) based on genetic
algorithm to cluster documents in the library. After the user enters the keyword as the
input of the system, the system will use WORDNET ontology to process the keyword
and realize the neighborhood keyword and synset keyword. Documents within the clus-
ter are first released as result-related documents for the query key, and these documents
have clusters with maximum matching score values. Experimental results show that
the system based on GKFCM has better performance than the existing methods [3].
However, the application of sports skill training video image analysis based on fuzzy
clustering algorithm is still in the initial stage, and there is still a certain gap compared
with foreign systems.

In order to further improve the fuzzy clustering algorithm in China, we must start from
the following points: First, deepen the research of fuzzy clustering algorithm system;
Secondly, the application data model based on fuzzy clustering algorithm is optimized.
Finally, strengthen the exchange and communication with foreign countries, improve
the video image analysis and application ability.

2 Research on the Application of Sports Skill Training Video
Image Analysis Based on Fuzzy Clustering Algorithm

2.1 Based on Fuzzy Clustering Algorithm

According to the selection of known parameters, fuzzy clustering algorithm is processed
by data model. Compared with the effect, the traditional algorithm model has better effect
on hard clustering and fuzzy clustering algorithm of data and better performance of
random distribution of data [4, 5]. All data samples are processed by clustering analysis
algorithm to optimize the image. Various other theories have been proposed in cluster
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analysis methods, including fuzzy set theory [6, 7]. Based on the classification of fuzzy
clustering algorithm, this kind of algorithm is divided into methods and optimized and
processed in the field of data application [8, 9].

Based on the objective function, this kind of problem is conditioned, and this kind
of data model is optimized. The algorithm model has clear structure and strong practical
application, which can be used for theoretical research and disposal of clustering. With
the progress of computer technology and the rapid development of other data models,
related image processing technology based on objective function algorithm has become
the core method in this field [10, 11]. The objective function is used to process the sports
images, and the fuzzy clustering algorithm is used to analyze the data of the images, and
the expected effect of the images is disposed according to the details of the images.

Compared with previous clustering, clustering algorithm is the absolute division of
the processed objects, and the principle of this division is very clear [12, 13]. Image
processing analysis is strictly processed by fuzzy set theory, and algorithm users use
this theory for image processing [14, 15]. The fuzzy clustering algorithm deals with the
sample degree of the processed object and introduces each part of the partition [16].

Fuzzy clustering algorithm contains many clustering methods. In view of the various
relations of the image, the algorithm gathers all the relevant data, processes the data set
based on the constructed data model, and finally forms the image processing result.
This method has many conditions, cannot meet the principle of image processing, in
the application field is not typical, therefore, this method of image processing analysis
is not many times. In the actual image processing practice, there may be a lot of bad
effects in this way of image processing. The shortcomings of this algorithm model in
image processing can be improved by continuous experiments in practical practice, and
the model can be optimized to a certain extent.

2.2 Application of Sports Skill Training Video Image Analysis

The coordinate value of the processing object in the training video image can be changed,
and the numerical performance of some pictures is irregular, so the performance in the
image processing is fuzzy, and the processing boundary cannot be clear. In view of
this phenomenon, we can carry out layer extraction of images and technical disposal of
positions and pixels of different images. This algorithm model is used to process the
image frames in sequence. According to the change of coordinate value of the object,
the corresponding data model is constructed and the image is blurred (Fig. 1).

3 Research on the Application Effect of Sports Skill Training Video
Image Analysis Based on Fuzzy Clustering Algorithm

3.1 Content Analysis Method

In this paper, content analysis method is adopted to dynamically observe samples and
construct sample point model for all samples. The application of clustering algorithm for
sports training image processing, data records for each test points, data analysis. Effect
data comparison is mainly used to process data of two groups based on fuzzy clustering
algorithm and non-algorithm respectively. Remove or optimize unreasonable data, and
use data model to train all sample points.
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Fig. 1. Sports image processing block diagram

3.2 Brief Description

In this paper, the content analysis method is used to analyze and process the image, and
the sample points are trained and processed. The effect of sports skill training video
image analysis and application is analyzed through data sample image formation.

3.3 The Formula

N C
JWU, V)= TuiXi) di® (0
k=1 i=1
1
mgt == Y 1d) — )
n(x.y)

U represents the set of membership function, refers to the distance between pixel
points and the cluster midpoint, represents the sample points of unclustered pixels,
belongs to the ith class of membership degree, represents a fourth-order matrix, is the
pixel points covered in the process of movement, is the average pixel point.

3.4 Calculation Principles

Sports images based on clustering algorithm analysis the influence factors analysis and
deal with them one by one, the overall effect of the image integration, part of the reso-
Iution images, through this process, using the data model, to be blurred images, finally
through the model best effect design, and the sports skills training video image analysis
application related parameters optimization.
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4 Investigation and Research on the Application of Sports Skill
Training Video Image Analysis Based on Fuzzy Clustering
Algorithm

4.1 Test Effect

The test object is divided into image analysis application based on algorithm and non-
algorithm effect comparison and analysis. Take video of sports events for processing,
and deal with various data of the events. Respectively on two groups of testing data,
sort out the improvement effect of image analysis application, sports skill training video
image analysis applied to actual performance data record: in content analysis, sports skill
training can video image analysis application effect to sports skill training video image
analysis and application’s goal to ascend, according to the results of image analysis
application effect is very obvious. The key and difficult problems in strengthening the
application of image analysis have played a good role, and the results are shown in
Table 1 and Fig. 2.

Table 1. Physical training image data sheet

Image complex | Synergistic | Noise iterativeness | Spatial accuracy
processing filtration
performance
Numeric value | 160 320 487 654
Proportion 83.32% 90.01% 92.25% 98.10%
Percentage 91 93 96 99

The application effect of sports skill training video image analysis based on fuzzy
clustering algorithm is better than that of the traditional method. In the image complex-
ity processing, collaborative filtering, denoising and spatial accuracy to achieve high
efficiency, in the model effect data processing and application of testing and analysis,
sports skills training video image analysis application performance of various aspects
of data processing and analysis. It focuses on the distribution performance of various
sample points encountered in the modeling process, including sample number, sample
generation model, sample point optimization, model verification and evaluation. The
horizontal orientation focuses on the classification of modeling ability from the level
and law of human cognitive development. The intensified research and development
of sports skill training video image analysis and application based on fuzzy clustering
algorithm is conducive to a great breakthrough in the field of sports skill training video
image analysis and application.



Video Image Analysis of Sports Skill Training 121

Spatial ‘

ey ——— ————

Noise
iterativeness Percentage

B Proportion
Synergistic
filtration

B Numeric value

Image
complex
processing...

Fig. 2. Sports training video image application data chart

5 Conclusions

Fuzzy clustering algorithm is good at image processing and optimization in sports field.
Compared with traditional audio and video processing technology, this method achieves
high efficiency in image complexity processing, collaborative filtering, denoising and
spatial accuracy, etc. This method plays an important role in the demonstration of test
data. Sports training video image analysis helps sports lovers to grasp the inner law of
sports picture accuracy, and provides help for sports career, athletes’ fitness and other
progress. This paper studies the category and practice of sports skill training video image
analysis and application, and provides optimization solutions for sports skill training
video image analysis and application. Through a full range of sports skills training
video image analysis and application process analysis and research, for sports skills
training video image analysis and application of various fields play an important role,
and deepen the pace of technological progress in the field of sports.
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Abstract. The main purpose of the real estate display system is to promote the
sales of real estate, so its key point is how to attract the attention and attention of
potential customers, and virtual reality technology can bring users into a realistic
real estate community situation. Therefore, this paper takes a virtual real estate
community as an example, develops a virtual real estate display system with the
help of modeling software AutoCAD, 3Ds MAX and virtual reality engine VPR-
platform, introduces the creation of virtual real estate scene model in detail, and
tests the beauty of the system display effect. In addition, 30 users were asked about
their satisfaction with using the system to visit the virtual real estate scene, and
finally realized the system roaming interaction mode.

Keywords: Virtual reality technology - Real estate display system - Modeling
software - Roaming interaction

1 Introduction

The traditional real estate marketing model is generally promoted through posters. As
virtual reality technology becomes more and more mature, real estate developers are
committed to using virtual reality technology to develop real estate display systems. In
the system, there are a large number of floor plans and three-dimensional virtual scenes.
Marketing can not only promote real estate products, but also allow users to have a real
viewing experience.

There are many related research results on the design and implementation of real
estate display system based on virtual reality technology. For example, a laboratory has
developed a virtual roaming system, which breaks through the barriers that cannot be
interacted in the past, allowing users to watch at will in the system. The system has been
widely used in construction, tourism and other fields. It brings a virtual stereo vision
experience [1, 2]. A scholar uses a virtual roaming algorithm to generate a real estate
display roaming system. The system establishes a 3D real estate scene, which has the
characteristics of interactivity and virtuality, allowing users to have tactile, visual and
auditory communication when visiting the real estate model, realizing a real presence.
Its environment viewing experience [3]. Although many scholars have studied the design
of real estate display system based on virtual reality technology, to make the real estate
display more realistic, it is necessary to play the role of virtual reality technology.
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This paper firstly pays attention to modeling the three-dimensional model of real
estate, including building model, indoor building model, residential tree model, sky
model, etc., and then analyzes the non-functional requirements of the system, and then
uses modeling software to design a real estate display system, test System performance,
analyze the realization of system roaming interaction function.

2 Real Estate 3D Modeling and System Requirements Analysis

2.1 3D Modeling of Real Estate

In the virtual reality scene, the 3D modeling of objects requires designers to grasp the 3D
modeling as a whole and deeply describe the details of the model. At the same time, it is
necessary to accurately grasp and strictly describe the appearance characteristics of many
objects in the virtual reality scene. Through personal careful observation and rational
thinking, we can discover the characteristics of the objects and produce a sufficient
number of details [4].

(1) Building modeling
Before making a building model, it is first necessary to examine and analyze the
structure and layout of the building. After analyzing the structure of the building
and its characteristics, it was finally decided which general method to use to create
the model. For example, for a building, the main building should be built first, and
then the multi-level buildings; for the garden villa area, based on the same idea,
the main building should be built first, and then the sub-buildings, attics, garages,
balconies, yards and other places should be built. The system is modeled by the
synthesis method [5]. Specifically, it is to split the entire building, including the
walls, the upper part of the house, doorsteps and other structures, and to do specific
modeling for each part. Especially for some single buildings with simple structure
or appearance, one wall can be built directly from one wall, and then each wall
can be added together to form the physical layout of the building. After the main
body of the appearance is formed, the top of the house and the steps at the door are
gradually added [6].
(2) Indoor architectural modeling

The interior architecture is different from the building architecture, and it has its
own characteristics. A huge indoor scene can be divided into many small scenes,
each of which is invisible to each other. Therefore, it is necessary to divide indoor
scenes according to this characteristic, and treat different rooms as small scenes
[7]. First, analyze the layout of the indoor scene, select an appropriate division
method according to its function or orientation, divide a large scene into multiple
small rooms, and then build the specific structure of each small room. Following
this guideline, at all times, the system should only display a view of the room or the
environment that the user can see. This reduces the number of models displayed at
any one time, while effectively reducing the computational complexity of indoor
scenes [8].
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Modeling of residential trees

In the large-scale visualization of 3D terrain, ground objects are also a very impor-
tant part. Trees, as common objects in nature, are indispensable natural elements in
virtual geographic environment. On the one hand, the simulated plants can greatly
enhance the realism of the scene. On the other hand, in some specific virtual research
fields, the plants themselves are important research objects or reference objects. In
this case, the plants in the scene are required to have a high degree of realism [9]. The
system adopts the plant modeling method of image model. This method replaces
the tree model with an image. Its essence is to use the tree image to perform texture
mapping in a rectangular area of space to express the tree, but because one or more
intersecting two-dimensional planes with tree texture maps Indicates trees, which
loses the spatial distribution characteristics of trees, and the lighting effect of trees
cannot be expressed, and the effect is not ideal when viewed from a close point of
view. In general, this generation method has a faster calculation speed and simpler
geometry, but if there are too many types of trees, more textures are required, which
requires a higher texture cache of the display device [10, 11].

Sky modeling

In real life, the blue sky and white clouds above people’s heads will make people
feel happy and refreshed. In the virtual environment, if the effect of the sky can be
added, the immersive realism of the system will be significantly improved. There are
two common sky modeling methods: the sky box method and the celestial sphere
method [12]. The skybox method is to use five images, represent them on each
inner surface of a rectangular box, and simulate the effect of the real sky through
different textures of five different inverted surfaces. However, this approach has an
obvious limitation of the image used per surface. For example, the image must be
in bitmap (BMP) format, the size must be a specific size, the top edge of the image
must be around and the surrounding image, and the top edge must be linked to
the surrounding image. This places higher demands on the selection of images by
creating amodel [13]. Due to visual effects, the user is limited by the size of the scene
in the virtual roaming scene, resulting in a feeling of being outside the environment.
And the creation of the skyball method completes this “exit” limitation. The sky
designed by the sphere method violates the limitation of space and also corresponds
to the general visual effect of the intersection of heaven and earth [14].

2.2 Non-functional Requirements for System Design

System responsiveness needs to be at least ten frames per second. If it is required to be
natural and continuous without impact, then it should reach more than 24 frames per
second. At the same time, the shorter the human-computer interaction response time,
the better, generally 0.5 s.

In terms of system operation, staff are required to be able to use it proficiently after

short-term training. For potential customers, the operation is as simple as possible, so
that users who are exposed to such systems for the first time can browse freely in a short
period of time. In order to reduce the computer level requirements of the staff, the system
is preferably free of installation and can be used directly.
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In the aspect of system development, the system should have better support for the
change and development of virtual technology. The underlying technology used by the
system must conform to international standards or industry agreements. At the same
time, the system needs to adapt to the development of the real estate display industry
and can be easily expanded to meet the needs of users. This type of extension should be
consistent with the design of the system architecture without substantially conflicting
with the design implementation or product definition.

2.3 2D and 3D Model Data Association

In both 2D and 3D models, the primary task of data interconnection is to map the two
coordinate systems together. The connection between the two can be made according to
the center point. It is common practice to use the point in the lower left corner of the
map as the coordinate source; any other point in both models refers to this coordinate
principle to determine relative coordinates. Its conversion relationship can be expressed
as:

AX = (X — Xo)/n ()

AY = (Y — Yo)/n )

Among them, X and Y are the coordinate values of any point in 2D or 3D, X and Y
are the origin of the coordinates, that is, the reference point, and n is the ratio between
the 2D map and the 3D scene.

3 System Design

3.1 System Build Tools

According to the characteristics and requirements of the virtual display system based on
3D modeling, the main modeling software used in the system are AutoCAD, 3Ds MAX
software and virtual reality engine VPR-platform. Taking the design drawings of the
residential building as the actual research object, the three-dimensional virtual digital
display of the building is realized to meet the application needs of commercial publicity.
After completing the work in the 3Ds MAX space, the next task is how to import the
model that has been done into the VR-Platform software. To solve this problem, we
mainly use the 3DsMax-for-VRP plug-in. The function of this plug-in is to connect 3Ds
MAX with VR-Platform without saving the 3Ds model as another model. It is easier to
install the plugin.

3.2 System Function Design

According to the needs of understanding, discussing and analyzing the project, roughly
the system can be divided into two modules. The first module is 3D modeling. Including
the construction of 3D models, texture processing, overall model synthesis, complex
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Fig. 1. Functional modules of real estate display system

scene blanking. The second module is human-computer interaction. It includes collision
detection, roaming along a predetermined path, and interaction between 2D maps and
3D scenes. System function modules, as shown in Fig. 1.

For the 3D modeling module, it is not only necessary to display virtual objects
such as buildings, plants, and fountains, but also to apply materials and textures to their
surfaces. When a large number of models are synthesized together, part of the data
must be removed using hidden techniques to reduce computation and increase realism.
For human-computer interaction units, the system must allow the user to navigate in
a predetermined way, so it must respond quickly to changes in virtual objects. When
roaming, the user must determine his position in the virtual scene, that is, the interaction
between the two-dimensional map and the three-dimensional scene. In order to achieve
a more immersive purpose, collision detection is performed during the roaming process,
so that the objective physical world can be simulated more realistically.

4 System Testing and Implementation

4.1 System Test

(1) Performance test
As shown in Table 1, the system’s functionality and ease of use are tested. The
functionality includes accuracy, interactivity, and aesthetics. The test values are
97%,92%, and 95%, respectively. The reason for the low value is that during the test,
it was found that the display system in a few computers did not display properly. For
example, there is no animation effect and the introductory video cannot be shown,
but through fault inquiry, it is found that the problem is the animation plug-in and
the local video playback software, and the problem is solved after installing the
corresponding plug-in and software. The ease of use includes ease of operation and
ease of learning, with test values of 100% and 98%, respectively. Ease of operation
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reaches 100%, which means that the system is easy to operate, and it only needs a

little guidance to get started.

Table 1. Performance Test Results

Subfeature Performance test value
Function Accuracy 97%

Interactivity 92%

Aesthetics 95%
Ease of use Easy to operate 100%

Learnability 98%

System user satisfaction test

1

Visit experience - i
14
0
Flexible system operation h i
17

Video show - i

13
Picture clarity

. 13

o
wv

10 15 20

Number of people

B dissatisfied relatively dissatisfied M generally M quite satisfied M satisfy

Fig. 2. Satisfaction test results
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In this experiment, 30 users were selected to use the system to visit the real estate model.
After visiting the exhibition, they were asked about the use of the system, including
whether the pictures were clear, whether the video was displayed normally, whether the
operations such as space rotation, forward and backward were flexible, and asked The
overall feeling of their visit, the results are shown in Fig. 2. Among the 30 people, 4 were
dissatisfied with the clarity of the displayed pictures, and 4 were dissatisfied with the
video presentation. Although there are not many people, it is still necessary to improve
the display effect of the system in these two aspects. The number of people who are
dissatisfied with the flexible operation of the system is 0, indicating that the system is
easy to use and easy to learn. There are 3 people who think that the visiting experience
is dissatisfied, 24 people are satisfied, and 3 people are generally satisfied.

4.2 Implementation of System Roaming Interaction

The interaction with each part of the system consists of five parts: community intro-
duction, room selection, commentary, help, and exit. Customers can easily operate by
clicking the corresponding button according to their own needs. When browsing to a
room, in addition to hearing the corresponding explanation, the user can also learn the
corresponding room information through the text data. Text information provides room
details. The user’s interaction of room roaming can be controlled by mouse or keyboard
operation. The basic modules of VRP provide different types of interaction modes. Our
main 8§ common virtual roaming actions: forward, backward, ascend, descend, look up,
look down, move left, move right. It can be controlled by the W, A, S, D keys and the
up, down, left and right keys on the keypad.

5 Conclusion

This paper focuses on the use of virtual reality technology to design a real estate display
system. The design tools include AutoCAD, 3Ds MAX and other modeling software,
and the virtual reality engine VPR-platform is added to the system to realize human-
computer interaction. The system functionality and ease of use are tested. The test results
show that the performance of the system is above 90%, and the user’s satisfaction with
the use of the system is also very high. The realization of the system interaction function
also shows that the system meets the needs of users.

Acknowledgements. Supported by the Society Science Foundation of Liaoning province (Grant
No. L16BJY028).

References

1. Benson, C.L., Benson, C.L., Mcdonald, C., et al.: Design and implementation considerations
for virtual reality in human services. J. Technol. Hum. Serv. 39(3), 215-218 (2021)

2. Lim, E.S., et al.: Implementation of a low-cost virtual reality system using smart phone. J.
Dig. Contents Soc. 19(7), 1237-1244 (2018)



130

10.

11.

12.

13.
14.

B. Du and L. Zhou

. Geltner, D., Kumar, A., Minne, A.: Riskiness of real estate development: a perspective from

urban economics and option value theory. Real Estate Econom. 48(2), 406-445 (2020)
Khobragade, A.N., Maheswari, N., Sivagami, M.: Analyzing the housing rate in a real estate
informative system: a prediction analysis. Int. J. Civil Eng. Technol. 9(5), 1156-1164 (2018)
Kirichek, Y.O., Grianyk, V.A.: State system of cadastral registration of real estate property.
Bull. Prydniprovs’ka State Acad. Civil Eng. Arch. §, 4246 (2018)

Caulfield, J.: Real estate learns to share. Build. Design Constr. 60(5), 38-40, 42, 44 (2019)
Hartzell, D., Howton, S.D., Howton, S., et al.: Financial flexibility and at-the-market (ATM)
equity offerings: evidence from real estate investment trusts. Real Estate Econom. 47(2),
595-636 (2019)

Yrigoy, L.: State-led financial regulation and representations of spatial fixity: the example of
the Spanish real estate sector. Int. J. Urban Reg. Res. 42(4), 594-611 (2018)

Gibler, K.: 2018 international real estate society (IRES) awards. ARES Newsl. (Am. Real
Estate Soc.) 33(2), 3 (2018)

Saginor, J.: The real estate academic leadership (REAL) rankings for 2014-2018. J. Real
Estate Lit. 26(2), 255-261 (2018)

Ushatova, D.: Disbalance between tax assessments and market prices of real estate. Trakia J.
Sci. 17(Suppl. 1), 115-124 (2019)

Nirwana, H.D.: Sistem Kelayakan Investasi Real Estate Pada Perumahan Citra Garden. Jurnal
Teknologi Berkelanjutan 8(1), 30-35 (2019)

Aliyu, F., Talib, C.A.: Virtual reality technology. Asia Proc. Soc. Sci. 4(3), 66—68 (2019)
Akdere, M., Acheson, K., Jiang, Y.: An examination of the effectiveness of virtual reality
technology for intercultural competence development. Int. J. Intercult. Relat. 82(1), 109-120
(2021)



®

Check for
updates

Production of Film and Television Animation
Based on Three -Dimensional Models Based
on Deep Image Sequences

Panpan Li®™
Higher Vocational and Technical College, Chengdu Neusoft University, Chengdu 6111844,
Sichuan, China
lipanpan@nsu.edu.cn

Abstract. In recent years, with the continuous development of my country’s
social science and technology, people’s exploration in the field of film and televi-
sion animation production in three-dimensional model is getting deeper, and the
application needs of the three-dimensional model of film and television anima-
tion production research are gradually increased. Only to increase research and
analysis efforts to achieve more complete and accurate film and television ani-
mation production processes. Based on the depth image sequence, the key to the
three-dimensional model is the entry point, and the research on film and televi-
sion animation production is carried out in a new perspective. This paper briefly
introduces the current three-dimensional model of film and television animation
and its development trend, and research on the existing three-dimensional model
of film and television animation production, and passed a series of experiments
to demonstrate film and television animation production based on deep image
sequences. It has a specific advantage while performing a feasibility test of film
and television animation production based on a three-dimensional model of a
depth image sequence. The final result of the study shows that when the number
of frames of the five animations is 97 times, the film and television animation of
the three-dimensional model is 96.7%. By experimental data, it was found that the
exposure of the three-dimensional model of the film and television animation was
always maintained in a stable level, ie, horizontally floating between 96% levels.
The exposure of the film and television animation of the three-dimensional model
does not change as the number of frames changes.

Keywords: Depth image sequence - 3D Model - Film and television animation -
Production research

1 Introduction

With the development of productivity and science and technology, the demand for the
production of film and television animation of three-dimensional model is more urgent,
and the establishment of a more stable and perfect film and television animation produc-
tion process has become a focus on many researchers at home and abroad. From reason-
able utilization, improving supplementation and re-creation, combined with domestic
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and foreign paintings to adaptive animation examples, surround film and television ani-
mations, including theme ideas, narrative structures, color light and shadow, character
images, lens languages, and auditory languages, trying to summarize The film and televi-
sion animation strategy of going out of origin is [1]. Looking for a re-creation method for
the main purpose, I hope to give the animation worker clear revelation and inexhaustible
motivation to promote the booming in my country’s animation.

In recent years, many researchers have explored the research of film and television
animation production based on deep image sequences and have achieved good results.
For example, Hartzheim B H conducts in -depth thinking and analysis of the current
technical problems, as well as the application design principles, content and design
strategies of interior scene design under the Chinese aesthetic system [2]. YaHiaoui R
believes that through three aspects of the creative process of three -dimensional animation
and games, simplifying traditional three -dimensional animation production processes,
and integrated 3D software technology, it can meet the needs of the “film game integra-
tion” development trend for the three -dimensional animation creative process [3]. At
present, scholars at home and abroad have conducted a lot of research on the produc-
tion of three -dimensional models. These previous theoretical and experimental results
provided theoretical basis for the study of this article.

Based on the theoretical basis of the deep image sequence, this article reveals and
define the research process of film and television animation production processes of three
-dimensional models. From the perspective of film and television animation production
market consumption, consumer population structure, and the consumption preferences
of animation users, the current status of the three -dimensional model film and television
animation consumption is analyzed. Under the trend of consumption guided by the three
-dimensional model, due to the changes brought about by the innovation of the media
and the innovation of communication channels, the current domestic film and television
animation marketing strategy was analyzed. Insufficient content, dispersion channels,
and unstable production level. It mainly makes suggestions on how to improve the effects
of film and television animation from the perspective of audience needs.

2 Related Theoretical Overview and Research

2.1 Three -Dimensional Model Film and Television Animation Production
Development Process

(1) The current status of film and television animation production

Nowadays, the scale and quantity of film and television animation production
have gradually exhibited large, and the production structure is more complicated.
By understanding the dynamic behavior, this paper proposes an adaptive time-
space segmentation algorithm for three-dimensional animation data, and uses time
domain and airspace redundancy, the adaptiveness of the algorithm has enhanced the
algorithm when facing the characteristic difference. Sex; proposed a compression
optimization method based on boundary editing and a compression enhancement
method based on matrix recombination [4]. By quantifying contrast and visual
reconstruction errors, the experiment indicates that the spatial splitting method
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and its optimization algorithm have certain competitiveness and effectiveness on
three-dimensional animation compression.

Three -dimensional model film and television animation production structure
composition

Three -dimensional animation enters the stage of film and television animation
production. The model production is mainly based on high -precision models (here-
inafter referred to as “high models”). There are many aspects. Multi -use polygon
modeling methods are used to complete the creation of a model [5]. Essence Gener-
ally, the number of planes of a character model can reach thousands of planes, and
the model of the entire scene is as many as tens of millions of places. The details are
rich in structure and the effect of high -quality screens can meet the requirements
of film and television levels. The game model requires a streamlined number. Most
of the low -precision models (hereinafter referred to as the “low model”) with small
number of aspects can meet the needs of computer operation in the later production
[6]. The game model needs to introduce real -time rendering in the game engine,
and it can also save the rendering time of the model. Therefore, some game models
with small number of face -to -face are not suitable for the production of three
-dimensional animation.

The process design of the film and television animation production of 3D model

The three-dimensional animation is an important part of the film and tele-
vision industry. It is a kind of audience’s vast animation form. Today, “moving
tourism” is also the development of three-dimensional animation today. In terms
of screen expressions and software technology, three-dimensional animation and
three-dimensional games have many communication, and the development trend
of 3D animation “video game” has laid the foundation in the creation process [7,
8]. As the creation of three-dimensional animation “movie-game integration”, as a
type of media integration, in the picture performance, theme expression, technol-
ogy, production efficiency, communication channels, etc., more advantages, more
advantageous in the past. Therefore, the development of “video game fusion” in
three-dimensional animation is a new direction of three-dimensional animation
creation.

Building the three -dimensional model of the ground objective target is the basis
of the characteristics of the target characteristics of the ground and the research sim-
ulation of remote sensing imaging. In these studies, not only the high -precision three
-dimensional geometric model is required, but also the three -dimensional model
built with high accuracy [9]. The existing method is: the three -dimensional geom-
etry model and the spectrum characteristics of the target material are obtained by
using three -dimensional geometric modeling equipment and spectral measurement
equipment, and then the measured material spectrum is associated with the three
-dimensional geometric model through the target material classification to achieve
the target three -dimensional geometry High -precision modeling with spectral char-
acteristics. Based on the cross -area of high spectrometer imaging technology and
three -dimensional imaging technology, this article proposes a three -dimensional
model reconstruction method based on imaging spectrum measurement, which
realizes the geometry and spectral models of the target three -dimensional model.
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2.2 Theoretical Introduction to Depth Image Sequence

The image that has a certain relationship with a certain relationship is called a sequence
image. The sequence image is an extension of a single digital image on the timeline.
Each frame of the video in the video is a static image. When a series of static images
are arranged and played in accordance with time, the video can be obtained [10, 11].
The number of frames contained in the video, the size and frame rate of each frame is
an important indicator of measuring video images. The frame rate refers to the number
of pictures contained in each second, that is, FPS, which can be regarded as the sample
frequency of the sensor as a sensor; Value in the state of this sampling.

From physical space to images, there is a mapping relationship between the pictures
collected from the three -dimensional space to the two -dimensional plane. And image
coordinate system [12]. Combining the monitored structural displacement timing curve
with structural vibration theory, using the principle of rapid Fourier transformation to
achieve the structural frequency recognition method based on the displacement timing
curve. Correspondingly, the order of each peak from left to right is the order of the
structure from left to right, and the horizontal coordinates of the peak value are the
frequency of each order of the structure. As a result, the complex problems that are not
easy to find in the time domain to the frequency domain to better evaluate the structural
health state.

3 Experiment and Research

3.1 Experimental Method

From the human sensing level, the human vision system may indirect image brightness
and reflectivity separation when it is inferred image reflectance, so it is very important to
handle image brightness and reflectance respectively. In the overall process, the image
brightness component describes the global change of the image, reflecting the image
dynamic range; the reflectivity component of the image represents the image contour
details and color space information:

Hic = IiR;i ¢ (D

L =log(}_ Weexp(yic)) @

The image brightness is i, and the image reflectance component is R. Among them
W = (0.213, 0.715, 0.072), Y is a reflectance.

3.2 Experimental Requirements

This experiment is based on the factor acquisition method of deep image sequence. The
multi -exposure image fusion algorithm comes from the most basic idea of image fusion.
It aims to integrate the different exposure LDR image sequences input and strengthen the
proportion of the high -quality area of the image. The proportion of fusion in inferior areas
is reduced, and an adaptive exposure image with a good visual effect is obtained after
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integration. The image is called HDR image. Multi -exposure fusion imaging algorithm
is strong, which is less affected by the camera mapping curve. Therefore, not only has
low requirements on the shooting environment during the imaging process, it can also
minimize the impact of the camera’s own parameters. At the same time, the images
generated after the fusion of multiple exposure images often have more image details,
showing better visual effects.

4 Analysis and Discussion

4.1 Analysis of the Exposure of the Film and Television Animation of 3D Model

The experiment is studied based on the exposure of the film and television animation
of the three-dimensional model of the depth image sequence. The experimental data is
shown in Table 1 by detecting the exposure of the film and television animation of the
three-dimensional model.

Table 1. Exposure analysis of the film and television animation of the three-dimensional model

Animation item Animation frame number Exposure (%)
Animation one 36 96.5
Animation two 51 93.9
Animation three 65 96.8
Animation four 86 96.1

From the analysis of the above data, from the results, when the number of frames of
the first animation is 36 times, the exposure of the film and television animation of the
three -dimensional model is 96.5%. When the number of frames of No. 2 animation is 51
times, the exposure of the film and television animation of the three -dimensional model
15 93.9%. When the number of frames of No. 3 animation is 65 times, the exposure of the
three -dimensional model of film and television animation is 96.8%. When the number
of frames of No. 4 animation is 86 times, the exposure of the three -dimensional model of
film and television animation is 96.1%. Through the comparison of experimental data, it
is found that the exposure of the film and television animation of the three -dimensional
model has always maintained at a stable level, that is, it is maintained between 96%of
the level. It shows that the exposure of the film and television animation of the three
-dimensional model does not change with the change of frame numbers (in Fig. 1).
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Fig. 1. Exposure analysis of the three-dimensional model of film and television animation

4.2 Analysis of the Clarity of the Film and Television Animation of 3D Model
and Economic Applicability

Through the analysis of the clarity and economic applicability of the three-dimensional
model, it helps to explore the film and television animation of the three-dimensional
model to meet the sharpness of the economic applicability while satisfying the pursuit
of economic applicability, thus judge the film and television animation of the three-
dimensional model. Feasibility, experimental data as shown Fig. 2.

As shown in Fig. 2, a comparison analysis of the profit of the three-dimensional
model of the film and television animation of the three-dimensional model is compared
to the economic applicability data. When the four sets of three-dimensional model of
film and television animation is 50%, 75%, 90% and 100% The corresponding economic
applicability is 86.7%, 82.4%, 83.5% and 84.6%, respectively. The value of the four sets
of three-dimensional model of film and television animation is different. The data is
stable at the same level. Experimental data shows that the three-dimensional model
has a better film and television animation economics, and economic applicability is not
affected by clarity.
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Fig. 2. Analysis of the clarity and economic applicability of the three-dimensional model

5 Conclusions

This paper first studies and analyzes the current three-dimensional model of the film and
television animation production process based on the background of the depth image
sequence. And clarity and economic applicability have certain feasibility, the experi-
mental data of the exposure of the film through the 3D model can see that the exposure
of the three-dimensional model of film and television animation is always maintained
in a stable level, that is, maintained Floating between 96% levels. The exposure of the
film and television animation of the three-dimensional model does not change as the
number of frames changes. Moreover, the data of the clarity and economic applicability
analysis of the film and television animation of the three-dimensional model, the film and
television animation of the three-dimensional model is better, and the economic appli-
cability is not affected by clarity. The research results of the three-dimensional model
of the three-dimensional model have met the exposure and clarity and the requirements
of economic applicability, and have the promotion application value.
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Abstract. With the development of communication technology, people will be
exposed to more and more graphics and images in the process of life and work. Like
using digital devices such as camera, scanner and camera to obtain images, but
these instruments and equipment can only obtain two-dimensional image informa-
tion of objects, which is completely insufficient. In many fields, three-dimensional
information of objects is necessary. In this paper, the 3D printing design of ceramic
products is simulated based on 3D image reproduction technology. The satisfac-
tion of users with the ceramic visual effect and hand-held comfort produced by
3D image reproduction simulation technology is investigated by means of ques-
tionnaire, and the computer vision technology and stereo matching technology
are compared. The results show that more than 85% of users are very satisfied
with the ceramic visual effect and hand-held comfort of three-dimensional image
reproduction simulation technology, and less than 5% of users are not satisfied;
The satisfaction of ceramic visual effect produced by computer vision technology
and stereo matching technology is less than 60%, and the hand-held comfort is
less than 70%.

Keywords: 3D image reproduction technology - Ceramic products - 3D printing
design - Simulation research

1 Introduction

With the emergence of three-dimensional reproduction of two or more pictures and three-
dimensional restoration of a single image. Modern 3D image reproduction technology
provides an important technical means for 3D printing of Chinese ceramic products,
which is of great significance to carry forward China’s traditional culture and art. In
recent years, with the rapid development of image-based 3D reproduction technology,
people have been able to directly use the captured pictures for 3D reproduction, thus
eliminating the problem of calibration in traditional reproduction technology.
Simulation Research on 3D printing design of ceramic products based on 3D image
reproduction technology has been studied by many scholars at home and abroad. Seung
Mok showed the implementation of 3D printer using DLP projector and the printing
method of ceramic resin. 3D printers support 3D printing of their specific materials.
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In order to develop powder resin for 3D printing, we use general DLP projector, high-
precision servo control platform and blade to realize 3D printer. For the performance
evaluation of ordinary resin and ceramic resin, the inner diameter and outer diameter
of equal thickness and short length pipe manufactured by the implemented 3D printer
were measured [1]. Kim h analyzed a new preparation method, which prepared porous
bodies by adding slag and reinforcing metal. In order to reduce the cost, a method of
using recyclable material slag is proposed. With the increasing demand for additive
manufacturing using by-products, slag as a diversified recycled material of 3D printing
technology has attracted attention [2].

On the basis of previous studies and combined with traditional technology, this paper
proposes the application of 3D image reproduction simulation technology to 3D printing
of ceramic products. 3D printing process is a cross-border combination of technology
and art. Under the new ceramic forming process, the traditional production mode has
changed from the relationship between man and mud to the relationship between man
and machine, and the design method has also changed. For computer-aided design, in the
implementation process, analyze and summarize the process characteristics and mod-
eling characteristics [3, 4]. Using 3D image reproduction simulation technology, 3D
printing process design enriches the style of ceramic products. It brings a new aesthetic
feeling to the modeling of ceramic products - Mechanical aesthetic feeling, and a new
visual taste to the ceramic product industry. The modeling of mechanical aesthetics
is different from the modeling of existing ceramic products. The modeling process of
ceramic products under the new process is a rational, orderly and planned implementa-
tion, while the modeling of traditional ceramic products is mostly the embodiment of
experience or personality art [5].

2 Image Based 3D Reconstruction Technology

Materials can also be used to describe the correlation between the object surface and
light. When the three-D model is formed, in addition to the default color of the object
appearance, materials and maps must be used to show the actual color of the object. Make
it consistent with the diffuse reflection color, so as to form a matte effect, so as to reduce
the gloss of the material, change the projection angle direction of the original light source,
and form a deviation of the original light source. Mapping can apply images, patterns,
color adjustments, and other special effects to any place of the material, such as diffuse
reflection or highlight. By simulating texture adjustment, reflection, refraction and other
special effects, it can add details to the material without increasing the complexity of
the material and effectively improve the appearance and realism of the material [6, 7].
Maps can be divided into 2D and 3D maps. 2D maps mainly include “bitmap”,
“checkerboard”, “gradient” and other types. In modeling, the “coordinates” rollout of 2D
mapping is particularly important. In the “tile” mapping, mapping directly on the model
may lead to incorrect mapping graphics position or completely disordered orientation.
At this time, UV coordinate settings need to be used. In the 2D graphics, move the
mapping direction arbitrarily to make it “pasted” to the model surface completely [8,
9]. The so-called UV can be understood as X and Y axes in essence. The visualization
of 3D images can be divided into two methods. One is to reconstruct the intermediate
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geometric units from the original 3D medical image data, and describe the 3D structure
of the object through geometric unit splicing. This method is called surface rendering.
Another method is to display the volume data directly to the plane, which is called
volume rendering.

Surface rendering is also mainly divided into two methods: contour connection and
isosurface extraction. In many cases, reconstructing the surface of the object can meet
the needs of users. Of course, it is undeniable that in more cases, users prefer to see the
internal characteristics of organs, so surface rendering is not often used as the choice of
three-dimensional visualization. The main steps of the contour line connection method
are as follows: the first step is to extract the contour line, which is mainly based on the
information such as gray value or gradient value; The second step is to correspond the
points on the contour line. The general method is to use the same number of marked
points for the upper and lower layers, and use the same serial number points to mark the
points on the contour line closest to the European style. The last step is surface fitting,
which usually uses small triangular patches to fit smooth surfaces [10, 11]. At the same
time, the normal vector of each facet is calculated, which will be used in optical effects.
The second method of surface rendering is to extract the isosurface. The user defines a
specific gray value, and then traverses each voxel to determine whether the eight vertices
of the voxel are located inside or outside the isosurface, so as to determine the position
of the patch in this voxel [12].

3 Research on 3D Printing Design Simulation of Ceramic Products

3.1 Selection of Test Materials

Based on the extrusion technology, the experiment forces the slurry to flow out of the
printer nozzle by applying extrusion pressure on the slurry, prints layer by layer according
to the path planned by the layered software, heats by the heating device to realize layer by
layer solidification, and finally accumulates into a complete printing model. In order to
improve the printing success rate, it is necessary to analyze the properties of the printing
slurry and do a simple extrusion test before the formal printing test, which proves that
the precursor ceramic slurry can meet the material properties of 3D printing.

(1) After the slurry is configured, there are no particles and more bubbles.

(2) Although the slurry has high viscosity, it can ensure good fluidity, which indicates
that the slurry can flow out smoothly in the printing process and the bonding quality
of molded parts is high.

(3) Because the slurry has certain compressibility, it may have a certain impact on the
response of discharge speed in the printing process.

(4) The slurry has a suitable solidification range. The solidification temperature of the
slurry in the printing process is between 120.00 °C and 150.00 °C. After applying a
simple heat insulation device to the nozzle, it will not affect the slurry in the nozzle,
will not solidify the slurry in the nozzle, and there is no plug phenomenon.

(5) The slurry can be discharged under the condition of minimum pressure of 0.01Mpa.
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3.2 Design Requirements for Slurry Extrusion Device of 3D Printer

The function of 3D printer for ceramic materials is mainly to solve the problem that
ceramic materials are hard and brittle and difficult to process. By using 3D printing
to add materials instead of cutting and reducing materials, 3D printing can quickly
form ceramic parts with good performance, low cost and complex structure. The design
requirements of 3D printer slurry extrusion device are as follows:

(1) A suitable slurry extrusion device for precursor ceramic slurry printing is designed
and selected to ensure that the discharge is continuous and stable in the printing
process and there is no problem of breaking and excessive discharge.

(2) The heating device is designed to realize the heating and curing of the extruded
precursor ceramic slurry, but the ceramic slurry that has not been extruded can not
be cured.

(3) Design printer nozzle with reasonable structure. Due to the high viscosity of pre-
cursor ceramic slurry, the nozzle adhesive can not affect the printing quality in the
extrusion process. It can print ceramic parts with complex shape, and the printed
parts should have high forming accuracy.

3.3 3D Ceramic Printing Simulation Algorithm

In the printing process, in order to discharge the pulp from the nozzle according to the
printing speed requirements, the pulp to be extruded must be provided with appropri-
ate pressure. This pressure can cause slight extrusion change of the slurry. Therefore,
although the pressure is very small, it can not be ignored when using a nozzle with a diam-
eter of about 0.6 mm. Therefore, it is necessary to detect the volume and elastic modulus
of the slurry. Therefore, first detect the density of slurry under normal temperature and
pressure, and then use the calculation formula of density (1):

p=— (1)
v

where, is density, M is mass and V is volume. Then, the plunger extrusion device is
used to apply pressure to complete the test of the bulk elastic modulus of the slurry.
The plunger extrusion device uses a multi-stage reducer to squeeze the slurry, which has
great control accuracy in the small volume deformation of the silo, and can meet the
requirements of the test of the bulk modulus of the slurry. The patch pressure sensor is
embedded in the plunger extrusion device with a capacity of 190 ml, and the discharge
port is completely closed. According to the principle formula of liquid bulk modulus

Q2):
VAP

H = T )

where h represents the bulk elastic modulus of liquid, V represents the initial volume
value, pressure and total volume deformation.
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4 Research on 3D Printing Design Simulation of Ceramic Products

In this paper, a questionnaire survey is conducted on the visual effects of ceramics
produced by different technologies by ceramic users, and the computer vision technology
and stereo matching technology are compared. The survey results are shown in Table 1

and Fig. 1

Table 1. Visual effects of different technologies for ceramic products

Good visual effect

General visual effect

Poor visual effect

Computer vision

59%

38%

9%

technology
Stereo matching 47% 26% 15%
technology
3D image reproduction | 87% 24% 3%

simulation technology

The results showed that 87% of users thought that the ceramic visual effect of three-
dimensional image simulation technology was very satisfactory, and only 3% of users
were dissatisfied; The satisfaction of ceramic visual effect produced by computer vision
technology and stereo matching technology is less than 60%.

100%

80%

60%

Visual effect

General visual effect

40%
- I l
o m B

Good visual effect Poor visual effect

Visual effects of different technologies for ceramic products

B computer vision technology

B Stereo matching technology

3D image reproduction simulation technology

Fig. 1. Visual effects of different technologies for ceramic products
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Next, the investigators conducted a questionnaire survey on the hand feel comfort
of ceramic products made with different technologies. The survey results are shown in
Fig. 2

100%
90%
80%
70%
60% \
50%
40%
30%
20%
10%

0%

computer vision
technology

Hand held comfort

Stereo matching
technology

3D image reproduction
simulation technology

Good hand-  Average Poor visual
held comfort hand-held effect
comfort

Hand held comfort of ceramic products with different technologies

Fig. 2. Hand held comfort of ceramic products with different technologies

The experimental results show that the 3D image reproduction simulation technology
used in this paper has better effect on 3D printing of ceramic products than computer
vision technology and stereo matching technology. No matter in visual effect or hand
comfort, it is obviously superior to the traditional technology, and the three-dimensional
image reproduction simulation technology can effectively deal with the free-form surface
in ceramic modeling, and the overall performance is high.

5 Conclusions

Because of its high temperature resistance, corrosion resistance, high strength and high
hardness, composite ceramics have attracted widespread attention from all walks of
life. Additive production technology is the trend of the development of production sci-
ence and technology. The application of additive manufacturing technology to Chinese
ceramic manufacturing breaks through the technical limitations of traditional composite
ceramic processing technology, which is an important key technology in China. Com-
posite ceramic 3D printing technology is an organic integration of new material pro-
duction technology and traditional ceramic manufacturing. Compared with traditional
ceramic processing and production technology, this technology has the advantages of
low cost, high production efficiency, high forming accuracy and forming a large number



3D Printing Design Simulation of Ceramic Products 145

of complex parts. In this paper, the 3D printing design simulation of ceramic products is
studied and analyzed based on 3D image reproduction technology, the extrusion device
of ceramic materials is deeply studied, the 3D printer of ceramic materials is made, and
the printing equipment is improved to further improve the forming effect. However, the
3D printing equipment is still not mature enough. The ceramic materials used are tra-
ditional ceramics. The purpose of formed products after sintering can not be compared
with engineering ceramics, so it needs further improvement and perfection. The printer
needs further production processing.
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Abstract. The animation market structure continues to be optimized, and the
animation economic cake continues to grow. Character image building is a very
important work content, this part of the work is the most important part of the
whole film and TV series. Animation characters from the character, characteristics,
character psychological activities, action and other aspects to show their own
character image. All these features are innovative elements in film and television,
which provide their own services for the development of film and television plot
and make the development of film and television more visual. This paper studies
the research on the image reconstruction of Internet of Things artificial intelligence
and virtual reality technology in film and television character reconstruction, and
points out the related content of the research on the image reconstruction of film and
television character reconstruction. The test confirmed that artificial intelligence
of the Internet of Things and virtual reality technology had excellent performance
in the image reconstruction of film and television character role shaping.

Keywords: Internet of things artificial intelligence - Virtual reality technology -
Film and television character shaping - Image reconstruction research

1 Introduction

In the process of film and television animation production, clothing is a very important
accessory. The choice of clothing style and the change of clothing will always affect
the shaping of characters in film and television animation. Therefore, the role of cloth-
ing must be considered in the shaping of characters. General clothing includes clothes,
scarves, handbags, shoes and other external parts. Through these external parts to modify
the character, so as to achieve the purpose of character image shaping. Artificial intel-
ligence of the Internet of things and virtual reality technology are adopted to improve
the technical foundation of the image shaping of film and television characters, so as
to enhance the image shaping effect. The research on the image reconstruction of Inter-
net of Things artificial intelligence and virtual reality technology in film and television
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character reconstruction is conducive to the in-depth development of the research on the
image reconstruction of film and television character reconstruction.

As for the research on artificial intelligence and virtual reality technology of Internet
of Things, many scholars at home and abroad have carried out research on it. In foreign
studies, Rifa ‘ia proposed the use of logistic regression, decision tree and random forest
methods to evaluate the sensitivity of soil erosion in the Mayurakshi River Basin in
eastern India, and verified the ROC curve and Kappa statistics [1]. CrossC has proposed
the rapid development and improvement of ARTIFICIAL intelligence and deepfakes to
create unique images, which are already evident. This paper argues that the adoption
of these new technologies requires a rethinking of current preventive messaging, which
focuses on promoting the use of Internet search (in particular reverse image search) to
verify or refute the identity/scene presented. For those who choose to do so, it can be
successful and avoid the initial financial loss or reduce the overall amount of damage to
the offender [2]. AppelL proposed that the team develop the CVRrulum (CVR) project:
a pilot project that recruits teachers to adapt traditional written work into a virtual reality
format. A mixed approach was used to collect data from 5 faculty and 18 student par-
ticipants. In this article, the implementation process is described, identified challenges
are reported, and recommendations are provided to improve subsequent products. The
team solved the challenges presented by creating a set of resources available on the CVR
website [3].

The visual effect of film and television animation is constantly improving, and peo-
ple’s aesthetic appreciation is also constantly improving, which requires the design of
characters to become more delicate and subtle [4, 5]. This paper describes the working
principle of animation characters’ decoration, action, preference and other aspects of
display. Internet of Things artificial intelligence and virtual reality technology can assist
in the successful realization of these tasks. Research on the image reconstruction of Inter-
net of Things artificial intelligence and virtual reality technology in film and television
character reconstruction promotes the efficient development of the image reconstruction
of film and television character reconstruction [6, 7].

2 Design and Research on the Image Reconstruction Research
of Internet of Things Artificial Intelligence and Virtual
Reality Technology in the Role Shaping of Film and Television
Characters

2.1 The Internet of Things

The Internet of Things refers to the use of a network to connect multiple objects in
several ways [8, 9]:

First, the Internet of Things relies on the network, and develops and expands
connectivity on the network.

Second, the essence of the Internet of Things is the exchange of information. Which
relies on the technology is the network hardware, network access and so on.
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2.2 Artificial Intelligence

Artificial Intelligence, abbreviated as AI[10, 11]. The study and development of theories,
methods, techniques and application systems for simulating, extending and extending
human intelligence.

Traditional
programming
techniques

MODELING

APPROACH

Fig. 1. Artificial intelligence algorithm on the computer implementation

There are two ways to realize artificial intelligence algorithm on computer, as shown
in Fig. 1: one is to use traditional programming technology to make the system appear
intelligent; One is the analog method, whose principle highlights the analogy or similarity
between methods and biological mechanisms.

2.3 Virtual Reality Technology
Virtual reality technology refers to the use of information technology to create virtual

objects or scenes in reality, its essence is to add other modification parts of reality, so as
to achieve the effect of change technology.

nteractio

Idea

Immerse 3

Fig. 2. Virtual reality technology having the following three main characteristics
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Virtual reality technology has the following three main features, as shown in Fig. 2:

(1) Immersion. It refers to the use of computer-generated three-dimensional images, so
that users feel surrounded by the virtual world, as in another world or environment,
to give a person a sense of immersive. In immersion. Users’ visual immersion,
tactile immersion, auditory immersion, olfactory immersion and taste immersion
should be considered [12, 13].

(2) Interactivity. In a virtual environment, people can interact with objects in the virtual
world through sensing devices. For example, when users touch and grab objects in
a virtual environment, they need to get the same sensation as in real life.

2.4 Research on Image Reconstruction of Internet of Things Artificial
Intelligence and Virtual Reality Technology in Film and Television Character
Shaping

Excellent character creation is often based on life and excellent in life. Artificial intelli-
gence algorithm of the Internet of Things and virtual reality technology are adopted to
analyze virtual personas from the following points, as releaved in Fig. 3.

psychologi

hyperbole cal feature

Fig. 3. Film and television character role shaping techniques

Exaggerated [14, 15]. Higher than life is the effect of animation production, in the
plot, the performance of the work will be more exaggerated, so as to meet the audience’s
curiosity, to achieve the desired good effect.

Bizarre. Weirdness is, in some ways, a form of exaggeration. The setting of characters
often requires exploring unknown territory and realizing steps to achieve the desired
effect of the audience.

Describe psychological characteristics [16, 17]. Psychology is a fluctuating abstract
curve, and it is very common for characters to show this in a story. Therefore, the plot
often needs to constantly grasp the psychological changes, always grasp the overall trend
of the master.
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3 Research on the Effect of Internet of Things Artificial Intelligence
and Virtual Reality Technology in the Image Reconstruction
of Film and Television Characters

Naive Bayes is established based on Bayes formula, which is as follows:

oalb) = POOP@ 0
p(b)
p(alb) refers to the occurrence of b cases, the probability of a produced, such as p (cold
| sneezing, fever) refers to sneeze at the same time, the probability of a cold fever cases
in; p(a) is the probability of a occurring without any of the prerequisites.
The concept of entropy comes from the theoretical concept of physics and expresses
the uncertain probability of matter. The formula of entropy in artificial intelligence
algorithm is as follows:

HX) == px)logp(x) =— Y p(x;)logp(x) ©)

i=1

In this formula, x is the random variable, p(x) is the probability distribution of x.

In this paper, the Bayesian model of Internet of Things artificial intelligence algo-
rithm is used to classify the image of film and television characters, and new characters
are created through restrictions. At the same time, the virtual reality technology is used
to realize the virtual technology of the original film and television characters, so as
to create the image collection of film and television characters, and finally realize the
reconstruction of characters.

3.1 Research on Image Reconstruction of Internet of Things Artificial
Intelligence and Virtual Reality Technology in Film and Television Character
Shaping

Professional design engineers will constantly adjust the relevant situation according to
the differences of clothing itself. The adjustment can be analyzed from the following
perspectives:

First, contrast. After costume design, there will be a comparison of effects, which
is a necessary step after costume design. The purpose of comparison is to compare and
deal with the visual effects of different styles of clothing and the transformation of the
image of film and television characters. There are many kinds of characters in film and
television animation, such as simple and extravagant clothes; Variety and monotony of
dress; The fineness and roughness of clothing, etc. After a variety of designs, costumes
tend to be more or less increased or decreased in the composition of drama, so as to
show a variety of personalized characteristics.

Second, reflect the history and times. There are many animated films and television
books that describe characters in different countries and different times. Among them,
clothing is a prominent symbol to show this characteristic. Dress often can show the
mark of history, can show the symbol of The Times. All kinds of historical features can
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be incisively and vividly displayed, such as the head hairpin of the Terracotta Warriors
can show the roughness of the people in the northwest; Bing Dwen Dwen’s image can
clearly reflect the modern Chinese space technology advanced achievements.

Third, the importance of thinking and imagination. Creative designers often need to
rely on their own imagination to figure out the atmosphere conveyed by clothing, grasp
the appropriate accessories to express the emotion of a particular situation, which is a
typical performance of character modeling. What is touching about the imagination here
is the virtual reality scenes that are mixed in the imagination, making it easier for people
to think of some kind of touching effect.

4 Investigation and Research Analysis of the Image Reconstruction
of Internet of Things Artificial Intelligence and Virtual
Reality Technology in the Role Shaping of Film and Television
Characters

This paper uses test cases to test the effect of image reconstruction of film and televi-
sion characters based on artificial intelligence of Internet of Things and virtual reality
technology. This test uses four algorithms to verify the effect.

The operating platform of this test is Matlab. The operating system is Window 2010,
the programming language is Java, and the database is MySQL. The processor is Pentium
processor. Relevant test data are shown in Table 1.

Table 1. The state of the relevant test data

Algorithm Efficiency | Accuracy | Degree of innovation
Artificial intelligence and virtual technology | 1271 92% 100
HHR 720 70% 62

Table 1 shows two algorithms, Artificial Intelligence and Virtual Technology and
HHR, a traditional technology. In the testing process, the two algorithms processed
1271,720 data sets of film and television character creation in unit time respectively.
Accuracy was 92% and 70%, respectively; Innovation is 100 and 62, respectively. In
terms of data, Artificial intelligence and virtual technology (Artificial Intelligence and
Virtual Technology) has a better effect on the image reconstruction of film and television
characters.

Figure 4 and 5 show the data of the efficiency, innovation and accuracy of the test
algorithm. Figure 2 dark blue shows the test performance of ARTIFICIAL intelligence
and virtual reality technology; Light blue indicates innovation test performance. Figure 3
shows the performance of algorithm accuracy. As can be seen from the figure, artificial
intelligence and virtual reality technologies performed well.

The data show that the artificial intelligence of the Internet of Things and virtual
reality technology perform efficiently in the image reconstruction of film and television
characters.
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m Artificial intelligence and virtual technology HHR
1500
1000
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0 I
Efficiency Degree of innovation
Fig. 4. Data on efficiency and innovation in the test
m Accuracy
Artificial
intelligence
. 92%
and virtual
technology

Fig. 5. Test the accuracy of the algorithm

5 Conclusions

Animation character portrayal of the media always more diversity, however, clothing as
a very general material, shape of characters to played a role, it gives a person the visual
effect is not only a simple dress, and I can give you more in-depth emotional triggers or
declare or history of the era of straightforward. An excellent film and television is often
inseparable from the portrayal of excellent characters, which more clearly show people
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the overall portrait of a character, show a person’s physical characteristics. The research
on the image reconstruction of Internet of Things artificial intelligence and virtual reality
technology in film and television character reconstruction is conducive to the progress
in the field of image reconstruction of film and television character reconstruction.
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Abstract. Virtual reality technology is a comprehensive display technology
developed on the basis of visual simulation technology and multimedia technology.
Through equipment simulation, a three-dimensional virtual world is generated, and
visual, auditory and tactile sensing are realized, bringing a real experience and an
immersive feeling. With the help of VR, designers can easily and quickly com-
plete environmental scene simulation, effectively grasp the specific characteristics
of the corresponding environmental scene, and effectively carry out the design.
The related technologies of VR applied to environmental art design include envi-
ronment modeling technology, stereoscopic display technology, haptic feedback
technology, system interaction technology and system integration technology. In
the process of realizing the design, we should give full play to the advantages of
these technologies to improve and optimize the effect of environmental art design.

Keywords: Virtual reality technology (VR) - Environmental art design -
Stereoscopic display technology - Haptic feedback technology - Interactive
technology

1 Introduction

Virtual reality technology (VR) is a more comprehensive display technology developed
on the basis of visual simulation technology and multimedia technology. Through device
simulation, a three-dimensional virtual world is generated to realize visual, auditory and
tactile induction, bringing real experience and natural human-computer interaction, and
users have an immersive feeling [1]. Virtual reality is the highest stage of multimedia
technology development. Under ideal conditions, virtual reality allows people to have
all the perception capabilities of the real world, including sight, hearing, touch, taste and
feeling. With the help of VR, designers can easily and quickly complete environmental
scene simulation, effectively grasp the specific characteristics of the corresponding envi-
ronmental scene, and effectively carry out the design [2, 3]. It is not necessary to complete
the corresponding environmental art design in a real venue, which is conducive to sav-
ing environmental art design funds. The application of VR can effectively resolve risks,
obtain the same inspection information and design effects as in the real environment,
and effectively enhance the safety of design practice, which is conducive to promoting
the sustainable development. Through the computer’s strict control of the parameter
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variables in the virtual environment, the designer can truly restore the environmental
scene, save time and energy, and improve and optimize the effect of environmental art

design.

2 Stereoscopic Display Technology of Virtual Reality

Table 1. Stereoscopic display technology

Technical name

Display mode

Theoretical basis

Advantages and
disadvantages

1 Color separation
technology

Passive

Three component
theory

Advantages: mature
technology, low cost, not
limited by viewing
position; Disadvantages:
need to wear special
glasses, and the display
effect is not good

2 Spectroscopic
technology

Passive

Polarized light
theory

Advantages: The cost of
glasses is low, no harm to
the eyes, and the
stereoscopic feeling is
better; Disadvantages:
The projection facilities
and curtains are
expensive

3 Time sharing
technology

Active

Visual delay theory

Advantages: good stereo
effect, low requirements
for projection equipment;
Disadvantages: ghosting
problems cannot be
completely eliminated,
and hardware
requirements are high

4 Grating technology

Active

Visual fusion theory

Advantages: It can be
viewed with the naked
eye, without the need to
wear special 3D glasses;
Disadvantages: Each eye
can only receive half of
the original light

Stereoscopic display technology is an important implementation of virtual reality.
With the help of special auxiliary equipment, images and videos with a certain parallax
are processed to generate stereoscopic vision. 3D stereoscopic display can show all the
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depth, level and position of the image, more directly understand the actual distribution
of the image, and more comprehensively understand the image or display content. There
are three main factors that affect the generation of stereo vision: information source,
information reception and information integration. In the 21st century, with the screening
of many movies, the development of stereoscopic display technology has reached a
new climax, and many equipment manufacturers have launched stereoscopic display
products. 3D stereo projection is a display method that appears to enhance the audience’s
real experience. It uses the visual difference and visual residue of the human eye to
experience the three-dimensional picture effect on the two-dimensional screen. In multi-
projection-based graphics display systems, video playback is widely used as a core
function. Full-screen display of high-quality and high-resolution stereoscopic video can
create an excellent visual experience and a strong sense of immersion for the audience
[4, 5]. The currently used stereoscopic display technologies are mainly divided into four
types, as shown in Table 1.

3 Haptic Feedback Technology of Virtual Reality

Haptics is one of the fastest growing fields, and in everyday life, as interacting objects
shift from keyboards and mice to phones and car entertainment systems, the way you
interact and receive feedback becomes even more important. Use haptic feedback tech-
nology to provide timely and useful information through haptic experience, so that the
experience of haptic users can be upgraded. Especially for people with visual or hearing
impairments, haptic feedback can serve as the main feedback mechanism, allowing them
to receive information more timely in their life and work [6, 7]. Taking a computer touch
screen as an example, the haptic feedback process is shown in Fig. 1.

Tactile 1 h Y Tactile 7 N
localization :‘ Touch screen | localization -
|  controller T > Mai
Computer| ' i (Digital signal) am

touch fN—— application or

screen | , embedded

E Touch | application

< - T sensing [ -
Tactile feedback | controller ' Selected tactile

stimulation NN————— effect —

Fig. 1. Tactile feedback process of computer touch screen

Ultrasonic haptic feedback technology that allows people to touch objects in the
virtual world. Provides different haptic feedback and virtual haptic shapes through ultra-
sonic haptic pulses or changing ultrasonic frequencies. Ultrasound changes shape and
simulates an imaginary shape and force under pressure, known as “acoustic emission
force,” that makes human skin feel tactile. Varying the intensity of the ultrasonic waves,
in turn, can produce more combinations of this sense of touch.
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The sound radiation pressure P is proportional to the square of the sound pressure p:

1 p2
P=oE=ot =l (n)
c

sy
S

For three-dimensional space, the sound pressure along the z-axis can be expressed as:
7 b?
p=pc——l|wl (z=Db) (2)
Az

The relationship between the radiated sound power W of the transmitter and the initial
velocity vg of the ultrasonic wave is:

2
W = Sopcr% 3)

The total radiation pressure produced by the array is:
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The formula for calculating the focal diameter is:
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The formula for calculating the depth of focus is:
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The formula for calculating the resultant force at the focus is:
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4 Interactive Technology of Virtual Reality

In the design process of virtual reality interaction technology, it is necessary to further
study the feedback of audience behavior. Taking the corresponding behavioral feedback
as the starting point and standard for building a virtual world, the human-computer
interaction experience can be further optimized. In the design process, it is necessary
to comprehensively consider from the perspectives of virtual environment, audience
objects, audience behavior and audience experience [8—11].

Pattern recognition is an important part of interactive technology, including methods
based on template matching, methods based on machine learning and methods based
on hidden Markov models. Based on the template matching method, the input image
is matched with the template and classified according to the matching similarity. Based
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on the machine learning method, Markov process describing hidden states, widely used
in machine learning and pattern recognition. HMM includes a Markov chain with state
transition probabilities and a stochastic process that outputs observations, and states can
only be represented by a stochastic process of observation sequences.

HMM is mathematically described by multiple model parameters:

N represents the number of states of the model, T represents the length of the
observation sequence,

S represents the state set of the model, S = {S1, S2, - -+ , Sy }.

O represents the sequence of observations produced by the model in a certain period
of time, O = {01, 02, --- , Or}.

Arepresents the state transition probability matrix of the model, denoted as A = [a;;],
where:

N
aj=Plgis1 =Sjlgi =S} 1<ij<N.Y aj=1 (8)
Jj=1
B represents the output probability matrix of the model, denoted as B = [b;(k)], where:
M
b =PlO; = wilay =S}, 1 <j <N, 1<k <M, ) by =1 ©)
k=1
[ represents the initial state probability matrix of the model, denoted as [ | = [;],
where:

N
m=Plg, =S} 1<i<N.> m=1 (10)
i=1

HMM is simplified to: A = ([], A, B).

How to adjust the parameters in the model so that the model produces the largest
probability P(O|A) of the observed sequence,

According to the HMM definition, the most intuitive solution:

T
P(01Q, 1) = HP(OzICJz, L) = bg,(01)bg,(02) - - - by, (01) (11)

t=1

The probability that the model produces a sequence of states can be written as:
P(QIX) = 704,44,9,0q245 * * * Ag, 1, (12)
Since Q and O occur simultaneously, we get:
P(O|2) = P(O|Q, MP(QI1) = Z”qlbql (01)ag,4,b4,(02) - - - ag,_,4,bg,(0r)  (13)
The forward algorithm is expressed as:

a;(i) = P(o102- 01, = SilA), 1 =i =N, 1<t <T 14
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Initialize a, (i), the initial value is:
ai(i) = P(o1, q1 = Si|A) = mwibi(o1), 1 =i =N
By induction on (i), we get:
N
a1 (i) = [Z a,a)a,»,}b,-(o,Hx 1<i<N,1<t<T-1
i=1

The end result is:
N N
POIM) =Y Ploioy--0r.qr = SilA} = Y _ar(i)
i=1 i=1

The forward algorithm is expressed as:
Bi(i) = P(01410142 - 01, qr = Si|A), 1 <i<N,1<t=<T
The initial value of B, (i) is expressed as:
Br)=1,1<i<N
By induction on S, (i), we get:

N

BiD) =) aybj(o DBi1 (), 1 Si <N, T—1>1>1
j=1

The end result is:
B1(i) = P(0203---0r, q1 = Si|A)

N

N
P(O13) =) {P(0203---0r, q1 = Silx} =) (D)
i=1

i=1

5 Application of VR in Environmental Art Design
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VR can not only improve the expressiveness of environmental art design and enhance
the authenticity of the space, but also focus more on the subjective feelings of users,
making what they see more realistic. VR has become a bridge between designers and
users, it will also change the relationship between new materials and new technologies,

and comprehensively improve the effect.
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Follow the basic principles of VR. In the process of applying VR, different design
elements are involved. In order to improve the design effect, the following principles
need to be followed: First, the principle of purpose. Pay attention to the content, ele-
ments and effects of environmental art design, and prevent designers from affecting
the realization of design goals due to personal subjective judgments. Second, the
principle of artistry. Highlight aesthetics and values, and stimulate the vitality of
design projects through VR. Third, the principle of interactivity. Using VR, assist
designers to realize the improvement and combination of software technology to
meet the interactive needs of customers for design.

VR is safer. The process is complex and involves many technologies. If a problem
occurs in a detail, it will affect the overall design. In the specific design process, if
many real environments and building layouts do not meet the requirements, they
need to be adjusted or modified, and problems often occur in this process. Using
VR, build a virtual situation, design the scene, and then adjust the data structure
according to the visual experience to highly restore the real effect. In this process,
there will be no dangerous behavior and no need to invest a lot of cost, which is
one of the reasons for the popularization and promotion of VR.

Improve the expressiveness of works through VR. Artistic expression is the appeal of
artworks, including enhancing the rendering of the atmosphere, enhancing the visual
impact and enhancing the depth of the picture. The VR is organically combined with
reality, showing the most real fields, improving the satisfaction of user experience,
giving full play to the artistic value of design in the works, and meeting the needs
of users’ life. The combination of virtual environment technology and reality fully
stimulates the innovative potential of designers of modern environmental culture
and art works, creates more realistic environmental art design scenes, improves the
artistic expression of design works, and promotes the healthy development.
Optimize the process through VR. At the stage of determining the design plan, VR is
applied to simulate the design plan, and check the degree of compliance of the design
plan with the customer’s requirements and technical standards, so as to ensure the
scientificity and effectiveness of the design plan. In the design practice stage, VR
is applied to restore the environmental scene, accurately grasp the environmental
information, and improve the design details. In the design acceptance stage, the VR
is applied to explain the details of the design results to the users, so as to better
complete the design handover.

6 Conclusion

Virtual reality is a “new world” that relies on computer processing to create or change.
This new world looks real, but it is actually VR. Through the mirror nervous system in
the human brain, through the two processes of “imagination” and “perception”, a virtual
scene is created by simulating people’s previous experience. And through the external
sensor equipment, the user operation data is fed back to make changes to the virtual
environment. Solves the problem of tedious manual drawing accuracy and the problem
of rough rendering of computer renderings. It has opened up a new way to meet the
artistic and spiritual needs of human settlements for environmental art design.
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Abstract. With the rapid development of computer, computer vision technology
is also making rapid progress. In this paper, deep neural network algorithm is used
to improve the technology of computer vision, improve the visual effect, and at the
same time, innovative algorithm structure, improve the identification of pattern
recognition. Computer vision and pattern recognition is a very cutting edge tech-
nology that has given people very advanced tools for vision and recognition. At
present, the technology can control more accurate image resolution and improve
the ability of pattern recognition. This article mainly explains the process of using
deep neural network algorithm to improve computer vision and pattern recogni-
tion from the internal mechanism, and reveals the working principle and internal
mechanism of computer vision and pattern recognition technology application.
Data analysis proves that the pattern recognition application established by deep
neural network algorithm performs very well in the field of vision and pattern
recognition.

Keywords: Deep neural network algorithm - Computer vision - Pattern
recognition - Technical application

1 Introduction

With the rapid development of the Internet, computer vision and pattern recognition also
need rapid progress. Deep neural network algorithm innovates the algorithm structure,
improves the efficiency of vision and pattern recognition, and improves the technical
level of pattern recognition. This algorithm essentially improves its visual image cap-
ture ability and image discrimination ability, adopts advanced data mode, improves the
performance of the vision and pattern, and promotes the progress of vision and pat-
tern recognition. Using deep neural network algorithm, computer vision and pattern
recognition from the technical essence of the improvement.

As for the research of deep neural network algorithm, many scholars at home and
abroad have done research on it. In foreign studies, Mohamed E M proposed an algo-
rithm to dynamically change the structure of neural networks. According to some char-
acteristics of the cascade correlation algorithm, the structure is changed. So far, many
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researchers have proposed several growth algorithms to optimize the structure of feed-
forward neural networks. The algorithm has been tested on various medical data sets.
The results show that this algorithm is a better method to evaluate the accuracy and flexi-
bility of algorithms [1]. Almas MA proposed an algorithm for denoising noisy images by
using iterative median, low and high voltage boost technology and deep neural network.
In the process of image transmission, noise is added in the transmission and reception
process due to thermal noise of antenna or faulty equipment, intentional and interference
of other signals and other factors. Gaussian noise in the noise is more prominent, can
be removed. At present, the deep neural network combined with different algorithms
has obtained satisfactory results [2]. Zvarevashe K proposed and developed a custom
two-dimensional convolutional neural network, which can extract and classify speech
features. This neural network was evaluated with deep multilayer perceptrons neural
network and deep radial basis function neural network combined with Berlin Emotion
Language Database and Ryerson audiovisual emotion database. The research shows that
this algorithm can effectively extract the robustness and significance features of the data
set [3].

Computer vision processing is the image, mainly to improve the image display
effect and image identification, it has a very good application in many fields. Many
application scenarios have been greatly improved by using computer vision technology.
Deep neural network algorithm is conducive to the improvement of computer vision and
pattern recognition.

2 Design and Exploration of Application Construction of Computer
Vision and Pattern Recognition Technology on Account of Deep
Neural Network

2.1 Deep Neural Network Algorithm

Artificial Neural Networks (ANNS), also referred to as Neural Networks (NNs) or Con-
nection Model, is a kind of behavior characteristics of animal Neural Networks. Algo-
rithm mathematical model for distributed parallel information processing [4, 5]. Depend-
ing on the complexity of the system, the network can process information by adjusting
the relationship between a large number of internal nodes.

The neural network is improved at the neuron layer, which is mainly analyzed from
the following points, as shown in Fig. 1:

The neurons in the
output layer being
not unique

Added a hidden layer Activate the function

for extension

Fig. 1. Neural networks extend the perceptron model
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1. Add the hidden layer, so that the hidden layer has multiple layers and improves the
level of the algorithm [6, 7].

2. There are many output items in the output layer. This algorithm can be used in the
field of classification regression or machine learning, such as dimension processing
or clustering processing.

3. The activation function can be improved. Now the activation function is sign(Z),
which is simple to construct but limited in application. Other algorithms, such as
Sigmoid function, can be adopted.

2.2 Application of Computer Vision and Pattern Recognition Technology
on Account of Deep Neural Network

o

Fig. 2. Computer vision and pattern recognition research performance

Deep neural network algorithm is adopted to study computer vision and pattern
recognition in the following aspects, as shown in Fig. 2:

(1) Object detection

Object detection algorithm adopts the method of interface window to detect objects,
places objects of similar size inside the window, adjusts the relative position of the object
and the window, and makes the object cut completely in the window, and then adopts
the algorithm to extract features of the object [1, 8]. In this field of detection, there are
often many problems, such as non-rigid deformation, which adopt the object detection
method to achieve the result of object detection.

(2) Object classification



Computer Vision and Pattern Recognition Technology 165

Object classification refers to judging objects in images and classifying them accord-
ing to certain principles. Object classification is a very common problem in pattern
recognition, which usually involves image search, scene identification, behavior judg-
ment, etc. [9, 10]. The scene that this problem needs to be solved may encounter very
complex classification problems. How to classify complex problems carefully and sim-
plify them into small problems one by one is the important part of object classification.
While predicting the behavior of objects is another important ability, if the behavior can
be accurately predicted, then object classification will be solved quickly.

(3) THREE-DIMENSIONAL computer vision

Image 3D system is a very important tool for image processing, which includes
camera coefficient, parameter point location reset, image point cloud model, etc. [11,
12]. Scene 3d vision usually extracts multiple features of the image. When the visual
system processes the image, the first step is to acquire the object, the second is to
extract the object features using the visual system, and the third is to correct the error
of the acquired object features, so as to naturalize the features into a set. 3d computer
vision usually uses nonlinear mathematical methods to optimize various parameters and
coordinate objects and feature points.

(4) Video analysis and monitoring

Images often contain a lot of object points, among which the analysis and monitoring
of object points is a very important work [13, 14]. Objects in static images are often in a
relatively static state, so image analysis needs to be clear about what objects in the image
are and what features the objects present. Video analysis often combines computer tools,
machine learning, pattern recognition and other technologies to process video objects.
With the help of these tools, the various behaviors, movements and trends of objects in
the video are very clear.

3 Exploring the Application Effect of Computer Vision and Pattern
Recognition Technology on Account of Deep Neural Network

The convolutional layer is the most important part of convolutional neural network,
and feature extraction in images is completed by the convolutional layer [15, 16].
There are multiple convolution kernels in each convolution layer. Different features
can be extracted by convolution operation between different convolution kernels and
two-dimensional images. In addition, the activation function is introduced into the con-
volutional neural network to increase nonlinear factors, so as to facilitate the approxima-
tion of arbitrary functions by the convolutional neural network and enhance the feature
expression energy of the network model. The convolution calculation and nonlinear
transformation algorithm formula of convolution neural network is as follows:

Zl — Wl ®ZI—1 (1)

Al =fZh )
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where, Z!~! is the input of layer L, Z is the output after convolution of layer L, A’
represents the output after activation, and f is the activation function.
The activation function is:

Sigmoid (x) = 3)

1+e*
In convolutional neural network, the output layer is generally classified by Softmax
function, so this layer is also called Softmax layer [17]. In the network training, Softmax
layer normalizes the output value of the last full-connection layer and then evaluates the
gap between the network prediction and the real target through the loss function, so as to
adjust the network parameters in the iteration by back propagation, and finally optimize
the network model to better handle the image classification task.

3.1 The Popularization and Application of Computer Vision Technology

(1) Applied in the field of visual navigation

Computer vision has made a lot of progress in many years of research, it has been
applied to visual navigation, this technology is mainly used in space image recognition,
space image processing and other fields; In later years, the technology was applied to
missiles, transportation and many other industries. The application of computer vision
has improved the accuracy of image processing, and greatly promoted the improvement
of work efficiency, especially to solve the potential risk of danger.

(2) Applied in the field of human-computer interaction

Human-computer interaction (HCI) is a hot technology project, which mainly deals
with the interaction between robots and workers. Its principle is that the robot through the
vision of human body behavior, face shape changes to identify, so as to judge the intention
of people, so that they can communicate with the staff, to complete the transaction
together.

(3) Applied in the field of virtual reality

Computer vision is a very important means of high technology, which has great
application value in virtual reality. Computer vision obtains the virtual scene and the
real scene through its own object identification, and then makes an overall judgment of
the scene, and finally assists people to complete some specific tasks.

(4) Applied in the field of satellite remote sensing

Satellite remote sensing is a geographical exploration technology. This technology
mainly solves the search and identification of unknown objects that need to be detected,
and excavates the potential resources among them, and finally serves people by obtain-
ing the resources. Satellite weather forecast and disaster detection all need detection
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technology processing. Satellite remote sensing accelerates research and development
results by collecting samples of these objects and combining them with analysis, which
can effectively improve work efficiency.

4 Investigation and Research on Application of Computer Vision
and Pattern Recognition Technology on Account of Deep Neural
Network.

In order to verify and evaluate the effectiveness of the proposed deep neural network
algorithm, it is performed on multiple datasets with random label noise. The random
label noise set in the test, as the name implies, is that each sample in the data set changes
independently and randomly to any category in the total category with probability P. In
order to fully evaluate the algorithm, this paper selects two commonly used benchmark
datasets, CAZ-10 and CAZ-100, which are widely used to evaluate the problem of tag
noise. Among them, there is no verification set data in the two public data sets, so after
obtaining the data set, 1000 image samples with correct labels are randomly selected
from the training set as the verification set, and also as the metadata set required in the
deep neural network algorithm.

In this paper, Linux is used as the interface system, flash storage mode is adopted, core
dual-core processor is selected, and Matlab software is used for experimental processing.
The test running data of the deep neural network algorithm is shown in Table 1.

Table 1. Evaluation index of experimental operation

DataSet Result(%) Iterations
CAZ-10 93.12 3
CAZ-100 92.34 5

Table 1 the results of deep neural network processing two data sets, CAZ-10 and
CAZ-100, are respectively 93.12% and 92.34% higher than 90%, showing very good
results. At the same time, the number of iterations is 3 or 4, which are all digits, and the
effect is very good.

Figure 3 shows the number of iterations and processing efficiency of the deep neural
network algorithm in processing the two data sets caz-10 and CAz-100. It can be seen
that the number of iterations is in single digits and the efficiency is above 90%. It can be
seen that the algorithm is very good.

The data test shows that the application of computer vision and pattern recognition
technology on account of deep neural network has good performance in computer vision
and pattern recognition.
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Fig. 3. Digital visual 3d teaching material dynamic resource illustration

5 Conclusions

In the continuous development of economy, computer vision is more and more valuable
in the market, and its use is also very broad. In this paper, deep neural network algorithm is
used to optimize the image capture mechanism of computer vision, improve the principle
of image acquisition and analysis, so as to improve the technical level of computer vision
and pattern recognition. The application of computer vision and pattern recognition
technology on account of deep neural network effectively improves the performance of
computer vision and pattern recognition.
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Abstract. Computer imaging technology is a kind of use of digital photography,
using a computer as a medium to realize interactive communication and interaction
between humans and machines through the collection and processing of images
and the editing and storage of graphic information. The purpose of this paper to
study the design of the 3D image visual communication system based on computer
image technology is to improve the mastery of 3D image technology and design
the visual communication system. This article mainly uses experimental and com-
parative methods to analyze the feature extraction situation of the 3D image visual
communication system, and finds that the error of the improved RANSAC algo-
rithm in image feature extraction is about 54%, while the unimproved algorithm
and other algorithms The error is greater. This shows that the improved algorithm
proposed in this paper is incomparable in the 3D image visual communication
system.

Keywords: Computer image technology - 3-dimensional image - Visual
communication - System design

1 Introduction

In today’s information society, people need to use a variety of advanced science and tech-
nology when accessing external things. Image processing and recognition is a computer-
based human-computer interaction system. Analyze the data from the original state and
extract the required information, then perform a series of operations, and finally output
the obtained results to the user.

There are many theoretical results in the research on the design of the three-
dimensional image visual transmission system of computer image technology. For exam-
ple, A ndo Y, Fuse Ysaid that the effective combination of image processing technology
and visual communication system can achieve good design effects [1]. Panda D K, Meher
S takes improving the accuracy of traffic sign image recognition as the main goal, and
proposes an intelligent traffic sign image recognition method [2]. Lochhead IM, Hedley
N said that with the passage of time, people’s requirements for entertainment and aes-
thetics have become higher and higher. Visual communication is technically supported
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by modern science and technology to reflect the internal and external manifestations of
things represented [3]. Therefore, this article intends to study the design of the 3D image
visual communication system from the perspective of computer technology. This is a
new round of research with a certain theoretical support.

This article first studies the classification of 3D modeling methods. Secondly, the
feature-based image matching algorithm is analyzed and described. Then I studied the
combination of photographic pictures and visual communication design. Afterwards,
the overall design of the medical image 3D visualization system is carried out. Finally,
the system designed in this paper is tested whether it meets the requirements through
experiments, and the relevant data results are obtained.

2 Design of 3D Image Visual Communication System Based
on Computer Image Technology

2.1 Classification of 3D Modeling Methods

Computer vision, computer graphics, image processing and virtual reality are the main
research directions of 3D image modeling. The image-based modeling and rendering
process uses a set of digitized images to create a virtual reality model. Due to the use of
photos of real scenes, the drawn virtual scenes have a strong sense of immersion [4, 5].

Typical reconstruction methods based on 3D images generally include: image
acquisition, camera calibration, image matching, 3D reconstruction and other steps.

Image acquisition is a prerequisite for image processing and computer vision. The
calibration of camera parameters is used to determine the corresponding relationship
between the camera position, attributes and its image points on the image plane. Fea-
ture extraction is the premise of stereo matching. When calculating stereo vision, the
correspondence between the corresponding parts of two or more images is very impor-
tant. After knowing the camera image model and the appropriate relationship, 3D
reconstruction is relatively easy [6, 7].

2.2 Feature-Based Image Matching Algorithm

(1) Image feature extraction based on SURF algorithm

The SURF algorithm uses an approximate method based on the Hesse matrix in the
identification of feature points, and the identification of feature points is based on the
scale space theory. Calculate the integral graph first, which can speed up the calculation
of all rectangle operations [8, 9]. For image A and point (m, n), the integral image A, is
the sum of the brightness values of all points in the range from the origin to this point.
a<ma<n
Acm,n) =" A(m, n) (1)
a=0 k=0

Therefore, for the calculation of the sum of the brightness of any rectangular area,
the corresponding four vertices on A, can be directly used. This calculation time does
not change with the size of the image, so it can get a very fast speed when calculating
large-area convolution calculations [10, 11].
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(2) Feature point matching based on RANSAC algorithm

Feature-based image matching is used to solve the transformation matrix between feature
matching images and find the feature points that match the two feature matching images.
At present, the widely used RANSAC algorithm filters out these initial matching points
and eliminates the poorly matched points [12].

The RANSAC algorithm requires that under a certain confidence probability P, at
least one set of data in the N sets of samples are all interior points, and N is obtained by
the following formula:

_ log(l —0)
~ log(1 — (1 — w)?)

)

Among them, w is the proportion of external points, and a is the minimum amount
of data required to calculate model parameters.

(3) Improved RANSAC algorithm

The calculation range of RANSAC is determined by two factors: one is that the proportion
of incorrect data samples determines the need for more random sampling periods to
ensure confidence in the optimal results, and the other is whether each parameter of the
hypothesis model and the sample data verification process conform to. In this process,
the failure model parameters required by a large amount of failure model data also go
through this verification process. Although these model parameters are only a small part
of the data, they greatly increase unnecessary calculations. The steps to improve the
R-RANSAC algorithm using location information constraints are as follows:

1) Randomly select 4 pairs of characteristic points to solve the homography matrix to
see if there are 3 collinearities, and if there are collinearities, select the points again.

2) Use the boundary conditions of the location information to test the 4 pairs of feature
points. If the constraints are met, the current hypothetical model is calculated; if the
conditions are not met, then return to step (1).

3) Randomly select 10 sets of feature points to pre-test the hypothesis, namely

4) For each hypothetical feature point pair, it is used to calculate the symmetric
transformation error and calculate the number of points within the error.

5) Find the standard deviation of the symmetric transformation error of the interior
points obtained in the last step of the loop.

6) If M > M_inlier or M = M_inlier and cur_std < min_std, the model is assumed to
be the best model currently, and the inlier is saved.

2.3 The Combination of Photographic Pictures and Visual Communication
Design

Photographic images have become an element of communication in the entertainment,
information, and advertising industries. Designers, including business owners, believe
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that it can easily attract people’s attention. The term “reporter” not only informs the print
media of this change. What’s more noteworthy is that when designers and owners com-
municate their products, these design directors abandon traditional narrative methods
and rely solely on photography to reach a wider audience. Photography plays a particu-
larly important role in the execution of these elements. This conceptual transition is so
smooth that photography has been seamlessly integrated into the visual communication
design.

The illustrations, graphics, magazines and advertisements in photography have cre-
ated a visual culture for modern people. In order to maintain its status or value in all
respects, these foundations must be transferred to interests. Whether this behavior is to
increase subscriptions or to convey information, attractive images and designs reveal
their uniqueness. Ultimately, narrative skills, whether it is illustrations or photos, play
an important role.

The use of photographic images in visual communication design is as follows: The
goal of modern visual communication design is to use mechanized printing for mass
production. People’s demand for publications, magazines, posters, etc. is very high. The
improvement of printing presses is inevitable, and the number of printings is gradually
increasing.

2.4 Overall Design of Medical Imaging 3D Visualization System

The 3D medical image visualization system is a complex system. In the actual application
environment, the basic function that the medical image three-dimensional visualization
system must perform is: acquiring and storing image data from medical imaging equip-
ment such as computed tomography or MRI. Allow doctors to manage patient infor-
mation and images perfectly; store visual reconstruction of 3-D model image data to
perform 3D model rotation, scaling, cutting and surgical windowing operations. Finally,
a complete diagnostic report is generated.

According to the actual requirements of the hospital, a complete 3D medical visual-
ization system should include image acquisition, database management, online storage,
offline archiving, display and processing.

(1) Medical imaging 3D visualization system generally has the following functions:

1) Theimages generated by the existing medical imaging equipment in the hospital
are directly or indirectly converted into a digital form that the system can store
and process.

2) The storage and management of the image data generated by the inspection is
a very important function of the medical 3D visualization system.

3) Viewing and processing images are the most commonly used functions for doc-
tors. Medical 3D image viewing system software must be able to perform the
most commonly used functions of doctors, including retrieving patient infor-
mation or image data sets from a database, and visually reconstructing stored
image data.



174 S. Gou and L. Mei

(2) According to the above requirements, the system can be divided into the following
modules:

The network subsystem is responsible for information interfaces such as image
acquisition and device network communication. The memory management subsystem is
responsible for patient information and image database, model management, diagnosis
report management, statistical information management, reports, etc. The image display
subsystem is mainly responsible for image display and reconstruction, image analysis
and processing, etc.

3 System Implementation

3.1 System Development Environment

This system develops the system interface based on the MFC basic class library in the
VS2018 integrated environment, and selects the OpenCV development kit, OpenGL
graphics package and Matlab as auxiliary development tools to shorten the development

cycle.

3.2 System Functional Structure Design

According to the previous design and algorithm research of the 3D model retrieval system
based on 2D images, the system can be divided into the following four main interfaces.
The functional structure of the system is shown in Fig. 1:

3D model retrieval

Two-dimensional Feature extraction User search
image interface interface interface
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Database interface
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Fig. 1. System function structure

Two-dimensional graphical interface. In this part, the user selects the input two-
dimensional image data, and then selects the target area of interest in the image through
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simple interaction. Once the region is selected, the foreground target image is extracted
through the image segmentation algorithm in this document.

Feature extraction interface. After receiving the foreground target image, the
image can be preprocessed (filtering and denoising, binarization, normalization, etc.)
to obtain conditions for extracting suitable features. The feature extraction interface
mainly includes the three feature extraction algorithms and feature merging algorithms
mentioned above.

User recovery interface. Since a single image may not be able to reflect the attributes
of things well, this article uses two user recovery methods for recovery, namely single-
view recovery and multi-view recovery. By comparing the similarity of the feature
vectors, the comparison results are finally sorted and output according to the similarity.

Database interface. This part mainly stores the feature vector of the 3D model library
and the associated data of the input 2D view.

3.3 System Test

In order to test the effect of the improved RANSAC algorithm based on location infor-
mation constraints, the actual effect of the improved RANSAC algorithm is verified by
the robust estimation of the homography matrix. The overall method includes obtaining
a clean set of corresponding points obtained after the initial corresponding points and
the coordinates of the points and the filtering algorithm of the provided real homography
matrix.

4 Analysis of System Test Results

4.1 Feature Matching Comparison Before and After Using the RANSAC
Algorithm

(1) refers to the number of matched pairs, and (2) refers to the average error. IMFPP is the
initial matching feature point pair, and IRANSAC is the improved RANSAC algorithm.
Two sets of images of Graf and Boat are used to verify the improved RANSAC algorithm
(in Table 1).

Table 1. Characteristic matching contrast before and after using the RANSAC algorithm

Graf Boat
IMFPP(1) 451 714
IMFPP(2) 1.7856 1.5213
RANSAC(1) 135 289
RANSAC(2) 0.5901 0.5831
IRANSAC(1) 142 261
IRANSAC(2) 0.5746 0.5419
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Fig. 2. Characteristic matching contrast before and after using the RANSAC algorithm

As shown in Fig. 2, we can see that with the improvement of the algorithm, the
matching logarithm becomes smaller and the average error is also decreasing. Moreover,
the feature matching error of graf is greater than that of boat. This shows that the accuracy
of feature extraction for still images is higher, and the improved algorithm has a stronger
matching ability.

5 Conclusion

The three-dimensional image transmission system is a brand-new tool with strong prac-
ticability, relatively low operation difficulty, and very practical significance and appli-
cation value. As a new computer graphics image processing and analysis system, 3D
imaging technology has a very wide range of applications in the field of modern science
and technology. It uses a two-dimensional space as a unit and uses information tech-
nology such as digitization and informatization to observe objects in all directions and
extract useful information. The RANSAC algorithm is improved using pre-check and
location information constraints to obtain accurate matching points between images, and
the improved algorithm is verified through experiments.
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Abstract. With the vigorous development of social economy and science and
technology, the protection and inheritance of folk art are facing great challenges.
Folk art has a long history. In the context of in-depth learning, the protection and
development of folk art has also reached a new level. Using advanced and new
technology to serve folk art is one of the effective ways to revitalize and develop
folk art. This paper analyzes the virtual reality technology, and puts forward to
inherit and protect the folk art by using the visual direction optimization method
in the virtual reality technology and its characteristics of perception, existence and
interactive operation.

Keywords: Deep learning - Folk art - VR vision

1 Introduction

Chinese folk art has a long history of civilization and is the matrix of all cultures and arts.
It was born due to the formation of human civilization and condensed the folk customs of
human generations. The cultural emotion contained in it is based on the actual survival
needs of the people. It is not only created by the people according to the actual survival
needs, but also widely used by the people. However, at this stage, due to the continuous
progress of human society and the further development of industrialization, the folk art
form characterized by traditional agricultural civilization has become increasingly lack
of social soil for survival.

2 Overview of Deep Learning

Neural network in learning is a key technology of artificial intelligence developed by
imitating the correlation between neural networks of the brain. The neural network in
the brain is a very complex network organization, and a large number of signals are often
transmitted between neurons [1].

Learning regards each neuron node in the network system as a single weight param-
eter, and a large number of neuron nodes constitute a rich number of weight parameter
network systems. Training these systems and optimizing the parameters of each neuron
is the key step of in-depth study and research of the system. A very basic neural network
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structure can be roughly divided into three layers: input layer, hidden layer and data
layer. The input layer describes all the information that needs to be provided. The data
layer may be graphics, data, or other processed information. The hidden layer is usually
connected with the input layer, and all neurons in the input layer can transmit the input
signal to the hidden layer.

Therefore, the hidden layer usually includes a multi-layer neural network, and there
are the most complex types of neurons in this layer. In the final training, an output layer
is usually connected, and the data of the output layer here is provided by the front hidden
layer in order to transfer the data from the final training. The basic structure of the neural
network is shown in Fig. 1. The number of layers of the hidden layer can be multiple
network structures. There are links between each neuron in the network and between
layers. These links are called full links [2].

Fig. 1. Structure of neural network

Each layer of the learning network is connected by a group of neurons, and each
neuron includes some weight parameters. In the whole training, the parameters are
continuously transmitted to the deep layer, and finally reach the output layer [3]. For the
lower layer network connected by this layer, the parameters of the first neuron will be
displayed as:

a0l + 1) = g(w0a0(i) + wlal(i) + ... + wnan(i) + biasO(i + 1)) (D)

3 VR Optimization Algorithm Based on Visual Effect Improvement

In order to improve the operation effect of virtual reality human-computer interaction
interface, human visual attention mechanism is integrated into virtual reality human-
computer interaction interface, and an optimization mode of virtual environment human-
computer interaction interface based on human visual attention mechanism is provided.



180 R.Li

Based on the mechanism of human visual attention, by selecting three main influencing
factors: the color, distance and visual attention level of human-computer interaction
components, a function model aiming at meeting the highest visual attention of users
is constructed. The eye movement test is carried out for the optimized interface, and
the results prove the feasibility of this mode. Therefore, the optimized human-computer
interaction interface meets the visual attention mechanism [4, 5].

3.1 Optimization of 3D Geometric Model

At present, there are mainly two ways to express 3D geometric models: face represen-
tation and volume representation. Both have their own advantages and disadvantages.
Although volume representation can fully express the surface properties and internal
attributes of objects, it has a large space, so the computational cost is also high. The
surface representation only represents the surface properties of the model, but occu-
pies much less space than the volume representation, so it has become a more common
representation of 3D geometric model at this stage [6]. In the face representation, the
triangular mesh representation in computer graphics is the most common representation,
which can directly represent most complex mesh models. Therefore, this paper mainly
selects triangular mesh as the research content to carry out model representation design
and optimization [7]. Taking the triangular mesh model as an example, the representa-
tion diagram of the mesh model is shown in Fig. 2. Where: V1, V2 and V6 represent
each topological vertex and contain spatial position signals; F1, F2 and F6 represent the
number of the triangle, which is composed of three vertices of the triangle.

Vi

v,
v, ‘

Fig. 2. Schematic diagram of grid model

Let any two vertices (P1, P2) in the triangular model satisfy any of the following
conditions: (P1, P2) is the same edge; P 1, P2 < T, T represents a certain threshold, then
(P1,P2)is a correct edge. The error measurement calculation from a vertex Q on the 3D
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model to the adjacent plane of a correct edge (PI, PJ) is shown in the following Fig. 2:

A(q) =1€ @, j)(Itq) 2)

3.2 Optimization of Scene Hierarchical Model Selection

Generally, the appropriate level of detail modeling LOD is selected for the scene area
center according to the distance d from the viewpoint to the scene area center. However,
if we only transfer one level of detail to another level of detail according to the value
of the center distance D, it is easy to cause significant changes in the grid mode of the
geometric scene, and even a very strong jitter phenomenon, which will greatly weaken
the experience of the whole system and users, and in many cases, it will even lead to the
physical body of users such as “dizziness” and “vomiting”, which does not adapt to the
current situation [8, 9]. This paper does not use the simplified level of detail modeling,
but introduces similar calculation results, which gives play to the depiction power of the
core image in the graphics card GPU, and then improves the operation speed. Height
difference . I projection value on the display ¢ I represents, as shown in Fig. 3.

Fig. 3. Shadow of height difference on the screen

4 The Demand of Integrating Folk Art into VR Vision

No matter how widely the application scope of virtual reality is, it will always be an
image of the real world. Only by giving full play to and with the help of the rich and
colorful human art forms, thoughts and emotions in the real world, the virtual world will
become more and more artistic and emotional. Works expressing folk art in the virtual
world can not only enrich the artistry and emotion of the virtual world, but also VR
technology has the characteristics of perception, presence and interaction. Using these
characteristics and technologies, we can better inherit folk art [10].
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4.1 Enhance the Perception of Folk Art

The so-called multiple perception refers to that in addition to the visual perception gener-
ated by general computer technology, there are also hearing perception, force perception,
touch perception, movement perception, and even taste perception, smell perception and
so on. The perfect virtual reality technology must have the sensory functions of all peo-
ple. At this stage, due to the continuous progress of China’s urbanization, the traditional
building materials unique to the original agricultural conditions in many places may
begin to be few or never found again, and the lack of building materials also makes some
traditional folk art works gradually extinct. Virtual reality technology can overcome this
defect. At present, virtual reality technology divides its cognitive functions into vision,
hearing, force perception, touch, movement and so on [11]. These multi sensibilities can
not only let human beings directly see the art works made of special materials, but also
touch the tactile feeling it conveys and listen to the sound it makes, so that they can see
the art works comprehensively and stereoscopically from different perspectives. In the
virtual real world, such works of art are often not restricted by materials [12].

4.2 Enhance the Immersive Experience of Visitors

Immersion is also known as immersion, that is, the degree of fidelity that users feel
as protagonists in illusory situations. The perfect virtual environment can make people
completely unable to distinguish between true and false, and make people devote them-
selves to the three-dimensional virtual situation made by the computer. Everything in
the situation looks true, reads true, moves true, and even all the feelings that smell and
taste are true, just like all the feelings of people in the real world. Many forms of folk art
rely on various blood relatives and oral and experiential inheritance methods, which are
the result of people passing on from generation to generation. These unique traditional
methods make some unique skills die out due to the death of old artists, which is not
only the death of memory, but also the death of culture [13]. However, similar tragedies
can also be prevented by means of virtual reality. The telepresence produced by virtual
reality can not only enhance the expressiveness of folk art, but also enable us to partici-
pate in an artistic work, understand and master its workflow. Through the special effects
of video and audio, the virtual world becomes more real. The use of virtual reality tech-
nology can not only break through the disadvantages of traditional blood transmission,
but also broaden the scope of application of oral transmission. At the same time, it is not
constrained by time and space, so that more people can join it. This not only contributes
to the preservation of folk art, but also promotes the development of folk art [14].

4.3 Enhance the Interaction Between Works and People

Interactivity refers to the usability of the objects in the simulated environment and the
natural degree of the viewer’s response to the surrounding environment. Therefore, the
audience can directly capture the virtual objects in the simulated environment with their
fingers.

At this time, because the fingers have the feeling of grasping the objects and can
also perceive the weight of the objects, the objects captured in the line of sight can



Optimization Algorithm of Integrating Folk Art into VR Vision Under Deep Learning 183

immediately move with the movement of the fingers. It is such an interactivity that
enables the audience to personally practice in the illusory real world and complete an
art work by hand. For example, the viewer can pick up a pair of scissors to hinge and
cut a beautiful window flower in the virtual world, or take out an embroidery needle to
embroider a beautiful pattern in the virtual world. At the same time, many folk art works
are difficult to preserve for a long time due to the constraints of materials. However,
there is no such limitation in the virtual world. Viewers can create all kinds of art works
without the constraints of time and place, and such art works can be preserved for a long
time [15].

For traditional tasks, the objectives of image quality assessment can be divided into
two categories, one is degenerative loss, and the other is the main purpose of the image
evaluation task is to identify the image caused by the operation of saving, transmitting,
decompressing, etc. The prime level loss generally includes fixed loss types such as
fuzzy and white noise.

The characteristics of such losses are local or global the pixel level distortion is not
reflected in the picture structure and content structure. Only when the noise is large to a
certain extent only then will the content structure of the image be destroyed. The second
type is generalized loss, which has no fixed class all factors that hinder people from
obtaining information from images can be listed as the loss of generalization of images,
such as too bright and too Dark, blurring caused by camera and other equipment shake,
etc. illustrates these two different types of image loss. Although the target images of
these two types of assessments are different inapplicable scenarios, they have one thing
in common, that is, the content is often natural scenes from the real world.

For the generated images based on deep learning, it is generated by the computer
according to some features and constraints are usually obtained by upsampling and other
operations. Such images often appear in content and structurelt is very different from
the natural scene in reality. Therefore, the methods used for traditional image quality
assessment are directly migrated in the generated image quality assessment, there are
likely to be problems such as insufficient generalization and different results from human
subjective perception, How to design a special image quality evaluation algorithm based
on the characteristics of the generated image is a major challenge.

These pictures can be easily obtained from the real world, so we only need to select
one If the common features of these pictures can be well counted by the two methods,
then all other pictures without such features Can be considered as “distortion”, and the
degree of this distortion varies with the statistical characteristics of the picture and the
common characteristics of the natural scene As the gap between them increases. This
idea can be applied to the task of image quality assessment. As shown in Fig. 4.
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Fig. 4. Scale diagram of pictures and noise maps in line with natural scenes

5 Conclusion

Integrate traditional folk art and educational VR, so that the audience can understand
the traditional folk culture and its value connotation in fun. Therefore, from the perspec-
tive of organically combining China’s folk traditional culture and VR, this paper puts
forward the idea of starting with the sense of experience, and then taking the folk as
the background, so that the audience can understand the folk with the pace of science
and technology. Nowadays, the development of VR technology has become more and
more perfect. With the help of new technology characteristics such as “high speed”,
“low delay” and “large capacity”, it will bring new opportunities for the development of
VR technology combined with folk art.
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Abstract. Traditional algorithms of human action recognition and also have many
other technical problems, for example, there are traditional human motion image
acquisition processing equipment susceptible by some outside factors such as light
intensity, the impact of human motion features of the function is not entirely clear,
human motion feature recognition susceptible factors affected by physical defor-
mation and so on many problems. Gymnastics complete is a to skill dominant class
difficult art XiangQun constitute a comprehensive program, the combination of the
contents and forms of the complete set of movements in the choreography is also
directly determines the effect of aerobics game the complete set of movements in
the form of combination ultimately achieve successes, athletes personal and pro-
fessional coaches team in strive to produce each set of unique design of novel and
practical aerobics movements, drawn to the view The eyeballs of the judges and
the high attention of the expert judges. As we all know, the beauty of content and
layout method of complete sets of aerobics movement fluent and novel and unique
competitors such as the ability of independent action choreography, a complete set
of quality is the core of competitive game is directly determined how many key, in
this paper, in order to grasp the latest international development trend of new aero-
bics competition, arrangement of the latest development practices systematically
sorting rules and international competition, After careful study and study sum-
mary, the main changes in the content of the complete set of aerobics movements
of the current national aerobics athletes are systematically summarized, summa-
rized and strengthened to learn, to improve the basic sports theoretical knowledge
of the content and rules of the complete set of movements of competitive aerobics
and gymnastics. In view of the above problems, this paper tries to study the human
motion recognition algorithm from the three aspects of action data information
collection, feature recognition extraction and action classification feature recog-
nition, in order to reduce the influence of the above problems. Therefore, in this
paper, Kinect is selected to extract human skeleton data to overcome the problem
of illumination, CNN is selected to automatically extract advanced human move-
ment features, SoftMax is selected to complete multi-classification tasks, and on
this basis, the calisthenics programming system is developed.

Keywords: Movement recognition - Aerobics movement choreography -
Intelligent algorithm - Recording system design
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1 Introduction

The research of human motion recognition is of great significance. A famous scholar
pointed out that 55% of information transmission among human beings is completed by
means of action or expression,38% by means of tone or speed, and only 7% by means of
language [1, 2]. At present, artificial intelligence is becoming more and more popular.
In order to enter an increasingly intelligent society and complete the perfect interac-
tion between humans and machines, in-depth research on human motion recognition is
indispensable [3, 4]. China’s aerobics rules should have a certain range of new changes
in each Olympic cycle in the future. First of all, in terms of difficulty, the score of the
difficult movements is more and more high, and many more difficult movements have
been added, and some movements have been eliminated [5, 6]. In art, the comprehensive
scoring standards of art will become more clear and detailed and scientific, each pro-
fessional art discipline points deduction points will also be in the professional scoring
rules system to get more detailed and specific refinement of the division; In terms of the
completion of action and the difficulty, the details of all aspects of the action and points
requirements are more stringent, action consistency and standards of minus one points
of action points will also become will require more strict, the two authors also offers
up some of their own about aerobics collective project action and scheduling rules on
some improvements and Suggestions Can also be used to supply the rest of us can learn
from, do these rules change main purpose is to hope to be able to make this traditional
sports gymnastics project also will become more specification more perfect, make our
country gymnastics in categories of team will present a set of the gymnastics move-
ments have become rich will be more wonderful, aerobics to complete the traditional
gymnastics Sports events will also become more and more demanding, and the forms of
the development of sets will become more diversified [7, 8].

Due to its promising development prospects, pedestrian motion recognition has
attracted extensive attention from scholars and researchers at home and abroad. In order
to combine pedestrian movement recognition with other fields and promote the con-
tinuous development of intelligent life, the government, enterprises and universities
have invested a lot of human and financial resources in the research of this subject and
put forward various relevant algorithms and schemes [9, 10]. Early pedestrian motion
recognition methods basically use traditional manual features, and then obtain feature
vectors after a series of correlation processing, and finally send them into various clas-
sifiers for learning and training [11, 12]. These traditional manual features can not fully
express the spatio-temporal information, and it is difficult to analyze and identify more
complex action sequences. With the continuous development of research on advanced
technologies and methods such as human machine learning system and computer arti-
ficial intelligence analysis, deep learning has been widely and deeply applied to the
detection and classification tasks of image and video data and achieved great success
[6, 7]. After seeing these algorithms, many scholars also applied deep learning to the
research of pedestrian motion recognition. The following introduces the domestic and
foreign research status of pedestrian motion recognition based on RGB video and bone
sequence respectively.

Competition organization rule system has been playing an important role in strength-
ening restricting factors and effectively promoting the standardization and scientific level
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of organizational competition behavior. Each new version of the gymnastics competition
rules guiding the direction of the small change, will indirectly influence on complete and
action choreography relates to match some bias, coaches at all levels should be their first
aerobics competition rules to research thoroughly, to consider in this talk about action
choreographer, on top of any athletic sports events must have its own rules, aerobics in
the project system in our country, rules orientation and choreography to game is abso-
lutely inseparable is broken, so today we’re going to focus on orientation arranged down
to talk about the rules of competition, and more to take advantage of today’s informa-
tion age, the gesture recognition algorithm reference into aerobics action choreographer,
calisthenics movements become more intelligent.

2 Discussion on the Design of Calisthenics Choreography
and Recording System Based on Action Recognition Algorithm

2.1 Overview of Motion Recognition

The intelligent identification and analysis of human motion information testing refers
to a kind of means with machine technology device (computer, robot, etc.) to establish
real-time accurate sensors from computer and get to any group of human motion data for
centralized storage to real-time intelligent identification and analysis and inspection right
reflects the current human system is in some sort of desired Yao’s technical movement
state of a work process, it involves can be a lot of application and some related knowledge
background information and technology, such as computer vision technology, machine
brain action learning and analysis of detection technology, pattern recognition, artificial
intelligence technology and so on, many researchers have devoted to explore of human
action recognition, for many years, they collect human movement data from different
equipment, extract advanced features of human movement from different angles, and
verify the feasibility of human movement recognition in different scenes by using dif-
ferent action recognition methods. Therefore, human motion recognition can be divided
into three processes: data collection, feature extraction and action recognition. Data
acquisition is the basis of human motion recognition and the selection of appropriate
data acquisition means is an important guarantee for accurate human motion recognition.
At present, common data collection methods mainly include the following.

(1) Surveillance video
Surveillance video is the most intuitive reflection of human movements, but it is also
most vulnerable to the influence of light intensity, occlusion and other external fac-

tors. At present, surveillance video is the main data collection method to study human
movements.

(2) Kinect

The depth image and bone data collected by Kinect can overcome the influence of
external factors such as light intensity, but the deficiency is that the bone data of multiple
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people (more than 6 people) cannot be obtained, and the collection range is limited,
leading to the limitation of applicable scenarios.

(3) Wearable devices

The sensor data such as acceleration collected by wearable devices can only reflect
human movements indirectly, so it is difficult to accurately identify complex human
movements.

2.2 Problems Encountered in the Recording of Calisthenics Movements

Rules are the basic rules for coaches and athletes to train and create whole sets. Through
the study of the group events of the 14th and 15th world aerobics Championships,
this paper explores the characteristics of the content arrangement of complete sets of
movements under the rules of competitive aerobics, which is the key point of the research
of aerobics movement arrangement and record system. The rules of the competition
are more and more detailed and strict. In the process of continuous development and
improvement, all the contents, whether difficulty or operation, are in order to get a more
beautiful performance, higher difficulty and more innovative performance. It is difficult
to find out the contents of the complete set of calisthenics movements of the top 20 or
8 athletes in the 14th and 15th world calisthenics championships and the characteristics
of their movements.

3 Experiment

3.1 The System Design

Based on previous research results, CNN is built and optimized on the basis of Caffe
framework, Kinect2.0 is used as real-time data acquisition equipment, and C++ language
isused as the link to realize a real-time human motion detection system combining human
motion acquisition and human motion recognition.

3.2 Caffe is Introduced

The full English name of Caffe is Convolutional Architecture for Fast Feature Embed-
ding. Caffe is a clear, simple, efficient and practical deep machine learning system
framework. The core language is C++, which ensures seamless switching between CPU
processor and graphics engine GPU processor. Caffe’s four components are a container
(Blob), a Layer (Layer), a Network (Net) and a solver (Slover). The deep network is
a composite model, naturally represented as a collection of interconnection layers that
process blocks of data. Caffe defines a network layer by layer in her model pattern. Slover
is used to define the optimization of the model. It includes selecting the training scheme
and testing scheme of the model, adjusting the number of iterations of the model training
and testing, periodically testing and evaluating the model, and periodically recording the
training and testing results. The most important of these is the development of training
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and testing protocols. Model of optimization is the key to minimize losses, D for a data
set, the optimization goal is to make the whole data set all | | D average loss minimization,
average loss is defined as:

|D|

L(w) = |;7| D A X D)+ arw) (1)

where () is the loss function of the instance of data (), and rW is a regularization term
with a weight of. D may be very large, so in practice, each training iteration uses the
random approximation of this goal to plot the average loss of small batches of N

1< :
LW) = = D fuX D) +Ar 1)

The model calculates the loss fw in forward propagation and the loss gradient FW’
in back propagation. Update of model parameters depends on error gradient FW’ and
regularization gradient r'W’. Model optimization algorithms such as stochastic gradient
descent, Adaptive Learning rate adjustment (AdaDelta), Adaptive Gradient adjustment
(AdaGrad), Adam and RMSprop have been included in Caffe. On the basis of error
gradient and regularization gradient, different optimization algorithms can update model
parameters in a more detailed way.

3.3 Network Structure of Action Recording System

Fig. 1. System network structure

The Caffe network code is stored in the train_test.prototxt text, where the paths to the
training and test databases are specified in the Data layer. Caffe evaluates the network
periodically as she trains it, so the network consists of two parts: a training network and
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a test network. Training network in the right part, where Net box is the figure). Take
50 groups of data each time to train the network, and at the same time take 50 groups
of labels (label boxes) to calculate the loss to optimize the network. In the left half of
the test network, 160 groups of data are entered into the Net box, and the classification
results are output for comparison with labels to get the classification accuracy (Fig. 1).

4 Discussion

4.1 Analysis of System Experimental Results

Table 1. Comparison of human action recognition results between the proposed method and other
methodson NTU RGB-D dataset

Methods Cross-subject (%) Cross-view (%) Year Conference
Part-aware LSTM 62.6 70.2 2016 CVPR
ST-GCN 81.4 88.1 2018 AAAI
SR-TSL 84.7 92.6 2018 ECCV
DPRL+GCNN 834 89.7 2018 ECCV
ARRN-LSTM 81.9 89.8 2019 ICME
FO-GASTM CNN 82.6 90.7 2019 ICME
Motif-STGCN 84.3 90.4 2019 AAAI
Si-GCN 84.4 89.2 2019 IJCNN
STGR-GCN 86.6 92.1 2019 AAAI
CGCN 90.2 96.5 2020 CVPR
MST-GCN 914 96.3 2021 AAAI
methods 85.7 93.4 2021

It can be seen from the table that in the NTU RGB-D data set, the action recognition
accuracy of this method is higher than that of most other methods. Except CGCN method
and MST-GCN method, this method is at the highest 23% higher and at the lowest 1.7%
higher than other methods under cross-subject. Under cross-view, the highest value was
22.9%, and the lowest value was 0.9%. The algorithm proposed in this paper combines
the bone point detection module and the motion recognition module into an end-to-end
network, and uses two levels of loss in the training process: Skeleton point detection
of return loss and gesture recognition classification loss, optimize the whole end-to-end
network, which not only optimize the gesture recognition module, and optimize the
skeleton detection module, the purpose of this design is to reduce the two networks
are directly related to the series mistakes caused by bone detection gesture recognition
error, the experimental results in the table also prove the effectiveness and necessity of
the end-to-end network proposed in this paper (Table 1 and Fig. 2).
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Fig. 2. Comparison of human action recognition results between the proposed method and other
methodson NTU RGB-D dataset

5 Conclusions

In the intelligent era, human motion recognition ushered in a research upsurge. Nowa-
days, motion intention recognition has been regarded as the most indispensable part of
deep learning methods and artificial intelligence applications, and has been widely used
in video surveillance and intelligent security. In recent years, with the development of
motion recognition data sets, researchers have studied motion recognition algorithms
based on various inputs. Future research can be carried out from more and more exten-
sive aspects, which has high research value and application prospect. Aiming at the
shortcomings of the traditional algorithm and combining with the new products of the
development of The Times, this paper studies the movement recognition algorithm and
designs a recording system of aerobics movement choreography. The training system
will be able to quickly and efficiently shorten the learning practice time of complete sets
of movements, reduced the number of repeated practice hold the complete set of move-
ments, the complete set movement training sets of content structure and the arrangement
of the training structure, compact will further toward a more flexible direction of scien-
tific development, if the action is in order to make the style is more vivid, the specialized
practice content The structural arrangement of the form must be a little innovative, rich
operation content, through the various and complex arm movements and foot steps, to
achieve a visual stimulation effect. In practice the number of units as much as possible
to ensure that the athletes hold quality based on the premise, enriching the content of its
operating action, combining with the personal characteristics of athletes, the plait com-
pose one by one with a range of personalized connotation of complete sets of training
action, through diverse vivid and complex esoteric interpretation of the sports theme
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content, reach a certain visual psychological stimulation training effect. The ability of
the athletes to get a perfect display.
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Abstract. As computer technology was rapidly developing, research and devel-
opment and application of technology by measuring, a significant breakthrough
with mature, complete, and useless noodles was obtained. Humanization and eco-
nomics of technology; Interactive algorithm refers to the motion state estimation
of an object. Most of us will use a filter plus a target motion model to estimate the
motion state of the object. The 3D model construction of ice and snow landscape
based on interactive algorithm discussed this paper can be simply understood as
determining the 3D model shape of ice and snow landscape by predicting the
movement mode of objects.

Keywords: 3D model - Inter active algorithm - Ice and snow landscape

1 3D Model Construction Background

The three-dimensional three-dimensional model, that is.3Dtechnologyis constantly
developing, which provides the main direction for the construction of modern science
and technology. In essence the world we live in is three-dimensional, and all objects
exist based on length. Width and height. Computer technology is rapidly developing
today, 3D technology is increasingly mature, 3D or 3D digital technology, it is the basic
common technology of modern equipment based on computer/network/digital platform.
3D software development technology, 3D hardware development technology, 3D soft-
ware application technology, 3D hardware integration with other software and hardware
digital platform/equipment to different industries and different needs.

In recent years, with the rapid development of computer technology, the R & D and
application of 3D technology have experienced the early exploration stage of decades,
and a sound system has been formed; [1] With the rapid popularization of computer
network application, 3D application has become a basic computer tool that ordinary
college students can easily control, just like computer typing; The consumption and use
of 3D.

Interactive algorithm refers to the estimation of the motion state of an object. Most
of us will use a filter and a target motion model to estimate the motion state of an object.
However a single motion model has different representation of object motion.
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They do not have a very universal model that can describe the motion state of the
vehicle at any time The interactive model algorithm is a method that can fuse multiple
models and adaptive transform them to represent the motion state of the target [2].

Since the common design platform can’t draw the stereoscopic image according to
the location of the landscape [3]. The research on several technologies of 3D landscape
interactive design is based on the needs of dimensional information visualization of
the earth, 3D virtual construction and engineering design. The research of 3D landscape
interactive design technology is closely related to the current research hot spot 3Dvisual-
ization technology, virtual reality and visual simulation technology, and 3D technology.
Therefore, the construction of 3D model of ice and snow landscape based on interactive
algorithm can be simply understood as determining the shape of 3D model of ice and
snow landscape by predicting the movement mode of objects. This method of judging
the parameters of ice and snow landscape through the intersection of multiple models is
interactive algorithm.

3D refers to a three-dimensional system composed of a three-dimensional two-
dimensional system with another direction vector. A directional vector is a mathematical
concept, and the direction of the spatial straight line is represented by a nonzero vec-
tor parallel to this straight line, which is called a unidirectional vector of this straight
line. The three dimensions have three dimensionality, but before and after the common
language of our slang. Based on the design of the previous stage, a piece of animation
is produced through the related production software in the computer, and the flow of
the production is modeling, material, lighting, animation, camera control, rendering,
etc. This is characteristic of the production of the three-dimensional animation, and 3D
animation software first created one virtual world in the computer, the designer created
models and scenes according to the dimensions of the shape of the object to express
in this virtual three-dimensional world, the model motion trajectory, the virtual camera
motion, and so on To set other animation parameters, assign a specific material to the
model as needed and light up the light.

2 Build Process

2.1 Interactive Algorithm

The application of the dialogue algorithm in the model construction is mainly the Markov
transfer matrix method. The Markov transfer matrix method is a method to analyze the
market trend of market share by using transfer probability matrix. Russian mathematician
Markov discovered that several elements of the system were relocated in the early 20th
century. Nth confectionery is only affected by the N-1 confectionery and is related to the
current state and is not related to any other state. Markov analysis introduces the concept
of state transition. A state means the state in which an objective thing may appear or
exist. A state transition refers to the probability that a target object transitions from one
state to another.

The transition probability is an important concept in Markov chain. When the Markov
chain is divided into m States, the history data is transformed into an array consisting
of these m states. Transition from any state inevitably causes one of the states 1, 2,...,
M. The transition of these States is called transition probability. In actual analysis,
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it is necessary to know the possible state of the market trend analysis object after a
fixed period, and it is necessary to establish the mathematical model which can reflect
the change rule. Markov market trend analysis model establishes a random time series
model using stochastic process and is used for market trend analysis. This model is
applicable only to time series with Markov characteristics, and it is pointed out that
the state transition probability at each time is stable. This method must not be used if
the time series transition probability varies at different times. Since the actual purpose
is difficult to maintain the transition probability of the same state for a long time, this
method is generally applicable to short-term tendency analysis and prediction.

The main application order is generally summarized as follows: first, the survey of the
divination situation, the mathematical model based on the divination situation and other
coordinates, and the construction of the future state of the future through this method
are decided, and the future shape of the three-dimensional model is intuitively planned
and summarized. The basic model of Markov analysis is x (K + 1) = x (k) * P. In this
equation, X (k) is used to predict the predicted trend through rational trend analysis and
the state vector of the predicted subject at t = K + 1, and to specify the future model of
the future snow and snow landscape. Of course, this method is not applied when the state
transition probabilities of the time sequence changes with time, while the state transition
probabilities for each hour remain stable and the time transition probabilities are stable.

Input interaction

[ |
Model filter 1 Model filter2

'| Probability update

L

Output fusion

!

Fig. 1. Detailed explanation of algorithm

This method is generally applied to short-term trend analysis and prediction, because
itis difficult for real objective objects to maintain the same probability of transfer over the
long term. The market has many excellent modeling software, such as 3 dma, ArcGIS,
Maya, AutoCAD, and so on, usually provides basic geometry elements such as cube and
sphere, and also builds complex geometry scenes through a series of geometry operations
(Pan, rotation, stretching). The usual 3D model is considered to represent the best effect
on the least side. The appropriate material texture is sequentially added to the model, the
UV is expanded, the various maps such as color and normality are supported, the light
effect is made, the model is made finer, and the animation is set, and it is finally rendered
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and written. Modelers are looking for a number of tools to perform the 3D models for
faceted down, UV expansion, bake processing, and format conversion. The purpose is
to make the model smaller and avoid the effect and to display it quickly.

Here, after you build your model to fulfill the maximum role of the 3D model, you
can do the old broom cloud to help you complete the rest of the process quickly and
efficiently and to achieve the best effect (in Fig. 1).

2.2 Construction of 3D Model of Ice and Snow Landscape

3D model is made of light and text. It’s made of a lot of clouds from the points of an
object that is made of a three-dimensional Latin model. The network is finally painted
using three-dimensional displays. These cycles are usually connected to three angles,
four or several simple angles. It can simplify the image process. However, the light may
also include things that are made of ordinary polygons with a hole. The texture not only
includes the texture of the object surface in the general sense, even if the object surface
presents uneven grooves. But also includes the color patterns on the smooth surface of
the object. When the texture is mapped to the object surface in a specific way, it can make
the object look more real. The technique of texture mapping mesh assigning image data;
After processing the image obtained by photographing the object, the texture on each
mesh is mapped. and finally a three-dimensional model is formed. Of course, in order
to make a complete 3D model more convenient in use, actions and physical states need
to be added to make the 3D model of ice and snow landscape more comprehensive. The
picture is the basic 3D model of ice and snow landscape constructed by using interactive
algorithms. In the basic model construction and game the model can already cope with
most algorithms [4].

What is the composition of the 3D model?

Figure 2 shows an example of character modeling:
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Fig. 2. Character modeling
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Mean. The grid is composed of different points of the object, an d the model grid is
made by measuring through the point program. Three-dimensional (XYZ) coordinates
are taken into account in the punch point, brightness (glass) and colour information
(RGB), and are finally expressed as a mixture. These sizes can normally be made up of
triangles, triangles or other convex simple polygons to simplify the production process.
However, the keyboard may include ordinary political uses with holes.

Texture. The texture is also referred to as a color pattern (texture) that is included
in the smooth surface of the object, along with the texture of the object surface (in the
normal sense), and mapping the texture to the surface of the object in a specific manner,
as shown in Fig. 5 to The object can be more realistic. After the texture mapping mesh is
applied to the image data and the image processing by the photographing of the object,
the three-dimensional mapping is finally formed by texture mapping on each mesh.

How do you build a 3D model?

There are almost three methods of modeling the present object. The first way is
software modeling using 3D animation. The second method is to model by measuring
instrument equipment. The third method is to model using an image or video.

Currently, you can see many excellent modeling software in the market, including 3ds
max, softmage, Maya (this book is actually working on this software), UG and AutoCAD.
These common features are to use complex geometry elements, such as cube and spheres,
to build complex geometry scenes by a series of geometry operations such as translation,
rotation, expansion, and Boolean operations, as shown in Fig. 3. The modeling of the
3D model using the modeling software mainly includes geometric modeling, behavior
modeling, physical modeling, object behavior modeling, model segmentation, and so
on. Here, the creation and explanation of geometry modeling is an emphasis on virtual
scene modeling.

Fig. 3. Ice and snow landscape
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3 3D Model and Interactive Algorithm

3.1 Practical Application of Interactive Algorithm

Three dimensional visual interactive landscape model. This kind of visual model is the
product of rational design thinking and computer aided design. Therefore, based on the
interactive visual model, combined with landscape environment analysis, and accord-
ing to the proposed environmental constraints, rules, parameter settings and landscape
designer’s design thinking, by feedback the design process, change the parameters and
rules. And generate a variety of optional schemes By recording the design data. Avoiding
the rupture of the design thinking process, and then selecting the results by the landscape
designer, a set of landscape design process with clear thinking logic can be constructed.
Whether it is snow visualization, terrain visualization, water flow visualization or glacier
visualization, the application of interactive algorithm can be better solved, because the
interactive algorithm is used to calculate the change trend of objects, while the change
trend of ice and snow landscape is obvious, and the direction is difficult to predict.
We might as well regard the ice and snow landscape as a whole as a container with a
capacity of V Then the total value of V remains unchanged which means that the overall
content of water remains unchanged in the process of condensing into ice and then into
water. Using this method, the ice and snow landscape can be refined more intuitively
and effectively. The role of ice and snow landscape is in Table 1.

Table 1. The role of ice and snow landscape

Landscape of ice and snow Effect
Game Ice and snow landscape that can interact in the game
Movies It can be used as a background in film and television

3.2 3D Model Construction Purpose

Interactive network streaming media provides a good platform for people’s communica-
tion [5]. The consumption and use of 3D models, such as games, movies, architecture,
automobiles, mobile phones, and clothing, have already become a part of a wide pub-
lic work and life. Application of 3dmodeltechnology: through the rapid development
and extensive applications of many years, the current 3D technology has already been
remarkably mature and popular: 3D takes place at 20 in 3D. “3D” and “virtual” simula-
tion “reality” rapidly appear in each field instead of “flat noodle”. The application and
dissemination of 3D model technology is used for the interaction between the person
and the environment, including the development and production of visual expression
culture art products such as movies, animations, games, and design and production of
real products such as automobiles, aircrafts, appliances, furniture, and virtual reality
simulation and simulation.
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Simulation technology is a simulation model technology which reflects the behav-
ior and process of the system by using some numerical calculation and problem solv-
ing through simulation experiment by applying simulation hardware and simulation
software. Simulation technology has an initial application in the early 20th century.

For example, a water model is constructed in a laboratory, and a water - like study
is carried out. The development of climate, airspace and nuclear energy technologies
promotes advanced technologies. The rapid development of computer technology in
the 1960s, since the 1960s, used more analogue computers than analogue computers,
accelerating the development of analogue technology and supplying analogue hardware.

Hybrid computer systems have been stagnant once in the seventies and have been
developed since the 1980s. For example, it is possible to simulate a large-scale and
complex flight system in real time using joint work of the micro machine vax11-785 and
the peripheral processor Ad-10.

Based on the development of interactive configured language and more powerful
configured software systems, configured technology and integration of free information
into configured software In other words, the production of similar software with the
application of system experts is an important trend. Increasing the scale and complexity
of similar models and test systems will continue and their efficiency and reliability will
be very important. It is becoming more important to evaluate the system by setting
applicable standards at the same time.

Three dimensional graphic technology has attracted much attention as the develop-
ment of 3D video technology. 3D animation is more intuitive than the plan view, so
you can give viewers a sense of presence. In particular, it is suitable for unimplemented
projects and implemented projects, and allows you to understand the best results after
implementation.

3D animation consists of 3D models, 3D animation, 3D walkthrough, 3D animation,
from 3D models, static, single model presentations, 3D models, from simple geometric
models, such as generic product exhibitions, art show exhibitions, complex personality
models Displays dynamic and complex scenes such as character animations. All of these
animations can be achieved through powerful technical power.

3D technology has developed rapidly in recent years. We found the following data
to estimate the future trend. The development of 3D technology in the past three years
is shown in Table 2.

Table 2. Application trend of 3D technology in recent three years

Changes of 3D industry in recent three years Animation Game Movie
Application rise 20% 23% 21%
Earning asset rise 44% 47% 50%
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4 Conclusion

3D animation technology makes real objects a useful tool. As a result of its meetings,
authenticity and unlimited operation, it is widely used in various fields such as medicine,
education, military business and entertainment. In the production of film and television
ads, this new technology can give people a new feeling and is welcomed by a majority of
companies. 3T animation may be used to produce special effects (stimulation, tobacco,
white, light effects, etc.), advertisements, films and television dramas, special effects
(car collision, deformation, illusion, character, etc.), display of advertising products,
film title flights, etc. The main reason for developing research technology is the huge
social and economic benefits.

In the 1950s and 1960s, simulation was mainly used in engineering technology
fields such as aviation, aerospace, electric power, chemical industry and other industrial
process control.

Using virtual reality technology the interactive algorithm is studied with 3D model
deformation technology and 3D model mesh simplification technology. Using the grey
relational analysis method, we calculate the weight of the evaluation index of the
environmental efficiency index, and construct the evaluation index body [6].

The deformation technology of 3D geometric entities is studied. The local scaling
torsion and bending of 3D entities are realized by hierarchical division and deforma-
tion operation of geometric entities. In the reconstruction of traditional village couplet
landscape, taking the repair of village cultural landscape gene as the starting point [7].

The 3D solid deformation technology based on hierarchical operation can accurately
control the deformation of solid, and can implement combined deformation operation
on geometric entities to realize complex 3D solid deformation [8].

The three-dimensional reconstruction technology based on the image has already
been applied to many scenes of civil engineering works [9].

The edge folding mesh simplification algorithm of 3D model is studied. The edge
folding cost is defined as the product of the length of the edge and the importance of its
starting point [10].
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Abstract. With the continuous progress of society and the change of learning
methods and teaching environment, research on the analysis of College Students’
learning situation in the classroom is emerging in endlessly. The real-time learn-
ing situation analysis (LSA) system of college students mainly analyzes college
students’ learning status and behavior in the classroom, which can provide college
teachers with the basis and means to effectively manage the classroom. Based on
computer vision (CV) technology, this paper takes the students’ listening behav-
ior in college theory class as the research object, and uses CAMSHIFT tracking
algorithm to analyze the behavior of college students in class. On this basis, the
system of classroom learning situation analysis (CLSA) based on CV is designed
and implemented. Through the simulation experiment, the traditional algorithm
is compared with the CV CAMSHIFT tracking algorithm; The test results show
that the recognition rate of this algorithm is about 10% higher in the case of facial
interference, which proves the accuracy, availability and effectiveness of the class-
room real-time LSA system designed and studied in this paper, and provides a new
way of LSA for college teachers and students.

Keywords: Computer vision - Classroom - CAMSHIFT tracking algorithm -
Learning situation analysis

1 Introduction

With the development and progress of society, the traditional teaching evaluation mech-
anism in Colleges and universities is basically unable to analyze and summarize the
learning situation of a single student in a timely and long-term way. Especially for stu-
dents whose academic performance is not particularly excellent, the traditional teaching
evaluation mechanism can only catch up with them if they want to timely feedback the
students’ performance every day and even every class to make them reflect. But these
feedback work is extremely important to the growth of students. Based on the above
shortcomings of traditional teaching management and LSA, there is an urgent need to
design a CLSA system based on student video analysis to assist college students and
college teachers in evaluating the effect of theoretical classroom teaching. Therefore,
this paper studies and analyzes the CLSA method based on CV.

Many scholars at home and abroad have studied and analyzed the CLSA method
based on CV. Chaynikovagr analyzes how blended learning technology enables students
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to better adapt to the conditions of distance learning. Through the analysis of the peda-
gogical literature on blended learning, we can determine some important principles that
the learning process in the flipped classroom model should be based on. The analysis of
these principles shows that they fully comply with the principles of distance learning [1].
Khans introduced CNN and discussed case studies related to the application of CNN
in CV, including image classification, object detection, semantic segmentation, scene
understanding and image generation [2].

This paper mainly introduces the overall design idea, the overall framework of the
system, and the overall workflow of the system based on CV; The overall design idea
mainly introduces the overall application scenarios and requirements of the system, and
specifically describes the design of the main functional modules of the student side, the
teacher side and the server side; Carry out real-time analysis on students’ classroom
learning and constantly feedback the results to students and teachers. On the one hand,
it can remind students to pay attention to their own learning status at any time, adjust
their learning status, make good use of limited classroom time and improve learning
efficiency; On the other hand, it can provide teachers with a fair and convenient basis
for evaluating students’ classroom performance. The most important thing is to provide
teachers with first-hand information, analyze students’ learning, adjust teaching content
and means, and improve teaching quality [3].

2 Design of CLSA System Based on CV

2.1 Main Problems of the CLSA System in the Smart Classroom

Single function without practical application: the existing smart classrooms in Colleges
and universities are nominally able to analyze students’ classroom behavior, but in fact
they are only applied to a single student’s classroom attendance. There are few applica-
tions in analyzing students’ classroom learning behavior, and the application of real-time
analysis of students’ classroom behavior is almost zero.

Wide coverage and inadequate data analysis: the current student behavior analysis
system developed for the application of the smart classroom is mainly to install a camera
at a fixed position in the classroom and use the data collected by the camera for analysis
and processing. The main drawback is that the camera has a large coverage, and the fine
beat is not in place. In particular, the shooting of students’ facial expressions sometimes
cannot well identify their characteristics, and the data analysis is inaccurate.

There are many subjects to be photographed, and the pertinence is not strong: in the
process of video shooting, the camera in the smart teacher faces all the students in the
classroom, and most of the time it collects video for the whole classroom. In the process
of video analysis, most of it analyzes the whole class, so it is difficult to analyze the
whole class for a student, let alone the whole semester for a student.

2.2 Overall Design Idea of Students’ Real-Time LSA in Class

The campus wireless network is used for data transmission. First, the student’s mobile
terminal is used to collect the student’s personal class video or image, then the video or
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image is compressed and uploaded, and then the wireless network is used to send the
video or image to the server. After the server performs processing and calculation, the
server can use the wireless network to return the analyzed class status to the teacher,
Teachers selectively and timely use the wireless network to push prompt messages to
students according to the specific situation fed back by the server. At the same time, the
teacher can view the data on the server at any time [4, 5].

Overall Structure Design of LSA Based on CV. The real-time CLSA system based
on CV technology is mainly composed of three parts: Student client, teacher management
and video server. Specifically, it includes three types of user roles: students, teachers and
managers. Different user roles correspond to different system functions. The overall
structure diagram of the system is shown in Fig. 1:

Student client Video server Teacher
management end

Manage student side

Video analysis and processin I
I y: p g Receive server results
video recording —1 I Video comparison calculation | ol Video recording settings
| Result storage feedback | Feedback results
Video sending
receive messages I Summary of student attendance results I

Automatically send messages to students in real time according to the
results fed back by the server

Fig. 1. System overall structure diagram

The basic workflow of the system is as follows: the student side registers and logs in
before class, views the messages sent from the teacher side, and carries out corresponding
operations according to the content of the message feedback; The server side is used to
receive the video / picture data collected from the student side, compare and analyze the
collected data, and synchronize the analysis results with the teacher side [6-8].

2.3 Overall System Function Design

The student classroom real-time LSA system based on face recognition includes three
parts: Student client, teacher management and video server,

The student side requires students to register information in advance, log in to the app
before class, start the camera to record videos or take photos according to the instructions
sent by the teacher side during class, compress and upload the videos and pictures to the
server side, and timely receive the result messages pushed by the teacher side.
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After confirming the student’s login, the teacher mainly sets the time point for record-
ing video or taking pictures and the duration of video shooting during class, receives
the result feedback from the server, and pushes messages to the student in real time
according to the feedback results.

Message management: the message management function includes message push-
ing and receiving. The teacher automatically selects appropriate messages to push to
students according to the specific analysis results returned by the server; Push the set
time point and duration of recorded video before class. The received message in the mes-
sage management function is to receive the analysis results from the server [9]. Video
viewing: the video viewing function enables the teacher to access the video and video
analysis results in the server at any time. Report analysis: the report analysis function
enables teachers to view the statistical results of students’ attendance in a class, which
can be divided into analysis for a student and class situation.

The server mainly manages the user information of students and teachers, and also
stores and analyzes the video. File management: the file management function is mainly
used to save, query, analyze and calculate the video/picture files uploaded by students
and the results. Statistical analysis report: the statistical analysis report function is mainly
used to analyze and summarize the analysis results of students’ class behavior, mainly
including the analysis of a student in different time periods and the analysis of a class
in different time periods.

2.4 Overall Algorithm Design of LSA System

According to the existing face recognition algorithms, we mainly judge from several
features. The main features include macro and micro aspects. The macro aspect is to
compare the positions of forehead, jaw, neck, shoulder and arm to ensure the correct
sitting posture of students; Microscopically, it mainly compares eyes, nose and mouth to
analyze students’ listening behavior [10, 11]. The analysis of students’ behavior in class
first uses the object detection algorithm based on CV technology to detect faces. The
advantage of this object detection method is to accelerate the speed of feature extraction,
so as to achieve real-time face detection. The main flow chart of this target detection
algorithm is shown in Fig. 2.

The specific class behavior is analyzed and judged by CAMSHIFT algorithm. The
algorithm is based on the template method, that is to compare the actual detected objects
with the standard template objects, and judge by their similarity.

The comparative analysis and judgment process of class behavior described in Fig. 2
is to make a comprehensive judgment based on the similarity of the two results. If
the similarity of the two results is high, it indicates that the actually detected pictures
are consistent with the standard template, that is, the sitting posture is correct; If one
similarity is high and the other similarity is not high, it can be judged that the sitting
posture is not standard; If the similarity of the two results is not high, the sitting posture
is not correct.

The feature point detection algorithm in CAMSHIFT algorithm can be used to judge
the boundary region of each part marked by the body according to the marked feature
points. Using this algorithm, feature points are annotated for students’ personal images
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from the microscopic aspect, mainly from the students’ facial expression features, mouth
and eyes, especially from the eyes’ line of sight, that is, the position of black eyes [12].

forehead
udge
macroscopic Jaw, neck Judge | Sitting posture
‘ judgment
Arms, shoulders
Feature point
alignment
Eyes
judge
micracosmic facial 1 [Judg Ustenlng
expression behavior
mouth
Analyze the value
eturn the text description
Feature extraction . | Facial expression
method o definition
Based on facial expression
Continuous video = Instant
processing o expression

Fig. 2. Video / picture behavior algorithm design

3 CAMSHIFT Tracking Algorithm Based on CV

CAMSHIFT algorithm in the continuous tracking process, the algorithm will adaptively
adjust the size and position of the search window in the frame according to the results of
the previous frame. Given n (n = 1,2,3,,, n) sample points of d-dimensional space SD,
select any point a in the space, then the basic form of meanshift vector is defined as:

1
M, = — (a;i — a) (1)
e

where RH is a high-dimensional region with radius J, which satisfies the set of points B
of Eq. (2).
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H means that h of the n sample points Al fall into the RH region. Meanshift algorithm
is transformed into:

2
a—aj

) 3)

A Chd
8w.n(a) = ol Zi:l w(



208 Y. Chen and X. Hu

where H (a) is a kernel function; Is the unit density; W is the radius.

CAMSHIFT algorithm tracks all video frames to get the motion trajectory of the
moving target. CAMSHIFT algorithm needs to make color projection map (direction
projection) for the video frame first. After determining the centroid of the tracking target,
the size setting of the search window also has a great impact on the experiment. In order
to improve the accuracy, this paper sets the initial search window to the complete area
containing gesture targets.

4 Design of CLSA System Based on CV

After the overall design of the LSA, the detailed description of each part of the function
and the realization of each part of the system function, the terminal function of the
classroom real-time LSA system based on CV technology is basically developed. This
paper will test the real-time CLSA system based on CV technology, test the realization
of each functional module of the system, record the test content and test results, and
analyze the test results. After the research of dynamic gesture recognition method based
on CV is completed, a whole experiment needs to be done to verify the superiority of
the method proposed in this paper, and the analysis of the experimental method and the
final results of the system.

In this paper, the whole experiment of dynamic gesture recognition method based on
CV s carried out. This experiment also takes into account the situation that simple thresh-
old segmentation is used in the dynamic gesture segmentation and only CAMSHIFT
algorithm is used in the dynamic gesture tracking. The academic analysis of the tradi-
tional algorithm is analyzed and compared with the CV CAMSHIFT tracking algorithm.
The comparison results are shown in Table 1 and Fig. 3.

Experimental process: start the dynamic gesture recognition program; Draw the
corresponding track in the camera frame with the palm of your hand according to the
predefined gesture. When drawing the corresponding track, you need to meet the require-
ments of the experimental attention section below; Record the results of each experiment
for the later analysis of the experimental results.

The experimental results show that there is little difference in the recognition rate
between the two cases without facial interference. The difference between the two is
between 1%—4%. The experimental results are in line with expectations, which veri-
fies that the CV algorithm in this paper has better adaptability to the changes of the
external lighting environment; In the case of facial interference, the recognition rate of
this algorithm is about 10% higher, because when encountering facial interference, the
CAMSHIFT algorithm based on CV can better track the motion trajectory of dynamic
gestures. When encountering interference, this algorithm can predict the position of the
next gesture, so as to avoid the interference of skin color to a certain extent. Therefore,
this paper proposes a CLS A method based on CV, which has achieved good experimental
results and is of great significance for efficient LSA in the future.

5 Conclusions

The real-time CLSA system studied and designed in this paper is based on the mature
CV CAMSHIFT tracking algorithm, and the server is designed and analyzed in detail;
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Table 1. Result data sheet of facial interference
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Recognition rate without facial interference

play |suspend | Volume increase | Vol Next song | Previous song
Traditional 85% | 72% 74% 96% | 94% 91%
algorithm
CAMSHIFT |87% |76% 78% 8% | 97% 94%
algorithm
Recognition rate with facial interference
play |suspend | Volume increase | Vol Next song | Previous song
Traditional 59% | 52% 61% 0% | 72% 70%
algorithm
CAMSHIFT |70% |61% 76% 86% | 84% 84%
algorithm
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e CAMSHIFT algorithm
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Fig. 3. Results of facial interference

e CAMSHIFT algorithm

According to the characteristics of College Students’ classroom real-time LSA system,
the function and performance of the system are tested to create a practical college class-
room real-time LSA system. However, there are also some deficiencies in the design and
research of the system: the test samples and test time of the system are limited, so the
number of test samples and test time should be further increased, so as to continuously
improve the accuracy of the system algorithm and the availability of the system, and
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finally make the system be put into practical application to effectively help classroom
teaching; This paper mainly uses the existing CV face recognition and behavior analy-
sis algorithms to judge students’ behavior in class. Although it has been improved and
perfected from the macro and micro aspects, it still needs a lot of tests and continuous
improvement in practical application, which makes it more perfect and accurate to judge
students’ behavior in class, makes the system more perfect, and gives full play to the
advantages of the system research technology, Make the system more valuable.
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Abstract. The development of VR technology in our country has gone through
nearly 60 years. From the initial 3D display to the current virtual reality interaction
to today’s omni-media stereoscopic display, 3D display technology has become
the mainstream trend of VR applications. In terms of virtual reality, the VR three-
dimensional panoramic roaming system is based on the principles of interactivity
and authenticity. Through virtual reality, the computer system is used to realize
real-time communication between humans and machines, that is, to convert three-
dimensional scenes into two-dimensional images. The virtual reality interaction
is realized through the computer system, which enables the real-time interaction
between the user and the device. The 3D display design is based on a dynamic solid
space three-dimensional model established in two-dimensional image processing
software, which is the application of virtual reality technology in architectural 3D
display design, and the system roams the scenes through the interaction between
virtual objects and the real world. This paper mainly discusses the application
of VR virtual technology in the design of three-dimensional panoramic roaming
of rural ancient buildings and in the application of VR virtual technology and
full-media stereoscopic display design.

Keywords: VR technology - Rural ancient architecture - 3D panoramic roaming
design system

1 Introduction

VR technology is a new 3D interactive virtual scene roaming system design method that
has emerged in recent years. This approach allows users to easily access the required
information at home through mobile devices. In the VR interactive design system, the
three-dimensional interaction between the user and the building and environment can
be accomplished through virtual operation technology [1]. Traditional ancient archi-
tecture roaming work needs to rely on two-dimensional plan and three-dimensional
three-dimensional scene map in order to achieve the transmission and interpretation of
the entire spatial information and get the required data point location and other related
content. But these ancient buildings have undergone a long period of development and
change, and the development process of its three-dimensional interactive technology
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has caused many problems, such as the conflict problem between the technology of
architectural roaming and the traditional two-dimensional spatial scene map [2]. The
VR virtual roaming system can solve these problems, through the way of virtual opera-
tion technology to achieve three-dimensional panoramic information interaction of the
building space, so as to achieve real-time interaction between the user and the device,
which can provide new ideas for the traditional two-dimensional plane scene map and
three-dimensional display [3].

The existing general display of ancient architectural relics is mainly applied to
dynamic web pages, Flash technology, streaming media technology, etc. These tech-
nologies can achieve a simple display of three-dimensional panoramic view of large
cultural relics [4]. However, there are many shortcomings in the creation of realistic
environment, three-dimensional interactive display and simulated experimental opera-
tion, such as lack of flexibility and real-time, lack of security, etc., which cannot meet
the requirements of modern society [5]. VR technology is applied to the architectural
three-dimensional panoramic display design system, simulates the natural environment
through virtual reality, and realizes the all-round display of the architectural environment,
which can not only effectively solve the problems existing in the traditional method, but
also improve the construction efficiency and reduce the project cost [6]. At the same
time, it can also promote the combination of traditional construction technology and
modern virtual reality, thus providing new ideas for the construction of modern cities in
our country [7].

2 VR Virtual Technology and Ancient Building Simulation
Algorithm

2.1 VR Virtual Technology

VR virtual technology is a three-dimensional panoramic image simulation and display for
the purpose, it will be the camera ingested scenery, sound and other information through
the computer processing to generate images, presented in a virtual way, and through the
computer system processing and analysis, so that objects and three-dimensional images
to interact. It can bring people to a realistic environment for interactive interaction,
allowing people to interact in a realistic environment, thus achieving the purpose of
virtual reality and human interaction design. This way not only can make more contact
experience between people and buildings, but also can improve the user visually to the
overall design of the building, and it can be more intuitive from the construction process
to feel the existence of scene elements, which enhance the entire VR virtual technology
application effect and the use of value, so that users can get more experience from the
visual [8].

VR virtual technology is a computer simulation as the main hand, it simulates the
3D information of the real environment through sensors, cameras and other equipment.
Firstly, the projector is used in the building roaming system combined with the mobile
platform. For example: the use of robots for real-time photography and sent back to
the control center computer, and then according to the need to modify and optimize
the model processing to make it consistent with the geometric relationship and physical
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characteristics of the actual situation, and then finally the parameters into the database to
save to the VR virtual technology development board can be through the PC interactive
terminal device, the virtual scene into a three-dimensional model, so as to achieve human-
computer interaction. The advantages of this technology are: it can visually display the
building roaming, and it is easy and convenient to operate, and also has a strong visual
and three-dimensional sense [9]. The principle of VR technology is shown in Fig. 1.

image acquisition

Camera calibration

4

feature matching

Stereo matching

Depth determination

1

Three-dimensional
reconstruction

Fig. 1. VR technology principle

2.2 Ancient Building Simulation Algorithm

The traditional building simulation technology is mainly completed through digital mod-
els, in VR virtual reality, it can transform the three-dimensional scene into a limited
amount of information. Through the computer network, the transformation of the oper-
ation process and the spatial relationship of the three-dimensional object construction,
projection and extraction is realized. Through the real-time interactivity and high effi-
ciency of the computer, the application of virtual reality technology in space modeling in
the process of 3D object construction and extraction is realized. Three-dimensional sense
and interactivity, thus providing users with a more convenient and efficient experience.
In the ancient architecture roaming system, the establishment of architectural building
3D panoramic information model based on sensing technology is widely used, and this
system realizes the interactivity between virtual architecture and traditional visual envi-
ronment based on VR technology. Through the comprehensive use of computer sensing
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technology, 3D printer and other advanced equipment, it is applied to the design of rural
architectural roaming. The simulation manufacturing of models in ancient architecture
includes the simulation of natural scenery and the simulation of fractal terrain.

The simulation of natural scenery refers to the use of computer technology to simulate
the architectural model on the basis of the three-dimensional scene, which is displayed
through projectors and 3D printing equipment. This series of models is colorful, it can be
simulated in two-dimensional or three-dimensional, and it can also display architectural
models in virtual scenes. The modeling methods for natural landscapes can generally
be divided into three categories: modeling with regular landscape shapes, modeling
based on natural landscape features, and modeling with irregular landscape shapes. The
modeling method with regular landscape shape is through the simulation of geometric
shapes, which combines natural and human landscapes to present the physical image
of the building in three dimensions. The modeling method based on the characteristics
of natural landscape refers to processing the shape, size, color and other information
of the scene, and then combining it with the physical image of the building, and then
using 3D printing technology to display it in three dimensions. The modeling method
with irregular landscape shape refers to the physical simulation of the irregular natural
landscape and display it in a three-dimensional scene, so as to achieve architectural
realism and visual impact [10].

A fractal terrain model is one in which buildings in nature have many variations in
shape and size, characterized by objects in different orientations that exhibit different
sizes, shapes and colors. Natural terrain is likely to be a typical fractal surface. In the
terrain description model established by Berry and Hannayca, the well-known variational
function is given as shown in Eq. (1), and the power spectral density of the off terrain
profile is calculated as shown in Eq. (2).

E[X() — X (x + d))* = k(ld)*? (1)

Gw) = 2mkw ™ )

Fractal terrain modeling can be roughly divided into Poisson step method, inverse Fourier
transform method, midpoint displacement method, successive random addition method
and band-limited noise accumulation method. Among them, the midpoint displacement
method is commonly used. The midpoint displacement method is characterized by the
position, size and angle of the point, establishes a space rectangular coordinate system,
determines the spatial relationship between objects through the mid-coordinate trans-
formation, and establishes a space rectangular coordinate system. Where the position
and angle of the midpoint can be determined directly by coordinate transformation,
it can also be achieved by superposition and translation method, while etc. is carried
out on two-dimensional or three-dimensional objects. The basic principle of midpoint
displacement method is based on the power law relationship of variance, as shown in

Eq. (3).
E[(X(t + Af) — X (1))*] = Ar*H 52 (3)

Midpoint displacement method is the standard fractal geometry method, and its basic
principle is to use the displacement information of points for analysis. In the 3D
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panoramic roaming system, multiple object image sequences as well as relationship
models and coordinate converters between entities at different locations are established
by virtual reality technology, which is used to realize the interactive design of architec-
tural 3D scenes, thus realizing the 3D display of architectural roaming graphics. The 2D
fractal terrain model can be obtained by the simplest 1D random fractal curve extension,
and this method can visualize the location, size and 3D terrain of the building site on the
2D plane with high accuracy, which can be applied to the rural building roaming system
[11]. Assuming that the two endpoints of the given initial line segment are Pi and Pi +
1, one iteration is completed by randomly perturbing the midpoint of the line segment,
whose iteration is shown in Eq. (4).

fmid% + roughnes x Rand() “)
The roughness is used to control the amount of disturbance at the current level, which
can be expressed by the formula as shown in Eq. (5).

roughness = pow (2.0, —h), h € [0, 0.1, 0] 5)

3 VR-Based Three-Dimensional Panoramic Roaming System
of Rural Ancient Buildings

VR technology is based on the computer-aided realization of three-dimensional
panoramic roaming design. Through the virtual building model can be realized in two-
dimensional plane for roaming, it does not need complex mechanical movement, and
does not need complex construction process, which greatly saves the three-dimensional
space three-dimensional modeling production cycle. Through the analysis and research
on the application of VR virtual technology in rural architectural roaming design system,
we found that 3D printing technology as a new digital information processing method
and means has been applied in various fields, and it has achieved a wider application
prospect and development space. 3D stereo modeling technology also has a high start-
ing research value in computer graphics, which is a new research method and means,
and its application in the field of architecture is of great value. Virtual technology has
many advantages compared with the traditional two-dimensional flat three-dimensional
visual representation: such as strong interactivity, visualization and other characteristics,
it can realize three-dimensional geometric modeling as well as high-resolution image
processing functions.

3.1 Virtual Three-Dimensional Scene Structure

Different object models inside the virtual scene of the antique market 3D architec-
ture system need to be generated using different modeling methods, using 3DSmax
and VRML combined to achieve real-time interaction of architectural information, and
through three-dimensional modeling technology to complete the virtual scene roaming.
The overall structure of the system modeling is shown in Fig. 2.
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Fig. 2. Overall structure of the system modeling

3.2 Opverall Design

The 3D panoramic display of rural ancient architecture based on VR technology uses
Three.js to create and render 3D scenes of ancient architectural relics. The flowchart
of Three.js is shown in Fig. 3. 3D scene creation and 3D panoramic display are effects
that cannot be achieved by traditional methods. VR stereoscopic roaming technology
can solve the problems of traditional visual intuition that is difficult to achieve and poor
interactivity. By panning and rotating the virtual reality simulation of the internal envi-
ronment of the building and the model of the external scenery of the building to improve

Scene
Models, lighting, special effects
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object
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render output

- render action
render

Fig. 3. Flowchart of three.js
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the user experience, so as to achieve the organic integration of virtual architecture and
the environment.

4 The Application of VR Technology in the Design of Three-
Dimensional Panoramic Roaming of Rural Ancient
Buildings

The application of VR technology in the three-dimensional panoramic roaming system of
rural buildings is mainly through the virtual camera to obtain information about buildings
and equipment, and analyze and process this information, so as to complete the physical
map of the building and establish a three-dimensional model on the computer, thus
providing users with the function of virtual roaming.

First of all, virtual reality technology can simulate real objects in various environ-
ments. Such as: greenhouse scenes, ground stage background and large event venues.
The application of virtual reality technology in the countryside scene roaming system
can simulate the real objects in a variety of environments. For example: greenhouse,
ground stage background and large event venues and other scenes can be completed by
VR interactive three-dimensional panoramic visual model to complete the virtual space
roaming function, so that it has the characteristics of high resolution and real-time. Tra-
ditional building construction drawings are generally made of two-dimensional plane or
semi-3D surface, while the digital technology is to realize the generation and processing
of graphic information on the computer screen.

Second, the use of different types of cameras to obtain more image data and graphics
parameters, so as to come to realize a variety of functional needs, to achieve the applica-
tion of VR virtual technology in the rural three-dimensional panoramic roaming system,
which can achieve the goal of saving costs and improving the user experience. At the
same time, this can also solve the workload and difficult to achieve the time demand. By
analyzing and extracting different types of data to obtain more comprehensive informa-
tion content. Combined with the spatial perception effect to establish a model and use
3DMax software to build a solid building model, and finally realize the purpose of 3D
panoramic roaming in the virtual scene, which can bring a new experience to change the
traditional countryside environment, indoor pattern, etc., and at the same time, it also
improves the user participation and comfort.

The application of VR technology in the countryside 3D panoramic roaming system
is mainly for the traditional village 3D virtual modeling, which takes 2D images as the
information carrier and realizes the interaction through computer software. This method
can effectively improve the three-dimensional sense of architectural objects and visual
impact, at the same time this can also save the footprint of the three-dimensional space,
thus bringing a new meaning to the rural architecture virtual roaming. At present, many
regions in China have their own digital display machines for ancient buildings and have
established VR virtual technology systems specifically for demonstrating architectural
scene models or simulating tourist scenic spots. Virtual reality panoramic 3D printing
device (AR) has appeared in Beijing Palace Museum, the emergence of virtual reality
technology makes the three-dimensional panoramic display of architecture more intu-
itive and visible, providing great convenience for tourists. Therefore, the application
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of VR virtual technology in the three-dimensional panoramic roaming system of rural
architecture has become an inevitable trend in the coming digital era.

5 Conclusion

VR virtual technology is an emerging research direction. In the architectural 3D
panoramic roaming system, the conversion between traditional 2D images and 3D works
is realized based on computer vision, interactive video processing software and image
synthesis software. The display of virtual scenes is completed through three-dimensional
interactive software, so as to save labor costs and improve work efficiency and quality.
This method can improve the efficiency and reduce the input of personnel, it also has
great advantages in cost saving and resource allocation. The three-dimensional panorama
refers to the use of computer technology to achieve the display of three-dimensional
scenes of the building, in this process, the user can see the entire object, objects, etc. on
the screen, but also through the virtual scene to achieve the entire object roaming, which
has great advantages in the traditional three-dimensional display technology and com-
puter vision combined. At the same time, VR technology also has great advantages in the
traditional three-dimensional scene display, which can realize the integration of reality
and reality through the combination of virtual reality interactive software and computer
vision. The future application of VR technology in the three-dimensional panoramic
roaming system of rural architecture will combine the traditional flat two-dimensional
display with 3D virtual reality, thus improving the efficiency and quality.
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Abstract. Ear recognition system based on deep learning approaches attracted
the researcher in recent years due to its enormous application areas especially in
security and surveillance. In this paper, ensemble based ear recognition system
is proposed for person identification task. Here, a pool of three classifiers based
on deep CNN is generated and prediction is done by averaging the prediction
from each classifier. Each classifier is trained with training data independently
and extracts very discriminant features. The combined approach of this ensemble
models perform well even in scarcity of enough data. To overcome the scarcity of
training data, we have applied augmentation technique which generates variety of
image for training purpose. For entire experiment, we have used IITD-II dataset
of ear image which contains total 793 images. The proposed model shows an
improvement in performance accuracy over the individual model. It achieves an
accuracy of 96.83 for weighted average ensemble and 95.68 for average ensemble
technique that shows an improvement in accuracy of 2% over the individual model.
It also achieves precision as 96.25, recall as 95.86 and f_score as 95.84 for average
ensemble technique. Similarly, it achieves precision as 96.86, recall as 96.53 and
f_score as 96.93 for weighted average ensemble technique.

Keywords: Ensemble - Feature extraction - Recognition - Accuracy - Precision

1 Introduction

Deep learning-based ear recognition system has become an interesting area in the field of
biometric. Traditional approaches for such recognition system requires specific biomet-
ric modalities which perform the detection of ROI (ear region), segmenting it from profile
image and analyzing it to differentiate them for unique identity. Among the other bio-
metric modalities, ear is considered as a distinctive and promising biometric modalities
that provide reliable and stable information including the shape structure that does not
show drastic change over the time [1]. Also capturing the ear images is contactless and
non-intrusive task which does not require much cooperation of user. Many works have
been proposed starting from geometric, holistic to descriptor-based by the researcher
in recent years [2—4]. Deep learning-based methods process the input images to extract
the relevant features and compute the descriptors in the output. To perform this task,
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it uses combination of convolution and MaxPooling layers for feature extraction and
classification [5-7]. Further, development of ear recognition system requires domain
knowledge of how different models treat the input images when image are captured in
unconstrained environments. Various types of challenges like pose variations, illumina-
tion changes; occlusion and ethnicity are considered for such environments [8]. In last
decades, deep CNN based approaches for ear recognition outperform over the traditional
approach [9-11]. Sharkas in his work applied two tracks for classifying the ear images
[12]. First is classical machine learning for feature extraction from the discrete curvelet
transform and passing the extracted features to a classifier. Second is deep learning based
approach for classification purpose. In the field of ear recognition, when deep learning
based single model fails to outperform the classification task due to diversity of features,
ensemble methods works fine in this circumstances. In additions, it overcomes the prob-
lem of pose variations, illumination changes, and scaling. The obtained result from the
proposed model is found to be more robust and reliable as compared to the single model.

Priyadharshini et al. Proposed a CNN based ear recognition model which requires
very less memory [13]. Alkababji et al. in his paper used faster R-CNN for ear detection.
They applied principal component analysis (PCA) and genetic algorithm for feature
reduction and selection task and finally applied fully connected artificial neural network
for matching purpose [14]. Semwal et al. proposed ensemble learning based hybrid
deep learning models and achieves 99.34% classification accuracy [15]. Their CNN-
LSTM based ensemble model seems very effective for the lower extremity activities
recognition task and archives accuracy around 99.25%, 8.48% and 97.44% respectively
on three different datasets [16]. In the proposed work, authors tried to solve the technical
challenges like high variance, low accuracy for limited dataset, addition of features noise
and bias while making a prediction faced by a single model. Because it is not always
possible for a single model to make perfect prediction on a given dataset. By combining
the multiple models, we have a chance to boost the overall accuracy that reduces the
model error by maintaining the model’s generalizations. Most of the ensemble based
technique uses deep learning models which are pretrained (Transfer learning) which is
computationally complex and requires highly configured machine and GPU.

The contributions of this work are summarized as follows: (i) We present three
simple CNN model for feature extraction tasks (ii) We ensemble these three proposed
CNN model for multi-class classification that require minimal pre-processing and no
hand crafted features (iii) The performance of the proposed work demonstrated that
proposed ensemble model significantly outperforms the conventional approaches and
boosts the performance of the conventional CNN-based method.

The rest of the paper is organized as follow: Sect. 2 introduces materials and methods;
Sect. 3 gives the description about the dataset; Sect. 4 describes the experimental result
and analysis. Section 5 finally concludes the work.

2 Materials and Methods Used

In this section, we describes the ensemble technique that we have used in our work to
improve the performance of ear based recognition system. Generally ensemble learning
uses two or more models to produce the final prediction which is more robust and accurate
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than the individual model. The architecture of proposed ensemble technique and each
model is illustrated in the below section.

2.1 Proposed Ensemble Technique

The proposed ensemble technique uses three deep CNN models for ensemble purpose
as shown in Fig. 1. The ear images go for pre-processing stage where normalization is
performed to remove the non-uniformity present in the images. In pre-processing stages,
we resized the input image to 100 x 100. After resizing all the input data to fixed size,
we split these image dataset to training and test set with ratio 80% and 20% respectively.
Then apply augmentation technique where we apply different parameter like rotation,
flipping, zooming and fill mode. After these pre-processing stages, these three models
are trained with this training set. Each of the model act as a classifier which gives its
own prediction for test set data. Final prediction is obtained by averaging the predictions
obtained from each of the three classifiers.
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<@ St —

Ensemble Ensemble Ensemble
Modell Model2 Model3
' ' : N Averaging the
H v prediction using
Ear H ! H >l classifier!, classifier2
Dataset v v v and classifier3
Evaluation of Evaluation of valuation of
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_— Test /‘
Set
\—/

Fig. 1. Architecture of proposed ensemble technique

2.2 First Model Used for Ensemble Technique

The first model of presented ensemble technique contains three convolutional layers.
There exists one MaxPooling layer after each convolution layer. ReLu activation function
is applied after each convolution operation. Its primary job is to map all the negative
value to zero. The output of last convolution layer is flattened to one dimensional vector
which are passed to dense layer and fully connected layer of size equal to the number of
the subjects present in the dataset. The architecture of this model is presented in Fig. 2.
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Fig. 2. First model architecture used in the ensemble learning

2.3 Second Model Used for Ensemble Technique

The second model of ensemble technique contains seven convolutional layers. A Max-
Pooling layer is presented after first two convolution layers. Then again three convolution
layers each followed by one MaxPooling layer are present. Finally two convolution lay-
ers are present. A ReLu activation function is applied in between each convolution layer.
The output of the last convolution layer is flattened to one dimensional layer through
flattening operation. This one dimensional vector is finally fed to fully connected layer
that consist of number of neurons equal to number of distinct subjects present in the
dataset. The architecture of this model is presented in Fig. 3.
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Fig. 3. Second model architecture used in the ensemble learning

2.4 Third Model Used for Ensemble Technique

The third model of ensemble technique consists of only two convolutional layers. These
two convolutional layers are convolved with 32 and 64 filters respectively. Each filter has
size of 3 x 3. Each convolutional layer is followed by MaxPooling layer that reduces the
size of feature map to half. Finally, output of convolution layer is flattened and then fed to
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fully connected layer containing number of neurons equal to number of distinct subjects
in the dataset. The architecture of this model is shown in Fig. 4. After fully connected
layer of each model, a softmax activation function is applied that gives probability based
out which are averaged from individual model to give the final prediction.
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Fig. 4. Third model architecture used in the ensemble learning

3 Dataset Description

IITD-II ear dataset has been used for evaluating the performance of proposed work. This
dataset contains total 793 images with 221distinct subjects. Each subject has at least
three images. All the images are labeled and taken under indoor environment. The age
groups of all the subjects in this dataset are between 14-58 years. All the images in this
dataset are normalized and cropped with resolution of 50 x 180 pixels. Some sample
images of this dataset is shown in Fig. 5.

4 Experimental Result and Analysis

The proposed technique improves the performance of ear recognition system through
ensemble of three models descriptions of which are already illustrated in the above sec-
tions. For the entire experiments we have used IITD-II dataset which contains total 793
cropped images of 221 distinct subjects. Since the number of training sample in this
dataset is very less for deep learning based approach. So we apply augmentation tech-
nique to generate more samples of training data. Different parameters of augmentation
used for generating this sample images are illustrated in Table 1.

The classification accuracy of each model is highly dependent on the features
extracted by each classifier for the input images. Each model of ensemble technique
contains a number of convolution layers. After each convolution layer we have used
ReLu activation function which maps the negative value to zero. At last layer of every
model, softmax activation function is used that gives numeric value as output which is
of probability type. We run first and second model till 50 epochs and third model till 100
epochs. We set the batch size as 256 for first and second model. For third model it is set to
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Fig. 5. Sample images of IITD-II ear dataset used in the experiment

Table 1. Different parameters of augmentation techniques

Parameters Values
ITD-1I Rotation range 15°-45°
Dataset Flipping Horizontal

Zoom range 0.2-0.8

Fill mode Nearest

128. We have used categorical cross entropy as a loss function. Adam optimizer is used
for first and second model and RMSprop is used for third model. Different parameters
used for each model contributing in the ensemble model are illustrated in Table 2.

Table 2. Different parameters used by each model of proposed ensemble model

Hyper parameters Values
Optimizers RMSprop/Adam
Dropout 0.1/0.2/0.3
Batch size 128/256
Rescaling 1/255

No. of epochs 50/100
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For the proposed work, we have conducted our experiments on a system having 64
GB RAM and 3.70 GHz processer. Each model is build using tensor flow framework.
For each of the model, we have plotted the model accuracy vs epoch and model loss vs
epoch. The plot of model accuracy and model loss for each of these models are illustrated
in Fig. 6, 7 and 8.
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Fig. 6. Plot of model accuracy and loss Vs. epochs for modell used in ensemble technique.
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Fig. 7. Plot of model accuracy and loss Vs epochs for model2 used in ensemble technique.

model accuracy model loss

10 - — rain 7w train
- fest —— {pst

accuracy

00
100 0 2 « 60 &

20 40 80 0
epoch epoch

Fig. 8. Plot of model accuracy and loss Vs epochs for model3 used in ensemble technique.



Ear Recognition System Using Averaging Ensemble Technique 227

Further, to determine the effectiveness of the proposed system, we have also
calculated the Precision, Recall, and F_score which are defined as follow:

. TP
Precision = —— x 100 @))
TP + FP
TP
Recall = —— x 100 2)
TP + FN
Precision x Recall
F score =2 x — x 100 3)
Pr ecision + Recall
TP + TN
Accuracy = 100 (@)

TP+FP+FN+TN

To calculate the performance metric of the proposed model, we have applied aver-
aging ensemble and weighed average ensemble technique. Result of obtained precision,
recall, f_score and accuracy for each of this technique are illustrated in Table 3.

Table 3. Performance metric for average and weighted ensemble technique in proposed model

Dataset Ensemble technique Accuracy Precision Recall F1-score
IITD-II Average ensemble 95.68 96.25 95.86 95.84
Dataset Weighted average ensemble 96.83 96.86 96.53 96.93

In weighted ensemble method, we have tested our model with different weights as
illustrated in Table 4. We randomly checked the weights from 0.0 to 0.5 for each model.
It has been observed that the ideal weights for different models are assigned with value
wl = 0.3, w2 = 0.1 and w3 = 0.0 and it gives the max accuracy which is 96.83%.

Table 4. Different weights used by each model in the ensemble technique

Model CNN1 CNN2 CNN3 Ensemble accuracy
Accuracy | 94.27 95.31 95.37 95.86
W1 0.2 0.1 0.1 94.27
w2 0.1 0.1 0.3 95.87
w3 0.2 0.1 0.2 95.41
W* 0.3 0.1 0.0 96.83

We have also plotted the ROC curve that shows the performance of the proposed
ensemble model at different classification threshold value as shown in Fig. 9.

The performance of proposed work is compared with other existing methods as
illustrated in the Table 5. It has been observed that the proposed ensemble model further
improves the accuracy when dataset are augmented and achieves recognition accuracy
of 96.83% which is better and acceptable for this limited dataset.
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Fig. 9. ROC curve for the proposed model

Table 5. Performance comparison of the propose model with other existing methods

Article Dataset Accuracy
Log-Gabor Feature with Weighted Sum matching [17] IITD-II 95.93
SUMrule based fusion [18] 92.40
Ear recognition with ensemble classifiers ResNet features [12] 93.50
Ear recognition with ensemble classifiers ResNet50 [12] 93.57
Ear recognition with ensemble classifiers AlexNet [12] 94.29
Proposed ensemble model 96.83

5 Conclusion and Future Work

In this work, authors proposed three simple CNN model and ensemble them for ear
recognition tasks. Accuracy of each model is observed and predictions are averaged to
give final accuracy. It has been observed that ensemble based ear recognition system
performs better than the individual model. If any model in ensemble learning works
poorly, the overall performance of the model does not degrade. Since ensemble learning
combines the mapping functions learned by different classifiers to generate an aggregated
mapping function. Hence, ensemble of models gives better performance as compared to
the individual models in most of the cases. Also it gives more robust and stable result.
The performance of proposed technique is validated on IITD-II dataset which contains
variety of images like very dark and very bright images that may cause deterioration in
performance. It has been observed the proposed model works well with such variety of
images. It achieves the performance accuracy up to 96.83% which shows an improvement
in accuracy of 2% over the individual model. However, selection of individual model
for building the ensemble is really challenging task in terms of time and complexity.
Sometimes, it may happen that improvement in accuracy is relatively less than the
individual model. For future task, we are planning to obtain access to different public
datasets and more complex model that can give more accurate results even in challenging
environments like rotation and pose variations.
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Abstract. After facing the horrible COVID-19 pandemic, steadily life is get-
ting back to normal again. This pandemic came with opportunities as well, espe-
cially for researchers to come out with novel ideas and handle the situation. Many
researchers have contributed with their dedicated research work with the help of
recent technology to overcome similar circumstances. This paper presents a novel
idea for proper monitoring and detecting normal/abnormal health using Al-based
models. Proper monitoring and detection of symptoms are essential to ensure
the health of members. This model is devised using several IoTs components
and various ML (Machine Learning) techniques have been used to get compara-
tive enhanced results. The hardware used Raspberry Pi 4 model B, which is the
main hardware connected to several sensors like MLX906014 non-contact ther-
mal sensor and MAX30100 pulse oximeter and heart rate sensor to measure body
temperature without contact and to calculate the level of oxygen in the blood and
measuring pulse rate respectively. Additionally, a Camera module for facilitating
face recognition features for devices has been used. An Alert will be sent to Admin
if someone has an abnormal temperature and oxygen level. The Firebase database
is used to store information and it gets updated in real-time. People’s health his-
tory can be further analyzed through graphs for visualization and monitored by
the administrator.

Keywords: Machine learning - Internet of things - Sensors - Support Vector
Machine - Face recognition

1 Introduction

1.1 Overview

The most essential thing for everyone is their health. According to the well-known
proverb “Health is Wealth”, the recent squirt of the COVID-19 pandemic have been
affected all aspects of our day-to-day life. It made it very difficult for any organization
to run safely. Fear of the spread of coronavirus in the office made people not prefer to
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work on-premises as proper monitoring measures are not available and if one is infected
others may also get impacted leading to an urge for finding a new solution for proper
monitoring of COVID-19 symptoms among the organizational members. This era is an
era of ML and IoT that can find solutions for many problems that are difficult to manage
manually. Internet of things results to tackle the COVID-19 rife by including smart
solutions based on IoT [3, 6]. This work is based on COVID-19 health monitoring using
face recognition, and contactless body temperature [9], and monitors and visualizes data
every week/month. We used a Raspberry Pi with a MAX30100 pulse oxygen sensor and
MLX90614 non-contact IR Temperature Sensor.

The main intention of our work is to develop a self-regulating automated monitoring
system to monitor the health of employees in an organization and also to predict the
possible outbreak. Thus, people at risk can be notified with alerts. Our main goal is
to adapt IoT technology in the monitoring of COVID-19 pandemic symptoms [16].
This model is all about capturing faces and registering (in case of a new face), finding
their temperature, pulse rate, and oxygen level, and predicting if a person is healthy or
not. This model can be operated by any technical or non-technical member or admin.
Furthermore, our COVID-19 monitoring system can be used in other sectors such as the
public sector, hospitals, and clinics too. Now we will see different components either
hardware or software, used for the completion of this project below.

1.2 IoTs Hardware
1.2.1 Raspberry Pi 4 Model B [13, 14]

Raspberry pi is not simply a microcontroller for IoTs projects, but a small single-board
computer. With the advancement of technology and ide, raspberry pi is used for pro-
gramming languages and even making its software. it’s running on Linux which makes it
more secure. In our project raspberry pi is used as the main controller to derive functions

40 Pin General-purpose
input/output Header PoE HAT Header

Bluetooth 5.0 Gigabit Ethernet

Micro SD Card Slot

2-lane MIPI DSI
display port

USB-C Power A ' e
Port 5V/3A 4-pole stereo audio

i 2-lane MIPI CSI
2 x micro HDMI
ports(up to 4Kp60)

Fig. 1. Raspberry Pi 4 Model B with its component.
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like face recognition and detection, database management, and different connected sen-
sors are connected to it. Below Fig. 1 is illustrating various components of ‘Raspberry
Pi 4 model B’.

1.2.2 OV5647 SMP 1080P IR-CUT Camera Module

Camera Module supports all Piembedded IR-CUT filters and also upgrades, and removes
color distortion in daylight. Possesses an infrared LED and facilitates a night vision
OV5647 sensor with 5 megapixels (Fig. 2. (a)), when using Night Vision Mode, you
can attach IR LEDs. Color distortion during the day caused by IR light during the day
eliminated by the IR-CUT filter. The infrared lights are attached to the camera using the
screw hole, also used to pass electricity to the lights. Due to the lack of an IR filter in
the CCD, typical cameras would produce reddish images during the day, but our RPi IR
cut camera can capture images with up to 1080 p resolution during the day or night.

1.2.3 MAX30100 Pulse Oximeter Heart Rate Sensor [11]

There are two LEDs in the device, one of them emits infrared light and the other one
emits red light. Only infrared lights are needed to measure the pulses. Infrared and red
lights are used to measure blood oxygen levels. A FIFO buffer of up to 64 bytes is used
to store absorption data for IR and red light. Two modes of operation are offered by it,
the first is heart rate and the other one is heart rate & oxygen saturation mode. The IR
LED is ON in the heart rate mode, while both IR LED and the LED mode is on in dual
mode. A built-in 60Hz low-pass filter is also there. Although power line noise can be
filtered by it, noise and environmental fluctuations are ignored. When the heart pumps
blood, the amount of oxygen in the blood increases due to the larger amount of blood
in the human body. The amount of oxygenated blood decreases when the heart relaxes.

-
& ‘;'_‘w e ;}:1.
“MAX30100
= (=

2
VIN SCL SDAINT IRD RO
® e & & 0

(b)

(d)

Fig. 2. Different sensors used as - (a) OV5647 SMP 1080P IR-CUT camera module, (b)
MAX30100 sensor, (¢) MLX90614 thermal sensor, and (d) OLED display.
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Knowing the time interval from increase to decrease in blood oxygen, one can measure
the pulse. MAX30100 sensors are shown below in Fig. 2 (b).

Working Processes of MAX30100 [15]: Absorption levels of both light sources are
read and stored by it in a buffer. Then the I2C communication protocol reads the buffer.
The ratio of red light absorbed to infrared light is used to calculate Hemoglobin Blood
Oxygen concentration. With the help of a change in the amount of blood in the finger,
heart rate is detected, which is then quantified by the amount of light passing through
the finger.

1.2.4 MLX90614 Thermal Sensor

The thermometer can measure temperatures with excellent precision and resolution
using a noise amplifier, 17-bit ADC, and robust DSP unit. But an infrared thermometer
to measure temperatures without touch is the MLX90614. Two Melexis technology
developed and produced chips make up the MLX90614, which was created especially
to process IR sensor data. This hardware device is shown in Fig. 2 (c) above.

1.2.5 OLED Display

An OLED diode is made up of six different layers, two of which retain organic properties.
When current is passed through these diodes, these organic layers produce light that
passes through a color refiner, producing a picture on the screen. This can be seen in
Fig. 2 (d) above.

1.3 Software and Library

This is one of the core parts to implement our work. Various software and compatible
libraries have been used such as Visual Studio Code through which we have developed
GUI for the acquisition of data and face recognition, OpenHABian, VNC Viewer, PuTTY,
Geany Python IDE, Telegram, and firebase. Apart from these softwares, we have several
libraries used such as Opencv, NumPy, Pandas, PIL/Pillow, Tkinter, Matplotlib, seaborn,
Adafruit Python SSD1306, etc.

This paper has been organized as, next Sect. 2 is about related research, our method-
ology has been proposed in Sect. 3, followed by results and discussion in Sect. 4, and
last but not the least section is turned up with the conclusion of our work.

2 Literature Review

Many researchers have done successful work and continuously trying to overcome the
covid-19 pandemic situation with the help of IoT to make smart health monitoring
systems. We have recorded some important features from a related paper, which is
displayed in below Table 1. After going through different research papers in this particular
area, we are coming up with this idea that raises the question: why do we need this
device when we have safer options such as lockdowns? We further studied the need for
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Unlocking most of the countries and the impacts of the Lockdown on the economy and
Life of an individual. The work [1] proposed by Dr. Nikita Arora, and Vaishnavi Gupta
in 2020 cast awareness on the monetary status of India in the tough time of covid-19 and
explains the economic activities in the country. It shows how COVID-19 is impacting
the Indian budget, the later consequences that the Indian finances will have to hurt
and how some sectors bear major economic crises. This paper helped us to understand
the urge for finding solutions that can deal with economic crises with minimizing the
risk of contamination. Bhardwaj et al. [4] designed an IoT-Based COVID-19 Smart
Health Monitoring System to save people from common visits to medical doctors and
conferences among sufferers and scientific professionals. It is primarily based totally on
IoT and allows medical doctors to acquire real-time information effortlessly. When any
adjustments arise in an affected person’s fitness primarily based totally on general values,
then the health practitioner or medical doctor keeps alerted by IoT devices. This paper
was useful for monitoring the health of an individual patient. Our objective was different
from this but it gave us a great understanding of different methodologies and components
that can be used. Another inspiring approach was smart doors, which are loT-Enabled and
used for body temperature monitoring and detection of face masks [5]. These doors are
created using machine learning models for body temperature monitoring and detection
of face masks, the suggested framework was performed using the TensorFlow software
library by a face mask detection algorithm. Additionally, a non-contact temperature
sensor is used to monitor personal body temperature. This conjectural system can detect
COVID-19 infected by sanctioning Internet of Things technology (IoTs Technology).

Table 1. Comparative study and features identified in the context of IoT-based Covid-19 health
monitoring system.

S. no. | Author Year of publication | Title Features

1 Joshi et al. [2] 2020 Indian economy amid | This paper tries to
COVID-19 Lockdown: | verify the effect of
A review perspective | lockdown on the
Indian financial
system and discover
destiny’s perspective

2 Bhardwaj et al. [4] | 2022 ToT-based smart health | A clever fitness
monitoring system for | tracking device that
COVID-19 can track blood
pressure, coronary
heart rate, level of
oxygen, and a person’s
temperature and alert
the health practitioner
or medical doctor
accordingly

(continued)
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S. no.

Author

Year of publication

Title

Features

B Varshini et al. [5]

2021

IoT-enabled smart
doors for monitoring
body temperature and
face mask detection

This article presents a
smart door that is
IoT-enabled.
Temperature is
monitored using a
machine learning
model through a smart
door and it also detects
face masks. This
proposed system can
detect COVID-19
users by capacitating
Internet of Things
technology

Abdulrazagq et al.
[8]

2020

Novel Covid-19
detection and
diagnosis system using
IoT based smart
helmet

Automated detection
of coronavirus is
detected by this
proposed system from
thermal images. This
system uses a smart
helmet with a
Mounted Thermal
Imaging System for
less human interaction
and detection

Muhammad Zia Ur
Rahman et al. [10]

2022

Real-time artificial
intelligence-based
health monitoring,
diagnosing, and
environmental control
system for COVID-19
patients

An automatic injection
system is designed to
handle emergency
conditions, this system
is artificial
intelligence-based and
provides feedback in
absence of a doctor,
injects the dose to the
patient, provides GSM
messages, and live
location, and also
sends emails during
emergency conditions

Abdulrazagq et al. [8] suggest the layout of a system to detect the coronavirus from
thermal images automatically and without much human interaction. This system uses a
smart helmet with a Mounted Thermal Imaging System. To monitor the screening process
and to get real-time data, the smart helmet is integrated with thermal camera technology
and it is combined with IoTs technology. The proposed model is also furnished with
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facial recognition technology; it can take pedestrians’ temperatures automatically by
displaying the pedestrian’s personal information. To prevent spreading coronavirus, the
proposed design has high demand from the healthcare system. It is now becoming fea-
sible to detect routine parameters of isolated remote area-based COVID-19 patients. An
Artificial intelligent based system is proposed [10] in which in the absence of a doctor a
feedback action can be taken, during emergency an automated injection system injects
the dose into the body of the patient, GSM messages and live locations are also provided,
and emails also sent during emergency conditions. The Blynk application is used to show
some parameters to the doctor remotely in case of any abrupt change in parameters. The
IoT system is capable to send the location to relatives and the emergency team, in case
of non-availability of the doctors.

3 Proposed Methodology

The proposed work is divided into two parts- First part is a model setup using various IoT's
hardware devices and the second part is to recognize faces. An algorithmic flowchart can
be seen in Fig. 3 and Fig. 4 below. Initially, the system activates face recognition program
that runs constantly until it recognizes a face, once a face recognizes it activates both
the sensors connected to it and displays Temperatures, SpO2 level/BPM with name of
recognized person on the OLED display connected to raspberry pi, also they get stored in
firebase Real-time database. Temperature and SpO2 levels are checked using conditional
statements, if the values are suspicious then the program calls a function where an alert
is sent through telegram to the admin regarding the potential symptoms of COVID-19
positive person. The working flowchart (Fig. 3) of the model is illustrated below. There
is another flowchart (Fig. 4) that explains the working of one of the important modules
in our novel work that is responsible for temperature surveillance of people using the
device. Initial two steps- interfacing the sensors with the Raspberry Pi single board
computer system and enabling I2C communication between them. While a user is using
the device and his/her face got detected the program runs this module that activates the
sensor and measures temperature of human body surface further it checks if the person
is safe and do not have fever that is one of the common and easily ignored symptom of
COVID-19 virus, It compares measured values with the standard value and if the values
are within normal range it displays measured temperature with name of the person on
OLED display and also updates daily health data on firebase real-time database But if the
values are suspicious abnormal then an alert is sent to the admin regarding the suspicious
temperature measured.

3.1 Algorithm Used for Face Detection

Histogram of Oriented Gradients [17] method invented in 2005, has been used for face
detection. Steps are as follows-

STEP-I: Converting images into black and white.

STEP-II: Replacing the pixels with gradients, while only considering the direction that
changes the brightness, the same exact representation is obtained by both truly dark
images and truly bright images.



IoT and Machine Learning-Based Covid-19 Healthcare Monitoring System 237
‘ Image capturing from real time videos ‘
‘ Face Acquisition ‘
Face matching test Members
from database
Database
Face Recognised ‘ ‘ Registration for new members ‘
MLX906014 non-contact
temperature sensor detects the
s Unknown
Members person’s  body temperature | 1
d stores the value in database peop ©
Database an . Database
Check temperature
range:  Normal  or
abnormal
Normal Abnormal
Temperature: [97F, 99F] ‘ ‘ Alert is sent to the admin with details of a person. ‘
Keep your finger on the MAX30100 sensor:
Detects oxygen level and pulse rate and store in the
database. y
Oxygen level Firebase:  To  view

& Pulse rate

Normal Abnormal

records of organisation’s
member  database
unknown people database.

and

Oxygen: [95,100]; Pulse Rate: [60-100 bpm] ‘ ‘ Alert is sent to the admin with details of a person.

End _'

Fig. 3. Detailed flowchart of Smart [oT-ML based health monitoring system.

STEP-III: Turn the basic or original image into representations which will be simple by
capturing the basic structure of a face. It will be achieved by breaking the image into

small squares of 16x16 pixels each.

STEP-IV: Count gradients points in all major direction in each square and replace the
square in the image that was strongest with the arrow directions, using this technique

faces can be found.
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Fig. 4. Flowchart for interfacing MAX30100 and MLX906014 with Raspberry Pi.

STEP-V: Face landmark estimation [18] is used to overcome the difference occurred in
different poses identified differently to the computer system (Fig. 5).

3.2 Algorithm Used for Face Recognition [7]

STEP-I: Processing each frame of a video [19-21] as it is being captured.
STEP-II: Scale the image down to a quarter of its original size.
STEP-III: Change the BGR of the image to RGB format.
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Input image Histogram of Oriented Gradients

Fig. 5. Input image and its corresponding histogram of oriented gradients image.

STEP-IV: Provide a data array of 128 bytes for each face that is found.

STEP-V: Evaluate array against the arrays already present in the local database.
STEP-VI: Determine the index of minimal distance by calculating the Euclidean distance
from each face in the local database.

STEP-VII: Obtain the best match index’s name (Fig. 6).

Fig. 6. Face detection with annotation.

4 Result and Discussion

During the COVID-19 pandemic the three factor Temperature, Oxygen and Heart Rate
is the most important. We are unaware which person is COVID positive or negative
without having an initial medical check-up. The proposed model is ready to produce
normal/abnormal COVID results of a person as per mentioned three parameters. After
deploying this type of system at an organization, we can easily monitor the health of
members of an organization and provide basic medical check-up facilities. As per Fig. 7;
we analyze the records over a month of these factors that help us to visualize data that
can be easily understood by everyone. The Monthly bar plot and line plot of the person’s
health parameter can be shown in below Fig. 8. The bar of temperature, oxygen level
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and heart rate values is plotted according to the dates. The bar and line graph is made by
taking the mean of values of one-day repeating this for oxygen and heart rate of 30 days.
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Fig. 7. Line plot and scatter plot of one-month temperature data.
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Fig. 8. Temperature, oxygen and heart rate data visualization through bar graph and line graph.

4.1 Performance Metric

To analyze the proposed ML and IoT-based smart health monitoring system, certain
samples were taken. The explanations is given in detail below-

4.1.1 Confusion Matrix

Confusion matrix is a technique for measuring the performance in a machine learning
classification. itis represented in a kind of a table which helps us to know the performance
(Fig. 9 below) of the classification model on the test data. The classification method in
the model shown here has been trained to distinguish between “normal, abnormal” value.
The produced confusion matrix might seem as follows when using a sample of 300 data
sets, 256 of which are normal, 44 of which are abnormal values.
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Confusion Matrix
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Fig. 9. Illustration of proposed work through confusion matrix.

Accuracy: From the various evaluation measures of the performance, one of the most
crucial is accuracy, it is used to determine how well a machine learning algorithm is
working. To calculate it, divide the total number of correctly classified occurrences by
the sum of all instances. It is represented mathematically as follows:

Accuracy = (TP +TN)/(TP + TN + FP + FN)
= T8+7/(18+T+44+1)
= 85/90 = 94.44%

Precision: Precision is used to measure the effectiveness of supervised learning algo-
rithms. It is the ratio of the total positive values to the correctly anticipated positive
values. It is demonstrated mathematically as follows:

Precision = TP /(TP + FP)
=78/(78 +4)
= 78/82 =95.12%

Recall: Itis yet another performance indicator that can be used to measure of the effec-
tiveness of a supervised machine learning algorithm. The ratio of accurately predicted
positive class values to all actual class values. It is demonstrated mathematically as
follows:

Recall = TP/(TP + FN)
78/(78 + 1)
= 78/79 = 98.73%
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F1-Score: A supervised machine learning algorithm’s performance is determined by
the F1 Score performance metric. It is calculated using two metrics, namely precision
and recall. It can be calculated using precision and recall in mathematics with harmonic
mean as follows (Table 2):

F1-Score = 2 x Precision x Recall /(Precision 4+ Recall)
=96.39%

Table 2. Confusion matrix using different algorithms result

ML algorithm TP TN FN FP Support
Logistic regression 76 3 3 90
Decision tree 77 2 2 90
SVM 78 4 1 90
Random forest 74 11 2 3 90

To ensure that the suggested model works well in every circumstance, the biases in
the dataset are removed via shuffling. The Decision tree in our suggested system has
demonstrated the best outcome in terms of false negative. The first position uses the
Decision Tree technique and Random Forest, which has two false negatives, whereas,
the second and third place uses logistic regression and SVM respectively.

4.1.2 Accuracy

The different performance measures are generated as result using a novel dataset, in
which the Decision Tree has the highest accuracy 95.5%, Support Vector Machine
achieved the highest accuracy as 94%, and Logistic Regression has achieved the lowest
among all ML techniques as 93% (Table 3 and Fig. 10).

Table 3. Comparative study of accuracy using different algorithm

ML algorithm Accuracy
Logistic regression 93.3333
Decision tree 95.5555
SVM 94.4444
Random forest 94.4444
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Fig. 10. Accuracy bar graph plot for different machine learning techniques.

5 Conclusion

Al facilitated a smart dedicated gateway to challenge the Covid-19 Pandemic. The goal
of this work is to advance an Al-based smart health monitoring system that can provide
real-time health monitoring in an organization or any public places. This device is useful
to preserve quality managements with real-time information, with the implementation
of this device the security of the organization can be improved, as health services are
important in any place. Automating health services helps reduce the burden on human
beings and also provides an accurate result. With this strong interconnectivity, devices
are linked to the internet. All the data is stored and monitored at the firebase database in
real-time. The temperature level, oxygen level, and heart rate is the most common health
measure in covid-19. Real-time interface is enabled at the edge to provide critical alarm
notifications when there is abnormal heart, temperature and oxygen levels measures
of any person. Using decision tree machine learning algorithm, our model accuracy is
95.5%. Along with a firebase database stored in the cloud, IoT provides an opportunity
to add more recent advanced features and sensors to this system that will make this
device more updatable and flexible in future. With the appropriate implementation of
this device, schools, government, and academics can create a better positive environment
to fight with similar disease.

References

1. Arora, N., Gupta, V.: Study on impact of COVID-19 on Indian economy. Int. J. Sci. Res.
(TISR) 9(7) (2020). ISSN: 2319-7064

2. Joshi, A., Bhaskar, P., Gupta, P.K.: Indian economy amid COVID-19 lockdown: a perspective.
J. Pure Appl. Microbiol. 14(Suppl. 1), 957-961 (2020)

3. Singh, R.P,, Javaid, M., Haleem, A., Suman, R.: Internet of things (Io0T) applications to fight
against COVID-19 pandemic. Diabetes Metab. Syndr. Clin. Res. Rev. 14(4), 521-524 (2020)



244

10.

11.

12.

13.

14.
15.

16.

17.

18.

20.

21.

C. Vaswani et al.

Bhardwaj, V., Joshi, R., Gaur, A.M.: IoT-based smart health monitoring system for COVID-19.
SN Comput. Sci. 3(2), 1-11 (2022). https://doi.org/10.1007/s42979-022-01015-1

Varshini, B., Yogesh, H.R., Pasha, S.D., Suhail, M., Madhumitha, V., Sasi, A.: IoT-enabled
smart doors for monitoring body temperature and face mask detection. Glob. Transit. Proc.
2(2), 246-254 (2021)

Khan, M., Mehnaz, S., Shaha, A., Nayem, M., Bourouis, S.: [oT-based smart health monitoring
system for COVID-19 patients (2022)

Kumar, K.S., Semwal, V.B., Tripathi, R.C.: Real time face recognition using AdaBoost
improved fast PCA algorithm. arXiv preprint arXiv:1108.1353 (2011)

Mohammed, M.N., Syamsudin, H., Al-Zubaidi, S., Karim, S., Ramli, R., Yusuf, E.: Novel
COVID-19 detection and diagnosis system using IoT based smart helmet. Int. J. Psychosoc.
Rehabil. 24, 2296-2303 (2020)

Semwal, V.B., Gupta, A., Lalwani, P.: An optimized hybrid deep learning model using ensem-
ble learning approach for human walking activities recognition. J. Supercomput. 77(11),
12256-12279 (2021)

Rahman, M.Z.U., et al.: Real-time artificial intelligence based health monitoring, diagnosing
and environmental control system for COVID-19 patients. Math. Biosci. Eng. 19(8), 7586—
7605 (2022)

Bakhri, S., Rosiana, E., Saputra, R.: Design of low cost pulse oximetry based on Raspberry
Pi. J. Phys. Conf. Ser. 1501(1), 012003 (2020)

Li, E, Valero, M., Shahriar, H., Khan, R., Ahamed, S.: Wi-COVID - A COVID-19 symptom
detection and patient monitoring framework using WiFi. Smart Health 19, 10014 (2021)
Connecting the MLX90614 infrared thermometer to the Raspberry PI. https://olegkutkov.me/
2017/08/10/mlx90614-raspberry/. Accessed July 2022

PyMLX90614 - PyPLI. https://pypi.org/project/PyMLX90614. Accessed July 2022

Pelayo, R.: How to use the MAX30100 as Arduino Heart Rate Sensor. Microcontroller Tuto-
rials, 23 July 2021. https://www.teachmemicro.com/max30100-arduino-heart-rate-sensor/.
Accessed 1 Aug 2022

Otoom, M., et al.: An IoT-based framework for early identification and monitoring of COVID-
19 cases. Biomed. Signal Process. Control 62, 102149 (2020)

Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: IEEE Com-
puter Society Conference on Computer Vision and Pattern Recognition (CVPR 2005), vol.
1. IEEE (2005)

Kazemi, V., Sullivan, J.: One millisecond face alignment with an ensemble of regression trees.
In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (2014)

. Rajnish, K.R., Agrawal, A.: Video summary based on F-sift, Tamura textural and middle level

semantic feature. Procedia Comput. Sci. 89, 870-876 (2016)

Gupta, A., Semwal, V.B.: Multiple task human gait analysis and identification: ensemble
learning approach. In: Mohanty, S.N. (ed.) Emotion and Information Processing, pp. 185-197.
Springer, Cham (2020). https://doi.org/10.1007/978-3-030-48849-9_12

Kumar, K.S., et al.: Multiple cameras using real time object tracking for surveillance and
security system. In: 2010 3rd International Conference on Emerging Trends in Engineering
and Technology. IEEE (2010)


https://doi.org/10.1007/s42979-022-01015-1
http://arxiv.org/abs/1108.1353
https://olegkutkov.me/2017/08/10/mlx90614-raspberry/
https://pypi.org/project/PyMLX90614
https://www.teachmemicro.com/max30100-arduino-heart-rate-sensor/
https://doi.org/10.1007/978-3-030-48849-9_12

®

Check for
updates

Implementation of SARSA-HMM Technique
for Face Recognition

Anil Kumar Yadav!® Shiv Shankar Prasad Shukla!, Vikas Kumar Jain!,
and Rajesh Kumar Pateriya’

1 School of Computing Science and Engineering, VIT University, Bhopal, India
anilkumar.yadav@vitbhopal.ac.in
2 Computer Science Department, Maulana Azad National Institute of Technology, Bhopal, India

Abstract. SARSA (State-Action-Reward-State-Action) is a Markov Decision
Process Strategy learning method (MDP). There can be discrete, permanent, sta-
tionary, time variable or noisy observations in real-time processes. The main dif-
ficulty is to characterize observations by estimating their parameters using a well-
defined mathematical model as a parametric random process. The hidden Markov
model is one such statistical model to interpret the (unobserved) process by exam-
ining the pattern of a sequence. HMM-based methods frequently used in the study
and prediction of the most likely sequence of states, such as usage and activity
patterns, as well as transitions between different process stages. In this paper, we
proposed SARSA facial recognition technique used to select overlapping subsets
from each image, which estimates the hidden attributes for each image. In the
result section, represent that our proposed algorithm having better recognition
rate than PCA. It can be used for solving complex feature selection and other
solution for the development of further image.

Keywords: Hidden Markov Models (HMM) - Self-learning - SARSA learning

1 Introduction

During the training for mathematical model production, HMM defined unattended fea-
ture. Two methods exist, first defining unnoticed or hidden characteristics based on a
specific state. Another based on the function of state probability for any state. Reinforce-
ment learning based on interaction between test and error to solve complex decision-
making issues [1]. Unlike controlled learning where a variety of practical challenges
(e.g., backgammon games, grid world problems etc. It also addressed and developing
effective reinforcement learning approaches is critical to the advancement of artificial
intelligence [2]. The decision-making process interacts based on state assessment with
the unknown environment. It also used to make policy decisions for optimal purposes.
An agent to identify an optimal strategy can still use time differences [3, 4]. Agent’s
response based on the movement towards action in the form of a reward and penalty over
the given environment predicts a certain future reward. Model Marko described behav-
ioral psychology that helps to learn skills in training. Time-based learning in different
circumstances defines very quickly, given the conditions of archived optimality.
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Temporary approaches to difference methodology used for off-the-shelf strategies,
such as Q-learning. The behavioral approach used during the learning process for con-
trolling the representative approximate state by defining a specific parameter [5]. The
advantage of the suggested method is that it uses a research strategy to ensure that infor-
mation diversified sufficiently. Model hidden Marko used for policy-making it offers
numerous benefits, such as the absence of line-strategy approaches. Many to estimate
future benefits have used it and the non-iterative process [6, 7]. The identification of
faces and video images becomes popular with a variety of applications related to nav-
igation and complex problem identifying [8]. Facial system recognition that can work
in different situations such as different lighting systems and facial system recognition.
FRS allowed a coordinative facial picture mechanism or semi-mechanism procedure.
A distinctively organized range connected, such as entertainment, safety information,
enforcement and intelligence (surveillance), forensic, sensitive environment, business,
and government and wearable recognition frameworks. Entertainment: Pc game, virtual
reality, young people the definition of stimulation space Tools for learning, coaching,
workshops and human robot associations. Interaction with the human computer. Infor-
mation Security: Privacy and safety of information play an important role in the unin-
terrupted exchange of information from one place to another. It includes application
security, security of information, encryption of documents, computer network security,
network access, restoration records, secure exchange terminals, etc. [14—16]. Law social
control and Surveillance: Legal authorization largely refers to any framework in which
a number of people in society are involved. It extends propelled observation of features,
CCTYV camera, portal control, theft, suspect and testing. Forensic: It uses the key prob-
lem of identifying shorter proof. It examines the preventive law on the basis of specific
gadgets. Basic concept based on the evidence chain to discover the exact matter exactly
what happened and who are the main culprits for specific cases on the basis of finger-
printing, other blood test lines DNA tests etc. Some criminal cases include body ID,
criminal investigation, recognizable evidence of terrorists, identification of parenthood,
and missing children [14, 17-19]. Smart Environment: At present, scientists effectively
structure bright situations such as the sound, functionality and haptic interfaces to var-
ious platform situations such as home, car workshops etc. This system’s basic aim is
to create perceptual capabilities to detect basic population characteristics. A brilliant
framework essentially gives fast external appearance to recognize in different states.
Commercial: Day considerations, missing youth, gaming industry, private security, inter-
net, e-commerce, social insurance, charge cards, mobile phones, ATM, administration of
therapeutic records, security and login systems [20]. Government Applications: Differ-
ent government application definitions are UID cards, PAN cards, Voter ID cards, driving
license, Passport, sign-on individual gadgets, office mechanization, representative par-
ticipation, movement and detention, etc. Wearable Recognition System: The wearable
devices can be adapted to a particular customer and are incorporated in the customer’s
exercise more effectively and personally. PCs, cameras, mouthpieces and various sen-
sors place themselves in a man’s clothing. In case you add an eye lens to a camera, then
face recognition programs can help you to collect the name of the person you whisper so
you can take a gander in your ear. Confront recognition is therefore a vital part of wear-
able frames such as memory partners, specialists in recognition and the establishment of
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careful frameworks. In this manner, it is required for bunches of future acknowledgment
frameworks to be coordinated with the client’s garments and extras [20-22]. Robotics
and Controls: In multi robot frames and controls, the FRS may be the most prominent
application. Perceptibly, the recognition force of robots will be expanded to help build
the utility, strength and knowledge of others. 3D-FRS: encourages patterns in the pro-
gramming of facial recognition that pretend to be more accurate. In this way, a constant
3D image of the facial surface of a man was found, and a short time later a few kinds
of elements were connected to the nose, eye and so on. These are all remarkable areas
and after some time they do not change [23]. Biometric Attendance Machines: It can
contribute to saving time and expenses. These systems promote reliability in the com-
pany [24-29]. Access control vehicle: This zone meets the expectations of the vehicle’s
access control on safe premises. The framework co-ordinates tags against a recorded
database without human mediation. The lighting could use to check the personality of
the driver in the face. Field Analyst like Age & Gender Classification: With their age and
their sexual orientation, Field Analyst gradually recognizes the face pictures. It provides
customer properties with CCTV cameras. The awards for the arrangements are speed,
precision and the ability to coordinate constant research. Automated Border Clearance:
Is the Frameworks of FRS and Fingerprint Acceptance the best biometric innovation
in the world? This offers customers fast, leeway frameworks that only change. As part
of Japanese and other Asian world aero plane terminals, the migration of biometrics as
demonstrable and leeway frameworks is as frequently as possible used. Factory for cyber
security: This framework continuously dissects and collects data from digital attacks,
offers innovation and know-how to prevent unapproved access. Smart City Solution:
The first arrangement that was sought from the earliest base of offices to the general
population will be the development and development of the smart city. After a time,
development slows down and new problems emerge, which force urban communities
to reclassify themselves and to undergo a consistent restauration and restoration cycle.
FRS supports are added to some settings, such as Vehicle Access Control, Field Analyst,
Enforcement and Monitoring, shrewd situations etc. In social associations, recognitions
are crucial to our knowledge of the individual’s personality, mindset, sexual orientation
and age [29]. It is currently perceived throughout that individual have developed an
intellectual and unbiased tool for face recognition. Again, the memory recognition of
people is usually not correct. We must then prepare a machine to perceive the faces.
The importance of face recognition is demonstrated by various applications. Importance
and its elements persuade us to do so. Computer vision propellers and improved sensor
procedures have now led to a restored enthusiasm for the creation of a facial recognition
framework. Face recognition, since the facial component of people are not extremely
special from each other, is exceptionally unpredictable. Therefore, before transmitting
any new framework, it must know the essentials of FRS.
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2 Proposed Model and Algorithm

Hidden Markov Models and SARSA major algorithms for voice recognition, action
identification and time learning. Now we propose new approaches to recognize the face
as a grey scale based on HMM with SARSA. Feature in the face such as hair, forehead,
eyes, nose and mouth represent the image shown in Fig. 1 sequentially, upwards and
downwards. Aij also proved to be a non-zero probability of transition.

1AAAA

Hair Forehead Eye Nose Mouth

Fig. 1. Proposed model of HMM

2.1 Extraction of Features

The first face is grey and divided into contact blocks of width and height. Number
of blocks recovered from the sample observed by the techniques proposed. Proposed
method used to accurately identify and detect the specific image in the given image
number. A little observer vector can produce insufficient discrimination, whereas the
large absence of a certain sample of the image can lead to insufficient discrimination.
The frontal faces in the training set photographed in various lighting conditions. The
observation obtained and used to train the given face in Fig. 2 using HMM combined with
SARSA learning after segmentation of the given picture in the training set extraction of
observation.
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Fig. 2. Training and testing scheme for HMM-SARSA

The probability computation done using the SARSA method for ease of use. As
possible, face locations. In this paper, we present the HMM-SARSA Learning algorithm
as follows:

Define the discount rate O > 1 as an input parameter.

For each state and action, randomly initialize state action pairings Q(s, a).
For all iterations, loop for each episode.

Set up the current state (si)

Each episode’s iterative process

Decide on a greedy policy (1)

Move forward (a)

Updated state action pairs (look up table) and greedy policy-

NoUnsA W=

Qn(s, a) = y(xl —i)Zna/ Qt(st + 1, at + 1) (D)

®

Until the goal state is reached
9. Come to an end
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HMM-SARSA Learning Algorithms Implementation

For each set of learning parameters, a random state action pair is selected using a
greedy strategy and loop. Learn the rate and rate of discount (o > 0, & 0 <y > 1),
policy (¢ > 0);

Every state, create state Q (s, a) and perform action a;

# Begin (each state si: s)

Initialize; start state (s,a);

{

current state and action are defined in the supplied Q table as (si), (ai), respectively.

{

Updated search results for “greedy policies” -
Qm(s, @) = Ry(xl —1) Y ma’ Qt(st + 1, at + 1)

{

Using action for updates

}

}

}

If final state = goal state; then stop.

3 Comparison and Result

The following table and graphic use the HMM-SARSA Learning Performance Algorithm
to assess the accuracy of learning efficiency.

The accuracy of the HMM-SARSA learning and PCA algorithm with various
episodes presented in Table 1 and 2 so that these data compared, and the accuracy
shown as a percentage in Fig. 3.

Table 1. SARSA learning algorithm- HMM table of comparisons between episodes

Recognition | For Epoch | For Epoch | For Epoch | For Epoch | For Epoch | For Epoch
rate E=1000 |E=3000 | E=5000 |E=7000 |E=09000 |E=11000
Ry 93.50 68.72 73.41 94.73 95.21 96.23

Ry 68.23 73.32 69.31 78.70 82.39 83.55

R3 66.51 70.31 81.54 72.51 83.35 92.62

R4 72.11 82.71 84.43 78.26 89.55 85.14

Rs 91.14 93.70 63.12 93.28 93.89 93.55
Average 80.60% 82.83% 74.59% 86.35% 88.69% 92.69%

Tables 1 and 2 illustrate the accuracy of the learning algorithms SARSA and HMM
with different episodes so that data compared and accuracy as a percentage shown on
Fig. 3. Figure 4 shows yet another comparison.
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Table 2. PCA technique over different episodes

Recognition | For Epoch | For Epoch | For Epoch | For Epoch | For Epoch | For Epoch
rate E=1000 |E=3000 |E=5000 |E=7000 |E=9000 |E=11000
Ry 72.40 94.90 84 93.78 83 94.71

Ry 71 73 73 84 95.82 92.82

R3 76 69.80 92.72 93.62 91.76 84.61

R4 90 79.81 95.62 85.80 96.82 93.72

Re¢ 96.99 96.81 80.62 86.86 97.73 95.54
Average 79.87% 82.52% 81.72% 92.59% 89.71% 96.32%

. Accuracy percentage

T T T

Accuracy %

10 15 20 25 30 35 40 45 50 55 60
Number of epoch

Fig. 3. View of different episodes in comparison
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Fig. 4. View of learning recognition rate and amount of episodes in comparison

Conclusion and Future Work

A new face recognition strategy based on HMMs and SARSA Learning proposed in this
research. The HMMs given a model selection approach. To discover the optimal model
for the data without having to think about it. The efficiency of HMMs in solving the
challenge of face identification based on accurate features. In comparison to the PCA
method, the HMM-SARSA algorithm discovered that it reduced the number of iterations

and

episodes while also improving the learning recognition rate. In order to evaluation

of different learning techniques the result section, represent that our proposed algorithm
having better recognition rate than PCA. It can be used for solving complex feature
selection and other solution for the development of further image prediction.
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Abstract. A unique fully automatic segmentation method for different shape
variants of ovarian cyst is presented. Ovarian cyst is a common abdominal cyst
occurs at all stages of life including infants and fetuses. The present work focuses
on the identification of arbitrary shaped ovarian cystic masses and further carried
out the segmentation task for feature extraction and classification. Identification is
carried out using a Luminance oriented Low-Threshold (BiLo-T) based gradient
method which further utilizes texture and shape features in achieving the objective.
In addition, the findings of shape similarity indices between manual and automatic
segmentations are shown. The average similarity index is 91.92%, the JSIis 85.6%,
and the DSC is 88.48% in the comparison. The experimental results demonstrate
that our proposed scheme is very robust in segmenting diverse shape variants of
ovarian cysts, indicating its good performance in real medical applications. The
algorithms developed for segmenting the ROI from female PMRI have been tested
and evaluated using real image datasets and also compared with other existing
segmentation methods.

Keywords: Segmentation - Female pelvis - MRI imaging - Ovarian cyst

1 Introduction

Female pelvic abnormalities have been linked to benign and malignant neoplasms of
the uterus, ovaries, fallopian tubes, and cervix. These malignancies are expected to rise
worldwide particularly in low- and middle-income countries (LMIC’s) like India and
China. Cervical cancer was estimated to be the second most common female malignancy
in India with 96,922 new cases annually, after breast cancer and it ranks as the second
leading cause of female cancer deaths (about 60,078 deaths) (Bruni et al. 2019). Figure 1
depicts a graph comparing age-specific cervical cancer incidence and mortality rates in
India. The graph shows that the majority of occurrences occur between the ages of 50
and 60. Nonetheless, behind breast cancer, it is the second most frequent female-specific
malignancy (World Cancer Report 2014). The incidence rate has tended to fall from
20,863 cases in 2012 to 13,619 cases in 2018 among women aged 50 to 54.
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Fig. 1. Comparison of age-specific cervical cancer incidence and mortality rates in India.
Estimates for 2012 and 2018. Redrawn from (Bruni et al. 2016, 2019).

India, the world’s second most populous country, currently has a population of 1.37
billion people and is expected to reach 1.53 billion by 2030. With the increase in pop-
ulation growth, the chance of acquiring cancer is also increasing, and women aged 15
and older are at risk of developing cancer (Thampi et al. 2018).
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The diagnosis of gynecology related symptoms is normally performed through peri-
odic pelvic examinations by an expert radiologist. The doctors suggest additional diag-
nostic treatment or testing as part of this pelvic examination. Experts and gynecologists
recommend a routine pelvic examination for all women unless any medical problem,
preferably after 21 years. A routine pelvic exam can definitely help to find the possible
signs of ovarian cysts, sexually transmitted infections, uterine fibroids or early-stage can-
cer. However, this clinical or physical examination overestimates or underestimates the
actual extent of disease and getting troubled with wrong decision (LaPolla et al. 1986).
For this reason, several imaging modalities like transvaginal ultrasonography (TVUS),
computed tomography (CT), and magnetic resonance imaging (MRI) have been used
as a diagnostic tool for the pre-treatment work-up of cervical cancer all over the world
(Faria et al. 2015).

A priori the diagnosis on female pelvic malignancies was based on the outcomes
derived from the Pap smear, colposcopy and other biopsy tests (Bourgioti et al. 2016).
Over a period of time lots of positive breakthrough has occurred in the field of imaging.
MRI has complemented other existing diagnostic techniques like CT, sonography in
monitoring anomalies in female pelvis (Brocker et al. 2011, Chou et al. 1997). It’s
better tumor delineation and improved tissue contrast helps in further therapy planning.
The challenges for abdominal pelvic imaging at 3 T system in contrast to 1.5 T have
been discussed (Brown et al. 2006). An increase in signal-to noise ratio (SNR) is the
peak advantage of high field MR imaging and at the same time it creates problem
of shading artefacts and signal inhomogeneity’s when compared with 1.5 T system.
A 1.5 T system MRI device was used to capture the images for this entire research
project. Ultrasound should be utilized as the primary imaging assessment for patients
with suspected gynecological pathology, while computed tomography (CT) is rarely
employed in female pelvic imaging due to its low contrast in identifying soft tissues.
(Xyda et al. 2015).

The rest of the paper is laid out as follows. The relevant work proposed by various
researchers is presented in Sect. 2. The dataset definition and CAD system implemen-
tation are covered in Sect. 3. Section 4 contain the performance evaluation, results, and
discussion, while Sect. 5 concluded with limitations and future work.

2 Related Works

MRI was one of the proven imaging modalities that can be employed for early diagnosis
and staging of female pelvic cancers, despite the availability of other imaging modalities
such as transvaginal ultrasonography (TVUS) and computed tomography (CT) (Xyda
etal.2015, Umutluetal. 2019). Automatic detection of anomalies in PMRI plays a crucial
role in the computational processing of images because manual reading and analysis of
MRI images by radiologists is time-consuming due to the vast volume of data. The
radiologist’s experience and competence are essential for a successful diagnosis. MRI
has its own set of artefacts, just as other imaging modalities. These artifacts need to be
identified and certain necessary steps should be taken to eliminate the root of its origin
or at least minimize them. Since the noise reduction is vital and necessary, the reduction
methods are carried out either in acquisition mode or in the post-acquisition mode. The
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literature mainly targeting on the filtering-based approach rather than transform and
statistical based approaches of denoising methods. Different reviews of MRI denoising
methods can be found in (Mohan et al. 2014). The initial use of median filtering in image
processing was first suggested by (Frieden et al. 1976). Many more fast algorithms are
also evolved from these basic enhancement methods (Huang et al. 1979). This simplest
median filtering approach (Mustageem et al. 2012) was used to address the denoising
problem in MRI images. The effect of median filtering with a mask size of 5 x 5 pixels
has a greater impact on their accuracy values (Ozer et al. 2010). A combination of both
median and mean filters can be seen in (Yousuf et al. 2011; Gupta et al. 2018) to remove
the noise from MRI medical images. An attempt was made to reduce the spatially varying
Rician noise in MRI image (Manjon et al. 2012). Here the denoising strength of the filter
depends upon the local noise information of images.

Although there are many demonstrated methods for detecting and locating the can-
cerous tissues from different MRI images, the exploration in the field of female pelvic
MRI (PMRI) is very less. We developed an abnormality recognition method for extract-
ing tumor from female pelvic ultrasound (PUS) images in (Thampi et al. 2018), where
texture and shape features are mined from the segmented region. The range of values for
each feature is note down. An attempt for uterine region segmentation and volume mea-
surement in uterine fibroids can be seen in (Fallahi et. al. 2010). This combined method
initially uses FCM (fuzzy C mean) algorithm to segment out the uterine region and then
applied morphological procedures to filter out the fibroid part. Segmentation algorithms
can be chosen according to the region of interest, tumor intensity, shape and position
(Thampi et al. 2018). A review of diverse segmentation methods is presented before
(Balafar et al. 2010; Liu et al. 2014), which mainly targeted on brain segmentation.

A multiscale gradient algorithm is presented (Wang et al. 1997) which efficiently
improves segmentation accuracy and significantly reduce the computational cost of
watershed-based methods. A simple and efficient brain tumor detecting algorithm is
presented (Mustageem et al. 2012), a threshold-based watershed segmentation method
was applied to the median filtered image. For conducting the experiments, the authors
stored MRI scan images in JPEG format, which is not recommended since the JPEG for-
mat is in compressed form. The approach reported in (Asaturyan et al. 2019) describes
the automatic pancreas segmentation of CT and MRI scans. The method utilizes mor-
phological and geometrical characteristics of abdominal tissue to classify the contour.
After identifying the major pancreas region, a contrast enrichment method is applied to
differentiate pancreas from the neighboring tissue. The authors point that the method is
applicable to other abdominal MRI or CT sequences.

3 Materials and Methods

3.1 Dataset Description

In this research work, we used real female pelvic MRI (PMRI) dataset, which is based
on two-dimensional MRI images. The dataset containing 320 T2 weighted MRI images
(slices) of 175 patients. All the patients were examined with OPTIMA 360-INSPIRE
GE Healthcare 1.5T MRI scanner. The scanned MRI images in the dataset are displayed
in matrix format. The size of each image is 512 x 512 pixels, with a pixel size of 47 mm
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x 47 mm. The radiology department team preferred images in sagittal direction for
examining female pelvic region. We also considered images in that plane for algorithm
development or method evaluation. All the images for this research work are provided
by radiology department in LIRRIS-Lisie Institute of Radiology Research and Imaging
Sciences.

3.2 Implementation of CAD System

The functional block diagram of the proposed computer aided detection system is shown
in Fig. 2. Segmentation of region of interest from female pelvic MRI or PMRI plays
an important role in the diagnosis of diseases like cyst, fibroid, cervical cancer etc. The
authors developed a BiLo-T based gradient method to segment ovarian cyst type of
abnormality from female PMRI images.

Luminance oriented
| (Lo) mask image

from YCbCr color
space

MRI
Image Dataset

.

Low Threshold
(Lo-T) driven
binary image

BiLo-T Image

Median filtering
(window size | Hole filling in
of 5x5) BiLo-T
Boundary detected Segmented
using Gradients - | =— glx{nOI
Roberts’s

Fig. 2. General framework for ovarian cyst identification

The acquired MRI scanned image, stored in a database is in RGB color space form.
There are other color models besides RGB which also represent colors numerically
namely, HSV, YCbCr, YIQ, CMYK etc. Among that, our image dataset is showing
more accurate results on YCbCr color space and therefore as a preprocessing step, input
RGB image is first transformed into YCbCr color space. The standard way to perform
YCbCr conversion is as follows:

Y = (77/256)R + (150/256)G + (29/256)B (1)
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Cb = —(44/256)R — (87/256)G + (131/256)B + 128 2)

Cr = (131/256)R — (110/256)G — (21/256)B + 128 3)

Y represents the luminance, Cb and Cr represents the blue and red components of
chrominance and R, G, B are the values of the current pixel in the original color input
image. Luminance contains the most important gray-scale information of the original
image and it is represented in an 8-bit range of 16 to 235 and that of chrominance has
scaled to a range of 16 to 240. A mask image is formed by iterative thresholding the
luminance and chrominance values of YCbCr color space. This mask image is also used
to evaluate goodness of segmentation and to improve image quality in the following
steps. The threshold values used for creating a mask image from Y, Cb, Cr values is
given by,

x(i,j) >= 147 && x(i, j) <= 237) && (q(i, j) == 128) && (z(i,j) == 128 (4)

x(i,j) is the luminance and ¢(i,j), z(i,j) represents the values of chrominance red and blue
components. Cyst type of lesions appeared as bright regions in T2 weighted MRI images,
which need to be separated from the structured background. In order to focus on these
bright objects, thresholding technique has been used. For that, a method of binarization
can be done based on pixel intensity values and is given by:

. _ 1Lifl(x,y) >=Th
BN Y) =1 6 i 1 y) < Th )

bin(x,y) is the resultant binary image based on the threshold value 7h. Here the luminance
threshold value can be estimated based on the region of interest of mask image and input
image I(x,y).

Elimination of holes in the resultant binary image is performed using morphological
image filling operation. A pixel connectivity of ‘4’ is selected to finish the process. Then
a median filtering approach is introduced to remove the unwanted pixels. Each output
pixel contains the median value in a specified neighbourhood around the corresponding
pixel in the input image. The selection of window size has a greater impact on median
filter outputs. The window size can be 3 x 3,5 x 5,7 x 7, 13 x 13 etc. So before
applying the gradient operation, we perform median filtering with a mask size of 5 x 5
pixels on the binary image. To get the true edges from median filtered image, a gradient
method of edge detection is initialised.

There are lot of gradient operators like Roberts’s gradient, Sobel gradient, Prewitt
gradient etc. In our work we are pointing to Roberts’s method of gradient operator to get
the best results of ROI detection. Figure 3 shows the stage by stage results of ovarian
cyst extraction of female PMRI images.
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Fig. 3. Segmentation image outputs. A. Input MRI image B. YCbCr image C. Mask image using
YCbCr values D. Binary image using threshold E. Median filtered image F. Gradient image G.
Contour of the final ROI H. Final ROI marked on original image I. Tumor separated.
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3.3 Algorithm

—_

: Input RGB image is converted to YCbCr image.

Separating YCbCr into three planes

Let R, C be the size of input image, x be luminance plane, q be chrominance blue and z be
the chrominance red plane

4: seti=I

5: Repeat steps 6 through 8 until i<=R and j<=C

6: If (x(ij)>=147 && x(i,j)<=237) && (q(i,j)==128) && (z(i,j)==128)

7. Set final mask roi (i,j) =1,

8: else, set final mask roi (ij) = 0

9:  Input RGB image is separated into red, green, blue planes // threshold driven binary image
10: Each plane is multiplied with the obtained mask roi (i,j)

11: red* uint8 (roi (ij)), do the same for other two planes

12: Set the luminance threshold value as 0.68

13: Step 13 is converted to binary using im2bw function

14: Fill the holes in the obtained binary image, specifying connectivity of 4

15: median {I (x, y), [m n]}. set the window size [m n] ==> [5 5] // Median filtering

16: Gradient operation is performed using ‘roberts’ operator

17: Steps 16 to 19 are separately done for three planes

18: Concatenate three planes

19: Using area and entropy the important ROl is filter out

4 Experimental Results and Discussion

The proposed system assists in detecting the abnormalities present in female pelvic
MRI imaging systems. All image processing result analysis was carried out in MATLAB
R2022b. The publicly available datasets are unsuitable for testing algorithms. As a result,
we completed our research work using real medical images. The dataset for this work
was collected during the period of 2017-2018.

Input MRI image with stage by stage results of algorithm is pictorially represented
in Fig. 3. We considered 370 MRI input images with cyst type of lesion to carry out this
work. Different input images having different texture and shape. Segmentation results
of five female PMRI samples are given in Fig. 4. From the results it can be clearly seen
that the proposed system can able to segment the tumor with different sizes and shapes.

The Features like area and entropy are giving better results in segmentation of ROL.
So, a threshold value is set for both area and entropy to find out the final part. An average
of both entropy (A,) and area (A,) are taken for setting a threshold value. A tolerance
of 15% and 20% is chosen according to the characteristics of image. Our experiments
show that a threshold value of 0.68 is fairly good choice. The results of shape similarity
indices between manual and automated segmentations can be seen in Table 1. For brevity
the similarity measures were carried out on six female PMRI samples which is reviewed
and validated with the aid of radiologists.
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We have considered Similarity index, Jaccard similarity index and Dice similar-
ity coefficient or (Zijdenbos similarity index) to evaluate the similarity check process
(Thampi et al. 2018). The comparison result gives an average similarity index of 91.92%
and JSI of 85.6% and a DSC of 88.48%. The proposed method achieved a good similar-
ity result and JSI value when compared to 74.5% and 76.5% obtain in (Gu et al. 2016,
Thampi et al. 2018).

Fig. 4. Segmentation results of five female PMRI samples. Column ‘a’ shows the five input
images I1, 12, 13, 14, I5. Column ‘b’ Mask image using YCbCr values. Column ‘c’ Gradient
image. Column ‘d’ final contour. Column ‘e’ separated ROI part.
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Table 1. Comparison of manual segmentation and automated segmentation using similarity
measures

Test tmage I 12 I3 14 I5 I6 Average
SI (%) 91.2 93.8 92.3 88.2 89.69 96.3 91.92
JSI (%) 80.1 85.6 86.1 87.5 86.82 87.5 85.6
DSC (%) 91.67 91.36 88.3 87.69 85.65 86.21 88.48

$.0i5 brom 28.08p

Fig. 5. Wrongly segmented cyst results. Top row shows input image and its corresponding Ground
Truth Image. Bottom row shows segmented output.

The suggested BiLo-T based segmentation method is compared with existing seg-
mentation methods include K-Means Clustering, Marker controlled watershed segmen-
tation and Fuzzy C Means algorithms (see Fig. 6). Image I1 with different values of k
(2, 4 and 8) have been used for doing k means clustering algorithm. From the results it
is clear that the proposed method can able to produce better ovarian cyst in comparison
with others.
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(b) ©

Fig. 6. Comparison of I1 with (a) K-Means Clustering- (K = 2, 4 and 8) (b) Marker controlled
watershed segmentation (c) Fuzzy C Means

5 Conclusions, Limitations and Future Work

Our research work is based on the finding of important diagnostic region from real
medical images. A luminance oriented low threshold (BiLo-T) based gradient method
is chosen for identifying the different shape variants of ovarian cyst in MRI images. The
developed algorithm has been tested and evaluated using real image datasets and also
compared against gold standards.
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The drawbacks of this study can be summarized as follows: First, the presented
algorithm couldn’t able to segment all the images in the dataset. Out of the 320 MRI
images considered, around 290 images produce correctly segmented results. Since the
shape and size of the ovarian cyst varies from patient to patient the authors couldn’t able
to solve these issues at the present study (see Fig. 5). From the figure it is quite clear that,
apart from the ovarian cyst another pelvic area is also coming and this should be rectified
in the future work. Second, the authors need to consider more number of features other
than the main features like area and entropy for detecting the ROI part.

The presented work in this paper can also be extended to classification part by
incorporating a greater number of features from the correctly segmented ovarian images.
Also, a stage-by-stage prediction ie, from ovarian neoplasm (initial stage) to granulosa
cell tumor (malignant stage) is also possible via a supervised classifier.

Statements and Declarations. This research did not receive any specific grant from funding
agencies in the public, commercial, or not-for-profit sectors.

Data Availability Statement. The data that support the findings of this study are available on
request from the corresponding author.
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Abstract. A distributed system is the collection of different nodes distributed
independently to solve a common agreed problem. The bully algorithm is used
to establish communication within the distributed system. However, no algorithm
helps to establish communication among the different distributed systems; estab-
lishing communication among different distributed systems is challenging. In this
paper, we proposed an elaborated bully algorithm (process). The proposed algo-
rithm works under any load. It also takes care of the super coordinator’s or boss’s
failure using proper rules and handles the synchronization among distributed sys-
tems. With the help of the proposed algorithm, we can establish communication
among inter-distributed systems. The analysis shows that although resource uti-
lization increased by the proposed algorithm, the algorithm still achieves the same
time complexity O(nz) as the existing Bully algorithm.

Keywords: Elaborated distributed system - Bully algorithm - Synchronization

1 Introduction

Some problems are complex in nature that cannot be solved using a single system.
The distributed system is a collection of all the independent entities that coordinate to
solve different problems. It becomes easy for the system (called a node in a distributed
system) to work in coordination for the perfect solution to complex problems that need
collaborative efforts. Some examples of a distributed system are the solar system, college
management system, and ecosystem. Due to Internet technology, distributed system
word became very popular because of its problem-solving capability with maximum
performance at significantly less cost, so it fascinated researchers and academicians
attention. However, nowadays there is an exponential growth in the size of the distributed
systems that leads to different challenges regarding its proper management, controlling
its functioning, and resource handling.

Distributed system architecture contains an interconnected network of processors,
each having local memories. Each processor communicates in the network using the mes-
sage passing technique. In order to establish communication between one node to another
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node in the distributed system very popular bully algorithm is used. This algorithm is not
only used to establish communication but also used to synchronize the whole system.
The functioning of the distributed system is based on the selection of leaders. Then this
leader helps in finding the coordinator of the distributed system. This coordinator keeps
an eye on the functioning of the distributed system. This algorithm was fine for estab-
lishing communication within the one distributed system.No algorithm helps establish
communication among distributed systems. To our knowledge, no algorithm exists that
helps one distributed system establish communication among other distributed systems.
Hence, in this paper, we proposed an enhanced form called an elaborated-distributed sys-
tem (e distributed system) to help in establishing communication among inter distributed
system.

The rest of the paper is organized as follows. In the subsequent section, background
work has been presented. In Sect. 3, the working of the Bully algorithm has been shown.
Section 4 deals with the proposed work. The fifth section represents the result and
analysis. Finally, Sect. 6 concludes the paper.

2 Background Work

The distributed system is defined as a group of different nodes interacting with each other,
participating in communication, and working collaboratively to achieve a common goal
[1]. The interaction is performed among the nodes under the guidance of a guardian
named as coordinator. The selection of a leader for communication among the node is
the central theme of the distributed system [2]. Mamun et al. presented an algorithm upon
the elimination of the duplicate election of the coordinator to overcome the maintenance
problem of crashed or overlapped processes. This help in maximizing the utility of
our golden bully algorithm [3]. In the event of failure of the coordinator system in the
distributed system, the following high-priority process in the distributed system is elected
as the coordinator [4]. Gholipour et al. directed while electing the leader, and work was
progressively performed [5]. EffatParvar et al. proposed a new method for improving the
algorithm for the election of the coordinator by implementing a heap tree mechanism [6].
Basu proposed an efficient algorithm for passing the message to establish communication
using the coordinator [7]. Katwala & Shah selected an active process that acts as a leader
that performs the management work of the remaining processes in the distributed system
[8]. To establish communication in the distributed system, we need synchronization
between different nodes. The coordinator process is responsible for synchronization
between different nodes of the system. As we interact among different nodes depending
upon the leader so, all the nodes should accept and have a mutual understanding with
the leader [9]. Rahdari et al. proposed that the global coordinator coordinate access
to multi-site shared resources [10]. The importance of distributed networks reveals to
everyone, so there is a need for an algorithm that helps in establishing communication
among them. Social networking sites (SNS) have been rapidly increasing in recent years,
providing a platform to connect people worldwide and share their interests [11]. Hence,
to establish communication, there is a need to perform some changes in the algorithm
to control the network traffic. In place of selecting the node with high priority, select
the node with a low priority that reduces the number of messages within the distributed



Elaborated Distributed System-Activity Synchronization 273

system [12]. However, this has some disadvantages, such as increasing the process’s
complexity and facing issues like redundant messages and long interval time, so the
author proposed an announcer-based bully algorithm [13]. To reduce the complexity,
different authors proposed different forms of bully algorithms such as modified bully,
ring and Well-Organized Bully Leader Election process algorithm [14].

Nowadays bully algorithm is used as an application among web servers. This help in
finding out the best server that handles most of the work and has high priority. This ease
the task of website hosting [15]. Many authors proposed combining different algorithms,
such as bully and ring, to eliminate the different drawbacks [16]. These days focus shifted
to the new environment, and become easy to detect the failure in the distributed system
by implementing the hardware-based algorithm [17]. When we shift the environment,
we need to calculate the time, so it needs a timer-based leader election bully algorithm
[18]. When selecting a node for the leader, there is no need to reveal its information,
but with the introduction of an anonymous leader election algorithm, there is no need to
do it. Without disclosing, the identity became accessible to a selection of the leader and
performed synchronous activity [19]. As two essential factors, reliability and availability,
help maintain the robust and fault-tolerant system, this author proposed leader election
using ordered delivery (LEOD) [20]. Further, improvement to bully algorithm with fault
detection feature was proposed [21]. This method continuously detects crashed nodes to
maintain a fresh list of live nodes. However, it increases the number of messages while
doing this and which eventually increased the message passing cost. In [22], authors
proposed an improved bully algoritm that uses a system identification number (ID) to
order the list of candidates for election, and the leader is chosen from the available list,
but the process does not provide any information about the maintenance cost of that list.
Further, EffatParvar et al. [25] proposed a novel election method with an improvement
in the Bully and Ring election algorithm to find a method for the election process.
The method used a max-heap tree for election process of the coordinator. The total
memory used by the proposed algorithm was 4n and the election is completed in O(logn)
messages, while the Bully and Ring algorithm take O(n*) messages to elect a coordinator.

In [23], the proposed algorithm takes a long time to elect a new leader node and does
not consider some more exceptional cases that could arise in the system. Though the
bully algorithm was proposed in 1982, it is still a very useful and preferred algorithm
for some important applications. Madisetti and Panda [26] proposed a dynamic leader
selection algorithm by selecting a set of future leaders which are then notified before
the failure of the present leadership and handed over the leadership. In [24], the author
proposed a called Fast Bully Algorithm (FBA) to implement a Web Service Community.
To make the web service faster, convenient and available, some web services that are
functionally similar were grouped together as a community. In this application, one of
the web services plays the role of the Master Web Service (Coordinator) and FBA was
used to elect a new Master Web Service in case of coordinator failure.
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3 Bully Algorithm

Elaborated distributed system or process internally uses the Bully algorithm principle,
therefore before starting the proposed work let’s see the working of the bully algorithm

[1].

1. Every node in the system has a unique priority number
Every node in the system knows the priority of the other nodes

3. Whenever an election is held, the node having the highest priority number among
the currently live nodes are elected as the coordinator

4. On recovery, a failed process can take appropriate actions to re-join the set of active
processes

In the e-distributed system (algorithm), there is a need to select the leader among the
different distributed systems.

Suppose there are N distributed systems, each runs bully algorithm internally to
choose leaders. As mentioned above if there are N distributed systems then N lead-
ers would be selected. To establish communication between N different selected lead-
ers, we have to run the elaborated distributed system (also called e-distributed system,
which is an enhanced form of Bully algorithm) algorithm among them to select a super
coordinator/leader. The below Fig. 1 represented the whole concept.

DSN
DS1
Cr,
asbed
DS.. 3 DS2
&>
S
@

DS6

DS3

Fig. 1. Displaying the working of elaborated distributed system

Here, as given in the Fig. 2, L1, L2, L3.... LN are the coordinators of DS1, DS2,
DS3.... DSN. For establishing the communication, we need to Select the Super coordi-
nator using the elaborated distributed system algorithm. Here, L5 is elected as the super
coordinator or Super leader.
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Super Cordinator

Fig. 2. Displaying the working of elaborated distributed system to select the super coordinator

After finding out the different distributed system leaders and electing one as super
coordinator or leader. To coordinate the communication for proper operation among
different distributed systems, a leader must know about their super leader. As shown in
the above Fig. 2, how the super leader or coordinator is elected. All the synchronization
is controlled by the super leader among the distributed system. What will happen if the
super leader fails or crashes, there is a requirement to quick fix this problem by electing
a new super leader for short time or temporarily till the new super leader election takes
place. Hence, an election is conducted to find out the next super leader or coordinator
among different distributed systems. The following assumptions are considered:

1. There is a need to assign the unique priority number to each member of elected
leaders

2. In the election each member priority nu evaluated. Result favour for the highest
priority number 3

3. The leader who assigned the highest priority number is declared as Super leader or
coordinator

4. In case any leader is crashed with the priority then they can rejoin the system with
proper action

Operation

Lets’s assume there are 6 nodes in the distributed system, node 1 is inactive and node 6
has the highest priority, so it is declared as coordinator of the process. However, due to
some reason, node 6 gets crashed and it is realized by the node 2 then the leader election
message is transferred to all the nodes 3, 4, 5, and 6 in the distributed system as shown
in Fig. 3.
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@@

Fig. 3. Message sending by node 2

Node 2 receives the ok message from all the active nodes except node 6. Those nodes
who receive the election message compare the priority of the sender of the message with
its priority of the message. Node 3 find that its priority is greater the node 2 as shown in
Fig. 4.

Fig. 4. Message sending by node 3

Above step is repeated by the node 4, 5. Finally, node 5 gets the highest priority and
it sends election message to all the nodes and declared itself as a coordinator as shown
in Fig. 5.

4 Proposed Work

In this paper, an enhanced distributed system algorithm is applied to find a Super
coordinator among three different distributed systems. Below are the generalized steps:

Step 1. Consider a distributed system (DS-1) that contains many processes. Applying
bully algorithm [1] on this system to find a coordinator

Step 2. Similarly, consider two more systems as DS-2 and DS-3 and find their respective
coordinators using the bully algorithm
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0
- (9

Fig. 5. Message sending by node 5

Step 3. Now assume the respective coordinators of DS-1, DS-2, and DS-3 as processes
that form a new virtual distributed network system (DS-4).

Step 4. Now applying the elaborated distributed system algorithm on this newly formed
virtual distributed network, DS-4 to find the super coordinator or boss. The Fig. 6 as
shown below presented the whole concept

Fig. 6. Establishing communication among virtual distributed systems
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Algorithmic Steps of the Implementation

Step 1. Defined a distributed system with a certain number of processes.

Step 2. Assigned priority to each process along with status as 1 (for every active process
in the network).

Step 3. The bully algorithm is applied to find the leader or coordinator for the system
[1].

Step 4. Step 1, 2, and 3 are repeated twice to create two more distributed systems and
find their respective coordinators

Step 5. Another virtual distributed system is defined which consists of three processes.
The coordinators of the first, second, and third distributed system are the active processes
or the member of the virtual distributed system DS-4

Step 6. The enhanced distributed system or process is applied to find the super coordinator
for the newly defined system

Step 7. The final super coordinator will coordinate the activities amongst the three
systems.

5 Result and Analysis

We considered the total number of resources required for executing the algorithm in three
different distributed systems. We executed the bully algorithm on three distributed sys-
tems and on a virtually distributed system [6]. The proposed algorithm was implemented
and tested. The system configuration details are shown in Table 1.

Table 1. System configuration details

Processor name Intel i5 3.2 GHz 64 bit
Operating system Windows 10

RAM 4GB

Hardisk 1 TB

Total memory consumed = 3n>

Minimum message required = 4(2n — 2)

Maximum message required = 4n2

Approx. no of message when leader has crashed = N(i) = 4n — i+ 1) (4n — i) +
4n—1)

el s

We find that even though the number of resources consumption increases, but
complexity remains the same [8].

1. Best case = O(4n) = O(n)
2. Worst case = O(4n?) = O(n?)
3. Recovery = Best Case-O(n?), Worst case-(n — 1)
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6 Conclusion

The bully algorithm is vital in establishing communication in the distributed system.
However, no algorithm has been proposed to help establish communication among inter-
distributed systems. The proposed algorithm shows super coordinator or boss among the
leader helps establish communication among N distributed systems. The proposed algo-
rithm works under any load; it also takes care of the failure of the super coordinator or
boss using proper rules and handles the synchronization among distributed systems. It
uses O(n?) complexity simultaneously even when it handles three different distributed
systems. Further, the proposed algorithm could be improved to minimize the time com-
plexity for establishing inter and intra-communication among and within the distributed
systems.
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Abstract. Real-time information is transforming due to technological advance-
ments and widespread internet access. In our increasingly digital culture, fake
news and misinformation are more common in journalism, news reporting, social
media, and other online information consumption platforms. The spread of mis-
information can have harmful impacts or even control public events by using
multimedia content to deceive readers and gain dissemination. The question here
is how to spot fake news about recently occurring events and it is one of the spe-
cial difficulties in Fake News Detection (FND) on social networking sites. Recent
study has considerably increased our ability to identify fake news, because of less
emphasis on utilizing the relationship between the textual and visual information
in news samples. It is possible to spot fake news by giving importance to similarity
among textual and visual features. In this paper, we study the task of identifying
fake news using the Fakeddit dataset, which is a collection of full-length articles
and related images. We propose a multimodal approach that makes use of transfer
learning to gather semantic and contextual data, develop stronger hidden represen-
tations between the words in news samples and the images, and tries to improve
the accuracy of FND task. We carefully evaluate the performance of our model
on the Fakeddit dataset. The results demonstrate that the proposed model learns
more accurate textual features and outperforms the most current textual results on
that dataset.

Keywords: Natural Language Processing (NLP) - Fake News Detection (FND) -
Transfer learning - Deep learning - Social media analytics

1 Introduction

“Fake news” has existed for a while. Although the cause of it was established in society
for a very long time, the harm it caused to people made it a pressing problem that needed
to be resolved by the scientific community [1]. The definition of this term has changed
slightly from the earlier studies, but it has now become jargon. Earlier, any type of
unique content, including satires, hoaxes, news propaganda, and clickbaits, was referred
to as fake news. The term “fake news” refers to news stories that are deliberately and
clearly inaccurate and have the potential to mislead readers. The rise of online news in

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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the early 2000s brought about a new set of worries, among them the possibility that an
excessive diversity of viewpoints would make it simpler for people with similar opinions
to form "echo chambers" or "filter bubbles" where they would be shielded from opposing
viewpoints [2].

Most recently, social media has been under investigation. Comparing social media
platforms like Facebook to earlier media technologies reveals how drastically differ-
ent their structures are. Users can share content without any significant fact-checking,
editorial review, or third-party screening. Recent years have seen a significant increase
in the amount of fake news due to the quick and explosive expansion of social media.
Misinformation is ubiquitous, intrusive, and distracting in today’s world. Both people
and society are profoundly affected by it [3]. The FND task faces a number of chal-
lenges: 1. It is difficult to identify fake news because it can take many different forms,
including text, image, video, and more. 2. The abundance of false information: Anyone
can readily post misinformation online without any verification procedures. There are
many websites that were created specifically to publish false news and stories. There
is an urgent need for automated FND since the volume of online-generated material
exceeds the capacity of human verification.

More false information has been spread during the extraordinary COVID-19 world-
wide pandemic due to the corona virus’s mysterious origin and extreme infectiousness
[4]. A popular strategy for debunking COVID-19 myths is fact-checking by domain
experts. In addition to reputable fact-checking organizations like PolitiFact' and Press
Information Bureau? (PIB), the Infodemic has inspired numerous social media plat-
forms, news organizations, and even governments to release specialized tools to debunk
wrong information [5]. Figure 1 illustrates a case study of a fact check conducted by
the PolitiFact.com in which a tweet was uploaded on the Instagram? and claimed that
Covid-19 vaccine increases the syncytial virus in children. However, PolitiFact.com
confirmed it and made it into a false claim by claiming that Covid-19 vaccine is not
causing RSV in children. The majority of current studies mostly concentrate on exploit-
ing textual features to identify fake news. But the social media news stories now include
information in many media formats, including texts, images, and videos. Between vari-
ous modalities, there are increased and balanced interactions. More significantly, news
that includes visual information is more likely to catch consumers’ attention and spread
faster. However, little research has been done on using visual data to validate the veracity
of news [6].

This study makes a contribution to the field of FND by focusing on multimodal
viewpoints and utilizing deep learning in relation to transformer-based architectures
for improved multimodal feature fusion. The contributions of our study, in brief, is as
follows: 1. This paper suggests a method for identifying social media postings that just
considers the post’s content, which includes the text and any related images. In order
to learn sequences and hidden internal representations of words more effectively, this
paper leverages deep learning-related transformer-based architectures. We thoroughly
assess our model’s performance using the Fakeddit dataset. The outcomes show that the

1 Http://www.politifact.com.
2 Https://www.pib.gov.in/indexd.aspx.
3 Https://www.instagram.com/.
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suggested model outperforms the most recent textual results on that dataset and learns
better textual features.

(@‘ Instagram posts

stated on November 11,2022 in a post:

99 | Increases in respiratory st
syncytial virus in children are
linked to the COVID-19 vaccine. r —

CHILDREN PUBLIC HEALTH CORONAVIRUS 2 INSTAGRAM POSTS

Fig. 1. An instance related to the fact-check done by PolitiFact.com®.

The rest of this work is structured as follows: In Sect. 2, we go over earlier research
on multimodal architectures and FND. We go into considerable detail on the dataset in
Sect. 3. We present our suggested model and its various components in Sect. 4. Results
and analysis are presented in Sect. 5, and Sect. 6 provides a concise summary.

2 Related Work

The task of spotting fake news is comparable to a number of other intriguing problems,
including spam identification [7], rumor detection [8], and satire detection [9]. Each
paper accepts its own definition because every person may have their very own intuitive
definition of such linked concepts. The major constraint in FND tasks is how to classify
news based on features. Posts, social context, and even associated images can all be
used to extract the features. As a result, we examine the literature on Unimodal and
multimodal FND.

2.1 Unimodal FND

The majority of earlier work on FND relied mainly on text and user metadata features.
Such research has covered several linguistic levels within a conventional statistical Nat-
ural Language Programming paradigm. In order to describe and classify news informa-
tion, numerous hand-crafted features have been extracted from it [10]. These features

4 https://www.politifact.com/factchecks/2022/nov/2 1/instagram-posts/no-covid-19-vaccinati
onnot-causing-rsv-children/.
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have been employed, for example, by SVM and random forest, to distinguish fake news
from authentic news in terms of linguistic and writing styles. It is challenging to gen-
eralize hand-crafted linguistic features across topics and domains for FND tasks [11].
The results of [12] discussed how an author’s writing style affects the perspectives and
opinions of readers of such articles. This is crucial in influencing how the general public
feels.

To automatically learn the hidden representation of temporal textual features, an
RNNbased model was developed, outperforming techniques relying on manually created
features [13]. Another study [14] used soft attention and RNN to learn only some of
the temporal feature representations of post series in order to capture the long-range
dependency among variable length sequential information.

Using knowledge graphs, authors of [15] are able to improve fact analysis in news
content. Text content can be made to make sense by using entity relation information that
is retrieved from these graphs. To identify fake news, [16] employ an LSTM network over
propagation channels to infer embedding’s of social media user profiles. A multivariate
time series is used by [17] to represent the propagation path of a news story, and they use
a combination of RNNs and CNNs to classify the propagation path in order to identify
fake news. As a further effort, the authors of [18] use text summarization approaches in
combination with transformer-based architectures to enhance the FND task. Ensembling
of different Transformer-Based Models for the Urdu Language FND Task is carried out
in [19].

Recentresearch has demonstrated that visual elements, such as images, are crucial for
spotting fake news [20]. However, there has been less focus on examining the authenticity
of multimedia content on social media. One common method of tampering with news
is to create false images. Image splicing approach [21], which assesses whether or not
the image is self-consistent based on input such as the EXIF metadata information, was
utilized to detect such events.

2.2 Multimodal FND

Even while all of the Unimodal strategies listed above were able to produce encouraging
results, the informal and brief nature of social media data makes information extraction
difficult. The researchers began experimenting with features taken from other modalities
(such as text and image) and merged them together for richer data representation to get
over this limitation.

Att-RNN [22] is an attention-based RNN-based automated multimodal FND model
that combines joint representations of textual, user profile, and visual information.
Another attempt by the [23] is the Multimodal Variational Autoencoder (MVAE), a
multi-task learning, multimodal fusion FND system. By using VAE to rebuild the tex-
tual and visual feature representations from the common latent representation, the modal
seeks to identify relationships between modalities.

An event-level multi-modal architecture called Multi-modal Knowledge-aware
Event Memory Network (MKEMN) [24] uses visual data and outside knowledge to help
with the challenge of detecting fake news. For the purpose of learning event invariant
characteristics, the authors used an event memory network.
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The Event Adversarial Neural Networks (EANN) is a multi-task learning FND model
that seeks to discover shared feature representations between all postings by employ-
ing an extra adversarial component [25]. By combining a CNN-based textual features
extractor and a VGG-19 network, respectively, textual and visual feature representations
are obtained.

3 Dataset Used

For the FND task, we have examined a broad range of datasets, starting with LIAR
[26] for textual content and COVID19 fake news dataset [27] for multimodal FND.
We utilized the Fakeddit [28] dataset in this study because we noticed that it offers a
wide range of categories, making the training of new models considerably more reliable.
Fakeddit dataset obtained from Reddit’, a social news and debate platform where users
can submit content to multiple subreddits. Over 1 million submissions from 22 distinct
subreddits comprise Fakeddit. The pushshift.io® API was used to gather submissions,
the oldest of which dates back to March 19, 2008, and the most current from October
24, 2019. In addition to the score, the author’s username, the source subreddit, the
sourced domain, the number of comments, and the up-vote to down-vote ratio were
also collected. They also obtained the submission title and image. They regarded both
submission and comment data from the photoshopbattles subreddit’ as submission data.
Users submit entries with real images to the subreddit photoshopbattles. The images
from the submission are then altered by other users, who submit the edited images as
comments on the submission page. These comments also include written information
relating to or describing the image. These comments from the photoshopbattles subreddit
are gathered, and they considered them as submission data to include in their submission
dataset, greatly increasing the quantity of multimodal samples. The datasets described
below are included in Table 1. Under multiple categories.

Table 1. Comparative analysis of Fakeddit with different datasets under multiple categories

Dataset Size #of classes Modality Source Data category
LIAR 12836 6 Unimodal PolitiFact Political
COVID-19 10700 2 Unimodal Multisource Pandemic
Fakeddit 1063106 2,3,6 Multimodal Reddit Variety

4 Proposed Architecture

In this study, we provide an architecture for text classification that makes use of a distilled
version of RoOBERTa, DistiBERT, XL Net and fine-tuning. To extract image features,

5 Https://www.reddit.com/.
6 Reddit Statistics - pushshift.io.
7 Https://www.reddit.com/r/photoshopbattles/.
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ResNet50 [29] is used. We employ DistilBERT together with VGG16 for text and image
feature extraction followed by a stack of dense layers for the multimodal FND task.

4.1 Exploratory Data Analysis (EDA) of Fakeddit Dataset

First, we conducted an EDA on the Fakeddit dataset and discovered that a two-way
labelling scheme results in 74,882 duplicate records, whereas a three-way and six-way
labelling schemes resultin 74,844 and 72,176 duplicate records, respectively. At a greater
depth 878,218 records for training, 92,444 records for testing and 92,444 records used for
test data. The number of words per sentence is then calculated to examine the distribution
of word lengths across the training dataset, and 80 was found to be the best fit. By
truncating the words in phrases that are longer than 80 characters, the text part was
tokenized using the ROBERTa tokenizer.

4.2 Unimodal Classification

To begin building the model, tokens are used as input. Next, the pre-trained Distil
ROBERTa? is supplied as input, and the ensuing features related to the text are extracted
and passed through a few dense layers. The Hyperparameter tuning carried out using the
keras tuner determines the number of layers and the number of neurons per layer. The
final dense layer’s output is sent to the layer with the same number of neurons as class
labels, where the logits are calculated. The probabilities are then obtained by running
these logits through the softmax. The components of the hyperparameters are stated in
Table 2, and Fig. 2. Depicts the architectural flow graphically.

Table 2. Hyperparameters tuning

Hyperparameter Value

Optimizer Adam

Loss function Sparse categorical cross entropy
Epsilon value 0.000006(6e—6)

4.3 Multimodal Classification

We employ DistilBERT [30] along with VGG16 [31] for text and image feature extrac-
tion followed by a stack of dense layers for the multimodal FND task. We experimented
with several fusion variations for the fusion of the extracted features, including adding the
features, multiplying, concatenating, and taking the maximum of both features. Concate-
nate is determined to function better after some testing with the current architecture. This
might change if we apply Hyperparameter tuning to other experiments and add denser
layers. Figure 3 depicts multimodal architecture designed for the Fakeddit dataset.

8 https://huggingface.co/sentence-transformers/all-distilroberta-v1
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5 Experimental Analysis

In this study, we tested with three different textual data architectures, including XL Net
[32], DistillBERT, and DistilRoBERTa, and compared the outcomes to the BERT archi-
tecture used in the [28] as shown in Table 3. And results show that proposed architectures
are providing the better results than the baseline paper itself. Table 4. Illustrates the per-
formance of the model in the context of image data, where ResNet50 architecture has
been improved using part data and the same data has also been used for multimodal
architecture. Figure 4 displays the multimodal accuracy using DistilBERT to extract
textual features and VGG16 to extract visual features.

5.1 Error Analysis

A thorough analysis of the textual data using EDA revealed several duplicate entries,
which were all removed. There was also a significant imbalance in the data as shown
in Fig. 5, which was balanced using under-sampling, oversampling, and SMOTE
techniques.

Table 3. Comparison of the outcomes for the three alternative class labelling schemes using
textual data

Model/ way 2-way_ 2-way_ | 3-way_ 3-way_ | 6-way_ 6-way_
Validation | Test Validation | Test Validation | Test
Fakeddit (BERT) | 0.8654 0.8644 |0.8282 0.8580 | 0.7696 0.7677
DistilBERT 0.9252 0.8798 | 0.8643 0.8633 0.7967 0.7982
DistilRoBERTa | 0.8876 0.8860 | 0.8733 0.8747 0.8022 0.8032
XLNet 0.7323 0.7336

Table 4. Results on image data samples using ResNet50

Model Validation accuracy Testing accuracy

ResNet50 0.6329 0.6219
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[ Five guys arrested after fist fight at five guys. ]
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[ Lambda Input: Nunc(xul.wm) Output: Nonce(768) ]
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[ Dense Input: None(768) Output: None(96) ]
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Fig. 2. Complete architecture used for classification based on text with 6 class labels
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Fig. 3. Multimodal architecture

Due to the enormous amount of parameters involved, the model began to overfit
and dropouts were introduced in between the dense layers. The model failed to improve
training accuracy after three epochs of significant performance, which indicated under
fitting and required the addition of a few denser layers using the Keras turner module
(a Hyperparameter technique). The results displayed in Fig. 4. Are the performances on
the part data, thus if the reason for the poor performance is a lack of data, these models
have not yet been trained on the entire training set. On satire data, which the paper states
are system generated, or synthetic data, the model has performed poorly.
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Fig. 4. Results on multimodal architecture
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Fig. 5. Data spread in case of 6-way class label an imbalance data

6 Conclusion

In this paper, multiple architectures have been experimented with many baseline models.
Maintaining the individual modal features while combining the features that are relevant
to each modality is the main problem in multimodal architectures. Here, we suggested a
novel architecture that makes advantage of the most recent feature extractor technologies,
tested with a variety of fusion techniques, and displayed a comparison of the outcomes.
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The results demonstrate that the suggested model outperforms the most current textual
results on that dataset and learns better textual features. Future research in this field can
use adversarial networks to improve the models resistance to new types of input with
various classifications and to improve the models performance on regionally distinct
languages as well.
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Abstract. Device to Device Communications allows devices within certain prox-
imity limits to communicate directly with or without cellular network infras-
tructure. This leads to faster data exchange and low latency delays. With ever-
rising security threats that can jeopardize D2D communications, authentication of
devices and initial key establishment for further message encryption is the need
of the hour for secure D2D communication. In this paper, we first analyze authen-
tication schemes for traditional Diffie-Hellman and their shortcomings in terms
of performance and security for resource-constrained devices. We then propose
a solution initially meant for wireless sensor networks for key issuing and estab-
lishment, which is ideal for devices with resource limitations. The principle of
the protocol is based on Identity-based Key Issuing and a Key Generation Centre
Model. It is observed that a secure session key is established between two devices
with the above protocol. The proposed protocol eliminates the need for certificates
that lead to storage, communication, and computation overheads. It is suitable in
terms of computation and communication overhead with the existing literature.
The proposed protocol with the proposed Key Generation Centre model can easily
be integrated into devices enabled with Wi-Fi Direct further enhancing the security
of D2D communications.

Keywords: Device to Device Communications - Wi-Fi Direct - Resource
constrained devices - Key establishment

1 Introduction

Device to Device (D2D) Communications has been a major area of research in recent
years. Two or more devices within certain proximity can communicate with each other
with or without the involvement of existing cellular network infrastructure. With more
devices being connected globally and ever-rising mobile subscribers, the need for fast
and secure data exchange between devices is an urgent and pressing requirement.

D2D communications allow User-Equipments (UEs) within a certain proximity to
communicate using a direct link without routing radio signal paths through the net-
work infrastructure. This promises high data rates and ultra-low latency due to shorter
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signal paths. Till recent times, D2D communications did not appear financially feasi-
ble to network operators. However with more demanding resource-consuming applica-
tions and proximity-based services, D2D has been seen as a key complementary tech-
nology with the 5G infrastructure for peer-to-peer communication, proximity detec-
tion services, Machine to Machine Communication, coverage extensions, data and
computation offloading, emergency communications and IoT enhancement (e.g., V2V
communication).

5G technology promises higher bandwidth capabilities, low data rates and efficiency
in the exchange of real-time data and hence is the preferred technology for loT-based
applications. The D2D Communications in 5G are possible via cellular services or Wi-Fi
Direct. As cellular services are limited by partial or no coverage, Wi-Fi Direct can effi-
ciently and reliably facilitate data exchange for the implementation of IoT-enabled smart
city applications. Figure 1 illustrates the two typical D2D communication scenarios.
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Fig. 1. D2D communications (a) without infrastructure (b) cellular network assisted D2D
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With the development of emerging technologies, new security threats arise that
can disrupt and jeopardize the whole communication setup. Typical D2D communi-
cation security threats include jamming, user emulation attacks, message modification
and node impersonation. Man-in-the-middle (MITM) attack is an active eavesdropping
attack when an attacker device disrupts the private communication between commu-
nicating devices and relays messages between those devices that still believe they are
communicating with each other securely.

For secure and reliable exchange of information between nodes with protection
from the security threats mentioned, key establishment via cryptographic primitives is
required that authenticates the devices before any exchange of information. The security
requirements of Confidentiality, Integrity and Authentication (CIA triad) are a must for
any secure key establishment protocol along with robustness, privacy, non-repudiation
and availability and dependability of the network.
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The authors of this work propose SAFE: a secure and fast key establishment for
Resource Constrained Devices in D2D communication scenarios with an identity-based
key issuing model.

1.1 Technical Contribution

This article proposes a lightweight cryptographic protocol based on research work con-
ducted for key establishment in typical D2D devices. The authors of this work use the
idea of an Identity-based Diffie-Hellman Key Establishment with the latest and fastest
Elliptic Curve Cryptography primitives discussed subsequently for mutual authentica-
tion and key establishment in D2D scenarios. The important contributions of this paper
include:

e Analysis of the Station to Station Protocol (STS) as a possible solution to the MITM
attack in traditional unauthenticated Diffie-Hellman key exchange.

e We present an underlying security issue in STS and propose a modification to the
same to improve its security.

e We find issues with our proposed approach in terms of performance and suitability
for resource-constrained devices with costly cryptographic primitives involved.

e To achieve a robust, lightweight authenticated key agreement we propose an
identity-based solution initially meant for wireless sensor networks for our D2D
communication scenarios.

e We propose a new identity-based key issuing model to the above solution to improve
security and robustness for our D2D communication scenarios. We further eval-
uate SAFE’s computation and communication overheads and compare them with
existing literature works. We further analyze the latest Elliptic Curve Cryptography
(ECC) primitives for fast scalar multiplication for use in our key generation and key
establishment phases.

The rest of the paper is organized as follows: Sect. 2 provides a literature overview
and discusses conventional and current research work for secure D2D communications.
Section 3 describes a new protocol proposed by this work’s authors and its performance
limitations. Section 4 defines the notations and security goals for secure D2D communi-
cation. Section 5 identifies a solution initially for sensor networks and proposes the same
for the key issuing and establishment phase. Section 6 discusses the results of SAFE.
Section 7 analyzes the latest Elliptic Curve Cryptography primitives for performance
improvements. Finally, Sect. 8 draws the conclusions.

2 Background

D2D bypasses the cellular network infrastructure or base stations enhancing spectral
efficiency and reducing latency. Such enhancements to the existing infrastructure speed
up the data exchange between devices. For the adoption and deployment of D2D services,
security and privacy are fundamental aspects to be addressed [1].
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Wi-Fi Direct has emerged as a suitable technology for D2D communications to save
data exchange and communication costs. D2D communication establishment via Wi-Fi
Direct is a four-stage process: discovery, GO negotiation, WPS and address configura-
tion. D2D communications with Wi-Fi Direct are susceptible to various security threats
and challenges [2]. Wi-Fi Direct relies on Wi-Fi Protected Setup (WPS) to connect two
devices securely. The limitations of this setup in terms of security enable an attacker
to perform a brute force attack against the WPS Pin solution [3]. Short Authentication
Scheme (SAS) based Protocols [4] by S Pasini et al. require a safe and secure Out of
Band (OOB) channel for string authentication and in reality, no channel can be con-
sidered to be secure in wireless communications. Hence such protocols are subject to
eavesdropping and MITM which leads to a compromise in the security of the system.

Diffie-Hellman Key Exchange is based on the computational hardness of the Discrete
Logarithm problem [5]. Traditionally, Diffie-Hellman Key Exchange is unauthenticated
and subject to the famous MITM attack [6]. Whitfield Diffie and others introduced a pro-
tocol referred to as the Station to Station (STS) Protocol for authenticated Diffie-Hellman
key exchange [7]. The STS protocol consists of traditional Diffie-Hellman key establish-
ment along with an exchange of authentication signatures with the help of certificates
issued via a trusted authority. In practice, the STS Protocol uses certificates to facilitate
the distribution of users’ public keys and user-specific Diffie-Hellman parameters.

Since these traditional authentication mechanisms are either costly in terms of pro-
cessing speed, and resource utilization or are vulnerable to attacks, it is evident that a
strong, lightweight mutual authentication scheme is required in the Wi-Fi Direct Protocol
to enhance the security of D2D communications.

The authors of [8] propose a solution for secure D2D communication with Elliptic
Curve Cryptography (ECC) and the lightweight AEAD cipher for efficiency. Maode Ma
et al. [9] proposed an LTE-AKA scheme based on [8] for 5G D2D networks. However,
both the above solutions are designed for 5G D2D networks, require the necessary
5G infrastructure, and are not suitable for Wi-Fi Direct D2D scenarios. Based on the
computational hardness of the ECC Discrete Logarithm Problem, the authors of [10]
propose an authenticated certificateless key agreement protocol that uses International
Mobile Subscriber Identity (IMSI) as identity information.

To improve the security of D2D communications via Wi-Fi Direct, the authors of
[11] proposed an authentication approach called Secure Key Exchange with QR code
(SeKeQ) to enable devices to establish a shared key over public channels. Besides having
large computation and communication overheads, SeKeQ requires the D2D device to
scan a QR code for string authentication purposes. We typically want to avoid any OOB
authentication in an authentication protocol for security reasons.

We now discuss and analyze the MAKE scheme [ 12] that aims to enhance the security
capabilities of the Wi-Fi Direct Protocol.

2.1 Intelligent Device Filtering and Mutual Authentication and Key
Establishment (MAKE)

The authors of [12] propose an intelligent device filtering mechanism and mutual authen-
tication and key establishment scheme for preventing DOS attacks in the discovery phase
and MITM attacks in the key agreement phase of the Wi-Fi Direct Protocol.
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It is assumed by the authors of [12] that nodes are stationary and have unique MAC
Addresses and Received Signal Strength Indicator (RSSI) values. These addresses are
used to verify the legitimacy of the probe requests received at a node for further commu-
nication. With such a probe request, the authors of [12] aim to prevent bogus requests
received at legitimate devices that drain battery resources and processing capabilities.

The mutual authentication and key establishment scheme (MAKE) aims to enhance
the security capabilities of the SAS-based key agreement [4] with timestamps added and
message authentication codes for mutual authentication and secret key establishment.
The authors aim to eliminate the use of OOB channels and plaintext communication of
short authentication strings.

3 Cryptanalysis of Protocols

3.1 Cryptanalysis of Intelligent Device Filtering and MAKE Scheme

While the protocol proposed by [12] enhances the security of the Wi-Fi Direct Protocol
and protects devices from DOS and MITM attacks, it has some severe limitations in
terms of strict assumptions.

The assumption by the authors that nodes are stationary is not feasible for D2D com-
munications as mobile devices are at the heart of D2D communications and their RSSI
values cannot be held constant ever as RSSI itself is determined by weather conditions,
temperature and obstacles in the path of communication [13]. Hence the assumption
that the RSSI of devices is held constant is impractical in real-life applications. Thus,
the intelligent device filtering for malicious nodes to prevent DOS will fail in real-time
scenarios.

The MAKE scheme employs the use of timestamps and lifetime values for authenti-
cation purposes. Timestamps put forward a huge challenge of maintaining local clocks
that are periodically synchronized securely with reliable sources of time that lead to
delays and tradeoffs in performance and security and are hence not recommended by
the authors of [7] for any use in authentication protocols.

Cryptanalysis of STS Protocol

We have critically analyzed the STS protocol and found a vulnerability in the same. The
attacker can compromise any communication between two devices. Such an attack is
illustrated in Fig. 2.

1. If apowerful adversary can issue certificates in someone else’s name through trusted
authority or compromise the trusted authority, a successful MITM attack can be
established where an adversary can impersonate one of the devices, making it appear
as if a normal exchange of information is underway.

2. Let’s assume a D2D communication scenario where one device (say Device|) wants
to communicate with another D2D device (Device,) but somehow attacker device
(Devices) intervenes. Devices pretends to be Device, to Device; and receives the
STS protocol’s message (1). Devices cannot determine x (secret key of Devicey),
from a*. However, Devices sends o, p and oX to Device, where x’ is Devices’s
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Device, Adversary Device, Device,

X
a,p,a* a,p,a

@, Certpeyiced, Ex(Speicez {0, @)

Certpeyices/evice1 » Exc{Soenices {05, a'})

alll CenCenceS‘Dev e EK (SDmteS {al: al’})

Certpeyie , Ex(Spevicer {0, @¥})

Cennevce&/oev cel =(Devicel, Poevicer WP, S:rusted(DeVicelr Poevicess a,p))
Cenoe»-<e3loev ce2 =(DEVIC62, Poevicesr 4P, S:vusted(DeV'cezr Poevices G,p))

Fig. 2. MITM in STS with certificate forgery by an adversary

secret key. Device, thinks he has received this message from Device; and sends the
message (2) of the STS Protocol as oY, Certpevice2, Ex’ (Spevice2 {@¥, o* }) where
K’ is the shared key between Device; and Devices,

Devices now sends Ex’ (Spevice3 {ocx/, a¥}) to Device, along with a forged certifi-
cate (Certpeyice3/Devicel) issued by him carrying Device;’s name. Device, thinks he is
communicating with Device, however, it is Devicez who has established a connection
with him. Now, Devices sends to Device| a¥, Certpevice3/Device2> Ex” (SDevice3 {0{",, a*})
where Certpevice3/Device2 18 the forged certificate carrying Device,’s name and K” is the
shared secret key between Device; and Devices. Device; considers this message to be
Device;’s and responds with Ex7 (Spevice1 {*, aX }) along with his original certificate.

Thus Devices has established independent connections with Device; and Device,.
As Device; and Device, are unaware of fraudulent Devices, they continue the
communication with Devices.

Proposed Hybrid Protocol to Solve the Issue with STS

The hybrid protocol proposed by the authors of this work assumes a Public Key Infras-
tructure (PKI) set-up where the sender of a message can easily access the recipient’s
public key and use it to encrypt messages and send messages.

Encrypting the sender’s exponential term and Diffie-Hellman parameters with the
sender’s private key first and the recipient’s public key accessed via broadcast or PKI
(see Fig. 3 and Table 1) mitigates the attack mentioned in the previous section. Such
a modification ensures that the sender’s exponential term is viewed by the intended
recipient as only the intended recipient can decrypt the message with his own private
key first followed by the sender’s public key.

Thus any adversary can never find out the sender’s exponential as he does not have
the recipient’s private key which is confidential information. Hence, he cannot establish
independent connections with the intended targets, so the MITM attack is prevented.
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Devicel Device2

EprDevucel (EpuDew:e2 (ﬂ,p,C(“))

EprDcwcoZ (Epuoowccl (uv)) ’ EK(SDN'“Z{Q‘})

EK(SDevicel{ay})

Fig. 3. Proposed hybrid scheme with encryption

Table 1. Notations and denotations

Notations Denotations

PI'Devicel Public key of device 1
Private key of device 1

PUDevicel

PrDevice2 Private key of device 2

PUDevice2 Public key of device 2

The proposed protocol is secure from MITM attack but it has certain limitations
described as follows:

1. Assumption that the sender initially knows the recipient’s public key is not always
practical without a large infrastructure set up.

2. Resource-constrained devices like mobiles, sensors and IoT devices have low
processing power and battery limitations.

3. Standard Encryption algorithms like Blowfish, and AES have high processing
capability requirements and are not suitable for D2D devices that are resource
constrained.

4. Cryptographic certificates for authentication require additional computational effort
for their authentication purposes.

Due to the resource limitations of typical D2D devices, identity-based schemes that
embed the authentication in the key establishment procedure are considered ideal for
D2D devices as computational overhead is minimized at the device participating in D2D.

4 Notations and Typical Security Goals

4.1 Notations of Proposed Solution

The notations and denotations of the parameters used in the proposed solution are found
in Table 2 below.
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Table 2. Notations and denotations for proposed solution

Notations Denotations

H Cryptographic hash function

E Elliptic curve

G Generator point on curve

q Prime order selected

KGC Key generation centre

d Master private key of KGC

R Master public key of KGC
Hgevice Nonce generated by KGC
Udevice Public value of device

Xdevice Secret key of device

KGC; KGC selected by device for session communication
Pdevice Nonce generated by device
Edevice Random point on elliptic curve
IDgevice Identification parameter of device

4.2 Security Goals

The security goals of a secure authentication protocol include:

1. Secret Key Establishment: D2D devices generate and share a large amount of data
that is shared with other devices through untrusted wireless channels. Therefore a
secure key via a key agreement and establishment protocol between the two parties
is needed for data encryption.

2. Mutual Authentication: Authentication is required to confirm the identity of a device.
With the open nature of wireless channels, D2D devices need to be authenticated
to ensure that the correct parties are communicating with each other. Authenticated
Key exchanges are required that also authenticate the identities of parties involved
in the key exchange.

Diffie Hellman Key Exchange is unauthenticated and hence it needs a separate
authentication scheme to authenticate devices.

3. Ephemeral Key Exchange: Static/Fixed keys remain the same over a long period.
One key for many instances of a key establishment scheme is not good practice.

An Ephemeral key is generated for each execution of a key establishment process.
It ensures key freshness and a unique key for each session.
4. Security and Defense from Prominent Attacks:

Security protocols must be resilient against common attacks such as node imperson-
ation, the MITM attack and authentication attacks.
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The proposed solution in the subsequent section establishes a unique ephemeral key
comprising of a fixed identity-based component and a random component. The Key
Establishment phase achieves perfect forward secrecy and is secure and resilient against
the MITM attack and other attacks as shown in [18].

5 Proposed Solution

At the end of Sect. 3, identity-based schemes were discussed that embed authentication
into the key establishment and saved computational effort. ID-based encryption was first
proposed by Adi Shamir in 1984 [14].

The pairing-based Boneh-Franklin scheme solved the IBE problem with pairings
[15]. However, it made use of expensive bilinear maps. Two pairing-free identity-based
schemes that require minimum computational effort were further introduced. One app-
roach was introduced by Arazi, Qi et al. in 2007 [16]. Another approach was introduced
by D Fiore and Rosario Gennaro in 2011 [17].

Based on Arazi, Qi solution; the protocol proposed by [18] has been considered
suitable by the authors of this paper for the identity-based Diffie-Hellman Key Agree-
ment. We now introduce Hang et al. solution for wireless sensor networks as a possible
key establishment solution for D2D devices. We further propose a change to the Key
Generation Centre model proposed by [18] later in this section.

The protocol introduced by [18] based on Arazi, Qi scheme consists of 2 steps:
Identity-based Key issuing and Key Establishment.

5.1 Identity-Based Key Issuing

The identity-based key agreement schemes avoid the use of public certificates by mak-
ing the public key computable easily from some unique identification information of
the owner. The identification information can include a unique identification number
or device properties. Identity-based cryptography thus avoids cumbersome certificate
management infrastructure and saves computational effort.

Key Issuing Model

In this step, each device is presented with an identity, a secret key and a public value.
This is an identity-based approach. For Elliptic Curve Key Establishment, a suitable safe
elliptic curve E over a finite field along with an initial generator point G of prime order
q is chosen by the Key Generation Center.

A cryptographic hash function H: {0, 1}* — {1, ..., q — 1} like HMAC is further
needed. The authors of [ 18] propose a single Key Generation Centre (KGC) for endowing
all D2D participants with a secret key and public value. The KGC generates a random
number d € {1, ..., g — 1} as the master private key of itself and computes its own
master public key R as R = d x G. All D2D participants are aware of the elliptic curve,
the point G selected, R and the prime order q.

Let us consider two devices A and B want to participate in D2D communication.
Before the D2D device is deployed, it is presented with a secret key and public value by
the KGC setup. Firstly, the KGC generates a random number hp € {1, ...,q — 1} and
calculates Up = ha x G. Uy is the public value of device A presented to it by KGC.
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Then, the private key xa € {1, ...,q — 1} of device A is generated by the KGC as follows
xA = [H(IDa, Uyp) - ha + d] mod q.

This public value Uy and secret key x4 are then issued to device A. This key issuing
is done for every device interested in D2D communications. On receiving U and secret
key x4, a device can verify its issued values by checking whether

xa X G = H(Dj, Up) x Up +R (1)

The value xpo x G is the public key of Device A. It is never used explicitly, however,
it is computed from the identification parameters of a node and Key Generation Centre
public information.

A single KGC was originally proposed. However, a single KGC'’s failure can disrupt
the entire communication setup. The authors of this work propose multiple KGCs, say
n KGCs, where each KGC can have an independent curve E, the point G, and master
public key R. The prime order q is assumed same for all KGCs. Each D2D participant is
aware of the KGC parameters when it receives n distinct (Xa, Ua) pairs and can verify
each pair independently.

Such independent KGCs ensure a fault-tolerant key generation system where the
compromise of a single KGC facility doesn’t lead to a breakdown of the infrastructure.

Figure 4 illustrates the proposed key issuing model with n KGCs.

KGC 1 KGCi KGCn \

o

o]

i 0

With elliptic curve parameters selected
Generated; €{1,..., q-1}
Calculate Ri=d; x G;

For a particular Device:
Generate (hpgyce)i €11, ..., q-1}
Calculate (Upeveeh = (hosiceh X G

Generate (Xpeyice)i = [H(IDA' (Uneviceli) *
(hberme)v + dl] mod q

Send ((Upevice)is(Xpevice): ) @ public value
and secret key generated by KGC i

Fig. 4. Key issuing model with n KGCs

Key Establishment Procedure

For two D2D participants to communicate with each other, they should have their
identity-based keys issued at first as described by the key issuing model. For key
establishment between devices A and B, the protocol is as follows:
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Each node generates independent numbers as follows: pa € {1, ..., q — 1} is gener-
ated by device A and anonce pg € {1, ..., q — 1} is generated by device B. A indicates
to B its desire for D2D communication and shares its (ID4, Ua, KGCj, Eo = pa x G)
where KGC; is the KGC chosen by Device A for this particular D2D communication
instance. Sending this parameter is important so that the receiving node can then select
the correct secret key, public key-value pair, master public key of KGC, elliptic curve
considered and initial point G from all possible pairs available to him.

Now Device B processes the message (1) and responds with (IDg, Ug, KGC;, Eg =
pB x G). Now both the Devices have agreed to use the (secret key, public value) pairs
issued by KGC; and public information of KGC; for key establishment.

Device A checks whether Eg # 0, Eg € E and now calculates the current session
key Kap as

Kag = [xa - H(IDg, Up) modq] x Ug + x5 x R+ pa x Ep
= xaXB X G+ paps X G. ()

Similarly, after checking whether Eo # O and E5 € E, the session key Kpy is also
computed by Device B as

[XB -H(Da, Uyp) modq] X Ua +xg X R+pp X Ep
= xgXA X G +pppa X G 3)

Kga

The two parties have now generated a common secure session key and can initiate their
communication.

Since x4 X Ris fixed for each session, it can be pre-stored in the device multiplication.
Also, E can be precomputed before key establishment to save a scalar multiplication.
Therefore at the key establishment, 2 scalar multiplications are required at each device.

Figure 5 illustrates the key establishment procedure between two devices.

Device, Deviceg
IDA} (UA)i ’ (KGC)I ’ EA

IDB: (UB)I ’ (KGC)I ’ EB

Fig. 5. Key establishment between two devices

6 Results

The authors of this work intend to implement the proposed key generation model and
key agreement protocol for D2D devices shortly. For now, the quantitative and qualita-
tive analysis of the proposed scheme is performed in terms of its communication and
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computation overheads. We further compare our solution with some existing solutions
in the literature and prove why our solution is ideal for D2D communications with Wi-Fi
Direct.

The key issuing procedure is performed at the Key Generation Centres (KGCs). Itis a
reasonable assumption that Key Generation Centres have enough processing capabilities
and resources to generate and issue keys that embed user identity.

Key Establishment between two devices involves only two message exchanges that
have minimum communication overhead. ECC Scalar multiplications are typically the
most costly operations in ECC and our proposed scheme employs 2 Scalar multipli-
cations at each stage. This is a reasonable amount of computation overhead at each
device as storage overhead, verification, communication and computation overhead of
certificates are eliminated with such a protocol.

Table 3 illustrates the communication overhead of some common cryptography
primitives.

Table 3. Communication overhead specifications of some cryptography primitives

Parameters No of bits required
IDgevice 128 bits

Udevice 256 bits

Edevice 256 bits

Ndevice 128 bits

g 1024 bits

Ts 64 bits

Lt 64 bits

HMAC 160 bits

The communication overhead for key establishment at each device in our protocol
amounts to overheads of IDgevice + Udevice + Edevice + KGC;j. This amounts to a net
overhead of (128 + 256 + 256 + log(n) bits) = 640 + log(n) bits at each device where
n is the no of KGCs in the KGC and is implementation-dependent (depends on number
of KGC:s selected in the KGC model).

Assuming elapsed time for scalar multiplications to be Tsny, elapsed time for modular
exponentiation to be Tg and elapsed time for hash message function to be T,gh. It
is also considered that elapsed time for XOR, Txor is negligible. From the research
work in [19] where the elapsed time of certain cryptographic primitives is verified by
the OpenSSL [20] library written in C++, it is evident that Tyg > Tsm > THash. The
computation overhead for key establishment at each device in our proposed scheme is
thus 2 * Tsm + THash-

We now compare our proposed scheme with the Key Establishment phase in SeKeQ
[11] and MAKE [12] for communication and computation overheads in Table 4.
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Table 4. Comparative analysis with MAKE at each D2D device

Protocol Communication overhead Computation overhead
MAKE 1696 bits 2* TmE + 2 * THash
SeKeQ 1184 bits 2 * TmE + THash
SAFE 640 + n bits 2* Tsm + THash

It is clear that the protocol SAFE proposed by the authors of this work is efficient
in terms of computational and communication overheads and is thus an ideal choice for
D2D communication technology with Wi-Fi Direct in resource-constrained devices.

7 Latest Elliptic Curve Cryptography Primitives

Elliptic Curve Cryptography (ECC) is the modern encryption technology as it is smaller,
faster and lightweight than traditional cryptography primitives. As the name sug-
gests, ECC uses the properties of algebraic elliptic curves over finite fields and the
computational hardness of the Elliptic Curve Discrete Logarithm Problem (ECDLP)
[21].

Elliptic Curve Diffie Hellman (ECDH), uses ECC point multiplications instead of
modular exponentiations. ECDH promises very fast key generation and key agreement
with smaller keys. The performance analysis by [22] reveals that to achieve a 128-
bit symmetric-equivalent security level, Diffie Hellman needs a key length of 3072
bits whereas ECDH requires just 256 bits. This smaller key length improves overall
performance and is thus suitable for our resource-constrained D2D devices.

Now we turn our focus to the latest underlying Elliptic curves used by ECC Algo-
rithms. Different Elliptic Curves provide different results in terms of performance, secu-
rity and resource consumption. Choosing safe elliptic curves is an important criterion
to provide ECC security and avoid side-channel attacks. Notable cryptographers like
Bernstein believe that most of the curves described in the NIST crypto standards are
unsafe and have suspicious origins and hence have defined their own ECC security
standards. Safe curves for use in ECC as studied by Bernstein and Lange are docu-
mented in [23]. Bernstein in 2005 released an ECDH key agreement protocol, X25519
with Curve25519 as the underlying elliptic curve [24]. It offers significant performance
improvements compared to the NIST elliptic curves and its reference implementation is
available publicly, thereby it has gained tremendous popularity recently with messaging
application giants like WhatsApp.

The authors of this paper recommend Curve25519 as the underlying elliptic curve
used by the KGCs for key issuing procedures.

8 Conclusions

D2D communications with Wi-Fi Direct are fast emerging as a popular mode of com-
munication for the exchange of information between devices. Due to unsecure wireless
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channels and developing infrastructure for D2D communication, it is typically subject
to attacks such as MITM with the traditional protocols that are in use. With the above
risks kept in mind, the authors analyzed the famous STS solution to prevent the MITM
attack and proposed a new protocol. As devices are resource constrained and have low
processing capabilities and the above-mentioned solutions are costly in terms of commu-
nication and computation overheads, we proposed a new scheme of key establishment
using the concepts of identity-based key issuing and key establishment. The proposed
identity-based key issuing scheme eliminates the need for certificates for the authenti-
cation of devices with (secret key, public value) pairs now being issued by KGCs that
embed device identity. With the above key issuing model and key establishment scheme,
we propose using certain latest elliptic curve cryptography primitives for scalar multi-
plications that make the solution safe and suitable for use in D2D devices with resource
limitations. The limitation of this proposed scheme possibly is the one-time setup of
the key issuing model and the required infrastructure. The future extension of this work
might include detailed performance analysis and implementation of the key issuing and
key establishment of the proposed model with the cryptographic primitives above dis-
cussed. The authors also plan to explore D2D communication in terms of many-to-one,
one-to-many and many-to-many scenarios.
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Abstract. The Crypto market, as we know, is a market full of various kinds of
investors and influencers. We all know the pizza incident in 2010 where a guy
purchased two pizzas at 10000 BTC, which ranges nearly around 80 million in
current times. That describes how much the market has progressed in these 10—
12 years. You can see drastic changes in the price of several coins in the past few
years, which brings in many new investors to invest their money in this market.
Crypto Market has highly volatile currencies. Bitcoin was around SK INR in 2013,
and by year 2021, it reached 48 Lakhs INR, which shows how volatile the market
is. The dataset provides many fascinating and valuable insights that help us gather
practical knowledge. As data scientists, we are very keen to understand such a
market whose data is unstable and keeps changing frequently and making out new
patterns with time. This introduction of new patterns with time makes this problem
an interesting one and keeps on motivating us to find some valuable information.
So, through this manuscript, we tried to analyze two specific crypto coins for a
particular period, including more than 2900 records. We found several interesting
patterns in the dataset and explored the historical return using several statistical
models. We plotted the opening and closing prices of the particular coin by using
NumPy, SciPy, and Matplotlib. We also tried to make predictions of the cost of
the specific currency and then plot the predicted price line with the actual price
line and understand the difference in the prediction model with the fundamental
price mode. To do so, we used the Simple Exponential Smoothing (SES) model
and performed sentiment analysis based on influencing tweets on Twitter. That
makes our prediction more accurate and more reliable than existing techniques.
Lastly, we used a linear regression model to establish the relationship between the
returns of Ripple and Bitcoin.

Keywords: Crypto market - Cryptocurrency - Data mining - Data visualization -
Simple exponential smoothing - Sentiment analysis - Linear regression

1 Introduction

A cryptocurrency is an encrypted string of data representing a unit of currency. It is over-
seen and hosted by a peer-to-peer network called the blockchain [1]. The cryptocurrency
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market is very similar to the stock market, where we can buy, sell and transfer digital
coins instead of physical coins; these digital coins are considered digital currency [12].
Crypto is a decentralized currency which means the government of any particular coun-
try does not issue it. Cryptocurrencies are created using cryptographic algorithms that
are maintained and validated through a process called mining. Cryptocurrencies have
many coins, some of which are Cryptocurrencies that operate on a distributed public
ledger known as the blockchain, a record of all transactions maintained and held by the
owner of the currency. There are thousands of cryptocurrencies in the market; bitcoin,
Ethereum, Litecoin, and Ripple are some of the famous cryptocurrencies.

Recently, we have seen the crypto market’s growth peak, making this market a matter
of curiosity to analyze and get to know the variations that occur there every minute. Here
we have discussed data preprocessing, data reduction, finding patterns, historical results,
and comparing crypto coins, namely bitcoin and ripple. We used various techniques like
interpolation for cleaning data, Person correlation for data reduction, Single Exponential
Smoothing for plotting predicted and actual values, and linear regression for performing
a comparison of two coins. These techniques are used to analyze market data and the
expected results, which we further compare with the actual data.

Bitcoin is a decentralized virtual foreign money created in January 2009 [13]. Bitcoin
promises to decrease transaction costs than conventional online charge mechanisms do,
and not like government-issued currencies, and its miles are operated with the aid of
using a decentralized authority. Bitcoin may be very famous and has precipitated the
release of masses of different cryptocurrencies, known as altcoins. Bitcoin is generally
abbreviated as BTC while traded. Bitcoin makes use of the peer-to-peer generation for
doing transactions.

Ripple is a financial system that functions as both a cryptocurrency and a digital
payment network. Ripple’s basic procedure is a payment settlement asset exchange
and remittance system, comparable to the SWIFT system for international money and
security transfers, which banks and financial intermediaries utilize. Ripple is a peer-
to-peer decentralized open-source network that enables the frictionless movement of
money in any form. It is a worldwide payments network with a customer base. XRP is
employed in the company’s products which allow rapid currency conversion.

We reviewed the already existing algorithms behind the proof of work which is a
critical factor in mining Bitcoin/XRP, and we gathered the data and found the statistics
of Bitcoin/XRP for the past five years. Then, we went to find interesting patterns in the
dataset. After finding the patterns, we went to visualize closing prices and predicted vs.
actual values of the coins. Later, we went on to forecast the price of crypto coins by
using simple exponential smoothing and sentimental analysis model. Finally, we used
an ML algorithm that is linear regression to find out the relationship between two coins,
namely Bitcoin and XRP. Figure 1 describes the various tasks which we performed on
the crypto currency dataset.

This document’s contents are categorized as follows: In Sect. 2, we did the literature
review on Bitcoin, XRP cryptocurrencies, and its mining process. It also consists of
already existing algorithms and mining techniques at present. Section 3 contains a dataset
description that is a detailed description of the dataset, which consists of 2 database
tables. Section 4 consists of the implementation part. Section 5 is experimental result
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and Analysis, which consists of graphs of data collected over several simulation results
and analyses. In Sect. 6, we conclude the work with the collected results and discuss the
shortcomings and future work.

Gathering

the data of Finding
XRP/BTC Historical
Plotting Return
Closing or Series
opening
Prices
Finding
Plgttltn%thed relationship
predicted an between
actual value, XRP/BTC XRP/BTC
Statistics o
BTC/XRP for
Finding past 5 years
fluctuation of
price on a

daily basis

Year wise
graph plot on
the volume

Fig. 1. Various analysis on cryptocurrencies.

2 Related Work

Blockchain technology [1] arose from the proposal of Distributed Ledger Technology
(DLT) in the 1990s. Although DLT was introduced almost two decades ago, it gained
traction with the deployment of Bitcoin [15]. In 2008, it was used as a crypto-currency
for the first time. The data structure for the first was a hash-table was used to create
a blockchain. However, as demand has grown, various other data formats have been
proposed to address the constraints of the classic blockchain. Some writers advocated
for the use of Directed Acyclic Graphs (DAGs) [15].

As it is scalable, lightweight, and decentralized, the Graph (DAG) keeps track of
transactions. However, this option has some of the same issues as the first. At substantial
sizes, the blockchain is used. RadixDLT’s Tempo Ledger is designed to scale linearly
in a limitless and efficient manner. In contrast to standard blockchain implementations,
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where the entire ledger is stored at each node, the Tempo ledger allows each node to
keep a shard of the entire ledger [15].

Bitcoin is described as a cryptocurrency that was established in 2009 as the first
decentralised digital money. Bitcoin enables online payments to be made without the
use of banks, as well as the purchase of products and services from one party to another
without the need of a financial institution [12]. Bitcoin has just lately been a topic
of economic study. In computer science, the issue has piqued interest for a long time.
Computer scientists have authored a modest number of theoretical articles on incentives.
Mining is not incentive-compatible, and that “selfish mining” can result in better revenue
for miners that conspire against one another [4]. The anonymous online marketplace in
cryptocurrency, is another example of computer science research [2]. Although there
has been some work on Bitcoin published in legal journals, there is relatively little in
the economics literature.

Blockchain technology is a relatively new emerging technology that has the potential
to transform a variety of established businesses. Since the launch of Bitcoin, which
is blockchain 1.0, blockchain technology has gotten a lot of attention, and a lot of
user transaction data has been collected [1]. As a result, determining the degree of
value, performance, and cost of a blockchain-based application requires a thorough
understanding of what and how data is stored and altered. While blockchains improve
data quality by offering a transparent, irreversible, and consistent data repository, they
also present new issues in terms of data management. That’s why we use data and web
mining techniques and algorithms to resolve emerging issues [7].

A lot of research has been conducted on the correlation between Bitcoin and other
financial assets. In one such study, they discovered data supporting the long-run corre-
lation between Bitcoin and major stock indexes using the ARDL boundary test method
[3], and they also found out that there is a relation between Bitcoin prices and the lead-
ing US market and China market, which can have a major impact in their long term
investment decision process. Another study used the Monte Carlo simulation to assess
the structure of Bitcoin [13] dynamically. One study shows that Bitcoin does not adhere
to the one-price rule [9]. There is research that is based on GARCH models to study and
determine the bitcoin volatility, and their study says Bitcoin is a very speculative market
[6]. Applied rolling window approach to study the time-varying long-term memory in
the Bitcoin market [S]. We can see that there is a lot of scope for more research in this
field. So, in this paper, we tried first to explore and bring out the hidden patterns from
the crypto dataset. We used two well-known technologies: simple exponential smooth-
ing and sentimental analysis, to outperform the forecasting for cryptocurrencies. Using
these both improves the accuracy and takes into account the current news and trends of
crypto going across the globe.

3 Dataset Description

The dataset contains two distinct datasets each of them describing each coin (XRP, Bit-
coin). The dataset has 2894, 2992 rows of XRP, Bitcoins with 10 features (or columns).
We obtained this dataset from the Kaggle website, which was obtained from “coinmar-
ketcap,” an open-source, free-to-use data site. Since April 28, 2013, the cryptocurrency
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price data has been gathered daily. This dataset has the historical price information of two
top cryptocurrencies (XRP, and Bitcoin) by market capitalization. The features present
in this dataset are the date of observation (Date), the opening price of the given day
(Open), the highest price on the given day (High), the lowest price on the day (Low), the
closing price of the day (Close), the volume of transactions on the given day (Volume),
market capitalization in USD (Market Cap). There are a few redundant columns in this
time series collection, and there is no room for missing values [11].

If we perform the statistical analysis on the bitcoin we can clearly see that the
minimum value of the adjacent closing price of bitcoin in the span of 9 years is 68
dollars and the maximum value at the same time period is 63503 dollars which clearly
indicates the high volatility of the bitcoin in the crypto market. Even at the seventy-fifty
quartile, the value is 8576 which shows the sudden jump in the price of bitcoin within a
short period of time, this creates the uneven distribution of data. Off all the 11 columns
of data 7 of them are having float with 64 bit as its datatypes, 1 int (64 bit) datatype, and
the rest with object datatype.

Whereas in the case of XRP or ripple the minimum value of the adjacent closing
price in the span of 9 years is 0.0028 dollars and the maximum value at the same time
period is 3.37 dollars. Compared to bitcoin the XRP is not too volatile in nature and it
is easily predictable. Similar to that of bitcoin the off 11 columns, 7 have a float,1 int,
and the rest object datatypes.

4 Preprocessing of Dataset

Data preprocessing converts data into a format that can be processed more quickly and
efficiently in data mining. Before processing the data using many data mining techniques
to find out the different patterns in the data, the initial step we are performing is data
preprocessing.

Data preprocessing involves many steps:-

4.1 Importing the Required Libraries and Dataset

First, we imported the required libraries such as Numpy which contains mathematical
functions and scipy which contains modules for interpolation, linear algebra etc. The
second step is importing the dataset. The most common format for data sets is.csv. A
CSV file is a plain text file that contains tabular data. To read a local CSV file as a data
frame, we use the panda’s library’s read CSV method.

4.2 Data Cleaning

Now we perform data cleaning, in which our main aim is to remove the inconsistent
data, fill in the missing values and ensure that the data is suitable for the analysis [10].
Suppose we take bitcoin, we have many values like high, low, open, close etc. If we have
a missing or null value at some column, and if we are trying to remove it, there is a high
possibility that it may alter our results as it is a time-series data, every data record is
important for the analysis, as a result, we are using the interpolation to fill in the missing
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or null values. So, in the data cleaning step, we are finding all the missing values and
filling them by interpolation which is taking the average value to the above and below
valid value (trying to fit in between the above and the below valid value).

4.3 Data Reduction

The dataset which we are working on is of 5 years data, so it would have some redundant
data and also the attributes which are not required for our analysis. As the redundant
data would cause us trouble in our analysis to give accurate results, we are dropping a
few attributes which are redundant or have similarities with other attributes. In order to
do so, we will use Pearson Correlation Coefficient between two columns. In our dataset,
when we performed the Pearson correlation coefficient between “close” and “adjacent
close”, the result turned out to be 1 which means they are highly correlated. So, we
dropped the adjacent close attribute from both the XRP and BTC.

5 Proposed Scheme and Implementation

5.1 Finding Patterns and Historical Return Series in the Dataset

Finding patterns is quite essential in understanding the coins and making up the investing
plans. The historical return series provides us with the historical analysis of both gains
and losses that occurred with both the coins XRP and BTC. We first preprocessed the
dataset and computed the percentage change on the adjacent closing values to compute
the historical return series. To better understand the percent change, just look at the
Formula 1 mentioned below.

pct_change = closeToday — Close€previousDay (1)

After computing the percentage change in the adjacent closing values, we plotted
them graphically to understand better the trend of the returns. Along with this, we also
explored the closing prices trend by plotting them using a line plot. Figure 2 shows
the closing price curve for BTC, while Fig. 3 shows the closing price curve for XRP.
While closing observing them, we could easily see how BTC started from somewhere
around 70 USD and reached 60000 USD. Similarly, one can see XRP, which started
from somewhere about 0.08 USD and reached 3.5 USD. It clearly shows that the crypto
market is very volatile, and its users can find a lot of fluctuation as time passing.
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5.2 Finding the Actual and Predicted Price Line Using Simple Exponential
Smoothing and Influential Tweets

Simple exponential smoothing (SES) is used to predict time series when the data does
explicitly not follow a trend in either an upward or downward trend, and seasonality
(patterns caused by seasonal factors such as hours, days, and years. SES uses weighted
averages to determine its rankings [8]. The average of the previous value and the current
observation. Enormous weights are associated with recent observations, and the smallest
weights are associated with older observations. The weight decrease is controlled by the
smoothing parameter known as alpha or smoothing coefficient, which can be between
0 and 1. The forecast for future value is based on the average of past data. One means
that the prediction of all future values is the final value.

Simple Exponential Smoothing (SES) is defined under the stats model library of
python. SimpleExpSmoothing.fit (smoothing_level = None, optimized = True). The
smoothing_level parameter is set, then the value is used for simple exponential smooth-
ing. An optimized parameter of the boolean type is set to ask to go for optimizing the
parameters as mentioned earlier automatically. We will be using.fit() to fit the model.
Now, along with it we added sentiment analysis for each cryptocurrency to estimate the
likelihood of a rise or fall in the price.

Bitcoin is a leading cryptocurrency in the crypto market. Its prices and returns are
growing with the growth in the crypto market worldwide. On the other hand, Twitter has
increasing recognition and predictive power for various programs related to the crypto
world and the financial market [14, 16, 17]. So here we are examining how accurately
public opinions on Twitter can be used to forecast Bitcoin returns. Using a sentiment
analyzer on Bitcoin-related tweets and financial data, we observed that sentiment analysis
on Twitter has predictive value for Bitcoin’s results.

To begin with, we downloaded the historical prices of Bitcoin and the collection of
Bitcoin-related Tweets, then analyzed the sentiment of the tweets. These tweets were
gathered using several APIs and a little web scraping. In our dataset, we are examining
the 92550 tweets which were posted virtually every minute, according to the statistics.
Our objective is to use sentiment analysis to determine the subjective feelings or views
regarding Bitcoin expressed in our collected tweets. We used the VADER (Valence
Aware Dictionary and Sentiment Reasoner) for our processing.

Next, for evaluating our proposed model, we choose Random Forest regression. It
is a type of machine learning algorithm which is effective when working with different
kinds of inputs that are not related to each other at all. As inputs, we used the Sentimental
Analysis score and history price of bitcoin and then implemented random forest analysis.
When making predictions based on bitcoin-related tweet sentiment and historical bitcoin
price, about 62.48% accuracy was observed. Price forecasting studies sometimes use
sentiment analysis of tweets. Because of the enormous number of news updates per
minute regarding Bitcoin, most academics use Twitter to analyze Bitcoin’s sentiment
[14, 17]. Similarly, we did the same analysis for XRP and tried to investigate the sentiment
from XRP-related tweets.
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5.3 Finding Relationship Between BTC and XRP Returns Using Linear
Regression

We need to find the similarity between the two coins, BTC and XRP. To do so, we rely
on a very well-known model, which is linear regression. Linear regression is one of
the most fundamental regression models for predicting outcomes. It’s used to build a
relationship model between the independent and dependent variables. There is only one
independent variable and one dependent variable in simple linear regression. One way
to model the relationship between two variables is linear regression. Gradient equations
are another name for equations. The equation is:

Y =a+bX

where Y is the dependent variable (that is, the variable plotted on the Y-axis), X is
the independent variable (that is, the variable plotted on the X-axis), and b is the line.
Gradient and y-intercept. So, keeping the above concept in mind, we applied Linear
regression to analyze the relationship between BTC and XRP returns. Bitcoin is based
on blockchain technology, while Ripple does not use blockchain but uses a distributed
consensus ledger using a network of validation servers and a cryptocurrency token known
as XRP. We kept BTC percentage returns as the independent variable while the XRP
percentage returns as the dependent variable. Our ultimate goal was to analyze how the
percentage return of BTC correlated to the percentage returns of XRP. As a first step,
we computed the Pearson coefficient among the two variables and then calculated the
slope and intercept for the best fit line. After getting the predicted y, we plotted the best
fit line with the actual points. Doing so helped us to analyze the relationship between
the two coins better.

6 Experimental Results and Analysis

We applied several statistical techniques and models to understand the crypto market
trends better. While doing so, we examined several sub-sections like historical return
series, forecasting closing prices, finding relationships between the two coins, etc. Now
it’s the time for us to explore all the results and draw conclusions from them. So, starting
with the historical return series, we found that both XRP and BTC had comparatively
similar kinds of return series except for a few outliers. Figure 4 and Fig. 5 show BTC
and XRP historical return series, respectively.

We performed simple exponential smoothing on the time series crypto dataset to
forecast the closing values for both BTC and XRP. Figure 6 and Fig. 7 show the plotting
of both predicted and actual values of BTC and XRP, respectively. The red lines in the
curves indicate the actual values, while the blue lines indicate the predicted value. We can
observe that the predicted prices have coincided with actual prices for the first 1300 data
rows. This means the model has performed very well at first, but the predicted values have
varied. Though the model performed very well for low extremes, the model has failed to
predict the prices when there is a sudden spike in the prices and at times of high volatility.
One can easily conclude that the simple exponential smoothing model fits well to predict
the closing values. However, there are a few moments where we see deviations in the
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Fig. 4. Historical return series of BTC.

predicted and actual values, which can be further smoothed by considering some more
parameters like current business news, war status, market volatility, etc. So, thinking the
same we tried to examine influential tweets which can further improve the predictions.
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Fig. 5. Historical return series of XRP.
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With simple exponential smoothing, we can easily get an exponential equation for
the respective cryptocurrency, whether BTC or XRP. This equation is then used to make
future predictions. We proposed a scheme that couples simple exponential smoothing
with sentiment obtained from influential tweets to make the forecast more accurate. In
other words, we use tweets that are related to crypto or tweets which are highly significant.
To find out whether a tweet is influencing the market or not, we basically used hashtags
and crypto-related keywords. We analyze the sentiment from those influential tweets
and try to determine whether the tweet is affecting the market positively, negatively, or
has no effect on the cryptocurrency. Figure 8 shows the obtained graph after performing
sentiment analysis on influential tweets.
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Fig. 6. Predicted vs actual values of BTC. (Color figure online)

Finally, we applied a linear regression model to analyze the relationship between the
returns of BTC and XRP. We first computed the percentage change as usual and then
used the seaborn regression plot module to plot the return series. Figure 9 shows the
relation between the returns of BTC and XRP collectively. The X-axis consists of the
BTC percentage return, while the Y-axis consists of the XRP percentage return. While
closely observing the plot, we found that both BTC and XRP are highly correlated in
returns and have the same percentage returns. However, if one aims to have higher profit
margins, BTC shows significant fluctuations, which can be used as an advantage while
trading BTC.
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7 Conclusion

The paper’s experimental observations and results show that the crypto market is quite
volatile and is susceptible to frequent fluctuations. The analysis performed on the BTC
and XRP has shown a positive correlation and were following a similar trend in highly
volatile times. The model built using VADER for processing and Random Forest for
prediction has performed sentiment analysis on public opinions by tweets about how the
subjective feelings were determining the prices of bitcoin has shown 62.48% of accuracy.
Forecasting the prices helped us conclude that in the coming years, crypto market trading
and the number of investors will rise. The simple exponential smoothing used to predict
value has shown great results in low extremes, but it has some vulnerabilities when there
is a sudden spike which we going to be tackled by adding various external factors. In the
future, we would like to build a prediction model considering several factors and using
current data and historical data to make better predictions of coin prices.
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Fig. 9. Relation between returns of BTC and XRP.
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Abstract. The design of an identification equipment for user of academic com-
puter laboratory was discussed. It used fingerprint identification technique to iden-
tify the user based on present using of academic computer lab. It introduced the
detailed design of fingerprint identification system, including hardware compo-
nents, software functions and communication protocol developing, and how to
save and handle mass data by single-chip microcomputer as well. Experimental
results show that it is helpful digital campus construction.

Keywords: Identification - Fingerprint verification - Single-chip microcomputer

1 Introduction

In the present resources of colleges and universities, various types of laboratory utiliza-
tion ratio is higher. Information modernization construction in colleges and universities,
students can be fuzzy query name, number and other information. Due to making the
campus departments can unified management of students, the universities use the cam-
pus E-card system to establish a unified database and use the student’s ID as the index
for precise queries. The purpose of our project is for the unified management of college
laboratory to offer students an authentication fast, accurate method.

The fingerprint verification process is that the laboratories establish fingerprint char-
acteristic database and the students scan the fingerprint identification card to the labora-
tories, then they press the fingerprint for the card holder authentication. If the students
and the cards are matched, identification device giving prompt that the student can enter
the room to use resources, otherwise, it will tell the staff that the student hold the missing
card and must not enter the room, so as not to damage the rights of others.

2 The Design Scheme of the System

At present the design of the fingerprint identification system basically has the follow-
ing several ways that one is the fingerprint collection device directly connected to the
computer, image preprocessing, feature extraction and matching fully performed by the
computer. So that we can use computer resources, such as high-speed computing power,
large capacity of storage space and friendly user interface, powerful data transformation,
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communication, etc. Using this scheme, the design of the hardware also became simpler,
only acquisition module design. The existing acquisition module there are many ways to
choose from. All software on the computer, writing, debugging and testing instruments
are needed to reduce to a minimum.

The fingerprint can focus on gathering on a single computer, also be collected on
multiple computers to set on a server finally. The defect is fingerprint matching still
need to be done on the computer, if each room with a computer is used for identification,
there are so more the number of rooms that the greater the waste of resources, if put the
fingerprint identification system on the LAN server, storage and data security are the
main problem which must be solved. Another way is used a separate device to collect
fingerprint, match student ID. That means the acquisition module, image preprocessing
and feature extraction and comparison on the physical ability to work independently
entity, constitutes a fingerprint identification system without the aid of a computer. This
kind of design can overcome the disadvantage above, but there is a new problem that the
storage capacity will be restricted by fixed hardware, it is not like a computer system
which has the massive storage capacity. If the system is fully developed by ourselves, it
must adopt efficient preprocessing, feature extraction and matching algorithm, so it will
be used to high-speed microprocessor, and it is a longer development cycle.
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Fig. 1. The system structure

The finally adopt solution is that the system employs the existing module to collect
and compare the fingerprintimage, and the fingerprint data storage uses the large capacity
flash memory. Because of a single module device storage capacity limited, there is the RS-
232 interface and computer communication additional, the information on the module
devices can be uploaded to the database on computer or server, and the data can be
download from the computer to the module device. There is a built-in battery in the
module device, so it can work independently. And it adopt a 16-key small keyboard for
input control commands or student ID, and a display module with 16X2 LCD shows the
operating results to the users of the room and it increases a speakers and light-emitting
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diodes (leds) tip at the same time. The specific control by MCS-51 series microcontroller
[1-5], the system hardware structure diagram shows as Fig. 1.

3 Design of Hardware Structure

In the system, we used the fingerprint module M04 from changchun Hongda company
[6]. The M04 fingerprint module included optics, capacitance and pressure module,
fingerprint image acquisition, storage, integration of high-tech products. The module
adopted the advanced fingerprint matching algorithm. And the company provided OEM
cooperation. The standardized module included core foundation part of the collection and
comparison, and provided the ability of second development. The mechanical extension
module contained control part and could be convenient and entrance guard controller,
locks, safes, security doors, gun cabinets, automobile anti-theft devices, attendance sys-
tem, ATM, POS machine, fingerprint PDA, PC and other system equipment integration.
The extension module could be applied to online or offline system, made traditional non-
fingerprint products into the fingerprint products. In order to ensure the equipment in
the absence of mains power supply to normal use, we used a sealed lead acid battery, 6v
rated voltage, rated capacity of 1.2 Ah, as a backup power supply. When a mains power
supplied to system, we used a small direct current power supplied to the instrument and
charged to the back-up power.

In the user interface, the card reader read the student ID from the E-card, and then
determined the identity of the students, so the fingerprint of the query time would be
shortened. We used a 16-key small keyboard as the input part of the user interface, the
16-key press functions were shown in Table 1.

Table 1. The functions of keyboard

Key Function

“0r-"9” To input the number of student ID

Backspace To deletes the last digital characters

Collection To collect the fingerprint

Verify To verify the fingerprint

Check To confirm the above input

Cancel To cancel the above input and return to the idle state
Online To be online, and microcomputer communication

While the liquid crystal display module was as output part [7], and there was a corre-
sponding hint in the operation of each step, such as please enter the number, successful,
check, check failed and so on. In addition, a light emitting diode was added as the aux-
iliary output to be often bright when the instrument checked the collection, matching
of the student fingerprint, in order to prompt the user not to move their fingers. It was
also bright during the transmission of data with microcomputer to prompt the user that
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the communication was right. The system used a speaker assisted shown the various
operating results.

The display part adopted common dot matrix liquid crystal display module. It inte-
grated dot matrix LCD display and was used to control the drive for the large-scale
specialized integrated circuit of dot matrix LCD and PCB board. The users only needed
directly input the data and the instructions then the display what they needed could be
realized. The input keyboard was a small 16-key keyboard, the purpose of setting the
keyboard was to prevent the card reader to be out of order and then to lead to the system
paralysis. If the readers could not read the card or the student’s card problems that the
reader couldn’t read the student information, the system could be obtained by manual
input digital keyboard student ID, then solved computer exams to enter the system such
as emergencies. In order to save hardware resources, serial technique in which the single
chip microcomputer interface, such as two pieces of 74L.S164, serial input and parallel
output shift register, was employed to convert the serial single-chip microcomputer out-
put signal into parallel data, with the keyboard returned after the public line operations
through a line back to the mouth.

The memory of the system employed the static random access memory (SRAM)
chip, it had 8K bytes of storage capacity, and was used to store some temporary data,
such as communications when sending and receiving data buffer, the buffer storage
directory, keyboard input buffer, display buffer, read/write flash memory page buffer
using the message queue, and system management, etc.

The flash memory used to store data fingerprint characteristic, and the fingerprint
information, directory.

The single-chip microcomputer and serial interface needed to two devices com-
munications, the fingerprint module and upper computer. The communication with the
fingerprint module did not need to be level conversion, which only received and sent
directly to the two signal lines cross connection. To communicate with microcomputer,
the system used the MAX232 chip as TTL level with the RS-232C level converter, and
an external standard 9-pin socket.

4 The Software Design

The software adopted modularized program design, despite the use of assembly lan-
guage, in order to facilitate expansion on the function, we employed some methods of
the advanced language program design.

First of all, the whole program was not a line, but with a message-loop-mechanism,
it defined all the events which might be produced by external parts as the different
messages, and after the message generated, put them into the message queue, then
the main loop, equivalent to a scheduling module, was responsible for distribution. In
addition, the system in different operation stages defined as a state of the system, and
different status, and produced different response to different message, at the same time
it might cause the change of state. So the application in addition to the main loop, the
overall structure was independent of other modules, each module changes would not
affect other modules. If the system wanted to add the new function module, it was easy
to add the new definition in the state and message.
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As to the count of the state, if it was too little, the program needed judgment accord-
ingly to increase, so it had violated the modular thought. If it was too much, the program
would show little and it could affect the speed of programming. The status defination by
the value was shown in Table 2.

Table 2. The definition of the status value

Status value

Status meaning

s_idle

The system is idle

s_idle_wait

The sysem is waiting for idle, after user presses any key, it will return to idle
state

s_idle_num_rec

When the system is idle, it will receive the user keys (keyboard command)

s_pre_read The system is ready for reading the card
s_reading The system is reading the card
s_read The system finishs the reading card

s_acq_num_rec

The system receives the pressing keyboard when it collects the user’s
fingerprint

s_acq_prompt

The system prompts the information of the state such as number repeat when
it collects the user’s fingerprint

S_pre_acquire

The system is ready to collect data as the identity information is ready and it
is waiting for the module reply

s_acquiring

The system is collecting the fingerprint

s_acquired

The fingerprint collection is finished

S_ver_num_rec

The system receives the user keys when it is verifying the fingerprint

s_pre_verify

The system is ready for verifying the fingerprint

s_verifying

The system is verifying the fingerprint

s_verified

The verifying of the fingerprint is finished

s_initializing

The system is initializing

s_online

The status of the system is online

s_listing

The directory information is shown on the screen by list

5 Communication Protocol Development

In the design of the fingerprint identification system, according to the previous scheme,
the single chip microcomputer would transfer instructions and data to the fingerprint
module, and then need complete data collection and distribution with microcomputer
database. It also employed the RS-232C interface to communicate between computer
and device, and all the transmission was adopted by the serial communication [8—11].
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5.1 To Communicate with the Fingerprint Module

The communication between fingerprint module and single-chip microcomputer was
implemented with a communication interface provided by the module. At the hand of
the hardware, it provided 4 sockets. In core softwares, the fingerprint module provided
a series of work instructions to control the movement. And the communication protocol
adopted response mode, when the module received the order, it sent the responsed
instruction first, then did the corresponding operation. The replied instruction format
was a total of 6 bytes of data such as 00h, 88h, 00h, 00h, 00h, O0h. The command
format for single-chip microcomputer control module was the guide code and the control
code and the control instructions. After the module operation, the success or failure
information returned to the single chip microcomputer. For example, to read a fingerprint
characteristic information from the module, business data was as followed.

The single chip microcomputer sent the data that the guide code as 00h, aah, 00h,
aah, 55h, aah, fth, the control code as 08h, the control instruction as 00h, 00h, 00h, O0h,
00h.

The fingerprint collection module sent the response information as 00h, 88h, 00h,
00h, 00h, OOh.

Then the fingerprint collection module began to work such as colleting fingerprint
image and extracted the feature from the image. When the work finished, it sent the
feature data to the single chip microcomputer as 00h, 66h, 200 bytes feature data, ffh,
ffh.

5.2 To Communicate with the Computer

In order to improve the anti-interference ability, the command transmitted from the
computer had the specific format to different against the data sent between the single chip
microcomputer and the module, the phase from devices to computer also had obvious
the logo of beginning and end. It set a flag inside the identification device, when the
communication with the computer, the single chip microcomputer could only receive the
command which the computer sent, after receiving the command to take corresponding
actions such as reading the data and transmitting to the computer, receiving data and
writting to flash memory, etc.

The computer command was began as $ character, it was to say that the single chip
microcomputer would enter the command receiving state after receiving the command.
All the commands of single chip microcomputer were began as NEIEP followed by the
command code and data.

To correspond to receive orders, all the response information from the single chip
microcomputer to the computer was also began with a string as NEIEP, then the command
code followed by data, the data formats depending on the command, finally ended up
with two OFFs.

6 Conclusions

This project was in the research, the identification device achieved the aim of the designin
when it used in the laborary daily management, it was convenient to the management of
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the staff, and saved the authentication time for the students, especially it had eliminated
the piggybacking on other students e-card phenomenon, and made students lost card
reduce economic loss. The team is researching to improve the function of the identifi-
cation device, and the system will be expected to identify the instrument to the library
and campus supermarket.
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Abstract. The present era of technology improves the health care services and
Wireless Body Area Network (WBAN) is one of them. It is a technology which
uses wireless sensors to gather the vital signs from human body for monitoring.
The WBAN is often connected with cloud to overcome processing and storage lim-
itations. However, using cloud with WBAN opens up the door for various attacks.
DDoS is one of the major threat which directly affects the availability of patient
data, and harness the adoption of cloud-assisted WBAN technology. Therefore, in
this work we propose a approach to detect DDoS attack in cloud-assisted WBAN
and ensures the availability of patients data. The proposed approach is based on
Adaptive and Supreme Attribute Selection with Stacked Ensemble Classification
(ASAS-SEC). All the requests intended to use the patient data stored on cloud must
have to pass through ASAS-SEC mechanism. The request classified as benign are
only allowed to access the patient data and DDoS requests are passed to Intensive
Care Unit (ICU), where the source of the attack is identified and blocked. Publi-
cally available NSL-KDD dataset is utilized to evaluate the proposed ASAS-SEC
approach and results shows that proposed approach outperforms other state-of-
the-art approaches and achieves classification accuracy of 98.86%, F1-Score of
98.3%, and false alarm of 0.017.

Keywords: Wireless Body Area Network (WBAN) - Cloud network - DDoS -
Availability - Healthcare system - Classification

1 Introduction

WBAN have emerged out as a promising technology that improves the human healthcare
system [1, 2] and widens their wings to a broad range of medical applications. WBAN
majorly benefitted patients with older age and having chronic diseases. In WBAN, the
patient’s data are collected through sensors in the form of bio-signals. Further, these sig-
nals need to be stored and processed for future reference by the healthcare workers such
as doctors and physicians. The applications of WBAN may include health monitoring to
an emergency medical response system. Autonomous nodes such as sensors and actua-
tors positioned in the body, clothes, or under the patient’s skin are connected to WBAN
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through a wireless communication channel. In the medical field, for continuous moni-
toring of particular biological functions like electrocardiogram (ECG), Blood Pressure
(BP), heartbeat rate, body temperature, etc., a patient might be equipped with WBAN.
The benefit of using such a system is that the patient is not restricted to a fixed location
(bed). Moreover, it allows more accurate results and sometimes even faster diagnosis
since the data is collected in the patient’s natural environment and over a longer period
of time, thus offers more helpful information.

However, the inadequate resources of WBAN sensors [3] cannot deal with such an
enormous quantity of information for storage and processing. Therefore, for the colossal
data collected from WBAN sensor nodes, there is a need for secure storage and processing
for such data. Consequently, to deal with such a huge amount of information produced by
WBAN nodes, an innovative solution to meet this growing challenge is highly desirable.
On that account, to provide a robust, hybrid, and viable platform to deal with such an
enormous quantity of information collected from various nodes, the integration of cloud
computing and WBAN:S is performed and also known as cloud-assisted WBAN [4].

Cloud computing is considered as a promising innovation to achieve the objectives
mentioned above in healthcare management [S]. With the help of cloud-assisted WBAN,
physicians and doctors can access the infrastructure storage and processing of health data
on a pay-per-usage model [6]. Figure 1 shows the general cloud-assisted architecture for
the E-healthcare WBAN system.

WBANSs Transmission Cloud Services
Hosputal

wm Data Center
WNTS UWE Infrastructure

1 |
| I
RMcs sV ! ] '
I Wi- Fi | — Access Point /;" . -
AAAAA f \

- - \; YA i
MA N i
' f
I !
(P {
- e | (@) ~ .
(o &K 4
W X f
| Base Station '
| |
I |
I '
|
|

\

- :
End ( v:f]

B WMTS (Wireless Medical Telemetry Services ) Doctors/Physician/Health Workers
8 UWSB (Ultra-wideband)

A Bluetooth

Home

® MICS (Medical Implant Communication Systems)
| ISM (Industrial Scientific and Medical)

Fig. 1. WBAN architecture for E-health monitoring [1]

Nonetheless, the advent of the cloud-aided WBAN system is still in its growing
stage. Recent research in this domain focuses on the framework for cloud-aided WBAN
to acknowledge e-healthcare benefits. However, they do not consider the security issues.
The availability of patient health data is of significant concern in such networks. A DDoS
attack is the most severe threat to data availability that can directly harness the everlasting
accessibility of a patient’s information. Unavailability of patient’s data degrades the
overarching performance and credibility of the healthcare administration. The solutions
currently used for traditional WBANSs against DDoS attacks are not appropriate for
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cloud-assisted WBAN technology. There is a need for a defensive approach to detect
the DDoS attacks in cloud-based WBAN that understands the varying network traffic
conditions during the attack.

Therefore, an adaptive and supreme attribute selection with a stacked ensemble
classification (ASAS-SEC) approach is proposed to overcome such issues. The proposed
method considers various adaptive thresholding approaches to select the intermediate
attribute list under the individual thresholding technique. Further, the attributes under
each technique are refined using the supreme behavior approach. After selecting the
most supreme attributes, a stacked ensemble classifier is used to classify the DDoS
and legitimate request. In stacked ensemble classifier at level-0 Gradient Boost (GB),
Random Forest (RF) classifier are used. Further, the output of these two classifiers is
given as input to the level-1 classifier. Atlevel-1, the eXtreme Gradient Boost (XGBoost)
classifier is used to predict the final output. Using the adaptive approach makes the
detection mechanism more robust and efficient against varying network traffic conditions
during DDoS attacks. The major contributions of this work are listed as:

1. Proposed an efficient ASAS-SEC approach that can classify the incoming requests
towards cloud-assisted WBAN to access patient healthcare data and detect DDoS
attacks.

2. Attributes are selected based on the incoming traffic stream; hence adaptive and
dynamic behavior can handle different DDoS attack intensities.

3. Also proposes a stacked ensemble classifier that integrates the advantages of different
ML classifier such as RF and GB at one level and combines the output and select
the dominating result at the next level as final output using XGBoost classifier.

4. ASAS-SEC achieves classification accuracy of 98.86%, F1-Score of 98.3%, and
false alarm of 0.017.

The remainder section of the paper is organized as: the state of art approaches for
DDoS defense in literature is presented in Sect. 2 and proposed used in this work is
discussed in Sect. 3. Section 4 shows the result evaluation and observation of the proposed
approach, and finally, Sect. 5 concludes the work and gives the future direction.

2 Related Work

This section presents work done in this domain against DDoS attacks. Many researchers
have contributed towards the detection, prevention, and mitigation schemes against such
attacks. Several attack avoidance strategies use a challenge-response approach for avoid-
ing the DDoS attack at the entrance of the network [7]. On the other side, attack detection
is performed using network traffic analysis. Further anomaly detection methods are also
used for the attack detection [8]. Besides the detection and avoidance of DDoS, a great
deal of work has been done regarding the mitigation methods of DDoS in the cloud
domain [9].

Idhammad et al. [10] evaluated incoming network’s information entropy using time-
based sliding window method for handling DDoS attack. CIDDS-001 dataset was used
to verify the presented approach. Verma et al. [11] offers an adaptive threshold technique
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that uses Mean Absolute Deviation (MAD) to select the attributes responsible for the
DDoS attack. Then random forest is used for the classification, which provides the best
results with the MAD threshold technique.

Sreeram et al. [30] presents a bioinspired bat algorithm that uses the bats records
population-based evolution process to detect the HTTP based DDoS attacks quickly.
The experiments were carried out on the CAIDA dataset to assess the model. Another
bio-inspired algorithm based on the cuckoo search is proposed by Verma et al. [12] to
classify the attack and benign requests. In this work, bi-variate flight instead of levy
flight provides direction in the cuckoo search space to assign a label for the incoming
request. Results prove the dominance proposed approach against the present bio-inspired
techniques used to identify the DDoS attack.

Homogeneous ensemble classifier contains similar types of classifiers in the ensem-
ble. A combination of homogeneous and heterogeneous classifiers called the hybrid
model was used to study its performance as discussed by Aburomman et al. [13]. Iden-
tification of the source of the DDoS attack is as much important as detecting the attack.
Attack detection was done using the various filter methods available to select attributes,
which conglomerates the top feature in different selection techniques. The features are
selected based on its occurrence in the individual filter method. If the frequency count
crosses the threshold value, then the feature is selected. The requests identified as attack
are sent to a special unit where the attack source is identified and blocked for future
reference [14].

A deep learning based technique is presented by Shone et al. [15] called Non-
symmetric Deep Auto Encoder (NDAE). The proposed method selects attributes using
unsupervised learning, and stacked NDAE is used for the classification. Results shows a
noteworthy progress in accuracy and deterioration in computational time. Choi et al. [16]
also proposed a approach autoencoder based IDS system for unsupervised data. The pro-
posed approach helps in detecting the anomalies in such data. It results in 91.7% accuracy
for classifying the attack and benign requests when tested on NSL-KDD dataset.

The above-discussed security solutions towards DDoS attack are not directly applica-
ble to cloud-assisted WBAN environments. The major cause for this lack of applicability
are as cloud-assisted WBAN persists the shortcoming of both WBAN and cloud tech-
nology. Therefore for detecting security attacks in these networks, there is a need to
develop defensive attack approach that understand and analyze the variable network
traffic conditions and overcomes the limitations of both the technologies.

3 Proposed Method

This work proposes a security mechanism to ensure data availability and save the network
from such attacks [17]. Figure 2 shows the detection node’s placement in the cloud-
assisted WBAN, and Fig. 3 shows the flowchart of the proposed approach.

The proposed approach consists of 4 sections as: (i) Preprocessing, (ii) Adaptive
and Supreme Attribute Selection (ASAS), (iii) Stacked Ensemble Classifier (SEC), and
(ii1) Attack request processing unit (ICRPU). In the proposed approach, whenever the
request to access the patient healthcare data stored in the cloud network arrives, then
before passing the request, the defense mechanism is initiated.
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Fig. 2. Placement of defense mechanism for the detection of DDoS attack in cloud-assisted
WBAN

3.1 Pre-processing

The incoming request contains multiple statistics, which helps in determining the
attributes to detect the attack. These attributes need to be extracted from the incom-
ing request for further processing. However, in this work a standard dataset NSL-KDD
is used which requires the data normalization due to presence diversified attribute values.
If the attributes in the dataset are spread in dynamic ranges then it does not helps proper
fitting of the model and it may get bias toward a particular attributes. Thus to handle
this issue, scaling of attributes is performed using Min-Max normalization before model
fitting. The formula used for Min-Max normalization is:

Xnew = M * (Ymax = Yiin) + Yinin (D

Xinax — Ximin

Here X is the feature that needs to be scaled, X, and X4, are the lowest and highest
values of attribute X. X; is the current value being processed and X, will be the new
value. Whereas Y,i, and Y4y are the minimum and maximum value in the new range.

Algorithm 1 show the preprocessing steps of the data.
skokesk

Algorithm 1: Preprocessing

Input . D(x) = NSL-KDD dataset, where x e {A1, A2 .......... A41}

Output : Preprocessed train and test datasets as Dypqin(X) and Dy, ep(X)

Step 1 © Select attribute x; from D(x)

Step2 © Normalize x; with Min-Max normalization using Eq. (1) ,

Step3 : Partition normalized data D (x) into train and test sets as Dy.q;,(X) and
Dracr(x)

3.2 Adaptive and Supreme Attribute Selection (ASAS)

Algorithm 2 shows the method for adaptive and supreme attribute selection process. Here
firstly the entropy of each feature is determined. Entropy is a measure of randomness
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Fig. 3. Flowchart of the proposed approach

or uncertainty in the data. As the randomness increases, the value of the entropy also
increases [18]. The incoming traffic activities at the time of attack can be analyzed with
the help of entropy [19]. The entropy against each attribute in the incoming traffic is

evaluated as:

Entropy(Aj) = — Y P(A;/x)log(P(A;/x))
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Algorithm 2: Adaptive and Supreme Attribute Selection (ASAS)

Input : Preprocessed train dataset D;rain(x)

Output : Final selected attribute set f(x)

Step1 : Calculate entropy E(x) for each attribute in D;min(x) using Eq. (2)
Step2 : Calculate threshold value (THR) using M AD, IQR, MedAD
Step3 : Select attribute under each thresholding technique

For each attribute x; in D;ml-n(x)
If E(x;) = MAD (THR)

Then x; is added to MAD (x)
If E(x;) = IQR (THR)

Then x; is added to IQR (x)
If E(x;) = MedAD (THR)

Then x; is added to MedAD (x)

Step4 : Partition MAD (x), IQR (x), MedAD (x)

If MAD(x;) =T,

Then x; is added to AMAD-1
Else x; is added to AMAD-2
If IQR(x;) = Ty,

Then x; is added to AIQR-1
Else x; is added to AIQR-2
If MedAD(x;) =T,

Then x; is added to AMedAD-1
Else x; is added to AMedAD-2

Step5 : Calculate f,(x) =AMAD-1U AIQR-1 U MedAD-1
Step6 : Calculate f~ (x) = AMAD-2 U AIQR-2 U MedAD-2
Step7 : Calculate final attribute set f(x)

F@) =f U f @

Now, three threshold-based attribute selection techniques, namely Interquartile
Range (IQR), Mean Absolute Deviation (MAD), and Median Absolute Deviation
(MedAD), are applied to the data individually. On using MAD threshold technique on
the dataset, we get a threshold value MAD (THR). Based on MAD (THR) the attributes
having the entropy value greater than or equal to MAD (THR) are selected under MAD
threshold-based attribute selection technique. Thereafter, attributes selected under the
MAD technique are further divided into two subsets, namely AMAD-1, AMAD-2. The
attributes chosen under MAD having a value greater than T}, (fixed threshold) are selected
under AMAD-1 else selected in AMAD-2. Similarly, IQR and MedAD are also used to
create the sets AIQR-1, AIQR-2, and AMedAD-1, AMedAD-2, respectively.

The attributes selected under AMAD-1, AIQR-1, and AMedAD-1 subsets, possess
a higher score than the attributes selected under AMAD-2, AIQR-2, and AMedAD-2.
Thus, the original attribute set under each threshold technique is split into two subsets.
Where one subset shows more supreme attribute subsets and the other shows less supreme
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attribute subsets. Further, the union of more supreme attribute subsets and the intersection
of less supreme attribute subsets is performed. The union of AMAD-1, AIQR-1 and
AMedAD-1 gives a More Supreme Attribute Subset (MSAS) and the intersection of
AMAD-2, AIQR-2 and AMedAD-2 gives a Less Supreme Attribute Subset (LSAS).
Finally, the union of MSAS and LSAS gives a new subset called Final Attribute Subset
(FAS).

3.3 Stacked Ensemble Classification (SEC)

A stacked ensemble model classifies unknown data by building new training data using
a set of classifiers as base classifiers. The classifiers of this category are also known
as multiple classifier systems. The stacked ensemble learning model creates multiple
learners L1, L2,...Ln from the training process by selecting different base classifiers
(or Level-0), say B1, B2,...Bn, train them using the training part of the dataset. These
learners’ output is merged and fed as input to the next level (Level-1) classifier.

The learners selected at the base level can be homogeneous or heterogeneous ensem-
bles. The learners are called homogeneous learners if they are under the same type
otherwise, they are called as heterogeneous learners. At level-1, the selected classifier
takes the base classifier’s output as input and gives the final output. At level-1, the base
learner’s errors are identified and then adjusted to achieve an optimal solution. A gener-
alized model for any input data is obtained by repeating this process on level classifiers.
In traditional methods, the elected classifier may not achieve good results on new and
unseen data even though it has good training data performance. This problem can be
eliminated by using the stacked ensemble approach.

Since the method performs averaging of all classifiers, even though one of the selected
classifiers is unfit for the approach, the menace of relying on one technique can be
reduced. Therefore, the ensemble approach reduces the risk of inappropriate selection
of classifier. Algorithm 3 shows the steps for stacked ensemble classification.

In this work, Gradient Boost (GB) [20] and Random Forest (RF) [21] classifiers are
used as learners at the base level (level-0). GB is a modern classification technique and
enhanced version of AdaBoost (AB). AB starts with weak learners at the initial step for
predicting the output. Further, the weak learners are improved by escalating the weight
points of a higher order. GB is the minor deviation of AB, in which instead of escalating
the data points, the latest learner at each step is launched. This approach can improve any
differentiable loss function. At every iteration regression trees are built, and individual
trees are added serially, i.e., the new tree is built, depending on the difference between the
real and the projected value. Whereas the RF approach works on choosing the attributes
and values that can construct some sequence of rules to create various decision trees,
and finally takes the mean of the final outcomes.

Now instead of using majority voting or bayesian averaging techniques for final
prediction, the learning of the level-1 model is done to combine the base model’s predic-
tions. This makes it more generalized compared to other ensemble techniques in terms
of the predictions of the attack. The output of level-0 is the predictions for each record
of the training dataset. To combine these outputs and predicting the final label for each
request, XGBoost [22] is used.
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Algorithm 3:Stacked ensemble Classification

Input : Dirain(¥); Diest(x), (%)
Output : Classify test data as DDoS and benign
Step 1 . Learn level-0 classifier (no. of classifier used=2)

Learn Gradient Boost (GB) classifier
Learn Random Forest (RF) classifier

Step2 : Learn level-1 classifier (no. of classifier used=1)
Learn eXtreme GB (XGB) classifier with the input from level-0 classifiers
Step3 : Classify test data as DDoS and benign using learned stacked ensemble clas-
sifier

XGBoost is a decision tree-oriented ensemble classification technique that utilizes
the GB algorithm over a known dataset and then considers the classification decision.
The major motivation behind using XGBoost is its model performance, higher execution
speed, memory efficiency, and high accuracy compared to other GB algorithm models
[23]. Thus XGBoost is used in this work to obtain the final prediction of the request as
attack and benign.

3.4 DDoS Attack Mitigation

Once the DDoS requests are identified after the classification process, these requests
need to be processed with intensive care for future reference. Therefore, this Intensive
Care Request Processing Unit (ICRPU) is set up to handle such attack requests. This
unit confuses the attacker and makes him believe that their requests are actually being
served. This impression helps the mitigation unit identify the attack source until the
attacker is busy in question and answer round by this unit. As the attack requests are
in the processing state, the attacker is fooled and believes that the service provider has
found no suspicious activity out. This will create an illusion to the attacker. He will
continue the attack without any changes and this makes it easy for the mitigation unit to
identify the attack source. Once the attack source is identified all the request belonging
to that source are dropped and even blocked for future reference.

4 Experimental Evaluations

The proposed approach is tested on Windows 10 on Dell series, having 64 bit i5 proces-
sor, 8 GB RAM. Python 3.0 is the language used to implement the proposed approach.
NSL-KDD [24] is a publically available dataset used to validate the proposed ASAS-
SEC approach. This dataset consists of various attacks however we used DoS and normal
request in the dataset, which is of our interested are used to validate the proposed app-
roach. The metrics used to asses ASAS-SEC are classification accuracy, F1-Score, Area
Under Curve(AUC), and false alarm or False Positive Rate (FPR) [11].

4.1 Performance Metrics Used

The metrics used to assess ASAS-SEC are classification accuracy, F1-Score, Area Under
Curve (AUC), and false alarm, also known as False Positive Rate (FPR). These metrics
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are expressed in terms of True Positive (TP), True Negative (TN), False Positive (FP),
False Negative (FN), respectively, where:

TP: Specify the count of DDoS requests rightly predicted as DDoS
TN: Specify the count of benign samples rightly predicted as benign
FP: Count of benign requests falsely predicted as DDoS

FN: Count of DDoS requests falsely predicted as benign

4.1.1 Accuracy
It is the percentage of correctly predicted DDoS and benign requests

A TP + TN .
ccuracy =
YT TP+ TN + FP+ FN

4.1.2 F1-Score

This score is calculated using Precision and Recall, therefore this score takes both FP
and FN into account.
(Recall * Precision)

F1 — Score =2 % — “4)
(Recall + Precision)

where recall is the ratio of correctly predicted DDoS to the all observations in actual
class
TP

Recall = ———
TP + FN

and precision is the ratio of rightly predicted benign request to the entire predicted benign
requests.

P

Precision = ——
TP + FP

4.1.3 FPR or False Alarm

Itis the ratio of falsely predicted benign requests as DDoS to the actual number of benign
requests.

FP

FPR= ————
FP + TN

(&)
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4.2 Result Analysis

The proposed approach utilizes MAD, IQR, and MedAD thresholding techniques to
obtain a threshold value as mentioned in Sect. 3.2, based on which attributes selection
is performed under each technique. In the literature, most of the methods uses fixed
threshold values for the selection of attributes. However, techniques based on fixed
threshold values cannot deal with the dynamic network behavior during the attack. As
the size of the packet and values of the attributes changes drastically with various kinds
of DDoS attack. Therefore, fixed threshold values are not able to tackle such situations
and make the predictions accurately. Thus, to handle these limitations, adaptive threshold
techniques are used as a part of the attribute selection process.

After selecting attributes under each adaptive thresholding technique, the attributes
are further classified in two sets based on a fixed threshold value ‘T3’ as AMAD-1,
AMAD-2 for MAD thresholding technique, AIQR-1, AIQR-2 for IQR thresholding
technique and AMedAD-1, AMedAD-2 for MedAD thresholding technique.

The most supreme and final attributes are shortlisted based on the significance of
attribute in classifying the requests from these sets. Once the final attributes are selected,
the stacked ensemble classifier as discussed in the Sect. 3.3 is used to classify the
incoming request to cloud-assisted WBAN as DDoS and normal.
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posed (ASAS+SE) approach for different metrics: (a) Accuracy, (b) AUC, (c¢) F1-Score, (d)
FPR(false alarm)
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After rigorous experimentations and comparisons it is observed that ASAS-SEC
achieves the highest classification accuracy of 98.86%, F1 Score of 98.3%, AUC of
98.56, and lowest false alarm of 0.017. Thus ASAS-SEC is selected in the proposed
approach.

Figure 4 shows the comparison of thresholding techniques with different classifiers.
The classifiers used to compare the proposed approach are Decision Tree (DT), AdaBoost
(AB), Support Vector Machine (SVM), K-Nearest Neighbor (KNN), Random Forest
(RF), and Multi Layer Perceptron (MLP). From Fig. 4 (a), (b), (c), and (d), it is seen
that the proposed ASAS-SEC attains the highest accuracy, F1-Score, Area Under Curve
(AUC) in comparison to other amalgamations of thresholding technique and different
classifiers. Moreover, ASAS-SEC achieves a low FPR which ensures very less false
alarms.

The dominance of the proposed approach can also be seen by comparing it with
the existing attribute selection techniques. The most widely used attribute selection
techniques are Information Gain (IG), Gain Ratio (GR), Chi-Squared (CS), and ReliefF
[25]. Figure 5 shows the comparative analysis of the proposed ASAS-SEC approach
with existing feature selection and classification techniques.
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Fig. 5. Comparison between various attribute selection techniques along with different classifier
and ASAS-SEC for different metrics: (a) Accuracy, (b) AUC, (c) F1-Score, (d) FPR (false alarm)

Figure 5 (a), (b), (¢), and (d) shows the accuracy, AUC, F1-Score, and FPR compari-
son of the proposed approach with other attribute selection techniques. It is observed that
the proposed ASAS-SEC proved to be superior over all the attribute selection techniques.
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ASAS-SEC attains high accuracy, AUC, F1-Score, and lowest false alarm value com-
pared to the above mentioned attribute selection techniques. As these attribute selection
techniques cannot handle the dynamic behavior of traffic during the DDoS attack.

The proposed ASAS-SEC is also compared with the existing state-of-the-art
approaches used to detect and classify DDoS attacks, as shown in Table 1. It is observed
from Fig. 6 (a) that the proposed ASAS-SEC dominates other techniques and achieves
high accuracy because it contains high TP and TN values.

Similarly, a comparative study on the F1-Score value of ASAS+SE with other exist-
ing methods is shown in Fig. 6 (b). Proposed approach attains highest F1-Score in
comparison to state of the art approaches.

Table 1. Performance comparison of ASAS-SEC with state of the art techniques

Reference Year Accuracy F1-Score False alarm
[26] 2018 96.53 0.8484 0.56
[27] 2018 95.29 - -
[28] 2018 84.25 0.8386 -
[29] 2019 75.51 0.73 2.87
[30] 2019 94.8 0.94 0.07
[31] 2018 98.23 0.7 0.32
[32] 2020 79.34 0.7888 -
[33] 2021 78.85 0.7111 -
[34] 2021 81.48 0.8523 -
[35] 2021 85.83 0.8661 -
[36] 2022 87.11 0.8533 -
Proposed - 98.86 0.983 0.017
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Fig. 6. Comparison of accuracy and F1-Score of ASAS+SE with state of art techniques
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5 Conclusion

This manuscript presents a DDoS attack defense approach in cloud-assisted WBAN to
guarantee the accessibility of patient information to the healthcare system. The proposed
approach ASAS-SEC is based on adaptive and supreme attribute selection and stacked
ensemble classification. The adaptive threshold technique helps to deal with dynamic net-
work traffic conditions due to various DDoS attack intensities. However, the fixed thresh-
old value used in the literature are not capable to deal with such conditions. Therefore,
using the adaptive threshold value depending on the present network statistics identifies
the effective attributes for classification. Moreover, among the selected attributes under
each thresholding technique (MAD, IQR, MedAD), furthermost supreme attributes are
selected. After selecting an attribute, stacked ensemble classifier is used to classify the
incoming request. The advantage of using stacked ensemble classification is that it over-
comes the generalization capability for the predictions of the classifiers in the ensemble.
The proposed approach ASAS-SEC is evaluated on the NSL-KDD dataset and proved to
be best among the other techniques in the domain and state of the art approaches. How-
ever, proposed approach is unable to detect the other attacks. Thus in future proposed
approach can be modified to identify the other attacks launched against the cloud-assisted
WBAN.
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Abstract. Pretention of documents in today’s era is a common problem for orga-
nizations as it has become so easier for fabricators to forge a document by using
advanced imaging systems and softwares. Documents are very essential part of
human society. These documents are images, contract deeds, identity cards, bank
cheques, property papers etc. Documents also plays a very vital role in proceed-
ings of law enforcement agencies as they are the only written roof of anything that
existed or happened at some point of time or going to happen and also the proof
of a person’s identity. But there existed some sort of risk associated with these
documents that are tempering of document, false document creation, and illegal
editing.

Due to the absence of a set and specific methodology and very wide genre of
documents it often found tedious for the law enforcement agencies to adopt an
appropriate technique to check the authenticity of the questioned document.

In this paper, a sophisticated framework based on goal-driven approach with
concept graphs is proposed. Further, attack tree is developed to present threats
on document forensics. Attack scenario is also visualized by integrating com-
puter systems and possible attacks to realize those threats. And anti-forensic
model is also integrated to visualize the attack scenario in document related crime
and obstruction that can be encountered while investigation process of the same
respectively.

Keywords: Forensic document examination - Sophisticated framework - Attack
tree - Concept graph - Anti-forensic - Alterations of documents - Computer
manipulated documents

1 Introduction

A “Document” can be best taken a piece of written, printed, or electronic matter that
consists of signs, signature, or any graphics that provides information or evidence or
that serves as an official record, or represents ones thought. Documents and their use
have become gradually dominant in the current era. It is almost impossible to avoid their
use these days. These documents could be official contract images, bills and checks,
etc. A digital document is easy, economical and efficient to maintain as compared to a
hard copy, and both of theirs security is a challenge (illegal editing in content, illegal
reprinting or unauthorized manipulation in any manner).
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The typical available digital forensic investigation frameworks focus on the phases
such as collection, preservation, examination, analysis and presentation [1, 19]. How-
ever, Casey [11] has proved with several examples in context of digital forensics that
several investigations approaches traverse bottom-up and focus on collection and anal-
ysis of entire supplied media on the basis of keywords and regular expression which is a
tedious task and also leads to bulky backlogs [11]. Sometimes it also have been proven
inefficacious as it miss crucial evidences as prospecting low level patterns may miss
crucial evidence.

The forensic investigation process should be such that it can handle all the obstacles
occurred during evidence collection and their analysis both by tendentious and deliberate
act that may result into incorrect, sketchy, inconsistent and unreliable evidence.

An appropriate sophisticated framework for document forensic investigation is miss-
ing related to the analysis of document forgery crime investigation requirements. This
work contributes in this context by proposing a goal-driven approach in identifying the
document forensic investigation requirements. The DFI process initiated with particular
identification of ultimate goals of investigation and analysis of the obstacles that could
hinder the achievement of these goals. To overcome the deliberate obstacles an anti-
forensic dimension also been integrated in the document forensic investigation process
at the level of requirements [27].

This way the proposed Methodology boost the effectiveness of the existing forensic
approach by incorporating sophisticated investigation methodology for management of
evidences such that it supports in achievement of investigation goals and surmount legal
as well as technical obstructions in a expected manner.

Some institutions make their original documents identifiable by using some active
methods such as water marking, Digital Signature Technique, Seal, and Stamps etc.
But not all documents can use this approach they needs a passive approach for forensic
examination of document. Most of the techniques that are previously suggested by
researchers detect the source of printing of the document whereas others search for
irregularities in the document [2] (Fig. 1).

1.1 Active Forensics

Active forensic approach involves detection of feature in a document such as digital
signature, watermarks, seals and other explicitly infused authorship security features.
Watermarking is technique to infuse additional information such as logo of issuing
authority or some additional details infused into the audio, image or video. This addi-
tional information generally infused as discrete bits in the block of signal. While the
actual signal goes by any illegal transformation, the infused bits gets lost or altered [6,
7]. Therefore, watermarks identify the owner of the object. Whereas visible watermarks
infused in document are visible such as logo, seal etc. Figure 2 shows graphical repre-
sentation of Active forensic approach. Sample Heading (Third Level). Only two levels
of headings should be numbered. Lower level headings remain unnumbered; they are
formatted as run-in headings.
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1.2 Passive Forensics
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Passive approaches are referred as detection of authenticity of a digitized docu-
ment/image on the basis of its endogenous features that are left on the document by
acquisition device such as scanners, camera etc. and the printing devices. It does not use
any preventive measure in advance. These devices have various components that alter
the signal in certain way and leave some endogenous fingerprints in the document. These
features involve sensor noise, skew defect, edge unevenness, disturbance in pixel inten-
sity values, area difference and relationship coefficients for individual character, ORB
features, SURF features etc. No matter the acquisition methodology is unaltered still
these features reside in document and are identifiable with the use of advance Artificial
Technologies. Figure 3 shows graphical representation of Passive forensic approach.
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2 Background Research

Researches have focused on the Methodology of forensic investigation process and on
techniques of anti-forensics. Here, this paper confers a detailed over sight throughout
the approaches involved in this work.

As Kahvedi¢ and Kechadi [13] have demonstrated digital forensic investigation
ontology as an ablation of notion and affinity for the characterization, reuse and evalu-
ation of Digital Investigation Intellect [4]. The ontological model has four dimensions
that are: Crime Case, Evidence Location, Information, and Forensic Resource. Their
methodology idealizes the intellect within the windows registry using keys and values.

Reith et al. [19] prepared an abstractive model for digital forensics that comprised
of nine phases that are identification, preparation, analysis, presentation and returning
evidence. Their model targeted non-technical observers and adhere their understanding
of future digital technologies.

Carrier and Spafford [18] prepared a process model for the purpose of investigation
considering digital device as a digital crime scene. Their process model incorporated five
phases: Readiness phase, deployment phase, physical/digital crime scene investigation
phase and presentation phase.

Harris [16] proposed methodologies to destroy hide and eliminate evidences or their
resources which is considered as an anti-forensic activities. However recommended
standards (mainly for investigating officers) such as educational qualifications, Domain
experience in real world, and ability to reason and think in different dimensions, are
underlined to handle the anti-forensic acts.

Dahuar and Mohammad [10] described challenges of investigation process as time,
limitations and flaws of forensic software, privacy factor of victim and also the type of
digital evidence as the key challenges of anti-forensic process.

Various researches in the forensic domain put stress on acquisition and analysis of
evidence. Whereas this work different in the way that it initiated with goal identification
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for investigation and analyzing the anti-forensic issues that can cause hindrance at any
point of time during the process of investigation. Therefore, this paper harmonize the
concept of both forensic and anti-forensic methodologies to address the all the possible
issues within an investigative framework with inclusion of Fraud tree to visualize the
attack scenario and concept graph for better understanding of the investigation phase.

3 Risks Associated with Document Fraud

With the help of Schneier’s attack trees [22] that laid the backbone for implementation of
various tools for the assessment computer security attack. He investigated the scenarios
of attacks contrary to an online payment system, the developed document fraud tree is a
methodical way to show how or in what ways an adversary can obtain a legal document
and modify its content or can create a false document to deceive others and ultimately
commit a document Fraud.

Document
Fraud T

Financial Ruin of Threat to

Loss . Social Status Privacy

Acquire
Document

~
S

Fig. 4. Document fraud tree

Here (Fig. 4) the green ellipses shows the first level of a document fraud i.e. a
document can be obtained by an adversary in any of the four ways either the victim
can lose its document, victim himself provide the document to avail some service and
from there the adversary may obtain it as it has been observed in case of sim-card fraud,
any insider of the organization can betray and leak sensitive documents, or a template
document can be downloaded from the internet.

The blue ellipses shows the second level that is acquisition of document by the
adversaries after any of these four activities occurred at level one. All of these activities
are in OR except those are in AND condition that has been shown by an “arc” between
the edges.

The third level depicts the activity done by adversary to imitate the document and
the fourth level shows the different pre-ultimate risk associated which ultimately leads
to document Fraud.
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Actively protected documents are easily identified as they contain secret security
features such as watermarks or digital signature [5] but this paper focuses mainly on
unprotected documents such as bills, ID cards, contract deeds etc. which are not actively
protected and unavailability of a standard framework for forensic examination of such
documents rose the need for the development of the suggested framework in this context.

4 Proposed Framework

A. Van Lamsweerde incorporated a KAOS (knowledge acquisition in automated speci-
fication) goal model [14] to help determine system requirements and obstacles for ana-
lyzing hazards to the goals. Which helps in determining the obstacles or anti-forensic
goals for document forensic examination process. B. Aziz, C. Blackwell and S. Islam
proposed A framework for digital forensic and investigation [9] which helps in deter-
mining the various phases associated with the forensic examination of document. The
suggested framework (Fig. 5) here consists of five discreet phases that are: Identifica-
tion/Acquisition of document, Preparation Phase, Examination Phase, Analysis Phase,
Analysis Presentation Phase.

Analysis
Presentation Phase

Fig. 5. Phases of document forensic investigation process

Each of these phases has its importance during the forensic examination process so
that the reports that will be generated at the end of the process are acceptable in the court
of law.

April Tanner and David Dampier’s used Concept-maps for to model the case domain
information involved in investigation to replace the classical checklist approach used in
context of digital forensics. Concept-maps are actually a drawn model to organize and
represent knowledge by showing the hierarchical kinship among concepts. The use of
Concept-map was first carried out to comprehend the scientific knowledge obtained by
children [23]. From then, concept-maps are being used as diagnosis tools and definition
assistant, to frame schedules, to captivate and compile expert knowledge and to draft
domain specific knowledge [23, 24]. The developed concept-graphs in this work depicts
each and every activity involved in context of document forensics.
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4.1 Identification/Acquisition of Questioned Document

The primary aim of identification phase is to identify the crime or crime scene but in
context of document related crime the goal is to first identify weather the crime has
taken place or not as in majority of jurisdictions, imitation of documents is not charged
as a forgery crime unless it is done with the motive of deceiving or with the motive to
commit a crime of fraud or larceny. For example, art works can be copied or imitated
barely being a crime unless someone tries to sell the imitated copies as original. In such
case copies will be treated as forged ones.

After the identification that a forgery crime has been committed the investigation
officer will get issue a warrant and obtain prelim details of case in context of under
what circumstances the crime has been committed and the parties involved in the case.
The evidence concept depicts that all the evidences i.e. the questioned document and
other supporting evidences if needed and available should be collected. The procedure
of organization should be defined and followed throughout the investigation process and
ensure that the accepted chain of custody should be followed (Fig. 6).

| Issue of warrant | l Prelim Details of case]

Identification /acquisition of
Documents Phase

Has Probable Has Probable Consists of

Evidence chain of
\ Evidences Procedures

custody
Implies May have
Questioned Other Supporting
Documents Evidences

Consists of

Digital Media (email,
system logs, Pen-drives,
CDs etc , Hard Records

Fig. 6. Identification phase

These concept-graphs can be utilized as a quick reference cicerone by investigators
in taking the decision that which evidence objects are to be searched and also as a
remembrance that chain of custody should be followed and logs should be recorded.

4.2 Preparation for Investigation Phase

One of the most important task incorporated in preservation phase is chain of custody
[25, 26] so as here in preparation phase. Detailed records of chain of custody enable to
maintain the authenticity of collected evidences and repudiate the allegation of evidence
tempering. It gives close details about custody and position of evidences during the
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whole lifespan of a case; these minutiae lowers the chances that the evidences will be
unacceptable in court of law. It has been exhibited in Fig. 7, the establishment of chain
of custody as evidences are collected by whom (“Forms” Concept), where and how
the collection of evidences was done (“Forms” and “Procedures” concept), custody of
evidences taken by whom (“Log Info” Concept), How and what protection and storage
procedures were taken (“Forms” Concept) and evidence removed from storage by whom
and the reason and purpose of removal (“Log Info”” Concept).

Identification and acquisition
of Document Phase
Preparation Phase

Consists of Enable

Possible/available

Information of ‘
methods

Selection Of best
Chain of Custody ‘ ‘

tas As Per

Dedicated
Forms Keeps ‘ Law
Consists of
Legal ‘
Procedures

Log of
information flow

Fig. 7. Preparation phase

Another task associated with preparation phase is identification of the type of doc-
ument that is whether it is actively protected or not, if actively protected use the Active
forensic techniques to ensure the authenticity otherwise select the best possible passive
forensic technique to fulfil the purpose. Lockdown and restrict access to the questioned
documents at a secure location, which are underlined in the “Procedures,” “Forms” and
“Log Info” concepts, respectively.

The investigator also identifies the anti-Forensic obstacles that can hinder the inves-
tigation process. The illustration of which is shown in section-5of this paper taking a
hypothetical case scenario.

4.3 Examination Phase

In examination phase specially designed tools and techniques can be incorporated to
identify the evidence of forgery. For instance if the document is actively protected digital
document investigator can go for identification of watermark, digital signature, meta-
data, system logs etc. but if it is hard document then identification of watermark, seals,
paper quality, ink quality and age and verification by the issuing authority can be the
supporting actors for investigator as well as investigation. But in case unprotected hard
documents a very well-known methodology used is that the identification of source
printer or writer (in case of hand written scripts). In such cases investigation of authentic
document is a little bit complex.
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Investigator should involve the legally approved methods (“Legally Approved
method” concept) as per the law of the state or the law enforcement agency and main-
tain proper documentation of the examination process (“Proper documentation”) so that
the evidences collected during examination process ensure that they were collected by
using legally approved methods only and no illegal practices have been involved and are
acceptable by the court of law (Fig. 8).

| Preparation Phase' l

Examination Phase

Should have . Willuse
" " Legall
Proper ‘ } Legally Approved Legall Legally
. gally Approved Approved
D tat Method: e
locumentation e IS Software Pk
Should be Consists of
As per Law/ I P
I O oLy, Consists of
forcement LEEEET Imagin,
kot 5 Software L ging
agencies Devices/tools
Such as X
s s e | o Suchas
3 IFD(Image
Valida(Al based) {Imag Belkasoft forgery
” Forgery detection plugin ; \
Detector) Scanners Camera
Can be used to - Findings recorded in
Authenficate ‘ Evidence record
) book
Helps in preparing
Case Report based
on Evidence

Fig. 8. Examination phase

Only legally approved softwares should be used for collection of evidences (“Legally
Approved Software” concept). Some softwares suggested here may be useful for the
fulfillment of purpose are VALIDA an Al based tool, IFD (Image Forgery Detector),
BELKASOFT etc. and only the legally approved hardware should be used (“Legally
Approved Hardware” concept).

All the evidences collected should be recorded in evidence record book and the
findings obtained by the specialized tools can be used to find the authentic document.
All these details should be encased in a case report based on evidence collected.

4.4 Analysis Phase

In analysis phase all the evidences found are reassembled to speculate what happened.
An event timeline and kinship between evidences and criminal intention is created using
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the evidences collected in the examination phase. Concept graphs provide support in
the analysis phase for creation timelines of events occurred by using case report based
on evidences and suspect details. Beebe and Clark [16] stated that “the most complex
and tedious task in digital forensic process is data analysis”. Figure 9 depicts good
illustration of how organization, arrangement, details of case, methods and chain of
custody documentation in the course of analysis phase can be done by concept graphs.

Identification and acquisition
of Document Phase

[ Preparation Phase ]
Consists of

: \Y e Procedures of
[Prellm Details of case] Analysis Phase chain of custody

Usefulin

Usefulin

Outcomes willbe used in Consists of

[ Examination Phase ]

[ Case Rep:)rt based ]
on Evidences

Fig. 9. Analysis phase

4.5 Presentation Phase

All the activities performed in the previous four phases are important for the presentation
of collected evidences in the court of law.

[ Analysis Phase ;]

Presentation Phase

‘I Contains
1

wWell Documented
Case Report

As admissible to the court of law

Evidence and
Findings Report

well Documented ‘

Fig. 10. Presentation phase
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Presentation phase is one of the most important phase of investigation as the legal
consequences of suspect’s activity are resolved in this phase. The investigating officer is
required to demonstrate everything that happened during the identification/Acquisition
of document, preparation, examination, and analysis phases of the investigation process.
Generally, specially designed softwares and methods are used in the court of law to
produce the findings in proceedings of court [25]. As Fig. 10 shows in presentation phase
a well-documented case report based on the evidences found in examination phase and
analysis phase should be presented before court which is acceptable.

5 Hypothetical Case Scenario and Application of Proposed
Framework

We use a hypothesis framed on the basis of a real world case to exhibit the application
of our standpoint involved two parties Partyl (P1) the petitioner and Party2 (P2) the
respondent where P1 filed a complaint claiming that P2 has signed a contract with P1 so
pl is the owner of some share of p2’s work. This section exhibit the methodical praxis of
the five investigation phase disserted above to support the forensic investigation in case
of document forgery. We will later show how the process can be followed in a different
case.

P1 is a contractor who appointed P2 as his employee to do some work for him and
duly signed a contract with P2 in the year XXXX. P1 paid some $AAAA amount to P2
to work for him but claimed that he sponsored the project which is owned by P2. P1
presented a contract that is ostensibly signed by both the parties covering the two projects.
According to P1, the contract describe that P1 would get 50% of the project owned by
P2 against the sponsorship given by P1. They have also discussed about the P2’s project
in detail via emails exchanged between them.P1 presented all the assets related to his
claim such as copy of contract, copy of email conversation held between them along
with all the relevant electronic records. Then the investigation goes as follows:

5.1 Identification/Acquisition of Document

Firstly the issues are understood related to the investigation. The primary aim is to
justify the authenticity of claims raised by P1 by checking the validity of contract and
the submitted electronic media in support of the claim and also check if any of the asset
is a forgery. The first goal is to acquire all the relevant evidences from P1’s spot including
electronic media and all hard documents to find and preserve the evidences. The subtlety
of investigation huge amount of data from different spots and the necessity to safeguard
and examine all the evidence collected.

5.2 Preparation Phase

The ultimate Goal of the investigation to verify that the contract of P1 is a forgery,
which will deny his claim of being partner in P2’s project because that contract is the
only evidence competent to prove P1 is right. The ultimate goal can be divided into
sub-goals related to presentation and examination of all the supporting electronic media
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and the contract. A preliminary general goal tree for document forgery build with the
help previous cases can be helpful in determining pilot methods that concentrates on
probable evidence and their locations. Three branches are demonstrated to prove the
P1’s contract is invalid, the other branch try to exhibit that the case should be dismissed
on legal technical grounds due to dotty evidences. Division of these possibilities is shown
Fig. 11. But, the forgery should be proved in multiple dimensions so that the investigation
of case should be protected from unpredicted fresh evidence and any legal question. All
the four Branches of goal tree are broken into sub-branches to show further investigation
goals.

Identification Obstacles is also done here as various obstructions will also hinder the
goal of investigation to verify that the P1’s Contract was a forgery. Say if P1 doesn’t
have the original copy of contract but the copy of it then it will be an obstruction for the
investigation as shown in Fig. 11.
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Fig. 11. Goal driven overview of case with anti-forensic obstruction

5.3 Examination Phase

To prove the authenticity of the contract the collected evidences including support-
ing electronic media and the contractexamined by various forensic experts such as
handwriting expert and digital forensic expert [3].

Verify Email Consistency: The emails provide a good support to the P1’s claim, but the
header were having traces of modification. Normally header information is automatically
created and updated with the creation of an email. Therefore inconsistency of email
headers provided by P1 prove evidence forgery.
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Verify the Evidence of Records and System Backdating: Whenever a file is created in
computer system timestamps are saved as well as the sending time of email. This need
endorse the verification of the contract as it is understood that the contract was created
and signed before sending it as file with an email and the file size should be equally large
asitis on any other electronic media. The anomalous timestamp for files was encountered
and proved P1’s contract a forgery. Secondly the system log of P1’s computer was also
inconsistence and so support P2.

Checking of Contract: The digital copy of contract is created and it was compared with
the image of contract present on two different evident media presented by P1 to check th
same hash value. This verification of the files can be carried out by generating the hash
values for the TIFF image file of the two attached file with P1’s email and the new one.
But this check can also be done by specially designed software used for image analysis.

5.4 Analysis Phase

The hash values obtained were analyzed to find the similarity between the three but the
outcomes were not in favor of P1. Along with that, the physical examination suggested
that the page2 of contract was illegally attached from pagel of previous legitimate
contract between the two. More on physical examination is not discussed here as it is
out of the scope of his paper.

5.5 Presentation Phase

The evidences and findings obtained from the previous four phases are integrated to
generate the forensic investigation report. The generated report must also include the
taken forensic measures and their ascendancy.

6 Conclusion and Future Work

The Concept graphing can improve each phase of a document forensic investigation. The
dominant advantages of CGs are a perceptive graphical representation of the investigation
process and an easy technique to document and store case-related information that is
evidences, case reports, and chain of custody, documents and procedures. Along with
that Concept graphs lay a framework for creation of document forensic repository where
case-specific concept graphs and specially designed methods will be available to be
shared by the law enforcement community. There are many other advantages also, as the
capacity to expose the misinterpretation in investigation process, creation of knowledge
base and approaches explicit to crime investigations.

The goal model developed to show case overview can also be used to identify various
goals and obstructions in Document Forensic investigation, for identification and division
of whole investigation process into sub-goals and for identification of the actions required
and operation, that re needed to be applied.

Document forensic investigation is a very important field of forensics but still avail-
ability of standard tools for the purpose of passive investigation technique is limited and
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the available tools and AI models have their own limitations in terms of accuracy. There-
fore the contribution in future work of this paper, an Al based tool will be developed
for the fulfillment of purpose of Passive Investigation process to provide more accurate
analysis results.
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