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Abstract. An electronic invoice (E-invoice) is a kind of document that records
the transactions of goods or services and then stores and exchanges them electron-
ically. E-invoice is an emerging practice and presents a valuable source of infor-
mation for many areas. Dealing with these invoices is usually a very challenging
task. Information reported is often incomplete or presents mistakes. Before any
meaningful treatment of these invoices, it is necessary to evaluate the product
represented in each file. This research puts forward a conceptual framework to
explain how to apply machine learning technology to extract meaningful infor-
mation from invoices at different levels of aggregation. Related work in the field
is contextualized within a given framework. A study case based on real data
from Electronic invoice (NF-e) and Electronic Consumer Invoice (NFC-e) docu-
ments in Brazil, related to B2B and retail transactions. We compared traditional
term frequency models with the Convolutions sentence classification models. Our
experiments show that even if invoice text descriptions are short and there are a
lot of errors and typos, simple term frequency models can achieve high baseline
results on product code assignment.
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1 Introduction

The purpose of an invoice is to record the transactions of goods and services between
buyers and sellers. Invoicing is very important in daily commercial and financial opera-
tions. It is also a rich source of information for financial analysis, fraud detection [10],
value chain analysis, product tracking, and hazard alarms [3]. Even though local regu-
lations may differ, the overall structure of these documents is similar in many countries.
In Brazil, this process started in 2008, first Electronic invoice (NF-e), then Electronic
Consumer Invoice (NFC-¢e), which is a nationwide B2B transaction reporting integrated
system. Similar measures have also been taken in Italy [2] and China [27,30]. Invoices
exist in various forms, from physical documents to semi-structured data, and each form
has its challenges. Knowing how to deal with this type of document can bring many
valuable applications. This scenario leads us to the problem of how to extract meaning-
ful information from invoice documents.
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Fig. 1. Invoice processing in a nutshell.

Figure 1 presents an overview of invoice processing in three phases. At the bottom,
Label 1, we have both retail and larger companies that issue invoices as part of their
day-to-day activities. In Fig. 1, these invoices are represented by the NF-e and Elec-
tronic Consumer Invoice (NFC-e) documents, the Brazilian document for retail, and
B2B invoices. These invoices are reported to a centralized system through web applica-
tions. Once reported, these invoices are processed to aid in a particular task. This pro-
cess is depicted in Label 2, as an analyst selects relevant data to the core problem(A),
data is then cleaned(B), explored(C), and used as the input to train a task-specific model,
Label D. The trained model and analyzed data set (F) is then used as input for other
applications and to aid manual auditing of other invoices, Label 3.

Due to a large amount of data, our first answer was to look at the problem through
the lens of machine learning. Invoices are semi-structured documents with both tabular
data and short text. Our previous work [11] focused on using the product description
field to predict the universal code of each product. By further reading the existing lit-
erature on invoice processing, we step back and try to organize different stages, tasks,
challenges, and techniques used in the process. We try to organize these topics in a con-
ceptual framework to guide researchers and developers by creating a common thinking
landscape to share knowledge and promote discussion.

This framework presents a layered structure for invoice processing. The three levels
above represent different levels of abstraction: the more granular product transaction



76 D. S. Kieckbusch et al.

level, in which invoices are broken down by the products listed, the invoice level, and
the issuer level, in which invoices can be grouped to model a business or sector behav-
ior. There is a need to create a structured database of invoice data at the base level.
This type of task often involves extracting information from physical documents and
user-oriented files such as scanned images of physical documents to a more computer-
oriented representation.

We also expand our previous work on product-level invoice classification. In our
last work, we presented a model, SCAN-NF, to classify products transactions based on
the short-text product description contained in the transaction. We validated our model
through a study case on two different Brazilian electronic invoice models: the NF-e
and NFC-e models. These models report B2B and retail transactions, respectively. As
mentioned by [6], short text processing has some special properties: 1) the contribution
of the individual author is small; 2) grammar is generally informal and unstructured,
and 3) the sending and receiving of information in real-time and mass; 4) large-scale
data is the unbalanced distribution of interesting categories and presents the labeling
bottleneck. Compared to other short texts, invoice description is very short, containing
only a few words, which usually can not form a complete sentence. This exacerbates the
problem of domain-specific vocabulary, abbreviations, and typos because the authors
use their own logic.

Some related works on product-level invoice classification are mainly concentrated
in China. Their solutions range from using hashing techniques to dealing with an
unknown number of features [27,30], semantic expansion trough external knowledge
bases [27], classification of paragraph embedding by k-nearest-neighbors [23] to differ-
ent artificial neural network architectures [26,31]. Semantic expansion is prevalent not
only on invoice classification but also on short-text classification [14,24]. These works
are not suited for the Brazilian case either due to language differences or reliance on
knowledge bases only available in English and Chinese [9]. In the literature, there are
gaps in the models suitable for classifying languages other than Chinese.

We focus on the Brazilian electronic invoice model due to its maturity. Standardiza-
tion of electronic invoices was initiated in 2008 in Brazil and has evolved since then.
Currently, every business transaction must report a standardized electronic invoice to a
centralized system. Brazil utilizes two types of electronic invoices: Electronic Invoice
(NF-e), which records B2B transactions, and Consumer Electronic Invoices (NFC-e),
which records retail transactions. Mandatory reports of the NFC-e only began in 2017,
and audition processes performed on NF-e documents are not performed in NFC-e
data. Manual auditing of these invoices is expensive and time-consuming, especially for
NFC-e data, due to a more significant number of issuers and the low quality of reported
data. Since tax auditing is a fundamental activity for the Treasury Office, autonomous
or semi-autonomous tools for processing large invoice datasets are of great value [15].

While fields are audited for fulfillment and type, there are breaches for exploits
and errors. One fundamental vulnerability is in the reported product code, called MER-
COSUR Common Nomenclature (NCM), which is a standardized nomenclature for
products and services in MERCOSUR. It defines the correct taxation and if the product
is eligible for tax exemption. One could miss-classify products to benefit from lower
taxation.
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As the main contribution of this research, we present both a contextual frame-
work for invoice processing and present a study case on product level classification of
invoices based on Brazilian data. We expand the points presented in our last article [11],
in which we proposed a system to aid fiscal auditors to recognize product transactions.
We present experiments using character-level CNN and support vector machines. Char-
acter level representation may be used to tackle typos and abbreviations, such tokens
would not be correctly represented when using pre-trained word embedding. Support
Vector machines trained over TF-IDF representation act as an example of a term count
model. Our case study focuses on invoices in Brazil because the relevant data can be
obtained through cooperation with the Treasury Office. Although the case study in this
article is aimed at Brazil’s data, we have briefly outlined the resources in other lan-
guages that could help to process invoices.

This article is organized as follows. In Sect. 2, we give a context framework, which
provides the prospect of e-invoice processing. In the third part, we introduce the related
work on invoice and short text classification. Section 4 describes the architecture of the
SCAN-NF system and classification model. In Sect. 5, we show a case study on real
NF-e and NFC-e data. Results are presented in Sect. 6. We present closing remarks and
future works in the final section.

2 Contextual Framework

In this section, we present a contextual framework to understand the landscape of
invoice processing. The framework is organized in a layered structure, with each layer
representing a sequential step in invoice processing. Figure 2 presents a visual repre-
sentation of the proposed framework. At the base level, there is the data structuring
layer.

Although electronic invoices have become more and more popular in recent years,
in many cases, useful documents only exist in physical forms or user-oriented digital
files, such as document pictures and PDFs. Before processing any meaningful informa-
tion, we need to extract data from these documents and store it in some semi-structured
mode. Related works have shown that computer vision solutions are useful for extract-
ing useful information from physical documents directly [8,17,22,28,28]. These meth-
ods can greatly reduce the costs and workload for generating invoice data sets. This
task is especially important in auditing, because it is necessary to cross the information
reported in invoices with sales records in other systems.

The remaining steps in our framework relate to different levels of abstraction that
can be applied to invoice modeling. These steps include product transaction processing,
invoice processing and issuer processing. Each level serves as the stepping stone for the
next. Product transaction is the first layer of processing, representing each individual
product or service transaction represented on every invoice in the data. At this level, we
are interested in extracting granular information such as product description, product
price, due taxes as well as other task-oriented attributes. The main form of input at this
level is the product description. Our work, both in this chapter as well as in our last
article, is situated at this level, as we treat product description as a short-text classifica-
tion problem to predict the correct product code for each transaction. This exemplifies
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Fig. 2. E-invoice processing framework.

the main concern at this stage: we are interested in creating a good representation for
each product transaction in order to produce the input for later tasks. It is much easier
to analyze products transactions from a standardized product taxonomy than processing
text descriptions [13].

At the invoice processing level, individual product transactions are aggregated and
used to represent each invoice in conjunction to other meta-data. It is possible to track
the relationship between multiple products in the same invoice. For example, Paalman
[16] utilized two-step clustering to track fraudulent invoices. Auto-encoders have also
been employed in fraud detection by measuring the distance between the reported text
and the expected text produced by the model [20]. At this level, we can also model
consumer behavior by utilizing association rules based on common product transac-
tions. Another example is the usage of invoices issued by healthcare centers to extract
association rules between commonly used medication [1].

At the higher level of abstraction, the behavior of parties involved in transactions
is taken into account. One approach is to utilize previously known troubled issuers as
a flag in processing invoices. An example of this kind of procedure is Chang’s work
[3], in which information about companies involved in violations is used to select and
mark invoices to create an alarm system for safe edible oil. Another way to include
issuer analysis in invoice processing is through graph analysis. It would be possible
to model an oriented graph, each node representing an issuer with invoices being used
to create the links between issuers. From this structure, it would be possible to look
for communities, cycles, and other graph-oriented sub-structures and correlate them to
real-world issues. At the time of this work, we have not been able to find works that
model invoice processing utilizing graphs. We hope to address this tackle this problem
in the future.
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2.1 Larger Context

Invoice processing is also related to other concerns that are not directly related to
extracting information from invoice documents. Due to a large amount of data, invoice-
based systems require Big data architecture [5]. This may lead to solutions in distributed
computing paradigm as storing and processing are more feasible in clusters than in sin-
gle machines. The adoption of e-invoicing from the get-go is also a key factor, as it
streamlines the data structuring layer, doing away with the need of using expensive
image processing techniques to create digital representations of invoices. A maturity
model for e-invoicing from the business perspective was provided by Cuylen [4].

3 Short Text Processing

In this section, we take a closer look at works related to invoice product transactions.
We model product transaction processing as a short text classification problem, in which
the main input is the short text snippet present in transaction descriptions. We present
related work on traditional term-count-based methods and Neural Networks, as well as
other product transaction processing models.

3.1 Traditional Methods

A Common representation technique in text classification is to create a term frequency
vector to represent each document. Matrix factorization techniques can then be applied
to engineer features in a smaller dimensional space. Due to the low word count in short
text documents, there is lower co-occurrence of terms across the document-term matrix,
which may hinder matrix factorization methods.

A possible solution to this problem is to directly address the brevity of short text
by expanding on it. Document expansion utilizes the original text as the query to a sec-
ondary system. This system is then responsible to return similar documents to the query
provided. The representation of the original text document is then calculated based on
the collection of returned documents. This expansion can also be done term-wise by
using lexical databases to extract terms with a strong semantic relationship to important
terms in the documents. Early works attempted to address this problem by expanding
available information through auxiliary databases [19,25]. Phan [18] proposed a frame-
work for short text classification that used an external “universal dataset” to discover a
set of hidden topics through Latent Semantic Analysis. Other work proposed to utilize
web search engines as the query system [19].

For several reasons, document extension technology may not be suitable for invoice
classification. Primarily there is an overhead mainly in processing and communication.
The query of auxiliary documents increases the processing cost, which requires a good
similarity function to identify related documents, and processing more documents than
the initial data set also increases the cost. Communication with the auxiliary system may
also bring bottleneck to the system. Finally, there is the additional cost of setting up and
maintaining the auxiliary system in languages other than English. This is particularly
important because these resources may not be easily available.
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3.2 Neural Network Based Methods

Artificial neural networks (ANN) have become popular in many data-driven methods,
because they allow better representation learning of problems with high dimensions
(such as text and image classification). In Short-text classification, both Convolutions
Neural networks (CNN) and Recurrent Neural Networks (RNN) have been used to cre-
ate sentence embedding that could be classified. The general method follows two main
steps: each item in the sentence is replaced by a vector with a fixed length, and input
into the neural networks. These vectors can either be randomly initialized or trained
independently to solve a self-supervised problem. These vectors generally incorporate
underlying semantics of the corpus they were trained upon, demonstrated by the compo-
sition of vectors with similar meanings: the distance of the vector for the terms “King”
and “man” is very similar to the distance between “Queen” and “woman”.

The neural network will then perform sequential transformations of the input vec-
tors representing a final output vector that will represent the whole input sentence. The
classification itself is done on the final layer in which the learned vector is used to
generate the classification label. The architecture proposed by Kim [12] serves as the
basis for most CNN-based solutions. In CNN models, sliding windows of different sizes
move through the input vectors learning to filter sub-structures throughout the training
process. One common problem in short text is typos and abbreviations. Because of the
training method of word vectors, typos and abbreviations are completely different from
the original term. Zhang [29] utilized a 12-layer CNN to learn features from charac-
ter embedding. On Character level CNN models, terms are created by forming sets of
characters. This solves the problem of lack of vocabulary, misspellings and abbrevia-
tions, because words with similar structures will have similar embedding vectors. Wang
[24] combined the word and character CNN with knowledge extension to classify short
texts. The model used knowledge bases to return related concepts and included them
in the text before the embedding layer. Knowledge bases included: YAGO, Probase,
FreeBase, and DBpedia. A character-based CNN was used in parallel to the word con-
cept CNN. Representations learned by both networks were concatenated before the final
fully connected layer.

Naseem [14] proposed an expanded meta-embedding approach for sentiment anal-
ysis of short-text that combined features provided by word embedding, part of speech
tagging, and sentiment lexicons. The resulting compound vector was fed to a Bidi-
rectional long-short term memory (BiLSTM) with an attention network. The rationale
behind the choice for an expanded meta-embedding is that language is a complex sys-
tem, and each vector provides only a limited understanding of the language.

3.3 Invoice Classification

Invoice classification techniques have ranged from traditional count-based methods to
neural-based architectures. In 2017, Chinese invoice data was made public for Chinese
researchers, which motivated research in the area. This leads to the prevalence of works
dealing with the Chinese invoice system.

Some works aimed to address the data sparsity problem by utilizing a hash trick
for dimensionality reduction [30]. Yue [27] performed semantic expansion of features
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through external knowledge bases before using the hash trick for dimensionality reduc-
tion. Tang [23] utilized paragraph embedding to create a reduced representation and
then applied the K-NN classifier. Yu [26] utilized a parallel RNN-CNN architecture,
with the resulting vectors being combined in a fully connected layer. Zhu [31] com-
bined features selected through filtering with representation learned through the LSTM
model.

Different from most western languages, in western languages, text is expressed
through words with spaces as separators, while in Chinese, there is no separator and
no clear word boundary. Words are constructed based on the context. Chinese invoice
classification words leaned towards RNN-based architectures in a way to mitigate errors
produced in the word segmentation step.

Chinese works aside, Paalman et al. [16] worked on the reduction of feature space
through 2-step clustering. The first step was to reduce the number of terms through fil-
tering and then cluster the distributed semantic vector provided by different pre-trained
word embeddings. This method was compared to traditional representation schemes and
matrix factorization techniques. In the experiments, simple term frequency and TF-IDF
normalization performed better than the models of Latent Dirichlet Allocation (LDA)
and Latent Semantic Analysis (LSA).

3.4 Discussion of Related Work

Term count-based methods mainly address short-text processing through filtering and
knowledge expansion. The problem with filtering is that there is information loss in a
context where information is already poor. Semantic expansion is mainly done through
knowledge bases. Communication with knowledge base becomes the bottleneck of the
system, and because of the amount of invoice data, it is not suitable for invoice pro-
cessing. Furthermore, knowledge bases may not be available in languages other than
English and Chinese [9].

The limitation of pre-trained word embeddings comes down to vocabulary cover-
age and word sense [7]. These are significant to invoice classification. Words in invoices
are often misspelled and abbreviated. Also, taxpayers often mix words of multiple lan-
guages depending on the kind of product being reported. Finally, invoices have little or
no context to eliminate the ambiguity of word meaning.

Most invoice classification models did not utilize traditional ANN. The research of
Yu and others [26] is the only one to combine both CNN and BiLSTM. However, CNN
and BiLSTM were used in parallel over different fields. Zhu [31] combined a LSTM
network with traditional methods using filtered features. While effective for the Chinese
language, these architectures are not suitable for Brazilian invoice model. We propose a
CNN-based model to solve these shortcomings, which does not depend on pre-trained
word embedding and external knowledge base.

There is a gap between the general task of invoice text classification and similar
tasks of Sentence and Short-Text classification in Natural Language Processing (NLP).
Sentences are modeled as the components of a larger document. It is important to under-
stand the context before and after the sentence, as well as the processing of the sentence
itself. Even though we may draw parallels of the sentence role in a document being sim-
ilar to that of an individual product transaction in an invoice, there is little meaning to
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the product transaction order in an invoice. Invoices is just a simple report, and there is
no potential intention to tell anything beyond the product transactions itself. The words
on the invoices often doesn’t even have complete sentences.

Another thing worth studying about invoice classification is that it’s a very different
use case from the traditional short text. The main object of study of short-text works
addresses news snippets, review comments, and tweets. The task is generally either to
identify a general very broad category, such as news topics or to identify sentiment-
related attributes from the text. These tasks require a deeper understating of the text and
need to address different challenges from Invoice Processing. In sentiment analysis,
it is necessary to take into account not only sarcasm but negations, conjunctions, and
adverbs as these change the meaning of the sentence.

We believe that although the invoice product descriptions is similar to other short
text problems, the classification of invoice text is obviously different and solutions may
be different. The NLP field has been moving towards language understanding through
large self-supervised models such as Transformer models. The task of classifying an
invoice is less dependent on understanding the meaning of the text fragments, but more
dependent on finding key terms that allow us to assign the correct code. The problem
then becomes the large shifting vocabulary used by issuers to describe their products.

4 Architecture of SCAN-NF

In this section, we present an overview of the architecture of the SCAN-NF system
and inner models, Fig. 3. The system’s goal is to assign the proper NCM product code
to each product transaction based on the product description. The labeled transaction
is then used as inputs for other analyses by Tax Auditors and Specialists. The system
works in two phases: a training phase and a prediction phase. During the training phase,
the system is fed audited data from the tax office server of the Department of Economy
of the Federal District (SEFAZ) in Brasilia to train a supervised model. Two models
are trained, one for the classification of NF-e Documents and another for NFC-e Docu-
ments. After training, these models are used on new data during the prediction phase.

The system works as follows: Data is extracted from the tax office server (Label 1
in Fig. 3). Product description and corresponding NCM code for each product in each
invoice are then extracted (Label 2 in Fig. 3). Text is then cleaned from irregularities
(Label 3 in Fig. 3). A training dataset is constructed by balancing target classes samples
and dropping duplicates (Label 4 in Fig. 3). The training set is then fed to a CNN model
that learns to classify product descriptions (Label 5 in Fig. 3). Outputs at the training
phase of the system are used to validate models before being put into production (Label
6 in Fig. 3). During the Prediction Phase, trained models are utilized to classify new
data. These datasets may be composed of invoices issued by a suspected party or a
large, broad dataset used for exploratory analysis (Label 7 in Fig. 3). Models trained in
the training phase are then employed for the task at hand (Label 8 in Fig. 3). The final
output of the model is the classified set of products inputs (Label 9 in Fig. 3). This set
of classified product transactions is then used in manual auditing by tax auditors (Label
10 in Fig. 3).
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Fig. 3. Architecture of SCAN-NF. Extracted from [11].

The system is intended to aid tax auditors in auditioning invoices issued by already
suspicious parties to pinpoint inconsistencies and irregularities. Currently, NFC-e doc-
uments are not audited due to the amount of data, a more significant number of issuers,
and the nature of the data. Our solution helps auditors pinpoint inconsistencies in docu-
ments reported by an already suspicious party and allows for the automatic processing
of more data. We hope that this solution will improve the productivity of tax auditors
regarding NF-e processing and be the first step towards NFC-e processing.

There are different possibilities for the classification model used in the system. The
sentence classification model proposed by Kim [12] can be used as a single multi-label
classification model. However, due to the high number of possible NCM codes and
high invoice data, we propose an ensemble model built from binary classifiers. Binary
classifiers trained on individual classes can be pre-trained, stored, and then combined
in multi-label classifiers on demand. This allows individual models to be updated and
added without re-training other models.

Figure 4 presents architecture used in single models. The input layer takes the
indexed word tokens. Each word index is replaced by a randomly initiated word vector
representation in the embedding layer. The resulting vector is then reshaped to fit one-
dimensional convolutions layers. Each convolution layer applies different sized filters
to the encoded sentence. Max pooling is applied to the learned filters to extract the most
useful features. Each convolution is applied in parallel, and they are then concatenated
in a single vector, flattened, and fed to a Fully connected layer that will output the final
classification. Soft-max was used as the activation function of the model, with the loss
being determined by the categorical cross-entropy function.
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4.1 NF-e and NFC-e

The NF-e is the Brazilian national electronic fiscal document, created to substitute phys-
ical invoices, providing judicial validity to the transaction and real-time tracking for
the tax office [21]. It contains detailed information about invoice identification, issuer
identification, recipient identification, product, transportation, tax information, and total
values. In our work, we utilize data present in product transactions, namely product
description and NCM code. Data regarding issuer and recipient is kept hidden. NFC-e
is a simplified version of the NFC-e used in retail services.

There are validations rules for the NCM field in the NF-e manual [21]. According to
the experts engaged in tax audit and the schedule published in NF-e annual, although the
verification procedures of NF-e documents have been implemented, NFC-e documents
have not planned these verification procedures in the next few years. This leads to poor
data quality.

S Case Study of Brazilian E-Invoices

To validate our model, we conducted a case study based on real NFC-e and NF-e docu-
ments from SEFAZ. Data were separated into training and test sets, and different models
were trained. Models were validated through cross-validation. Hyper-parameter opti-
mization was conducted based on the average performance through all folders of cross-
validations.
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5.1 Dataset

In our experiments, we utilized data provided by the estate tax office of SEFAZ. Data
provided included both NFC-e and NF-e documents. NF-e data consisted of invoices for
cosmetics. NFC-e data consisted of a larger dataset of products from multiple sectors.
We selected NCM codes present in the NF-e dataset and created a curated dataset with
balanced classes. Due to disparity in market share, preserving product frequency would
bias the models toward larger issuers and the most popular products. This could lead
models to better classify invoices from large companies or learn their representation as
to the norm. Our design decision was to drop duplicate product descriptions for each
target class. While there is a significant vocabulary overlap between NF-e and NFC-e
documents regarding NF-e data, NFC-e presents a much more vast vocabulary. Table 1
presents detailed information on the number of samples used in the experiment.

Table 1. Number of samples and datasets used in experiments. Extracted from [11].

NF-E |NFC-E
Number of raw product samples 198882 | 99637515
Number of samples in balanced dataset | 36234 | 49536
Number of balanced classes 18 18
Vocabulary Size 3646 15312
Shared Terms 2342

5.2 Baseline Models

Besides the single and ensemble models presented in the SCAN-NF section, We utilize
other classification models to create a baseline of comparison to our proposed model.
We utilize SVM trained on the TF-IDF representation and Convolutional Neural Net-
work trained on character representation.

SVM represents frequentist models and challenges the idea that traditional term
count-based models fail at short text classification due to a sparse attribute matrix and
low term count. We argue that while dimensionality reduction is particularly difficult
due to low term co-occurrence, each product class will be defined by a handful of highly
important terms. We expect these models to perform similarly to our CNN approach.
Character-based Neural network is supposed to address typos and abbreviations.

5.3 Experiments

We conducted two experiments with different model sets. In the first one, we compare
the single model and the ensemble model approaches. The single model is composed
of a single CNN model trained on multi-label classification. The ensemble model is
composed of a set of binary models. Each binary model is trained on a distinct class
in a binary classification problem. The ensemble model takes the list of binary models
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and is then fine-tuned as a multi-label classification problem. Callbacks are set to stop
training based on validation error loss.

In the second experiment, we investigated models based on different representa-
tions. We trained a character-based convolutions neural network and an SVM classifier
based on the TF-IDF representation of text. This experiment aims to address whether or
not the points made by related work on the effectiveness of these representations hold
for Invoice classification. We expect character-based representation to have a higher
complexity than a word-based model due to the need to construct words from the ground
up. We expect the TF-IDF-based SVM classifier to perform significantly worse than the
CNN models based on related work on both invoice and short-text processing.

Data were separated into training and test sets. We utilized the validation accu-
racy score to set an early stop on the training of the CNN models. Hyper-parameter
optimization was conducted based on the average performance through all folders of
cross-validations.

5.4 Metrics

We evaluate models based on the following metrics: accuracy, precision, recall, and
top k Accuracy. Metrics are calculated based on True Positives, True Negatives, False
Negatives, and False Positives.

Accuracy is given by the rate of correct predictions overall predictions: (TP +
TN)/(TP+ TN + FP + FN). Top k Accuracy represents how often the correct
answer will be in the top k outputs of the model. Accuracy is useful for getting an
overall idea of model performance. In unbalanced datasets, recall and precision can
paint a better picture of how the model behaves.

The recall represents the recovery rate of positive samples and is given by
TP/(TP + FN). Precision evaluates the correct set of retrieved samples and is given
by TP/(T P+ F P). We utilize the F1-score, the harmonic mean of precision and recall,
to get a balanced assessment of model performance on imbalanced classification.

In our experiments, we first set up a CNN architecture. We defined hyper-parameters
through optimization using the hyper-opt library. Table 2 presents the parameters and
values used in optimization, final parameters are highlighted in bold.

6 Results

In this section, we present the results of the experiments. We separate reports between
the two experiments and datasets.

6.1 Single vs Ensemble CNN Approach

Figure 5 presents single and ensemble model performance on both the NF-e dataset
e NFC-e datasets. We present results side by side. The key points of interest are that
while both datasets model presented little deviation in the accuracy, there was a larger
gap between precision and recall. In both datasets, the single model presented better
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Table 2. Parameters used in CNN models optimization.

Parameter Word CNN values CHAR CNN values

Number of filters on 1D {0,100,200,300, 400,500,600} | {0,100,200,300, 400,500,600}

convolution #1

1D convolution kernel size #1 | {3,5,7,9} {3,5,7,9}

Number of filters on 1D {50,100,200,300, 400,500,600} | {50,100,200,300,400,500,600 }

convolution #2

1D convolution kernel size #2 | {3,5,7,9} {3,5,7,9}

Number of filters on 1D {0,100,200,300, 400,500,600} | {0,100,200,300,400,500,600}

convolution #3

1D convolution kernel size #3 | {3,5,7,9} {3,5,7,9}

Dropout rate [0, 0.29, 0.5] [0, 0.26, 0.5]

Optimizer {dam, Adagrad, Adadelta, {dam, Adagrad,Adadelta,
Nadam} Nadam}

recall at the cost of precision when compared to the ensemble model. We can see that
while model accuracy deviated sightly, differences in recall and precision were more
evident.
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Fig.5. Results of Experiment 1: single and ensemble models on NF-e and NFC-e datasets.
Adapted from [11].

Singular models and binary models were trained through 5 epochs, while the fine
tune of the ensemble model was done through 12 epochs. Each epoch took 4sec/10.000
samples to be performed. In practice, the ensemble model takes 20 times longer to be
trained than the single model due to the training of binary models and fine-tuning of the
ensemble model.

Individual class performance of the ensemble model is shown in Fig. 6. Due to the
unbalanced nature of the problem, all classes presented high accuracy scores, scoring
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Fig. 6. Individual binary model performance on NF-e and NFC-e datasets. Extracted from [11].

higher than 96%. Of all models, 15 had an F1 score higher than 0.8, and 7 had an F1
score above 0.9. This signalizes that some classes are more challenging to predict than
others, and some classification models are less trustworthy. Overall, there was a balance
between recall and precision.

6.2 Experiment 2: Comparison of Models with Different Representations

Table 3 presents the mean accuracy and standard deviation of each based on ten runs
of training and testing of each optimized model on both datasets. The character-based
CNN performed very similarly to Word CNN, with a small trade-off between datasets.
The character-based CNN performed better on the more unstructured retail invoices
of the NFC-e dataset. The SVM model performed worse than the other models on both
datasets. The Char took 13 epochs to train, significantly more than the single word CNN
model.

Table 3. Accuracy metric of models on Experiment 2.

Accuracy | Word CNN Char CNN TF-IDF SVM
NF-e 0.869 +£ 0,001 | 0.865 + 0,001 | 0.776 &+ 0,001
NFC-e |0.779 £ 0,001 | 0.784 £ 0,001 | 0.661 £ 0,001
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6.3 Comparison of Approaches

From both experiments, it is clear that NFC-e product classification is a more com-
plex problem than NF-e classification. Results also varied between different product
classes. Regarding the comparison between single and ensemble approaches to word
CNN models, we can see a trade-off between recall and precision, with the ensemble
model presenting higher precision at the cost of the recall. This indicates that one app-
roach may overcome the other based on the particular task. The single model will return
a higher rate of classes of interest but may require more effort in the manual audit due
to filtering out false positives. Models consistently achieved around 95% top2 accuracy
on both datasets. This means that models can be used as recommendation systems to
classify product descriptions.

There are also differences in the maintainability of approaches. The ensemble app-
roach allows individual models to be updated without the need for all models to be
updated. This also impacts the system’s scalability, as additional classes can be added
to the model without retraining the whole model at each addition.

Regarding text representation, word-based and character-based convolutional neural
networks presented similar results. While the character-based model performed better
on the NFC-e dataset, it is not clear if this resulted from handling typos and abbrevia-
tions. We could raise the question that the different results between word and character-
based were the trade-off of handling typos at the cost of having to build word filters
from the sum of character filters. In future work, this property of modeling typos can be
better measured by introducing typos and abbreviations in a controlled dataset. Overall,
CNN models managed to map product descriptions to the corresponding NCM code,
while the SVM model struggled in both classes. This is in line with related work on
short text processing findings.

7 Conclusion and Future Work

This work presented a general framework for invoice classification and expanded our
previous work on invoice classification through a study case on Brazilian electronic
invoices. Our experiments confirmed previous works on short-text classification, as
the term-count model performed worse than text vector models. In our experimental
datasets, both word and character-based CNN managed to map product descriptions to
product code.

As a summary of this work, the main contributions include: 1) review the literature
from the principle research and systems related to the studies of electronic invoices; 2)
identify the characteristics and differences between short text processing and electronic
invoice processing, especially using NCM code; 3) use machine learning to establish
conceptual framework and SCAN-NF system for invoice classification; 4) experiments
and analysis of NF-e and NFC-e data sets by SCAN-NF. Even though the invoice clas-
sification models are developed for E-invoicing in Brazil, it is easily extended for other
countries by some reasonable adjusting.

We hope to improve the presented model by inserting it into real-world applications
that can aid tax auditors, researchers, and public administrators in decision-making and
day-to-day operations. Following our framework, the next step is to utilize the output
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of the studied methods to engineer invoice-level attributes. One such attribute is the
expected tax return for misreported invoices based on the expected tax return of indi-
vidual product transactions.

On the computational side, we will focus on transfer learning. Transformers have
emerged as the go-to method for transfer learning in NLP. We will focus on compar-
ing the performance of models trained on the representation provided by pre-trained
transformers and previously studied models and the need to fine-tune existing models.
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