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Preface

This book is an outgrowth of the Euromech ColloquiumNo. 626 entitled “Mechanics
of High Contrast Elastic Composites”, held in a virtual format in the period 06–08
September 2021, under the auspices of the European Society of Mechanics. During
this event, which attracted 56 participants from 19 countries, it could be noted that a
variety of interesting phenomena arises when widely different mechanical properties
are cunningly joined together to produce new composite materials. This fruitful
meeting paved the way for developing a new insight into the diverse andmultifaceted
realm of engineered materials and the applications thereof. Falling upon these lines,
this volume collects 14 papers elaborating the outcome of high contrast fromdifferent
complementary perspectives, ranging from experimental to numerical results, from
analytical investigation to mathematical modelling. The spectrum of the addressed
topics is wide in nature, as it moves from the strength of bio-inspired composites to
stochastic homogenisation of high-contrast media while sweeping through delicate
aspects in the formulation of boundary conditions arising from a generalisation of
Saint-Venant’s principle in strongly inhomogeneous laminates, yet encompassing
asymptotically consistent theories of micro-structured plates and metamaterials for
extreme deformations, etc. As cases in point of the diverse outcomes associated with
high contrast, we point to studies on the dynamics of bi-laminated plates with a soft
viscoelastic core as well as to novel results concerning engineered aggregates for the
enhanced dynamic performance of concrete (meta-concrete).

Besides its natural academic interest, the subject matter of this volume is addition-
ally motivated by conspicuous practical applications, among which we mention the
development of lightweight structures, novel biomedical composites, and the design
of soft robotics, to name only a few. Great emphasis is placed on the development
of mathematical models as well as on their extrapolation. In this context, the study
of layered structures takes paramount importance for it offers great insight into
more complex problems while expressing the most common structure of composite
materials. Along this line, the mechanics of layered elastic structures is considered
to address the statics, dynamics, and buckling of multi-layered high-contrast plates
(C.Boutin). Equally, studies on the delaminationbetween the layers of a three-layered
shell (L. Aghalovyan et al.) are reported, as well as the use of dispersive analysis to
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vi Preface

detect the presence of a sandy layer in a stratified half-space (Sergey V. Kuznetsov).
Another important topic covered in this volume is related to the consideration of
reinforced materials and structures, featuring a review of the multiform approaches
pursued in the literature (H. Altenbach), as well as consideration of a technical
multiple particle inverse problem for fibre-reinforced composites (V. Mityushev
et al.). One more relevant area of investigation concerns periodic media and,
specifically, the study of frequency bands in silver-mean quasi-crystalline-generated
waveguides (Z. Chen et al.), the proposition of tunable porous periodic structures
(J. Li et al.), a generalisation of the Fourier Law of heat transfer in 1D nonlocal
lattices with short and long interactions (E. Nuñez del Prado et al.), the calculation of
effective properties of multi-phase periodic laminated Cosserat composite by means
of a two-scale homogenisation technique (Y. Espinosa-Almeyda et al.), and the
investigation of the dynamic response of a beam with an attached periodic array of
resonators (M. Nieves and A. Movchan). Also, we mention the contributions dealing
with finite multi-component structures, including a numerical approach to nonlinear
vibrations of stepped beams and frames with high-contrast elastic properties
(R. Pušenjak and A. Nikonov), a study of localised vibrations in two-component
cylindrical panels (G. Ghulghazaryan and L. Ghulghazaryan), and investigation of
the snap-through instability of the von Mises two-bar truss (M. Pelliciari et al.).
Finally, the dynamic modelling of silica aerogels is investigated, accounting for
micro-structural effects in such highly inhomogeneous lightweight composites
(R. Abdusalamov et al.). We hope that the enthusiasm and dedication of these
valuable contributions may form an interesting read for the mechanics community.

Magdeburg, Germany
Modena, Italy
Keele, UK
September 2022

Holm Altenbach
Andrea Nobili

Danila Prikazchikov
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Chapter 1
Adjustment of Micro-structure
Parameters of Aggregated Structures
for Dynamic Modeling of Silica Aerogels

Rasul Abdusalamov, Mikhail Itskov, Julius Kaplunov,
and Danila Prikazchikov

Abstract This paper is concerned with elucidating the effect of aggregated struc-
tures of silica aerogels on their dynamic behavior. The micro-structure is modeled
using the diffusion-limited cluster–cluster aggregationmethod. The eigenfrequencies
are evaluated numerically by the finite element method for the aggregated structures.
The obtained results are compared with the analytical and numerical solutions for
a representative cuboid volume of a homogeneous linearly elastic material subject
to periodic boundary conditions for displacements. In this case, the interpretation of
finite element computations is not straightforward since the eigenforms correspond-
ing to periodic boundary conditions depend on arbitrary phase shifts in sinusoidal
functions. Although the developed approach appears to be robust for matching the
smallest eigenfrequencies, its implementation to higher ones may apparently need
establishment of a more elaborated continuum framework.

1.1 Introduction

The first aerogel was created in 1931 by Samuel Stephens Kistler and his colleagues
by replacing the liquid in jelly with gas without causing shrinkage [1]. They created
a nanostructured open porous solid with incredibly fascinating properties. Up until
today, aerogels are renowned in particular for their extremely low density and high
porosity. Through the years the synthesis process (sol–gel process) of aerogels has
changed, nevertheless, their fascinating properties remain. The variety of aerogel
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types ranges from polymer to carbon, cellulose, and starch aerogels. However, silica
aerogels are the most widely used ones and are also examined in this work. Sil-
ica aerogels have large sound absorption properties and very low sound velocities.
Additionally, their extremely low thermal conductivity makes them an ideal thermal
isolator. They are quite brittle and their mechanical properties highly depend on the
fractality of themicro-structure. Yet, their application ranges from thermal insulation
of houses and pipelines to aerospace applications.

The mechanical properties of aerogels have been analyzed in various studies
and modeling approaches for the prediction of their material behavior have like-
wise been investigated [2–4]. The modeling approaches range from classical con-
tinuum mechanical solutions to using atomistic and mesoscale methods [5–7]. The
focus of most investigations lies in determining the effects of structural character-
istics on the overall mechanical properties. Therefore, properties such as the fractal
dimension and the pore size distribution are correlated to experimental data. A com-
mon coarse-grained simulation approach is the micro-structure generation using the
diffusion-limited cluster–cluster aggregation (DLCA) method. The sol–gel process
is mimicked by the random bonding of particles and the generation of clusters. As
discovered by Hasmy et al. [8] the structures generated using the DLCAmethod had
structural and mechanical properties that agreed well with experimental results.

Although the acoustic properties of aerogels are equally fascinating, so far they
have not been extensively studied from the experimental point of view as well as in
the domain of modeling. One of the first experimental investigations by Gross et. al.
determined the longitudinal sound velocity for varying densities [3]. An important
observation was that the air pressure inside the pores had no influence on the sound
velocity leading to the conclusion that the interaction between the skeleton and the air
inside the pores has no influence. Additionally, the sound velocity scales according to
a simple power law with c1 ∝ ρα with respect to the density ρ. The exponent α was
determined with 1.3 [9]. Among the modeling approaches, the Johnson–Champoux–
Allard (JCA) [10] has been used so far for the determination of the sound absoption
coefficients of silica aerogel granules which can be used in aircraft cabins [11, 12].

To the best of our knowledge, the effect of the micro-structure on the acoustic
properties has not been investigated from a modeling point of view. The approach of
this work is the investigation of the acoustic properties of micro-structures generated
using the DLCA method by performing a modal analysis. The eigenfrequencies
determined by this means are compared with the eigenfrequencies obtained from
an analytical approach describing the dispersion relation. In addition, a numerical
continuummechanicalmodal analysis is performed and comparedwith the analytical
and the numerical DLCA model results. The generation of the cluster structures
is explained in Sect. 1.2. Furthermore, the derivation of the dispersion relation is
presented. A testing framework for comparing the analytical and numerical results
is presented in Sect. 1.3. Last but not least, the presented work is summarized in
Sect. 1.4.
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1.2 Methodology

In this section, the diffusion-limited cluster–cluster aggregation (DLCA)methodwill
be explained in detail. An explanation is given of how the method works and how it
has been implemented for modal analysis. Furthermore, an analytical solution for the
derivation of the dispersion relation is presented, which is used for the comparison
with the numerical approach.

1.2.1 Diffusion-Limited Cluster–Cluster Aggregation
(DLCA) Method

The DLCA method is one of the many aggregation approaches that lead to the
generation of cluster structures through the Brownian motion of particles. The initial
method was proposed by Meakin [13] as well as Botet and Jullien [14]. An adapted
procedure of the algorithm is shown in Sect. 1.1. Although the algorithm is executed
in 3D, for the sake of simplification, the explanation will be provided in 2D. First,
a cuboid with periodic boundary conditions is created. Subsequently, two types of
particles, referred to aswalker and seed particles are initialized at randomor specified
positions within the periodic domain (see Fig. 1.1a). Both seeds and walkers undergo
a random walk process and once a walker undercuts a critical distance εkrit to a seed
it diffuses to the seed and becomes a seed itself. Both particles are permanently
connected for future time steps. Gradually, walker particles diffuse, and clusters are
formed (see Fig. 1.1b and c). Two different clusters can also be connected if the
distance between any two particles falls below εkrit (see Fig. 1.1d). The process stops
once a single cluster structure forms (see Fig. 1.1e). This algorithm has different
inputs that can influence the structural properties of the final cluster. These inputs are
for example the particle radius r , the seed andwalker step sizes, sS and sW, specifying
that the distance particles can walk in a time step as well as the particle concentration
ρ̄. The DLCA method was implemented in Matlab and exports an Abaqus input
deck. A representative volume element (RVE) is created for FEM simulations. Each

(a) Time step 1 (b) Time step 2 (c) Time step 3 (d) Time step 4 (e) Time step 5

Fig. 1.1 Visualization of DLCA algorithm with seeds (red) and walkers (blue) in a 2D domain for
different time steps. With each time step, walker particles are connecting to the seeds resulting in
the formation of clusters
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particle connection is modeled as beam element, thus all three deformation modes of
a particle bond, namely bending, torsion, and stretching can be described. Periodic
boundary conditions replace particle connections that cross the domain boundaries.
Note that Young’s modulus for each beam elements was adjusted for each aggregated
structure such that the overall stiffness response corresponds to the provided Young
modulus of the considered silica aerogel. Poisson’s ratio is specified as obtained from
the density-dependent experimental values.

1.2.2 Derivation of the Dispersion Relation

The displacement vector u can be decomposed bymeans of theHelmholtz theorem as
u = gradϕ + curlΨ , where ϕ and Ψ are known as the longitudinal potential and the
shear potential, respectively. Thus, under the assumption of time-harmonic depen-
dence of the displacements and potentials, the two Helmholtz equations of motion
are given by

Δϕ + ω2

c21
ϕ = 0 and ΔΨ + ω2

c22
Ψ = 0 , (1.1)

where ω is frequency, c1 and c2 denote the longitudinal and shear wave speeds,
respectively, and the time dependent factor exp(−iωt) is omitted for brevity. Con-
sider, for example, the longitudinal wave potential ϕ, with the procedure for the
shear potential being very similar. For a domain within the Cartesian coordinates
x, y, z occupying a cuboid with associated dimensions l1, l2, and l3 (see Fig. 1.2),
the periodicity conditions are provided for the scalar potential ϕ in the form

ϕ(x, y, z, t) = ϕ(x + l1, y, z, t) = ϕ(x, y + l2, z, t) = ϕ(x, y, z + l3, t) . (1.2)

Note that for this type of conditions, a periodic solution of (1.1)1, (1.2) is found as

ϕ = A cos

[
2πn1x

l1
+ γ1

]
cos

[
2πn2y

l2
+ γ2

]
cos

[
2πn3z

l3
+ γ3

]
, (1.3)

specified up to the arbitrary value of phase shifts γi , i = 1, 2, 3. Here the integers n1,
n2, and n3 correspond to the mode number in the corresponding direction. For the
analytical solution, an elastic layer with periodic boundary conditions corresponding
to the micro-structure of a silica aerogel is considered (see Fig. 1.2).

On substituting the solution (1.3) into the governing Helmholtz equation (1.1)1,
the following dispersion relation can be derived

ωi l3
2πci

=
√
l23n

2
1

l21
+ l23n

2
2

l22
+ n23 with i = 1, 2 and n1, n2, n3 = 1, 2 . . . n ,
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z
y

x l1

l2

l3

Fig. 1.2 Sketch of periodic aerogel RVE micro-structure with the cuboid side lengths l1, l2, and l3.
The given lengths will be used to generate aggregated structures using the DLCA method as well
as to generate a continuous structure for comparison

where ωi is the angular frequency. In the low frequency range, it can be assumed that
n3 = 0 and n1 ∼ n2 ∼ 1, thus the dispersion relation is simplified to

ωi = 2πci

√
n21
l21

+ n22
l22

. (1.4)

This continuummechanics approach will be compared with themodal analysis of the
RVEmodel for themicro-structure as well as with the modal analysis of a continuous
model within the same length scale.

For high frequencies, when n1 ∼ n2 ∼ n3 ∼ 1, the dispersion relation can be
approximated with l3

l1
= ε � 1 by

ωi l3
2πci

≈ n3

[
1 + ε2

(
n21 + n22
2n23

)]
.

1.3 Comparison of Analytical and Numerical Results

In [3], the longitudinal and shear wave velocities as well as Young’s modulus and
Poisson’s ratio for aerogels of different densities have been measured (see Table1.1).
However, the fractality, as well as the particle size of the specified samples are
not provided in this study. Thus, it is not entirely possible to correlate the aerogel
structures with the DLCA clusters. Nevertheless, numerical simulations can help
to understand the effect of the fractality as well as the particle size on the overall
dynamic properties. With the known skeleton densities of the silica aerogel samples,
one can evaluate the concentration. The porosity φ of the aerogels is calculated using
the bulk density ρa = 2200 kg

m3 and the skeleton density ρs by (see [15])
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Table 1.1 Density dependent aerogel properties from [3] specifying the skeleton density ρs , static
Young’s modulus Es , Young’s modulus from sound velocity Ec, Poisson’s ratio ν as well as longi-
tudinal and transverse sound velocities c1 and c2

ρs

[
kg
m3

]
Es

[
MN
m2

]
Ec

[
MN
m2

]
ν c1

[m
s

]
c2

[m
s

]

78 1.2 ± 0.1 1.04 ± 0.01 0,205 122.3 ± 0.1 74.5 + ±0.5

158 3,25 ± 0.08 3,39 ± 0.05 0,228 157.4 ± 0.5 93.4 ± 1

262 11,8 ± 0.2 24,8 ± 0.2 0,22 330 ± 1 197 ± 5

φ = 1 − ρa

ρs
= 1 − ρ̄ .

Thus, the values of the concentration ρ̄ may be calculated for the three scenarios
considered inTable 1.1, resulting in ρ̄1 = 0.0355, ρ̄2 = 0.0718, and ρ̄3 = 0.1191. For
the simulations below, the unit system is set to [nm,ng,ms]. In this case, the resulting
eigenfrequencies will be determined in kHz. The numerical experiments are initially
limited to aerogels with the density ρ = 158kgHz3. For the Abaqus calculations, the
Lanczos eigensolver is adapted. In total, 100 eigenmodes are determined.

1.3.1 Testing of the Abaqus Code for a 3D Continuous
Elastic Layer

For the purpose of the eigenmode visualization, the dimensions of the cuboid are
specified as h = √

5 · 150 nm, l1 = √
3 · 150 nm and l2 = 150 nm. The eigenmodes

may be determined for the low frequency case with n3 = 0 and n1 ∼ n2 ∼ 1, see
(1.4), using the material properties specified in Table1.1. The results corresponding
to the longitudinal and shear wave speeds c1 and c2 are displayed in Tables1.2
and 1.3.

The eigenfrequencies versus the mode numbers are also shown in Fig. 1.3 and
compared with the numerical data for a continuous structure. The mode type is
classified for the obtained numerics. The latter coincide well with analytics. Only the

Table 1.2 Eigenfrequencies ω1 for n1 and n2 for c1 in MHz

n2 \ n1 0 1 2 3 4

0 0.00 2948.55 5897.10 8845.65 11794.20

1 3806.56 4814.96 7018.95 9629.92 12393.26

2 7613.12 8164.16 9629.92 11670.69 14037.90

3 11419.68 11794.20 12852.43 14444.88 16416.83

4 15226.24 15509.11 16328.32 17609.20 19259.84
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Table 1.3 Eigenfrequencies ω2 for n1 and n2 for c2 in MHz

n2 \ n1 0 1 2 3 4

0 0.00 1749.65 3499.29 5248.94 6998.59

1 2258.78 2857.16 4164.99 5714.32 7354.07

2 4517.57 4844.55 5714.32 6925.30 8329.99

3 6776.35 6998.59 7626.54 8571.49 9741.62

4 9035.14 9202.99 9689.11 10449.17 11428.65

Fig. 1.3 Visualization of
eigenfrequencies over mode
number for longitudinal and
transverse sound velocities
c1 and c2 as well as the
results from the modal
analysis of the continuous
structure
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nc
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z]

n1 for c1
n2 for c1
n1 for c2
n2 for c2

Continuous model

first 7 eigenmodes have been determined numerically; for a greater frequency, a finer
mesh is required. It should also be noted that Abaqus indicates several eigenmodes
for certain eigenfrequencies, due to arbitrary phase shifts γi in formula (1.3). One
eigenmode is illustrated in Fig. 1.4.

1.3.2 Numerical Analysis of Cuboid DLCA Structure

For the numerical investigation of the cuboid DLCA structures, a total of 25 sam-
ples have been investigated. All clusters have been generated with a concentra-
tion of ρ̄2 = 0.0718. The particle radii have been varied and are specified with
r ∈ [5.5 nm, 5.0 nm, 4.5 nm, 4.0 nm, and 3.5 nm]. The seed and walker step sizes
where given with sS = 0.3 nm and sW = 0.3 nm. A total of 5 clusters are generated
for each parameter combination.

The influence of the particle radius on the eigenfrequencies can also be determined
(see Fig. 1.5). With decreasing radius, the eigenfrequencies tend to decrease too.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1.4 Eigenmodes for a continuous plate

Fig. 1.5 Influence of the
particle radius on the
eigenfrequencies
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Note that here the mode index is depicted since the classification of eigenmodes is
challenging. It is not possible to classify the eigenmodes properly due to the fact
that the structure is randomly generated. Since tangling bonds are not removed, they
appear to create eigenfrequencies which have localized effects. Additionally, several
modes can be determined for one specific frequency, since the phase shift is not
determined uniquely. Nevertheless, due to the fact that the properties of the micro-
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Fig. 1.6 Visualization of the
dependency of the first
eigenfrequency on the
particle radius
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structure are not known, a clear correlation is not possible. However, a qualitative
effect of changing the particle size seems to have an effect on the eigenfrequency.

Furthermore, one can note that the influence of the particle radius on the first
eigenfrequency seems to differ from the general tendency. As visualized in Fig. 1.6,
it appears that depending on the particle size of the aggregated structure the first
eigenfrequency is the smallest for a particle size of 4.5 nm. For comparison, the
first determined natural frequency from the continuous structure was depicted. Thus,
the effect of the radius seems to be nonlinear. Of particular interest would be a
comparison with experimental results where micro-structural parameters are known.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1.7 Visualization of an eigenmode for DLCA structure with the particle radius of 3.5 nm
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In addition, for a structure with the particle radius of 3.5 nm, one eigenmode is
visualized in Fig. 1.7. Compared to the continuous structure, it is clearly visible that
it is harder to characterize the eigenmode.

1.4 Conclusions

The classification of eigenmodes appears to be non-trivial even for the classical
linear isotropic framework. The point is that for chosen periodic boundary conditions
imposed on the displacements the eigenfunctions of interest depend not only on
arbitrary amplitudes, but also on an additional shifts in phases, see (1.3). To the best
of our knowledge, the implementation of such periodic conditions for modal analysis
within Abaqus has not been yet fully understood. As a result, interpretation of the
numerical data causes substantial challenges.

The classification of the eigenmodes of the aggregated structures is an even greater
problem due to a number of sophisticated phenomena, including the randomness of
the structure and extra localized vibration modes caused by the so-called dangling
bonds, e.g. see [16]. It is also observed that the particle size significantly effects the
values of eingenfrequencies for aggregated structures with the same concentration.

The developed approach is robust to adjust micro-structure parameters enabling
to match the smallest eigenfrequency (see Fig. 1.6). At the same time, matching of
higher eigenfrequencies is not that straightforward because of the above mentioned
challenges. In addition, even for the smallest eigenvalue, a further validation of the
obtained results based on experimental measurements, including micro-structural
characterization, is required. In this case, a more sophisticated continuum model
than given by Eqs. (1.1) might be adapted.

Acknowledgements Julius Kaplunov gratefully acknowledges the support of the Alexander von
Humboldt Foundation which made possible his three months visit to the Department of Continuum
Mechanics at RWTH Aachen University in summer 2021.
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Chapter 2
3D Dynamic Problems for Three-Layered
Shells with Delamination Between
the Layers

Lenser Aghalovyan, Lusine Ghulghazaryan,
and Parandzem Hambardzumyan

Abstract 3D dynamic problems for three-layered orthotropic elastic shells are
considered, with a free upper face and prescribed displacements between the first
and second layers with the conditions of ideal contact and with a separation between
the second and third layers. A long-wave asymptotic solution has been constructed,
and the thickness resonances have been determined. The obtained results may find
further applications in the evaluation of the parameters of earthquakes.

Keywords Asymptotic method · Layered shell · Inclinometer · Earthquake
prediction

2.1 Introduction

Lithospheric plates of the Earth are natural layered structures. The vast majority of
earthquakes are the result of tectonic movements of the Earth’s Lithospheric plates
and their interactions, which are subject to relative movements along their contacting
surfaces (“seismic zones”) [1].

Two types of tectonic movements of the Lithospheric plates are marked out
depending on the origin of the earthquakes: slow-moving (age-old) and fast-moving
(jump-like). Slow-moving processes are quasi-static and can last for tens of years;
as a result, deformations accumulate in the Lithospheric plates and individual blocks
of the Earth’s crust, which, having reached a critical value of the order of 10–4,
and according to the well-known Japanese seismologist Rikitake [2], about 4.7 *
10–5, lead to global destruction (earthquake), and the main part of the huge potential
deformation energy accumulated over the years is released in the form of bulk elastic
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longitudinal P- and shear S-waves, aswell as Rayleigh and Love surfacewaves. Since
the speed of propagation of longitudinal waves is always greater than the speed of
propagation of transversewaves, by fixing the time of arrival of thesewaves at a given
point, by their difference, it is possible to establish the distance of the earthquake
source from a given station, and according to the data of three stations, its location.
Fast-moving processes (foreshock, earthquake, aftershock) are dynamic and for their
description, it is necessary to solve the corresponding nonclassical dynamic problem
of the theory of elasticity for a layered packet. The problem is called nonclassical in
the sense that the boundary conditions are set only on the front surface of the packet.
In order to reduce the influence of measurements of external anomalous (mainly
atmospheric) factors on the data of truly occurring processes inside the package
(Lithospheric Plate), in seismology, measuring instruments (inclinometers, strain-
meters, etc.) began to be placed inside the package at some distance from the front
surface and according to the data of these devices to form a more objective idea of
the stress–strain state of the package.

The asymptotic method for solving singularly perturbed differential equations [3]
allows solving these types of problems [4]. The asymptotic method is widely used in
studies to investigate the statics and dynamics of thin-walled elastic structures [13,
14], andpublications [5, 6],where accounting for the effects of pre-stress, nonlocality,
high contrast, as well as in contact problems for solids.

The dynamic nonclassical 3D problem of the theory of elasticity for a layered
package of orthotropic plates, when the measurement data are taken from the contact
surface between certain layers inside the package, was solved in [7]. The dynamic
problem of a two-layered plate in the presence of viscous resistance in both layers
is considered in the 3D formulation, where the values of the displacement vector
components are collected from inclinometers and other measuring instruments at the
contact surface between the layers, and was solved in [8]. The dynamic nonclassical
3D problem for layered orthotropic shells with complete contacts between the layers,
when themeasurement data are taken from the contact surface between certain layers
inside the package, was solved in [9].

Forced vibrations of a single-layer shell and a two-layer shell with complete and
incomplete contacts between the layers, when the boundary conditions are specified
on the upper and lower surfaces of the shell, are considered in [10–12].

Over time, the strength of the bond between some layers can be compromised,
and delamination will occur between the individual layers of the package. In this
work, the corresponding dynamic problem of the theory of elasticity is solved, when
the measuring instruments are placed inside the package, and separation takes place
between the second and third layers.
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2.2 Forced Vibrations of a Three-Layered Shell When
There is a Separation Between the Second and Third
Layers

Consider a three-layered elastic orthotropic shell, occupying the domain D =
{α, β, γ ;α, β ∈ D0, 0 ≤ γ ≤ h1 + h2 + h3}, where D0—a face surface of the first
layer, α, β—lines of curvature of surface D0, and γ—rectangular axis directed
downwards perpendicular to surface D0. The non-trivial solutions are sought for
the problem of dynamics in the given triorthogonal coordinate system, subject to
nonclassical boundary conditions. In order to reduce the length of algebraic compu-
tations, the analysis below is presented in terms of the components of non-symmetric
stress tensor τi j ; see [3, 16].

The formulation of the problem includes equations of motion
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where kα, kβ—geodesic curvatures, A, B—coefficients of the first quadratic form,
R1, R2—main curvature radii of surface D0, ρ( j)—mass volume densities of the
layers, a( j)

ik —elastic constants (a( j)
ik = a( j)

ki ), and j—number of the layer.
Let the upper face γ = 0 be traction-free:

τ I
αγ (α, β, 0, t) = 0, τ I

βγ (α, β, 0, t) = 0, τ I
γ γ (α, β, 0, t) = 0 (2.3)

On the contact surface between the first and second layers, the values of
the displacements of the points of the contact surface are known, as data from
inclinometers or other measuring means:

U I (α, β, h1, t) = U I I (α, β, h1, t) = U+(α, β) exp(i�t), (U, V,W ) (2.4)

where � is a given excitation frequency of forced vibrations. Complete contact
between the first and second layers is assumed:
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and there is a delamination between the second and third layers:
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(U, V ; k1, k2)

W I I (α, β, h1 + h2, t) = W I I I (α, β, h1 + h2, t) (2.7)

Let us introduce the scaling α = Rξ, β = Rη, γ = εRζ = hζ , U = Ru, V =
Rv,W = Rw, τ
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( j) = ρρ̃( j), where total thickness h = h1 + h2 + h3
and R is a typical linear size of the shell (e.g. least of the radii of curvature and
associated linear sizes of surface D0, h � R), μ and ρ are typical values of elastic
moduli and density, respectively, ε = h/R as a small geometrical parameter, and
k1, k2 are proportionality coefficients.

The solutions’ transformed equations are sought in the form:
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αβ denotes any of the stress or displacement components. As a result, we

arrive at a singularly perturbed system in respect of Q( j)
mk with a small parameter ε.

The stresses and displacements are now represented in asymptotic form as
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The notation s = 0, N here and below, denoting summation along the dummy
index s within the region of 0, N .

As follows from (2.9), there is a significant distinction from the conventional
classical problem, related to relative orders, in particular, all stress components
are asymptotically of the same order, and so are all displacements, therefore the
traditional assumptions of plate and shell theory are invalid.

On substituting (2.9) into the dimensionless forms of the governing equations—
(2.1), (2.2)—we arrive at a system for determining the unknown coefficients of
expansion Q( j,s)
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Using relations (2.10), the components of the stress tensor are expressed in terms
of u( j,s), v( j,s),w( j,s):
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ã( j)
44

[
∂v( j,s)

∂ζ
− P ( j,s−1)

v

]

τ̃
( j,s)
12 = P ( j,s−1)

1τ , τ̃
( j,s)
21 = P ( j,s−1)

1τ − r2ζ τ̃
( j,s−1)
21 + r1ζ τ̃

( j,s−1)
12 (2.12)

τ̃
( j,s)
11 = 1

�( j)

[
�

( j)
2

∂w( j,s)

∂ζ
+ �

( j)
23 P

( j,s−1)
2τ + �

( j)
1 P ( j,s−1)

3τ − �
( j)
2 P ( j,s−1)

w

]

(11, 22, 33;�2,�3,�12;�23,�1,�2;�1,�13,�3)

where

�
( j)
1 = ã( j)
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To determine the components of the displacement vector, according to formula
(2.10), the following equations are obtained:
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The solutions of Eq. (2.14) have the form
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and for the third layer:

u(I I I,s) = T (u,s)
12
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ã I
55

(

P(I,s−1)
u (ζ1) − ∂u(I,s)(ζ1)

∂ζ

)

− 1

ã I I
55

(

P(I I,s−1)
u (ζ1) − ∂u(I I,s)(ζ1)

∂ζ

)

B(u,s)
15 (ξ, η) = 1
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16 + ã I I
55 sinχ(I I,u)(ζ1 − ζ2)T

(u,s)
11
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T (I,s)
1 (ζ = 0) − 1

χ(I,w)

∂w(I,s)(ζ = 0)

∂ζ

B(w,s)
12 (ξ, η) = w(I I,s)(ζ1) − w(I,s)(ζ1), B(w,s)

13 = w+(s)(ζ1) − w(I,s)(ζ1)

B(w,s)
14 (ξ, η) = T (I I,s)

1 (ζ1) − T (I,s)
1 (ζ1) + �I I

12

�I I

∂w(I I,s)(ζ1)

∂ζ
− �I

12

�I

∂w(I,s)(ζ1)

∂ζ

B(w,s)
15 (ξ, η) = w(I I I,s)(ζ2) − w(I I,s)(ζ2)
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B(w,s)
16 (ξ, η) = T (I I I,s)

1 (ζ2) − T (I I,s)
1 (ζ2) + �I I I

12

�I I I

∂w(I I I,s)(ζ2)

∂ζ
− �I I

12

�I I

∂w(I I,s)(ζ2)

∂ζ

T (w,s)
11 (ξ, η) = �I B(w,s)

14 − B(w,s)
11 χ(I,w)�I

12

cosχ(I,w)ζ1
+ B(w,s)

13 χ(I,w)�I
12tgχ

(I,w)ζ1

T (w,s)
12 (ξ, η) = �I I sinχ(I I,w)(ζ1 − ζ2)T

(w,s)
11 − χ(I I,w)�I�I I

12B
(w,s)
15

− �I�I I
12

(
B(w,s)
12 − B(w,s)

13

)
χ(I I,w)cosχ(I I,w)(ζ1 − ζ2)

T (w,s)
13 (ξ, η) = �I�I I

12

(
B(w,s)
13 − B(w,s)

12

)
χ(I I,w)sinχ(I I,w)(ζ1 − ζ2)

− �I�I I B(w,s)
16 − �I I cosχ(I I,w)(ζ1 − ζ2)T

(w,s)
11

T ( j,s)
1 (ξ, η, ζ ) = 1

� j

(
�

j
2P

( j,s−1)
2τ (ζ ) + �

j
3P

( j,s−1)
3τ (ζ ) − �

j
12P

( j,s−1)
w (ζ )

)

ζ2 = (h1 + h2)/h, j = I, I I, I I I

u+(0) = U+

R
, u+(s) = 0, s > 0, (u, v,w)

The stresses may now be calculated from (2.12).

2.3 Numerical Calculation

The shell effect will appear from the s = 1 approximation. But since the Litho-
spheric plates are modeled as a package of orthotropic plates, therefore, numerical
calculations are made for the s = 0 approximation. If we restrict ourselves to the
first approximation (s = 0), then for the components of the displacement vector in
dimensional form we obtain

U (I ) = U+

cosχ(I,u)ζ1
cosχ(I,u)ζ, (U, V,W ) (2.21)

U (I I ) = U+cosχ(I I,u)(ζ − ζ1) −U+ ã I I
55χ

(I,u)

ã I
55χ

(I I,u)
tgχ(I,u)ζ1sinχ(I I,u)(ζ − ζ1)

(
U, V,W ; ãi55, ãi44,

�i

�i
12

)

U (I I I ) =
(

− k1W+

�I�I I
(�I�I I

12χ
(I I,w)sinχ(I I,w)(ζ1 − ζ2)

−�I I�I
12χ

(I,w)tgχ(I,w)ζ1cosχ
(I I,w)(ζ1 − ζ2)

)

+U+cosχ(I I,u)(ζ1 − ζ2) +U+ ã I I
55χ(I,u)

ã I
55χ

(I I,u)
tgχ(I,u)ζ1sinχ(I I,u)(ζ1 − ζ2))
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× cosχ(I I I,u)(ζ − ζ2) − ã I I I
55

ã I
55ã

I I
55χ(I I I,u)

(
ã I
55U

+χ(I I,u)sinχ(I I,u)(ζ1 − ζ2) − ã I I
55U

+χ(I,u)tgχ(I,u)ζ1cosχ
(I I,u)(ζ1 − ζ2)

)

× sinχ(I I I,u)(ζ − ζ2),
(
U, V ; ãi55, ãi44

)

W (I I I ) = W+

�I�I I
12χ

(I I,w)

(
�I�I I

12χ
(I I,w)cosχ(I I,w)(ζ1 − ζ2)

+�I I�I
12χ

(I,w)tgχ(I,w)ζ1sinχ(I I,w)(ζ1 − ζ2)
)

× cosχ(I I I,w)(ζ − ζ2) + W+�I I I

�I�I I�I I I
12 χ(I I I,w)

(
�I�I I

12χ
(I I,w)sinχ(I I,w)(ζ1 − ζ2)

−�I I�I
12χ

(I,w)tgχ(I,w)ζ1cosχ
(I I,w)(ζ1 − ζ2)

)
sinχ(I I I,w)(ζ − ζ2)

Below are graphs (Fig. 2.1) of amplitudes of oscillations at time t = t0.
For calculations, a three-layered cylindrical shell with the following geometrical

parameters was taken: R = 6000 km, h1 = 5 km, h2 = 10 km and h3 = 20 km;
proportionality coefficients are equal to k1 = 10−12, k2 = 1.5∗10−12 and elastic
characteristics of layers: Sedimentary layer: E1 = 55∗109 · Pa, ϑ1 = 0.184, G1 =
23.2∗109 · Pa, r1 = 2050 · kg/m3; Granite layer: E2 = 74.83∗109 · Pa, ϑ2 = 0.21,
G2 = 30.82 ∗ 109 · Pa, r2 = 2610 · kg/m3; Basalt layer: E3 = 75.11∗109 · Pa,
ϑ3 = 0.27, G3 = 29.22∗109 ·Pa, r3 = 2910 ·kg/m3. Frequency of forced vibration
is equal to Ω = 10. Measurement data at a fixed time t = t0: U+ = 0.01 m,
V+ = 0.02 m, W+ = −0.03 m.

The equalities cosχ(I,u)ζ1 = 0, (u, v,w) under conditions (2.16) coincide with
the resonance conditions for a single-layer shell in the classical setting [9], that
is, when the upper front surface is free, and the lower surface is reported to move
harmoniously in time (it is enough to go to the same parameters). We also note
that these conditions correspond to thickness resonances in the vicinity of which the
asymptotic degenerates [13, 14].

Having the values of stresses and displacements, the accumulated potential energy
of deformation can be determined by the well-known formula

E = 1

2

∫

V

(
σxxεxx + σyyεyy + σzzεzz + σxyεxy + σxzεxz + σyzεyz

)
dv (2.22)

and by the formula [1]

lg E = 11.8 + 1.5M (2.23)

one can determine the magnitude of the expected earthquake.
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Fig. 2.1 Numerical calculation
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2.4 Conclusion

The dynamic problem for a three-layered shell is solved when the upper face surface
is free, the conditions of ideal contact are satisfied between the first and second
layers, and there is a separation between the second and third layers of the shell. The
values of the displacement vector components are taken from the contact surface
between the first and second layers, as data from inclinometers and other measuring
equipment.

The resonance conditions are derived. It is shown that the resonance conditions
of a three-layered shell when the values of the displacement vector components are
taken from the contact surface between the first and second layers depend only on the
parameters of the first layer. Moreover, they coincide with the resonance conditions
for a single-layer shell in the classical formulation of the problem, when the upper
face surface is free, and the lower surface is reported a movement that changes
harmoniously in time.

The components of stresses and displacement vectors are determined, and it is
shown that the parameters of all layers affect the stress–strain state of a layered
package.

It is shown that the separation between the second and third layers affects only
the stress components and the displacement vector of the third layer.

Having carried out regular measurements of the values of the displacements of the
points of the contact surface, it is possible, using [15] and the formulas derived above,
to trace the change in the stress–strain state of the package in time, to identify the
places of occurrence of critical states leading to stratification and global destruction
(earthquake).

Having the values of stresses and displacements, the accumulated potential energy
of deformation can be determined by the formula (2.22), and by the formula (2.23),
the magnitude of the expected earthquake.
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Chapter 3
On Some Methods Analysing Reinforced
Materials and Structures

Holm Altenbach

Abstract With respect to the demands of lightweight structural engineering classi-
cal structural materials aremore andmore substituted by fibre and particle-reinforced
materials in advanced, but also in ordinary structures. The aim of lightweight struc-
tural engineering is to save raw materials, costs and energy in the manufacture, use
and recycling of a product. Especially with moving masses, lightweight structures
can reduce operating costs or increase the payload. Laminate and sandwich struc-
tures are typical lightweight elements with rapidly expanding applications in various
industrial fields. In the past, these structures were used primarily in the aircraft and
aerospace industries. Now, they have also found applications in civil and mechanical
engineering, in the automotive industry, in shipbuilding, in the sport goods industries,
etc. Recently, polymers reinforced with short glass fibres (with a length of 0.1–1mm,
a diameter that, as a rule, does not exceed one-tenth of their length, and a volume
content of fibres of 15–45%) have been widely used in modern engineering. A great
quantity of thin-walled structural elements operating under loads is manufactured by
injection moulding. Elements of modelling these materials are discussed. For suffi-
ciently high loading every material suffers some sort of gradual or abrupt mechanical
failure (damage or plastic collapse). Its specific form depends on thematerial internal
atomistic,molecular and/or topological structure. Compositematerials, by definition,
involve at least two distinct materials (phases) which increase the number of various
failure possibilities. Further complication related to the failure of composite materi-
als is associated with the presence of interphases. In the paper, a personal view of the
author on these problems is given and advantages and disadvantages are presented.
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3.1 Preliminary Remarks

The focus of the Euromech Colloquium 626 was on the mechanics of high-contrast
elastic composites. These materials are characterized by strong inhomogeneity in
the advanced composite structure, widely used in modern engineering as lightweight
structures. Especially with moving masses (road and rail vehicles, elevators, robot
arms, machine components, etc.), lightweight structures can reduce operating costs
or increase the payload. In modern applications, lightweight structures are combined
with smart structures. This allows us to adapt the structure to the changes in the
surroundings and to optimize the behaviour.

In the following, questions about some theoretical models are briefly presented.
The starting point is continuum mechanics, which means the discrete structure is
ignored. It is obvious that technological applications, including, but not restricted
to manufacturing and design of photovoltaic elements, laminated glass, lightweight
vehicles, energy harvesting devices and bio-composites, will be presented.

High-contrast composites are metamaterials, which means materials designed to
have a property that is not found in naturally occurring materials. Let us start with
the definition of high-contrast composites.

Definition 3.1 (High-contrast composite) That is, a heterogeneous material which,
at a microscopic level, consists of a periodically perforated matrix whose cavities
are occupied by a filling with different physical properties.

This type of composite materials is discussed, for example, in [15].
For accounting for the reinforcement and other heterogeneities of materials and

structures, we have two approaches:

• The local description and simulation which yield high computational effort or
• the application of homogenization approaches with lower computational effort.

However, there are several open questions:

• How the properties can be accounted for in the averaged sense?
• The influence of periodicity versus uncertainties is not clear.

The classical approaches are based on the classification of composites shown in
Fig. 3.1. Based on this classification, several methods of analysis can be taken into
account.

3.2 Simplest Models

Let us start with the fibre-matrix relations in the case of unidirectional (UD) rein-
forced long-fibre composites. In fibre-reinforced composite materials, fibres act as
a load-carrying medium and the matrix acts as a load-transporting medium [29]. In
particle-reinforced composite materials, particles act as a load-carrying medium and
the matrix acts again as a load-transporting medium.
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a b c d

e f g h

Fig. 3.1 Classification of composites [12]: a laminate, b irregular reinforcement, c reinforcement
with particles, d reinforcement with plate strapped particles, e random arrangement of continuous
fibres, f irregular reinforcement with short fibres, g spatial reinforcement and h reinforcement with
surface

One of themost important factorswhich determines themechanical behaviour of a
composite material is the proportion of the matrix and the fibres/particles expressed
by their volume or their weight fraction. In the following, we limit ourselves to
long-fibre reinforcement. Then one has the following relations:

• Description based on the volume fraction
The volume of the composite material V is

V = Vf + Vm

with the volume of the fibres Vf and the volume of the matrix Vm. The volume
fractions can be introduced as

vf = Vf

V
, vm = Vm

V

with the volume fraction of the fibres vf and the volume fraction of the matrix
vmvm. Finally, we have vf + vm = 1.

• Alternatively, the description based on the mass fraction can be introduced

mf = Mf

M
, mm = Mm

M

with mf + mm = 1.
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Let us estimate the density of the composite

ρ = M

V
= Mf + Mm

V
= ρfVf + ρmVm

V
= ρfvf + ρmvm.

The mass fractions are easier to measure in material manufacturing, but volume
fractions appear in the theoretical equations for effective moduli. Therefore, it is
helpful to have simple expressions for shifting from one fraction to the other.

The equations can be easily extended to multi-phase composites

v1 + v2 + v3 + . . . = 1

with vi as the volume fraction of the i th phase. This representation can be used even
in the case of porosity

vf + vm + vpor = 1

which results in
vpor = 1 − vf + vm = 1 − mf

ρf
− mm

ρm
.

Based on these simplemixture rules, the other effective properties of a single layer
can be estimated [12]. Let us assume for the UD long-fibre reinforced composites:

• The bond between fibres and matrix is perfect and no friction is considered.
• The fibres are continuous, homogeneous and parallel aligned in each ply.
• They are packed regularly, i.e. the space between fibres is uniform.
• Fibre and matrix materials are linear elastic, they follow approximately Hooke’s
law and each elastic modulus is constant.

• Voids are ignored.

The rule of mixtures starting from the iso-strain assumption and the inverse rule of
mixtures starting from the iso-stress assumption are based on the statement that the
composite property is the weighted mean of the properties or the inverse properties
of each constituent multiplied by its volume fraction. In the first case, we have the
upper-bound effective property, and in the second, the lower bound. These bounds
are related to Voigt [36] and Reuss [31]. Examples of such effective properties are
as follows:

• The effective longitudinal modulus of elasticity (the strains of the fibres, matrix
and composite in the loading direction are the same)

EL = Efvf + Emvm = Efvf + Em(1 − vf) = Efφ + Em(1 − φ)

with Young’s modulus of the fibres Ef , Young’s modulus of the matrix Em, the
volume fraction of the fibres vf and the volume fraction of the matrix vm;
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• The effective transverse modulus of elasticity (the stress resultant, respectively,
the stress is equal for all phases)

1

ET
= vf

Ef
+ 1 − vf

Em
= vf

Ef
+ vm

Em

or

ET = EfEm

(1 − vf)Ef + vfEm
.

In a similar manner, effective Poisson’s ratio, the effective in-plane shear modulus
(LT-plane) and the effective in-plane shear modulus (TT-plane) can be computed
[12]. The predicted values of EL are in good agreement with experimental results
since effective Young’s modulus in fibre direction is dominated by the fibre modulus
Ef . The maximum fibre volume fraction vf max is less than 1. The value depends on
the fibre arrangements:

• square or layer-wise fibre packing

vf max = 0.785,

• hexagonal fibre packing
vf max = 0.907.

For real UD-laminae, we have vf max ≈ 0.50−0.65. Since Ef � Em, the approximate
value of longitudinal Young’s modulus is

EL ≈ Efvf .

The predicted values of ET are as usual not in good agreement with experimental
results. In this and similar cases, improved formulas for effective moduli of compos-
ites can be suggested. The most popular improvements are based on the Halpin-Tsai
method [see, for example, 18], which is a typical semi-empirical approach.

Not only in the classical laminate theory, but also in the nonclassical laminate
theories (for example, first-order shear deformation theory), the stiffness parameters
of the laminate can be estimated as

• sums of weighted properties (for example, laminates),
• as integrals of weighted properties (for example, functional graded materials) and
• sometimes special expressions (for example, for the shear correction).

Typical predictions are presented in Altenbach [3, 4] and Altenbach and Eremeyev
[5]. This approach can be easily extended to viscoelastic systems [2, 6].
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3.3 Particle-Reinforced Composites

Themost common particle-reinforced composite is concrete. Here we have amixture
of gravel and sand usually strengthened by the addition of small rocks or sand. Poly-
mers are often reinforced, for example, with short glass fibres. This material is often
produced by injection moulding. The particles and the matrix are isotropic materials;
however, their combination can result in a quasi-homogeneous anisotropic material.
In [32], the flow-induced orientations of particles during the injection moulding pro-
cess are discussed. It was established that a rough layered structure can be obtained
with different orientations of the glass fibres: in the mid the orientation is orthog-
onal to the flow direction, close to the cavity walls the orientation is in the flow
direction and between “both layers” a chaotic orientation can be established. This
kind of anisotropy should be taken into account for global behaviour predictions of
structures made of particle-reinforced plastics.

The prediction of the orientation is widely discussed in the literature. One
approach is based on the theory of dilute suspensions [1, 13]. If ωωω is the angular
velocity of a single particle, an evolution equation for the fibre microstructure can
be developed. Another approach is based on the micropolar theory of concentrated
suspensions [8, 17]. Here ωωω, JJJ (tensor of inertia) and QQQ (rotation tensor) are field
quantities and a constitutive equation for skew-symmetric part of σσσ (rotary inter-
actions between fluid and suspended particles) could be established. To verify the
corresponding assumptions, studies of the particlemotion in homogeneousflowfields
are helpful.

Maybe the first paper in this direction was published by Jeffery [22]. He dis-
cussed the rotation of an ellipsoid of revolution in a Newtonian fluid. The obtained
shear flow yields a periodic orbit. The slender particle results in particle alignment
parallel to the streamlines. Later, Bretherton [14] generalized Jeffery’s formula for
the angular velocity to axisymmetric particles of various shapes. In both Jeffery’s
and Bretherton’s works, the particle inertia and inertia effects of the fluid flow were
ignored.

Considering experimental results, some disagreements with the theoretical results
can be established. The particle dynamics in flow fields are presented accounting for
the fluid inertia, but inertialess particles are assumed [23, 35]. Introducing the particle
rotation under the influence of rotary inertia, it can be shown that long-time stable
orbits do no longer exist [10]. In the case of shear flow, a slender particle may jump
over stable alignment [11]. The approximate solution is limited to numerical values
for initial angular velocity and particle inertia.

The aim of our further studies was the detailed analysis of the particle rotation
in the shear flow. To this end, the governing equations of rigid body dynamics for
the slender particle in a homogeneous flow field were deduced, the hydrodynamic
moment exerted on the particle was assumed in the form as proposed by Jeffery [22],
the shear flow equations of motion are reduced to a single second-order ordinary
differential equation with respect to the angle of rotation about a fixed axis, and
the phase portrait analysis of this equation was performed. Conclusions about the
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influence of inertia and the stability of fibre alignment were made and the combined
analysis of particle orientation and stiffness distribution was presented. In addition
to Altenbach et al. [8, 11], the main results of our investigations are published in
Altenbach et al. [7, 9] and Renner et al. [30].

3.4 Spherical Inhomogeneity with Interphase

One of themain problems in the description of real compositeswith reinforcements is
the randomness in composites. Special attention must be paid to the interphase, since
it is not present in the initial state. Only when the matrix and reinforcement material
are brought together, the interphase is formed. The randomness in the microstructure
of the composite then also has a particular effect on the interphase. To make matters
worse, the properties of the interphase are very difficult to determine. At the same
time, the failure of the composite is determined to a particular extent by the interphase.
The local geometric arrangements and the damage are related to the randomness and
the problem of modelling such materials is a big challenge.

One of the modelling approaches is based on the energy equivalent inhomogene-
ity concept. The basic ideas are presented, for example, in Hashin [19, 20] using
the spring layer model of interphase in context with the composite cylinder or the
composite sphere models. However, only the equivalent inhomogeneity bulk mod-
ulus could be evaluated. In Shen and Li [34] and Sevostianov and Kachanov [33],
the so-called “differential approach” was used to define equivalent inhomogeneity.
Here, Mori-Tanaka’s estimate and Hashin’s lower bound were used. In [16], equiva-
lent inhomogeneity properties are obtained by using Eshelby’s equivalence principle.
The properties depend on the properties of thematrix. A detailed description on some
previous works, related to the model presented below, is given in Nazarenko et al.
[25–28] and Nazarenko and Stolarski [24].

Let us assume the inhomogeneity as shown in Fig. 3.2.
In accordance with [21], the energy of the inhomogeneity/interphase system can

be presented as follows:

E = 1

2

∫

Vi

εεεi ······CCC i ······ εεεidVi + Eint (3.1)

with

Eint = 1

2

∫

�int

εεεint ······CCC int ······ εεεintd�int.

The equivalent system is presented by the energy

E = 1

2
Veqεεεeq ······CCCeq ······ εεεeq = 1

2
εεεeq ······ C̃CCeq ······ εεεeq. (3.2)
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εεεint, εεεeq, εεεi are the strain tensors within the inhomogeneity, interphase and the equiv-
alent inhomogeneity (prescribed). CCC i,CCC int,CCCeq are the stiffness tensor of the inho-
mogeneity, interphase and equivalent inhomogeneity, respectively.

The minimization of the potential energy (3.1)

δE = 0

and
εεεi = TTT i ······ εεεeq, εεεint = TTT int ······ εεεeq

with TTT i,TTT int are fourth-order tensors resulting in the energy of the system at equi-
librium

E = 1

2
εεεeq ······

⎛
⎝

∫

Vi

TTT T
i ······CCC i ······ TTT idVi +

∫

�int

TTT T
int ······CCC int ······ TTT intd�int

⎞
⎠ ······ εεεeq

and the stiffness tensor of the equivalent inhomogeneity can be expressed as

C̃CCeq =
∫

Vi

TTT T
i ······CCC i ······ TTT idVi +

∫

�int

TTT T
int ······CCC int ······ TTT intd�int.

Numerical examples are presented in Nazarenko et al. [25, 27, 28] and Nazarenko
and Stolarski [24].

3.5 Summary and Outlook

There is a number of open questions that need to be investigated in the future:

• the correctness of the assumption of a periodicity in the composite material,
• the uncertainties in the model based on statistical distributions of matrix and rein-
forcement in the composite material,

• continuum versus discrete approach,
• the correctness of molecular dynamics modelling and
• the assumptions concerning the perfect and real contact conditions.

There is a greater need for research here in the coming years. Questions of failure in
particular have not been finally clarified to this day. There are numerous approaches
and also experimental results. Unfortunately, there is still now no comprehensive
theoretical basis to describe the failure without contradiction.
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Chapter 4
High-Contrast Multi-layered Plates.
Statics, Dynamics and Buckling

Claude Boutin

Abstract This paper deals with the mechanical behavior of multi-layered plates
whose constituents showstrong contrasts inmechanical properties.A typical example
of such High-Contrast Stratified (HCS) plates is laminated glass panels. The study is
conductedwithin the theoretical framework of dimension reductionmethods using an
asymptotic approach. This procedure allows to move from the 3D description, which
takes into account the interface conditions and the high contrast, to the equivalent
2D description of the plate. The developments are based on previous works carried
out by asymptotic treatment of strong local formulations. The paper first presents
the explicit bi-torsors or tri-laplacian model of rigid two-layer HCS plates. It then
focuses on the specific characteristics of these plates in terms of wave propagation,
buckling and the effect of a viscoelastic core layer. These results are generalized to
HCS plates composed of 3 then 2p (or 2p + 1) rigid layers. It is shown that the out-
of-plane behavior is governed by a (p + 1)-torsors model (or (p + 2)-Laplacian)
and that the in-plane behavior is also enriched by p − 1 (or p) additional kinematic
variables. The perspectives of this work are discussed in the conclusion.

4.1 Introduction

This paper deals with the mechanical behavior of stratified plates whose constituents
show strong contrasts in mechanical properties. A typical example of such High-
Contrast Stratified (HCS) plates is laminated glass panels.

Composite plates of moderate contrast are widely used in engineering for their
mechanical performance. The disparities in the behavior of the layers result in a
distribution of stress within the plate and in internal kinematics that differ from those
observed in homogeneous plates. Indeed, the significant deformations localized in
the less rigid layers combines with the lower deformations of the more rigid layers.
Thus, an internal equilibrium is established that involves the shear effects of the soft
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layers and the bending effects of the stiff layers.Various “zig-zag” internal kinematics
models have been developed to account for these phenomena and reference is made
to [6] or [7] for a comparative analysis of these generalisedmodels of plates or beams.

These particular mechanisms are even more pronounced in HCS plates, and this
situation requires a specific analysis. In this field, the precursory works on the behav-
ior of beams carried out by a phenomenological approach are due to [9, 16]. Sub-
sequently, the numerical studies as well as the theoretical and phenomenological
modelling of glass beams [19], and plates [10] have also accounted explicitly for the
strong contrast.

The present article lies in the context of dimension reduction methods using an
asymptotic approach. This procedure allows tomove from the explicit 3D description
of the constituents and their interface conditions to an equivalent 2D plate descrip-
tion. The pioneering works of [8] on homogeneous plates has demonstrated the
relevance of this method. By combining the homogenization method [1, 18] with
this approach, substantial developments have been made e.g. [5, 15] for periodic
plates with moderate contrasts.

The aim here is to take up this theoretical framework by introducing the strong
contrast hypothesis in the asymptotic formulation. The developments are based on
previous works carried out by asymptotic treatment of strong formulations [3, 20].
In the same spirit, a parallel approach based on energy and weak formulations has
been developed in [2, 17].

The paper is organized as follows. Section4.2 exposes the main aspects of the
HCS plate model with two stiff layers. Section4.3 focuses on the specific features
of these plates in terms of wave propagation, buckling and effect of a viscoelastic
central layers. Section4.3 presents a generalization to HCS plates made of 3 and then
n stiff layers. Some perspectives are discussed in the conclusion.

4.2 The HCS Plate Model

The elaboration of the model is a direct application of the asymptotic methods ded-
icated to the formulation of plate theories. Starting from the 3D isotropic elasticity
of the constituents, the condition of perfect contact between the different layers and
the geometric condition of small thickness, the effective plate model is obtained by
recursive resolution of the local problems at successive orders. For conciseness, only
the main steps of the procedure are indicated here. More details one the asymptotic
derivation of theHCSplatesmay be find inBoutin andViverge [3], Viverge et al. [20].

4.2.1 Notations

The studied stratified plate of surface S is made of two skins S × Ω+ and S × Ω−
made of the same stiff material, of thickness h+ and h−, perfectly connected to a
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Fig. 4.1 HCS plate with two stiff layers. Notations

soft central layer S × Ωc of thickness c (see Fig. 4.1); S × Ωs = S × (Ω+ ∪ Ω−)

denotes the two skins of thickness hs = h+ + h− and S × Ω = S × (Ω+ ∪ Ωc ∪
Ω−) denotes the whole plate of total thickness ht = hs + c. The distance between
themean planes of the stiff layers is h = c + hs/2. All these dimensions are assumed
of the same order of magnitude. In contrast, the characteristic in-plane size L of the
plate is significantly larger than the thickness h.

The external boundaries ofΩ are denoted ∂Ω while ∂Ωc stands for the boundaries
of Ωc.

Both soft and stiff layers are linear isotropic materials. E and ν denote the Young
modulus and the Poisson coefficient of the stiff layers (λ, μ the Lamé coefficients)
and E0 = E(1 − ν2) stands for the apparent plate modulus ; μc is the shear rigidity
of the soft layer. Furthermore, one assume that the density of both layers are of the
same order of magnitude.

The bending inertia of each stiff layer reads I+ = (h+)3

12 , I− = (h−)3

12 ; I2 = I+ + I−
is that of both stiff layers and the global bending inertia isI2 = I2 + h

2
( 1
h+ + 1

h− )−1.
Herein the orientation is specified using the reference orthonormal frame where

{a1, a2} and a3 are respectively the in-plane and the out-of-plane directions. By
convention, since we are looking for a 2D model:

• x = x1a1 + x2a2 stands for the in-plane position• except when specified all the differential operators act in the {a1, a2} plane, e.g.

∇ = ∂

∂x1
a1 + ∂

∂x2
a2 ; div(u) = ∂u1

∂x1
+ ∂u2

∂x2

e(u) is the in-plane strain tensor e(v)i j = (
∂ui
∂x j

+ ∂u j

∂xi
)/2 (i, j) = (1, 2), etc . . .
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• E is the in-plane differential operator (I is the 2D identity tensor):

E (u) = (1 − ν)e(u) + νdiv(u)I (4.1)

4.2.2 In-Plane/Out-of-Plane Splitted Formulation

In the plate, the in-plane evolutions of the variables occurs according to L while
their variation across the plate thickness arise according to ht . Consequently, the
appropriate dimensionless space variables are ( x1L , x2

L , x3
ht

). Equivalently, the suited

physical space variables are (x, y), where y = L
ht
x3 = ε−1x3. Hence the gradient of

a quantity Q expressed with the variables (x, y) reads:

∇3DQ = (∇ + ε−1 ∂

∂y
a3)Q(x, y).

The in-plane and out-of-plane splitting also applies to the physical quantities. The
displacement u in decomposes into the in-plane displacement u1a1 + u2a2 and wa3
the out-of-plane deflection

u = u1a1 + u2a2 + wa3

Similarly, the strain and stress tensors are split in reduced tensors, namely, the 2D
in-plane tensor, the out of plane vector (index T ) and the normal scalar (index N ):

e3D = e + (eT ⊗ a3 + a3 ⊗ eT ) + eNa3 ⊗ a3

σ 3D = σ + (σT ⊗ a3 + a3 ⊗ σT ) + σNa3 ⊗ a3

Hence, the balance equation div(σ 3D) = 0 in Ω and the continuity conditions of
stress vector and displacement on the internal interfaces ∂Ωc, i.e., [σ .a3] = 0; [u] =
0 andof vanishing stress vector on the external faces ∂Ω , i.e.,σ .a3 = 0 onΓ rewritten
with the scaled variables (xα, y) and the reduced stress tensors separate into:

– a scalar out-of-plane balance (along a3):

⎧
⎨

⎩

ε−1∂yσN + div(σT ) = 0 in Ω

[σN ] = 0; [w] = 0 on ∂Ωc

σN = 0 on ∂Ω

(4.2)
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– a vectorial in-plane balance (within the plane (a1, a2)):

⎧
⎨

⎩

ε−1∂yσT + div(σ ) = 0 in Ω
[
σT
] = 0 ; [uαaα] = 0 on ∂Ωc

σT = 0 on ∂Ω

(4.3)

Note that these equations are written for zero volume forces f (x, y) + f (x, y)a3.
The latter will be introduced at the proper level after deriving the leading order
description free of loading.

4.2.3 Scaling of Highly Contrasted Stratified Plates

In order to account for the physical characteristics of the contrasted plates it is
necessary to rescale the variables and parameters.

– First, the plate is assumed to be loaded by negligible tangential forces, so that:

(σ .a3).ai = μ(
∂w

∂xi
+ ∂ui

∂x3
) = 0 on ∂Ω ; i = 1, 2

According to the in-plane and out-of-plane characteristic sizes of variations
of the displacement, the dimensional analysis yields ∂w/∂xα = O(w/L) and
∂ui/∂x3 = O(ui/h). Therefore, the zero shear stress on ∂Ω imposes that O(ui ) =
(ht/L)O(w) = O(εw). Consequently, the in-plane components of the displace-
ment are re-expressed as ui = εuα so that O(ui ) = O(w) and u = ε(uiai ) + wa3.

– Second, the bending of the stiff layers interacts with the shear of the soft layer.
Such a coupling emergeswhen the transverse forces in both constituents contribute
at the same order of magnitude to the transverse balance of the plate [3]. From
dimensional analysis, the shear force in the soft layer is Tc = O(cμcw/L), while
the shear force in the stiff skins that are bended is Ts = O(M/L) = O(Eh3t w/L3).
Then, the requirement Tc = O(Ts) yields:

μc

E
= O

(
ht
c

(
h

L

)2 )

= O(ε2)

Hence, the (3D) stress tensors in the soft layer are rescaled in the form ε2σ c.
Now, the out-of plane set (4.2) and the in-plane set (4.3) involves terms in odd

and even power of ε, respectively. Consequently, expressing uα and w as asymptotic
expansions in power of ε, the consecutive terms of these expansions are systemati-
cally offset by ε2. Thus, the displacement u = εu + wu3 is expanded in the form:

εu(x, y) = εu1(x, y) + ε3u3(x, y) + · · · ; w(x, y) = w0(x, y) + ε2w2(x, y) + · · ·
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This scaling yields in both stiff and soft layers, to the following expansions of the
reduced strain tensors

eN = ε−1e−1
N + εe1N + . . . eT = e0T + ε2e2T + . . . e = εe1 + . . .

while, from the contrasted constitutive law, the reduced stress tensors read:

{
in Ω σN = ε−1σ−1

N + εσ 1
N + . . . ; σ T = σ 0

T + ε2σ 2
T . . . ; σ = εσ 1 + . . .

in Ωc σcN = εσ 1
cN + . . . ; σ cT = ε2σ 2

cT + . . . ; σ
c
= O(ε3)

The asymptotic plate model is derived by introducing expansions (4.4) in the sets
(4.2) and (4.3). Separating the terms of different order leads to a series of problems
to be solved whose only the main results are presented here.

It is important to note here that the considered normalization reflects the local
physics which leads to the model developed in the following parts. It will be noticed
in particular that in the framework of the selected normalization the internal reso-
nance phenomena (i.e. in the thickness of the layers) cannot appear. However, other
normalizations are possible to describe other local physics which will lead to differ-
ent models. The particular situations and the corresponding normalizations that lead
to internal resonance phenomena are studied in detail in [14].

4.2.4 Kinematics at the Leading Order

The first steps of the resolution show that:

– the out-of-plane deflection w0 is identical in the whole thickness of Ω , i.e.,:

w0(x, y) = W (x) (4.4)

– the in-plane displacement u1 combines three x-dependent kinematic descriptors:

• the gradient of deflection of the whole plate ∇W (x)
• the homogeneous in-plane displacement identical in the two stiff layers U (x),
• the half of the interface sliding vector between the stiff layers D(x).

Each descriptor is associated with a y-dependent shape function, and u1(x, y)
reads:

u1(x, y) = −φW (y)∇W (x) + φU (y)U (x) + φD(y)D(x) (4.5)

The shape functions φW , φU , φD defined in Ω are determined by the structure of the
laminate. Taking the origin of y at the middle of the central layer, one has:

φW (y) = y + δ ; φU = 1 ; φD =
{
2h+

hs
,
2y

c
− δ′ ,−2h−

hs

}

in {Ω+ ,Ωc , Ω−}
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δ = c(h+ − h−)

2hs
δ′ = (hs − c)(h+ − h−)

chs

which, in the case of symmetric laminates, simplifies into:

φW = y; φU = 1; φD = {1, 2y
c

,−1}

In (4.5) the term−φW∇W + φUU corresponds to the classical Kirchhoff kinematics
of homogeneous plates, while φDD is the additional kinematics induced by the
presence of the soft layer. Instead of D one may consider the differential in-plane
displacement d(x) between the middle planes of the stiff layers, i.e.,:

d = D − h

2
∇W

that enables to defines the rotation vector α(x) induced by the differential extension
of the two glass layers:

α = −2

h
d = ∇W − 2

h
D (4.6)

4.2.5 Strain and Stress State at the Leading Order

In the stiff layers Ωs the strain and stress tensors at the leading order, namely e1

and σ 1 are explicitly determined from u1(x, y) (recall that the out-of-plane reduced
tensors (index T ) are nul at this order). Thus:

e1(x, y) = −φW e(∇W ) + φUe(U ) + φDe(D) ; e1N (x, y) = λ

λ + 2μ
tr(e1) (4.7)

σ 1(x, y) = E0[(1 − ν)e1 + νtr(e1)I ] ; σ 1
N (x, y) = 0 (4.8)

Hence, using the operator E defined in (4.1):

div(σ 1) = E0div
(− φWE (∇W ) + φUE (U ) + φDE (D)

)
(4.9)

The soft layer Ωc experiences at the leading order a uniform shear strain e2T c and
stress σ 2

T c that read:

e2Tc(x) = 1

2

∂φD

∂y
D(x) = 1

c
D(x) ; σ 2

T c = 2μce
2
T c(x) = 2

μc

c
D(x) (4.10)
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Table 4.1 Integrated products of the shape functions related to the three kinematic descriptors

ΦAB φU φW φD

φU hs 0 0

φW 0 I2 = I2 + h
2
h∗ 2(I2 − I2)/h

φD 0 2(I2 − I2)/h 4(I2 − I2)/h
2

h = h + c ; h∗ = ( 1
h+ + 1

h− )−1

4.2.6 Balance Equations at the Leading Order

The overall balances related to the three kinematic descriptors are established by
multiplying the in-plane balance Eq. (4.3a) at order ε2 i.e. σT

2
,y

+ divx (σ
1) = 0, by

each shape functions φA, A = {W,U, D}, and integrating over the plate thickness
accounting for the boundary conditions (4.3-b,-c). This gives:

∫

Ω

φA(y)σT
2
,y
dy +

∫

Ω

φA(y)divx (σ
1)dy = 0

Accounting for (4.9) and (4.10), after integrating by part the integral involving σT
2,

these equations read:

E0div
(− ΦW AE (∇W ) + ΦU AE (U ) + ΦDAE (D)

) =
∫

Ω

∂φA

∂y
σT

2dy

inwhichΦAB = ∫

Ωs
φA(y)φB(y)dywhere {A, B} = {W,U, D}, is the crossed prod-

uct of the shape functions in the stiff layers integrated value over their thickness. Their
values are displayed on Table 4.1.With regards to the last integral, note that we have:

∂φW

∂y
= 1; ∂φU

∂y
= 0; ∂φD

∂y
= {0, 2

c
, 0} in {Ω+ , Ωc , Ω−}

– In-plane balance equation. Considering the uniform shape function φU for the
integration, leads to:

E0div(E (U )) = 0

Thus, as in homogeneous plates, the in-plane displacementU , uniform within the
thickness of the plate, is driven by the classic 2D equation which involves the
mechanical parameters of the stiff layers only. In presence of a loading f (x, y)
the in-plane balance equation becomes:

E0div(E (U )) = −F(x); F(x) =
∫

Ω

f (x, y)dy (4.11)
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For instance, in dynamic regime at frequency f = ω/2π , F(x) = ρmhtω2U (x)
where ρm is the mean density of the stiff and soft layers, ρm = hs

ht
ρ + c

ht
ρc.

– Overall momentum balance. Using the shape function φW for the integration,
yields:

E0div
(− ΦWWE (∇W ) + ΦWDE (D)

) =
∫

Ω

σT
2dy

i.e., denoting by T (x) = ∫

Ω
σT

2dy the overall shear force:

E0div
(− I2E (∇W ) + (2/h̄)

(
I2 − I2

)
E (D)

) = T

and introducing the rotation vector α = ∇xW − 2D/h one obtains:

− E0(I2 − I2)div(E (α)) − E0 I2div(E (∇W )) = T (4.12)

– Inner momentum balance. It is derived through the shape function φD related to
the sliding. The corresponding equation reads:

E0div
(− ΦWDE (∇W ) + ΦDDE (D)

) =
∫

Ωc

2

c
σT

2dy = μc

c
4D

that is also, after multiplying by h/2:

E0(I2 − I2)div
(
E
(− ∇W + 2D/h)

) = μch

c
2D

Introducing the rotation vector α = ∇xW − 2D/h one derives a second equation
that couples the gradient of deflection ∇xW and the rotation vector α:

− E0
(
I2 − I2

)
div
(
E (α)

)+ μc
h
2

c

(
α − ∇W

) = 0 (4.13)

– Overall shear balance. Finally integrating the out-of-plane local balance (4.2a)
at order ε2 i.e. σN

3
,y + divx (σT

2) = 0, over the whole thickness gives the driving
equation of the overall shear force T . In absence of external loading it reads:
div(T ) = 0. In presence of an out-of-plane loading f (x, y)a3 it becomes:

div(T ) = F(x); F(x) =
∫

Ω

f (x, y)dy (4.14)

In dynamic regime at frequency f = ω/2π , F(x) = −ρmhtω2W (x).
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4.2.7 Synthesis

For a better physical insight, the above results can be recast by introducing two
torsors related to the out-of-plane behavior and a stress tensor related to the in-plane
behavior, namely:

– the inner shear force within the soft layer averaged on the whole plate thickness
Q, dual of the sliding vector D,

– the inner momentum symmetric tensor M dual of the rotation vector ∇W ,
– the overall momentum symmetric tensor M dual of the rotation vector α,
– the overall transverse forces T = Ta3 dual of the deflexion W = Wa3,
– the 2D stress tensor Σ , dual of the in-plane strain e(U ).

Then, considering a harmonic regime at pulsation ω, the constitutive laws and the
governing equations of the flexural behavior of the plate are re-written as follows:

⎧
⎪⎨

⎪⎩

M = E0 I2E (∇W )

M = E0(I2 − I2)E (α)

Q = K (∇W − α) = μc
h
2

c (2D/h)

,

⎧
⎨

⎩

div(T ) = −ω2ρmhtW
T = −div(M) − div(M )

Q = −div(M )

(4.15)
and for the in-plane behavior:

Σ = E0E (U ); div(Σ) = −ω2ρmU (4.16)

Note that the uniform in-plane displacement U is not coupled with α nor W , while
these two latter variables are coupled and define the flexural behavior of the plate.

4.3 Features of High-Contrast Stratified Plates

The set (4.15) shows that the classical in-plane and the out-of-plane behaviors are
uncoupled. The bi-torsor description {(T , M ) ; (Q, M)} reflects straightforwardly
the physical mechanisms within the plate. The out-of-plane load F equilibrate the
variations of the overall shear force T . The latter T balances the variation of the proper
bending moments of the two layers M and the overall momentM . FurthermoreM
results from the opposite normal forces in the upper and lower layers required to
balance the inner shear force Q which comes from the central layer submitted to the
sliding of the two stiff layers.

Such HCS plate model is consistent with several other approaches. For stratified
beams, [9, 16] propose the same local and global physical mechanisms. The analysis
performed in [10, 17] yield the same understanding of the phenomena. In fact, the
assumptions considered in these works are validated by the asymptotic method. Note
also that a similar bi-torsor formalism has been established for reticulated framed
beams [13].
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It is worthmentioning that the HCSmodel encompasses the classical plate models
as limit cases:

• very soft (μ → 0) central layer yields Q → 0 that corresponds to the bi-layer
Kirchhoff plate of inertia I2,

• very stiff (μ → ∞) central layer imposes ∇W − α → 0 that gives a monolithic
Kirchhoff plate of inertia I2,

• when the overall bending effect dominates, |α| 	 |∇W |, a Reissner-Mindlin
model is recovered,

• when the inner bending dominates, |∇W | 	 |α|, one obtains a Shear-Bending
Sandwich model.

4.3.1 Criteria of Relevant Model

The criteria of transition from the general description to degenerated descriptions can
be specified approximately through a dimensional analysis. The argument consists
in using the fact that the description in only valid at the leading order. Consequently
when an effect is O(ε) compared to dominating effects it can be neglected.
To perform this analysis let us first establish the tri-Laplacian equation that governs
the deflectionW . Noticing that divdiv(E (·)) = div(
(·)) and eliminating the rotation
α from (4.15) yields:

E0 I2E0(I2 − I2)
3W − E0I2K
2W − E0(I2 − I2)ρt htω
2
W + Kρt htω

2W = 0

(4.17)

Incidentally, one also establishes that 
W and div(α) are related by:

K (
w − div(α)) = −E0(I − I )div(
(α)) (4.18)

Introducing the characteristic sizeL of variation ofW gives the order of magnitude
O(
kW ) = O(W/(L )2k)W ∗(2k), where the dimensionless termsW ∗(2k) are O(1) by
construction (in staticsL is either of the order of L or related to the load distribution,
in dynamics 2πL is the wave length of the modes). Therefore in order of magnitude
the plate model established under the assumption:

ε = ht
L

	 1

follows the dimensionless equation:

E0 I2E0(I2 − I2)
W ∗(6)

L 6 − E0I2K
W ∗(4)

L 4 − E0(I2 − I2)ρmhtω
2 W

∗(2)

L 2 + Kρmhtω
2W ∗ = O(ε)
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or equivalently, introducing the dimensionless structural numbers C , β, and the
dynamic parameter χ :

CbW ∗(6) − (β + 1)W ∗(4) − χW ∗(2) + χ

C W
∗ = O(ε)

C = E0(I2−I2)
KL 2 ; β = I2

I2−I2
< 1; χ = ω2ρmht

KL 2

(4.19)

The complete description in dynamics is reached when C, β, are all O(1). Now,
according to the values of the dimensionless numbers compared to ε powers, (4.19)
degenerate into simplified forms. For instance a Reissner-Mindlin plate is recovered
when C = O(1) and β = O(ε), etc. This approach results in the mapping (Fig. 4.2)
that gives the validity domain of the possible behaviors according to the two param-
eters p and q defined by:

C = ε p ; β = εq , q ≥ 0 (4.20)

Furthermore, a given plate is characterized by the dimensionless parameters β and
γ = E0(I2−I2)

Kht 2
= Cε−2, that are fixed and known whatever L is. Consequently the

parameters p and q determining the possible behaviors of this given plate experienc-
ing different macroscopic L satisfy the relations:

(p − 2) log(ε) = log(γ ) ; q log(ε) = log(β) i.e. − (p − 2) log(β) + q log(γ ) = 0
(4.21)

Thus, in the (p, q) plane, the possible behaviors a given plate necessarily lie on a
straight line issuing from point P (p = 2, q = 0). The negative slope of the line is
log(β)/ log(γ ) and lies in between {0,−1} (resp. {−1,−∞}) when βγ < 1 (resp.
> 1). Hence, the intrinsic dimensionless parameter:

βγ = E0 I2
Kht

2

is an essential number that determines the possible behaviors of the plate.
The position on the line (hence, the relevant model) moves away from P as L

is decreased (smaller size of plate, “shorter” variations of loading or higher modes).
This corresponds to the well known size effect related to slenderness in plate theory.
Recall finally that the relevancy of this approach is conditioned by the assumption
ε = ht

L 	 1.
It is interesting to note that although the internal kinematics differ markedly from

those of homogeneous plates, the degenerate models correspond to classical or gen-
eralized homogeneous plate formulations. For example, the Reissner-Mindlin model
for thick homogeneous plates is described by the same set of equilibrium equa-
tions as the degenerate model for thin HCS plates when |α| 	 |∇W |. However, the
parameters of the constitutive laws are fundamentally different.
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Fig. 4.2 The possible HCS plates with two or three stiff layers behaviors according to values of
p and q defined in (4.20). In each domain the governing equation in harmonic regime is indicated
(I and I stand for I2 and I2 for two stiff layers and for I3 and I3 for three stiff layers). The
complete model arises in the gray triangle. According to L , the possible behaviors of a given
plate characterized by the dimensionless number b and c lies on the blue triple straight line −(p −
2) log(β) + q log(c) = 0

4.3.2 Energy Balance and Boundary Conditions

In-plane and out-of plane energy balances can be established independently consid-
ering either the energy developed by the in-plane displacementU or by the deflection
W .

The in-plane energy
∫

S F .Uds can be expressed form the balance Eq. (4.16) and
integration by part. One obtains the classical formula:

∫

S

F .Uds = +E0

∫

S

Eν(U )ds +
∫

∂S

Σ.n.Udl (4.22)

in which Eν(.) = (1 − ν)‖e(.)‖2 + νdiv(.)2.
Now, the deflection energy

∫

S F.Wds can be transformed using the balance
Eq. (4.15) and twice integrations by parts. This gives:

∫

S

Fwds = K
∫

S

|∇w − α|2ds + E0 I2

∫

S

Eν(∇w)ds + E0(I2 − I2)
∫

S

Eν(α)ds

+
∫

∂S

{
T .nw + (M .n)α + (M .n)∇w

}
dl (4.23)
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On the right hand side, one recognizes in the integrals over ∂S the deformation energy
due (i) to the shear of the central layer, (ii) to the inner bending of each layer and (iii)
to the overall bending of the plate. The integrals over ∂S express the energy provided
at the border. They disclose the boundary conditions to be used for the plate, which
can be expressed either with the forces and momentum T , M and M or with the
kinematic variables W , α, and ∇W . For instance:

• at a free border: T .n = 0 and M .n = M .n = 0
• on a strictly clamped border, i.e., without sliding: W = 0 and ∇w = α = 0
• on a simply supported border: W = 0 and M .n = M .n = 0.

4.3.3 Flexural Waves

The flexural waves propagating along the x-axis (or any other direction because of
the in-plane isotropy of the plate), induces a deflection:

W (x, t) = W0 exp(kx) exp(iωt)

where k is the frequency dependent real or complex wave number. This expression
introduced in the Tri-Laplacian equation (4.17) provides the dispersion equation:

E0 I2E0(I2 − I2)k
6 − E0I2Kk4 − E0(I2 − I2)ρmhtω

2k2 + Kρmhtω
2 = 0 (4.24)

Introducing the following parameters:

a = I2

I2 − I2
; A = K

E0 I2
; � = ρmhtω2

K
(4.25)

Equation (4.24) is rewritten as the following cubic equation of unknown k2:

(k2)3 − aA(k2)2 − A�k2 + (a − 1)A2� = 0 (4.26)

Hence, consistently with the existence of three degrees of freedom (W,∇W, α),
there are three types of bending waves characterized by the three roots k21, k

2
2, k

2
3

of (4.26). Through the Cardan’s method it can be shown that as a − 1, A and �

are positive the three roots are reals, one negative, two positive, i.e. k21 < 0 < k22 <

k23 . Hence there is a single propagative flexural wave and two evanescent waves.
Furthermore, a good approximation of k21 can be established using Padé approximant
based and the low and high frequency limits, see [4]:

− k21 ≈ ω

√
ρt ht
E0 I2

⎛

⎝1 − 1 + 1
2 ω̃

1 + ω̃ + ω̃2

1+
√

I2/I2

(

1 −
√

I2
I2

)⎞

⎠ (4.27)
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where:

ω̃ = ω

ω0
; ω0 = 1

1 +√I2/I2

(
I2

I2 − I2

)2 K√
E0 I2ρmht

from which the two positives roots can be calculated using the exact relations:

k2p = aA − k21
2

⎛

⎝1 ∓
√
√
√
√1 − 4

(
1 − k21

(a − 1)A

)−1(
1 − aA

k21

)−1

⎞

⎠ ; p = 2, 3 (4.28)

For each type of bending wave W exp(kpx), the overall rotation α exp(kpx) and
sliding D exp(kpx), are deduced from (4.6) and (4.18). Thus the associated in-plane
displacements u(x, y) reads:

u(x, y) = kp
(
φW (y) − φD(y)h

k2p
(a − 1)A − k2p

)
W exp(kpx) (4.29)

Thus, for the progressive k1-wave α and D are in phase quadrature with the deflection
W , while, for the evanescent k2 and k3-waves, α and D are respectively in phase and
in opposition of phase with W . Furthermore, the inner kinematics of the plate differ
for the three waves and varies with the frequency for a given type of wave.

4.3.4 Buckling

Consider a rectangular plate of length L along a1, and width 2B along a2. This plate
has a free boundary on the border x2 = ±B, while it is loaded by a normal force Pa1
on the border x1 = ±L/2. Under buckling, the total moment induced by the load is

−PW (x1) = M(x1) + M (x1)

where W is the buckled deflection. Hence, the balance Eq. (4.15a, b) expressed in
1D and statics (ω = 0) imposes that the overall shear force is such that:

T = d(M + M )

dx1
= −P

dW

dx1
,

dT

dx1
= −P

d2W

dx21

Then, eliminating the rotation α in (4.15) provides the 1D tri-Laplacian equation
(4.17) in which ρmhtω2W is replaced by −PW (2), that is:

E0 I2E0(I2 − I2)W
(6) − E0I2KW (4) + E0(I2 − I2)PW

(4) − K PW (2) = 0

(4.30)
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Pinned-pinned boundary conditions:

M(±L/2) = 0 ; W (±L/2) = 0

enables to derive a closed-form solution. Indeed these conditions are fulfilled by a
cosinusoïdal deflection:

W = W0 cos(πx1/L)

Introducing this expression into (4.30) leads to the critical buckling load:

(π

L

)2
E0 I2 < Pcr =

(π

L

)2
E0

I2E0(I2 − I2)(π/L)2 + I2K

E0(I2 − I2)(π/L)2 + K
<
(π

L

)2
E0I2

(4.31)

As expected, Pcr lies in between the critical buckling loads of a bi-layer and a mono-
lithic Kirchhoff plate of respective bending inertia I2 and I2. For other boundary
conditions, the determination of the critical load require to identify the buckled shape
respecting both the boundary conditions and (4.30).

4.3.5 Plates with Soft Viscoelastic Layer

The HCS model is directly applicable to plates with viscoelastic constituents pro-
vided that the variables are expressed in the frequency domain, and the elastic param-
eters are replaced by the complex-valued coefficients at a given frequency. The time
domain response can be obtained by inverse Fourier transform. It is also possible
to work directly in the time domain. In this case the equilibrium equations remain
unchanged while the constitutive laws involve convolution products. These express
the non-locality in time induced by the viscoelastic behavior, which is manifested
by memory effects.

The case of a soft viscoelastic core layer between rigid elastic layers is of practical
importance because many soft materials used for example to bond rigid layers are
not strictly elastic. The typical example is laminated glass, where the shear modulus
of the viscoelastic core layer can vary over several orders of magnitude as a function
of temperature and frequency. In that case, one has:

Q(t) = K (t) ∗
(
∇xW − α

)
(t) with K (t) = h̄2/c

∞∫

−∞
exp(−iωt) μc(ωτθ )dω

The time dependence in the constitutive law implies memory effects in the plate
behavior, such as creep and relaxation, see [12] for analyzing creep response of three
points bending experiments. It should be noted that, since the viscoelasticity of the
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central layer combines with the elastic bending of the stiff layers, the time response
of the plate cannot be reduced to a purely rheological feature (i.e., as if the plate
were made of a specific viscoelastic material) because the spatial variations are also
involved, [3]. Moreover, since the shear modulus μc varies then the dimensionless
parameter γ = E0(I2−I2)

Kht 2
is not a constant. Therefore, in the (p, q) map the possible

behaviors are not restricted to a straight line.
Regarding flexural waves, analytical developments similar to those in Sect. 4.3.3

apply but the roots of the dispersion Eq. (4.26) becomes complexe. As a result, the
progressive bending wave is attenuated and the evanescent waves exhibit spatial
oscillations. Accordingly, the variables (W, α, D) describing the kinematics of the
three modes of the plate are all out phase and their ratio varies with frequency.

It should also be noted that the critical buckling load becomes time dependent,
and takes different values for instantaneous loading and for slow monotonic loading.

4.4 Generalization to Multi-layered Contrasted Plates

4.4.1 Plates with Three Stiff Layers

Consider now a plate made of three layers (Ωs = Ω+ ∪ Ω0 ∪ Ω−) made of the same
stiff material, and two layers (Ωc = Ωc+ ∪ Ωc−) made of the same soft material.
To simplify the expressions (but this not a restriction of the method) one assume
here that the three stiff layers are identical of thickness h, and the two soft layers are
identical of thickness c so that the total thickness is ht = 3h + 2c (Fig. 4.3).

Following the sameprocedure, one establishes that thewhole systemexperiences a
deflectionW 0(x), and that each of the three stiff layers follows the classical Kirchhoff
kinematics, and can slide on each other. More precisely the in plane fields in the stiff
layers can be decomposed as follows:

Fig. 4.3 HCS Plate with three stiff layers. Notations
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Table 4.2 Integrated products of the shape functions of the three stiff layers plate

ΦAB φU φW φD φS

φU 3h 0 0 0

φW 0 I3 = I3 + 2h
2
h (I3 − I3)/h 0

φD 0 (I3 − I3)/h (I3 − I3)/h
2

0

φS 0 0 0 6h

I3 = 3I = 3h3/12 ; h = h + c

⎧
⎨

⎩

u1 = −y∇xW +U (x) + D(x) + S(x) in Ω+

u1 = −y∇xW +U (x) + 0 − 2S(x) in Ω0

u1 = −y∇xW +U (x) − D(x) + S(x) in Ω−
(4.32)

or also:

u1(x, y) = −φW (y)∇W (x) + φU (y)U (x) + φD(y)D(x) + φS(y)S(x) (4.33)

where the shape functions defined in Ω describe:

– the homogeneous in-plane displacement, φU = 1,
– linear Kirchhoff ’s kinematics, φW = y,
– the continuous antisymmetric in-planedisplacement,φD = {1, 0,−1} in {Ω+,Ω0,

Ω−}, and φD varies linearly in the soft layers, i.e. ∂φD

∂y = 1
c in Ωc ,

– the continuous symmetric in-planedisplacementwithφS = {1,−2, 1} in {Ω+,Ω0,

Ω−}, and φS varies linearly in the soft layers, i.e. ∂φD

∂y = { 3c ,− 3
c } in {Ωc+,Ωc−}.

The overall rotation α is in that case defined by:

α = ∇(W ) − D
1

h + c

4.4.1.1 Governing Equations

Four overall balances are established by multiplying the local in-plane balance (4.3)
at the order ε2 by each of the four shape function and integrating them over the whole
plate thickness. In addition, as previously, the overall shear balance is obtained by
a direct integration of (4.2) at the order ε3. The shape functions are such that their
integrated crossed productsΦAB may be null which, in that case, results in uncoupled
terms. The values presented in Table4.2 shows that the in-plane displacements U
and S are independent and uncoupled variables, while the out-of-plane deflectionW
and the in-plane sliding displacements D are coupled.

From this procedure the following set of equations is derived:
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⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

E0div(E
(
(U )

) = −F(x)
−E0

(
I3 − I3

)
div
(
E (α)

)− E0 I3div(E (∇W )) = T

−E0
(
I3 − I3

)
div
(
E (α)

)+ μc
2h

2

c

(∇W − α
) = 0

E0div
(
E
(
S)
)− 3 μc

h.c S = −F̃(x)
div(T ) = −F(x)

(4.34)

where:

F(x) =
∫

Ω

f (x, y)dy; F(x) =
∫

Ω

f (x, y)dy; F̃(x) =
∫

Ω

f (x, y)φS(y)dy

The description splits into three independent sets:

• Out-of-plane behavior The set (4.34b, c, e) corresponds to a bi-torsor descrip-
tion, identical to (4.15) with similar constitutive laws except that the parameters
(I2, I2, K ) are modified into I3, I3, Kc2):

⎧
⎪⎨

⎪⎩

M = E0 I3E (∇W )

M = E0(I3 − I3)E (α)

Q = Kc2(∇W − α) = μc
h
2

2c (2D/h)

,

⎧
⎨

⎩

div(T ) = −ω2ρmhtW
T = −div(M) − div(M )

Q = −div(M )

(4.35)
• Homogeneous in-plane behavior Equation (4.34a) is the same as (4.16).
• Inhomogeneous in-plane behaviorAnnewdifferential in-plane behavior appears
(4.34b) governed by the following differential set acting on S(x):

divx (Ξ) − 3
μc

h

S

c
= F̃(x) ; Ξ = E0E (S) (4.36)

Since the ΦUS = 0, F̃(x) = 0 in presence of a uniform (in the thickness) in-
plane body force. However, in dynamics, the inertial forces in harmonic regime
ρω2φS(y)S are not homogenous. Then the balance involves an inertial term char-
acterized by an effective density R:

divx (Ξ) − 3
μc

h

S

c
= −Rω2S ; R =

∫

Ω

ρ(y)φ2
Sdy (4.37)

4.4.1.2 Flexural Waves and Buckling

These results show that the features of the flexural waves and of the homogeneous
in-plane waves in a three stiff layers plate are identical (with different parameters)
than that of the two layer plate. However, in addition to the usual in-plane shear and
compressional waves newmodes arises which involves the inhomogeneous symmet-
ric field S. Their governing equation is of Helmholtz type complemented by a linear
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term. Hence, the corresponding waves presents a cut-off frequency below which the
wave reduces to a boundary layer with an exponential decay.
Note in addition, that the critical load for buckling can be expressed in the same way
as (4.31) provided that the parameters (I2, I2, K ) are replaced by (I3, I3, Kc2) (this
change must also be made for a, A and � ).

4.4.2 Plates with n Stiff Layers

Consider nowmulti-layer laminatesmade of n > 3 stiff layers assumed here identical
of thickness h, as well as the n − 1 soft layers of thickness c in between them.The
stiff and soft domain are respectively:

if n = 2p , Ωs = ∪iΩ
i , i ∈ [−p, p] , i �= 0 ; Ωc = ∪ jΩ

cj , j ∈ [−p + 1, p − 1]
if n = 2p + 1, Ωs = ∪iΩ

i , i ∈ [−p, p] ; Ωc = ∪ jΩ
cj , j ∈ [−p, p] , j �= 0

The same procedure can be applied, andwe focus here on the structure of the descrip-
tion.

As previously in such laminate, the whole plate experiences a common deflection
W (x), and each of the n stiff layers follows the classical Kirchhoff kinematics and
can slide on each other. Consequently, the in-plane fields in the stiff layers can be
decomposed into:

• the Kirchhoff ’s linear displacement related to ∇W of shape function φW = y,
• the homogeneous in-plane displacement U associated with the uniform shape
function φU = 1,

• a set of p anti-symmetric in-plane displacements of zero mean average over Ωs

characterized by their amplitude Dq , q ∈ [1, p] and their anti-symmetric shape
function φDq (y),

• a set of p′ (p′ stands either for p − 1 or p according to n = 2p or n = 2p + 1)
symmetric in-plane displacements of zero mean average over Ω , each character-
ized by the amplitude Sm , m ∈ [1, p′] and the symmetric shape function φSm .

From these considerations, we deduce that:

div(σ 1) = E0div
(− φWE (∇W ) + φUE (U ) + Σ

p
q=1φDqE (Dq ) + Σ

p′
m=1φSmE (Sm)

)

(4.38)

and

σ 2
Tc = μc

(

Σ
p
q=1

∂φDq

∂y
Dq + Σ

p′
m=1

∂φSm

∂y
Sm

)

(4.39)



4 High-Contrast Multi-layered Plates. Statics, Dynamics and Buckling 59

Reporting these expressions in the n + 1 equations obtained with the different shape
functions φA(y), i.e.:

∫

Ω

φA(y)divx (σ
1)dy =

∫

Ω

∂φA

∂y
σT

2dy (4.40)

together with the out-of-plane local balance σN
3
,y + divx (σT

2) = F(x) integrated
over the whole thickness, yields the govering equations.

Now, for a better physical insight, is possible and convenient to choose the anti-
symmetric modes {φDq } such that they constitue an orthogonal basis in the sense
that

∀q �= r ΦDq Dr =
∫

Ωs

φDqφDr dy = 0 ; �Dq Dr =
∫

Ωc

∂φDq

∂y

∂φDr

∂y
dy �= 0

The inequality indicates that the orthogonality cannot not be satisfied for both the
functions and their derivatives. Similarly, one chooses the symmetric fields {φSm } of
zero mean value in such a way that they form an orthogonal basis and then:

∀m �= l ΦSm Sl =
∫

Ωs

φSmφSldy = 0 �Sm Sl =
∫

Ωc

∂φSm

∂y

∂φSl

∂y
dy �= 0

By construction, we have also the following relations:

ΦUW = 0 , and , ∀Dq , Sm : ΦUDq = ΦUSm = ΦSm Dq = ΦWSm = 0 ; ΦWDq �= 0

Using shape functions thus defined we obtain three uncoupled subsets of equations.

4.4.2.1 Structure of the Governing Equations

• Homogeneous in-plane behavior: The orthogonality of φU with all the other
shape functions makes the homogeneous in-plane behavior is unchanged and gov-
erned by the usual in-plane balance equation.

E0div(E
(
(U )

) = −F(x)

• Out-of-plane behavior: The shape functions φDq , q = 1, p, are uncoupled each
other but coupled with φW . Consequently the out-of plane behavior is governed
by the p kinematic descriptors Dq together with W and ∇W . Using respectively
the shape function φW and φDq the for the integration yields, where T (x) is the
overall shear force:
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E0div
(− ΦWWE (∇W ) + Σ

p
q=1ΦWDqE (Dq)

) = T

E0div
(− ΦWDqE (∇W ) + ΦDq DqE (Dq)

) = μcΣ
p
q=1�DpDq Dp

Defining for each Dq a corresponding apparent rotation αq by:

αq = ∇W − ΦDq Dq

ΦWDq

Dq

enables to re-writte the governing equations in a form that generalizes that
identified for the two- and three- stiff layers plates and involves p + 1 torsors(
T , M, {Q

q
, M

q
}):
⎧
⎪⎨

⎪⎩

divx (T ) = −F(x)
T = −divx (M) −∑p

q=1 divx (M q
)

Qq = −divx (M q
)

(4.41)

with the fully determined constitutive laws:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

T q = Kq

(
∇xW − αq

)
; Kq = μc

Φ2
WDq

Φ2
Dq Dq

�DpDq

M = E0 IE (∇W ) ; I = ΦWW − Σ
p
q=1

Φ2
WDq

ΦDp Dq

M
q

= E0IqE (αq) ; Iq = Φ2
WDq

ΦDp Dq

(4.42)

• Inhomogeneous In-plane behavior: The symmetric non-homogeneous displace-
ments of zero mean value associated to Sm , m = 1, p′, are orthogonal each other
and also orthogonal to both the homogeneous and the antisymmetric fields. Thus
introducing (4.38) and (4.39) into (4.40) provides:

E0div
(
E (Sl)

)− μcΣ
p′
m=1

�Sm Sl

ΦSm Sl

Sm = −F̃l(x) , F̃l(x) =
∫

Ω

f (x, y)φSl (y)dy

This define the coupled set of p′ equations that governs the p′ non-homogeneous
in-plane symmetric fields.

Emphasis that the above description lies on the symmetric/antisymmetric decoupling.
This geometric argument, and therefore the differential set of equations, applies
for any stratified plate whatever the thickness of the layers provided that they are
symmetrically distributed.
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4.4.2.2 Waves and Buckling

Eliminating the p rotations in (4.41) and (4.42) shows that the deflection W is
governed by a (p + 2)-Laplacian equation. This implies that a plate with n = 2p
or 2p + 1 stiff layers presents p + 2 flexural modes consistently with the p + 2
degrees of freedom (W,∇W, αq ), q = 1, p. All thesemodes involves anti-symmetrical
shapes through the thickness. A detailed analysis of the dispersion equation would be
required to determine the evanescent or propagative nature of thesesmodes.As regard
to in-plane waves, there is 2p modes corresponding to p shear and p compressional
waves. Among them one distinguishes the classic waves with uniform shape within
the thickness and the non conventional waves of non uniform symmetric shapes in
the thickness.

The critical load for buckling can be determined as previously by expressing
that the total momentum is M +∑p

q=1 Mq = −PW . Then after eliminating the αq

an equation similar to the dispersion equation in 1D where ρt htω2W is replaced
by −PW (2) is obtained. However, for n > 3, the classical pinned-pinned boundary
conditions M(±L/2) = 0 andW (±L/2) = 0 are not sufficient andmust be comple-
mented by 2(p − 1) conditions involving Dq or αq . Different values of the critical
load will be obtained depending on the choice of the complementary conditions.

4.5 Conclusion

The concise description of HCS plates grasp the physics in a simple and closed ana-
lytical form that encompasses in a same framework, symmetric and non-symmetric
plates, viscoelastic constituents, dynamic behavior and buckling. This formulation
overcomes the numerical issues of Finite Element models that face difficulties to
manage the contrasted mechanical and geometrical parameters in elasto-statics and,
a fortiori, in visco-elasto-dynamics. It also circumvent the intrinsic limitations of
the semi-empirical approaches based on effective stiffness in statics that are not
applicable for dynamics.

The proper physical account of the global and local mechanisms of shear and
bending open several possibilities—not developed in this work—among which:

• identify the local state of strain and stress within the constituents, and then evaluate
the strength of HCS plate under dynamics/transient loadings,

• determine the damping due to the internal dissipation within the visco-elastic
central layer,

• assess in the case of thermo-sensible constituents the influence of the temperature
on the dynamic properties.

The proposed approach can be implemented either to calculate the actual behavior
of industrial laminated panels or to optimise the design (including the choice of the
viscoelastic properties of the central layer) for specific purposes related either to
the strength or to the acoustic performance (transmission loss) of stratified panels.
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Another area of application concerns composite structures with flexible discrete
connections, as illustrated by the study of reticulated beams [13]. Let us conclude
by pointing out that these results are only valid under the following conditions:

• the thickness is sufficiently small compared to the characteristic sizeL (theoret-
ically infinitely small, in practice less than one fifth of L ),

• the contrast in properties only affects the stiffness.

This is the case of laminated glass for which a series of vibrational and creep exper-
iments [4–20] showed very good agreement with the theoretical results of the HCS
plate model. Nevertheless, as demonstrated in [14], other models are possible for
contrasted plates if one additionally introduces contrasts on the thicknesses of the
layers and on their densities.
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Chapter 5
Universal Representation of Dynamic
Frequency Spectra for Canonical
Generalised Quasicrystalline-Generated
Waveguides

Z. Chen, A. K. M. Farhat, and M. Gei

Abstract An effective way to describe the sequence of stop and pass bands in a
one-dimensional phononic waveguide is represented by the ‘flow’ line reported onto
the plot of the relevant π -periodic reduced torus. In this chapter, these concepts are
introduced for silver-mean quasicrystalline-generated elastic waveguides. Results
are obtained for canonical configurations for which the dynamic frequency spectra
are periodic. Application to finite-size waveguides is also illustrated. As the silver-
mean sequence is one of the generalised Fibonacci sequences, the illustrated method
can be easily extended to other quasicrystalline substitution rules.

5.1 Introduction

The study of elastodynamics of the class of two-phase periodic, one-dimensional
waveguideswhose elementary cells are generated throughaquasicrystalline sequence
has recently gained considerable attention. In a couple of early papers, Gei [1] and
Morini and Gei [2] have provided the basic theory underlying the topic and intro-
duced the fundamental tool of Kohmoto’s invariant through which the main features
of the problem can be explained: in particular, recursivity of traces of transmission
matrices that govern the dynamic properties, self-similarity of the frequency spectra
and the determination of the associated scaling factor, etc. The theory has been also
applied to periodic media composed of laminae [3, 4] arranged according to the
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Fibonacci chain (that is a quasicrystalline sequence), to show the capability of these
composites to display negative refraction of antiplane shear waves.

Recently, Gei et al. [5] have defined the concept of canonical configurations for
one-dimensional quasicrystalline-generated periodic waveguides for which, among
several properties, the frequency spectra are periodic being the period a multiple of a
particular frequency—the canonical frequency—that depends on the geometric and
mechanical properties of the constituents of the elementary cell.

A further study [6] has shown how to employ the method of the dynamic flow on
the reduced torus, proposed in elastodynamics by Shmuel andBand [7], to describe in
an universal way the sequence of stop and pass bands for the same type ofwaveguides
introduced in [1, 2]. A relevant application of this approach is that optimisation of
the widths of stop bands becomes a simple graphical exercise when the reduced torus
is adopted.

The goal of this note is to extend the latter concept to the case of silver-mean
quasicrystalline-generated rods that are an example of waveguides obtained through
a generalised Fibonacci sequence.

5.2 Wave Propagation in Silver-Mean Quasicrystalline
Waveguides

We introduce a particular class of infinite, one-dimensional, two-component qua-
sicrystalline phononic rods consisting of a repeated elementary cell in which two
distinct phases, say L and S, are arranged according to the so-called Silver-Mean
sequence, that is an example of generalised Fibonacci sequence. The repetition of
the fundamental cell implies global periodicity along the axis and then the possibility
of applying the Floquet-Bloch technique to investigate the propagation of harmonic
elasticwaves along the longitudinal axis of the rod. Each element of the class, denoted
byFi (i = 0, 1, 2, . . . ), where the index i is the order, is constructed following the
recursive rule

Fi = F 2
i−1Fi−2, (5.1)

where the initial condition is F0 = S and F1 = L (in Fig. 5.1, elementary cells
representingF2,F3 andF4 are sketched). Each cellFi is composed of ñi elements,
where ñi = 2ñi−1 + ñi−2 (i ≥ 2) and ñ0 = ñ1 = 1. The limit ñi+1/ñi for i → ∞
corresponds to the silver-mean ratio (1 + √

2) ∼= 2.414.1

Consider now the geometrical and physical properties of phases L and S. The
lengths of the two elements are indicated, respectively, with lL and lS , while AJ ,
EJ and �J (J ∈ {L , S} here and henceforth) denote cross-section area, Young’s
modulus and mass density per unit volume of each element, respectively. For both

1 In general, all sequences that follow the rule Fi = Fm
i−1Fi−2 (m ≥ 1) are quasicrystalline; see

the discussion in [2].
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Fig. 5.1 Sketch of elementary cells for silver-mean phononic rods whose elements of the sequence
are F2, F3 and F4

segments, we define the displacement function along the rod u(z) and the axial force
N (z) = E Au′(z), where z is the longitudinal coordinate. The governing equation of
longitudinal harmonic axial waves in each phase is

u′′
J (z) + QJ ω2uJ (z) = 0, (5.2)

whereω is the circular frequency and QJ = �J/EJ . The general solution to Eq. (5.2)
is

uJ (z) = CJ sin(
√
QJ ωz) + DJ cos(

√
QJ ωz), (5.3)

where CJ and DJ are constants.
To obtain the dispersion diagram of the periodic rod, displacement and axial force

at the right-hand boundary of the elementary cell, respectively, ur and Nr , have to
be identified in terms of those at the left-hand boundary, respectively, ul and Nl , as

Ur = T iUl, (5.4)

where U j = [u j N j ]T ( j = r, l) and T i is the 2 × 2 transmission matrix of the cell
Fi . The latter is the result of the productT i = ∏ñi

p=1 T
J ,whereT J is the transmission

matrix relating quantities across a single element that can be found explicitly in
[2]. T i is unimodular (det T i = 1) and follows, from Eq. (5.1), the recursion rule
T i+1 = T i−1T2

i (i > 0), with T0 = T S and T1 = TL .
Periodicity allows the Floquet-Bloch condition to be applied to the problem,

namely Ur = exp(iK )Ul , so that, by combining this with Eq. (5.4), the dispersion
equation

cos K = xi/2 (5.5)

is achieved,where xi = trT i . The solution to Eq. (5.5) provides the complete Floquet-
Bloch spectrum and allows the definition stop-/pass-band pattern of each waveguide
at varying index i . Waves propagate when |xi | < 2, stop bands correspond to the
ranges of frequencies where |xi | > 2, whereas |xi | = 2 characterises standingwaves.
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5.3 Universal Representation of the Frequency Spectrum

To achieve the goal of this article, it is instrumental to introduce the following func-
tions of the circular frequency ω, i.e.

ζS(ω) = lS
√
QSω, ζL(ω) = lL

√
QLω. (5.6)

General recursive relations for the traces of unimodular transfer matrices of gen-
eralised Fibonacci chains have been derived in terms of Chebyshev polynomials of
the first and second kind. Specialising these expressions to the silver-mean case, it
turns out that

{
xi = xi−1ti − xi−2,

ti+1 = xi xi−1 − ti ,
(i ≥ 2), (5.7)

where ti = tr(T i−2T i−1). Through the new set of variables

x̃i = ti+2, ỹi = xi+1, z̃i = xi (5.8)

and its substitution into expression (5.7), the following nonlinear discrete map deter-
mining the evolution of xi and ti is obtained

T : R3 → R
3, T (x̃i , ỹi , z̃i ) = (x̃i+1, ỹi+1, z̃i+1) = (

x̃i ỹ
2
i − ỹi z̃i − x̃i , x̃i ỹi − z̃i , ỹi

)
,

(5.9)
where the initial conditions are given by

z̃0 = x0 = 2 cos ζS, ỹ0 = x1 = 2 cos ζL , x̃0 = t2 = 2 cos ζL cos ζS − β sin ζL sin ζS .

(5.10)
In Eq. (5.10), the impedance mismatch β takes the form

β = A2
L E

2
L QL + A2

S E
2
SQS

AL EL ASES
√
QLQS

. (5.11)

The generic trace xi can be derived through successive iterations of the expressions
in Eq. (5.7) by assuming (5.10) as initial conditions2 which include 2π -periodic
functions of their arguments. Therefore, xi is also a 2π -periodic function of both ζL
and ζS as it is defined through sums and products of functions with the same period.
This implies that we can consider each xi as a function of a two-dimensional torus
of edge length 2π , whose toroidal and poloidal coordinates correspond to ζS and
ζL , respectively. More in detail, the toroidal domain, independent of lL and lS , is
composed of two complementary subspaces that are associated with |xi (ζS, ζL)| < 2
(pass band) and |xi (ζS, ζL)| > 2 (stop band). The two regions are separated by lines in

2 For instance, it turns out that x2 = 2 cos(2ζL ) cos(ζS) − β sin(2ζL ) sin(ζS).
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which |xi (ζS, ζL)| = 2 (standing-wave solution). Themeasures of the two subregions
are univocally determined by the value of β.

Equation (5.5) shows that |xi (ζS, ζL)| is invariant under the transformation

ζS → ζS + nπ, ζL → ζL + mπ (n,m ∈ N), (5.12)

so that the map on the torus can be equivalently represented on a reduced π -periodic
torus (the reduced torus) that is a—flat—square whose edges are still described by
coordinates ζS and ζL , both ranging now between 0 and π .

Examples of stop- and pass-band domains within the corresponding reduced tori
are displayed, for β = 2.5, in Figs. 5.2, 5.3 and 5.5 for cellsF2,F3 andF4, respec-
tively, in particular stop-band regions are coloured in light blue.

The sequence of stop bands and pass bands of a silver-mean waveguide of any
arbitrary order can be studied by analysing the linear ‘flow’ parametrised by map
(ζS(ω), ζL(ω)) on the reduced torus, where ω is the time-like parameter. Note that in
this parametrisation the lengths of the two phases come into play and contribute to
the inclination of the trajectory together with quantities

√
QJ . Thanks to conditions

(5.12), the ‘flow’ lines are subdivided into ordered sequences of segments within
the reduced torus. The starting point of a segment depends on the final point of
the previous one. As ω > 0, the initial point of each trajectory is the origin. Two
examples of trajectory are the black lines sketched in Figs. 5.2 and 5.3. However, an
additional piece of theory is required to fully capture the information conveyed by
the plots.

Fig. 5.2 Flow lines on the
reduced torus for a canonical
silver-mean phononic rod
whose elementary cell is F2
and β = 2.5. Solid line:
lS/ lL = 1, AS/AL =
1/2, QS/QL = 1 (C1 = 1);
dashed line:
lS/ lL = 2, AS/AL =
1/2, QS/QL = 1 (C3 = 2).
Coloured dots mark the
extremes of the stop bands
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Fig. 5.3 Flow lines on the
reduced torus for a canonical
silver-mean phononic rod
whose elementary cell is F3
and β = 2.5. Solid line:
lS/ lL = 1, AS/AL =
1/2, QS/QL = 1 (C1 = 1);
dashed line:
lS/ lL = 2, AS/AL =
1/2, QS/QL = 1 (C3 = 2)

5.4 Canonical Configurations

In [8], the notions of canonical configuration and canonical frequency for silver-mean
periodic waveguides have been proposed. For the problem analysed in this note, the
most important feature of a canonical waveguide is that the frequency spectrum is
periodic, and the period of the sequence of stop and pass bands matches twice the
canonical frequency (ωC from now on).

A silver-mean canonical waveguide is such when the ratio C = lS/ lL
√
QS/QL

is a rational number, namely

C1 = 1 + 2 j

1 + 2k
or C2 = 1 + 2 j

2q
or C3 = 2q

1 + 2k
( j, k ∈ N, q ∈ N

+),(5.13)

where the separation in three distinct ratios (or families) comes from the detailed
analysis reported in [8]. We note that family no. 1 encompasses odd/odd ratios, while
odd/even and even/odd ratios are associated with family nos. 2 and 3, respectively,
and it is important to remark that indices j , k and q in (5.13) are such that fractions
on the right-hand sides are in the lowest terms.

The corresponding canonical frequencies are

ωC 1 = ωC 3 = π

2lL
√
QL

(1 + 2k), ωC 2 = π

lL
√
QL

q (k ∈ N, q ∈ N
+), (5.14)

where k, q coincide with the analogous indices selected in the relevant condition
among those listed in (5.13).



5 Universal Representation of Dynamic Frequency Spectra … 71

The periodicity of the frequency spectrum of canonical waveguides is evident on
the reduced torus as the trajectory becomes, in turn, periodic. This means that at
ω = 2ωC the point of the ‘flow’ coincides with that of coordinate (π, π) and for
ω > 2ωC the trajectory repeats itself starting from the origin. This occurs each time
a frequency multiple of 2ωC is reached.

5.5 Results

The reduced torus in Fig. 5.2 is for an elementary cell constructed adopting F2 and
for the set of parameters AS/AL = 1/2, ES/EL = 1, QS/QL = 1; therefore, the
impedance mismatch parameter is β = 2.5. Two flow lines are sketched—in black—
namely, the solid one is for lS/ lL = 1 whereas the dashed one describes the ratio
lS/ lL = 2; therefore, the former associated rod belongs to the first family of canonical
waveguides (cfr. (5.13)) being C1 = 1 ( j = k = 0), whereas the latter belongs to the
third family (C3 = 2, q = 1, k = 0).

The solid line is the diagonal of the square (reduced torus) and represents
the whole trajectory for the former structure in the interval ω ∈ [0, 2ωC ] (here
lL

√
QLωC = π/2); hence, for frequencies just greater than the threshold 2ωC , the

trajectory runs along the same segment re-starting from the origin. For the latter
canonical configuration, the trajectory in the period [0, 2ωC ] is composed of two
segments (dashed) (where, again, lL

√
QLωC = π/2). In both cases, the point at

which ω = ωC is depicted with a white circle.
For both cases, when at a given frequency the point of the flow lies in the white

region, the frequency itself sits in a pass band; conversely, when the point is in the
light-blue domain, the frequency is in a stop band. The limit of the stop bands is
marked with coloured dots.

Figure5.3 reports the same information (all parametersmatch those of the previous
figure), but the reduced torus is for an elementary cell F3. It is clear now that the
distribution of stop and pass bands is remarkably different as the light-blue subregions
are in a greater number with respect to that in Fig. 5.2. This makes more involved the
computation of the number of stop bands for any canonical configuration associated
with the same value of β; however, the reduced torus proved to be an exceptional tool
to understand how the sequence of stop and pass bands evolves for a given canonical
configuration in a period. As a further example showing the increasing complexity
for high-order elementary cells, the reduced torus for F4 is sketched in Fig. 5.5.

In order to give the reader an additional insight into the diagrams illustrated in
Figs. 5.2 and 5.3, we consider two finite waveguides composed of six elementary
cells F2 and F3, respectively. They join two semi-infinite, identical outer media
whose elastic properties match those of phase L (the common schematic is depicted
in Fig. 5.4a)). We expect the system to be able to transmit (resp. reflect) a signal
whose frequency belongs to a pass band (resp. stop band). To this end, transmission
coefficient Tc and reflection coefficient Rc = 1 − Tc can be calculated following the
method presented in [9]. The reflection coefficients for the two problems at hand
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Fig. 5.4 Reflection of axial waves in a finite-sized silver-mean phononic waveguide (β = 2.5 in
all analysed cases): a schematic of the device; b plot of the reflection coefficient Rc for elemen-
tary cell F2 (lS/ lL = 1, AS/AL = 1/2, QS/QL = 1,C1 = 1) for a dimensionless frequency
in the interval [0, 2 lL√

QLωC ]; c plot of Rc for elementary cell F2 (lS/ lL = 2, AS/AL =
1/2, QS/QL = 1,C3 = 2) in the interval [0, 2 lL√

QLωC ]; d plot of Rc for elementary cell F3
(lS/ lL = 1, AS/AL = 1/2, QS/QL = 1,C1 = 1) in the interval [0, 2 lL√

QLωC ]

are displayed in Fig. 5.4. On the one hand, for cellF2, the whole—dimensionless—
frequency domain [0, 2 lL√QL ωC ] represented in Fig. 5.2 is analysed in Fig. 5.4b
and c for the two length ratii. On the other hand, Fig. 5.4d describes the case of cell
F3 (Fig. 5.3) with lS/ lL = 2. Note that the two peaks in Fig. 5.4c are more distant
from each other than those in Fig. 5.4b and this is consistent with the information
obtained following the two flow lines in Fig. 5.2.

In all diagrams, it is evident that Rc approaches 1 (i.e. total reflection) in the
frequency ranges that correspond to stop bands, thus confirming that the model of
infinite, periodic waveguide provides an excellent estimation of frequencies at which
waves cannot propagate. Only for the two outer stop bands of Fig. 5.4d the match is
not very good because six cells in the finite-size waveguide are not enough as it is
well known that narrow stop bands require a high number of elements to be correctly
captured by such a waveguide. For the same reason, the function Rc(ω) is oscillatory
and not null in the corresponding pass bands.

In closing the section, a natural question may arise when thinking about the
reduced-torus representation: what is the key information conveyed by the white and
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Fig. 5.5 Reduced torus for a
canonical silver-mean
phononic rod whose
elementary cell is F4 and
β = 2.5

light-blue regions in the square when the structure is ‘non-canonical’, namely when
C is irrational? In this case, the spectrum is not periodic, the flow lines are ‘open’ and
cover ergodically the whole square at increasing frequency. Consequently, the flow
trajectories on the torus consist of an infinite number of parallel segments which,
in turn, cover the whole square domain. Therefore, for the frequency spectrum, we
can define the ‘stop-band density’ that is given by the ratio between the area of the
light-blue subdomain and that of the square, i.e. π2. Since the measure of stop-band
domain is determined only by the parameter β, which is independent of the ratio
lS/ lL , for non-canonical bars the stop-band density does not depend on the ratio
between lengths of the phases (Fig. 5.5).

5.6 Conclusions

Through the adoption of the silver-mean Fibonacci sequence, we have extended to
generalised quasicrystalline-generatedwaveguides themethod to represent the layout
of stop and pass bands by flow lines on the square domain of the reduced torus.
The reduced torus is an effective graphical way to display pass-band and stop-band
regions for a set of configurations sharing the same impedance mismatch parameter.
Specific results reported in the note are given for canonical configurations, for which
the frequency spectra are periodic; as a consequence, the relevant trajectories on the
reduced torus at varying frequencies are periodic and are composed of a finite number
of segments. For non-canonical configurations, the trajectories cover ergodically the
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whole domain and it can be shown that the stop-band density does not depend on
the ratio between lengths of the phases. Finite-size waveguides are also studied and
the values of the reflection coefficient confirm the reliability of the Floquet-Bloch
method. The tool of the reduced torus can be profitably employed for optimisation
problems such as maximisation of the widths of stop bands.
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Chapter 6
Overall Properties for Elastic Micropolar
Heterogeneous Laminated Composites
with Centro-symmetric Constituents
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Abstract In this work, the effective properties of multi-phase periodic laminated
Cosserat composite are computed by means of the two-scale asymptotic homog-
enization method (AHM). The statements of the local problems and the formu-
las of the associated effective properties are explicitly described. In addition, the
case of centro-symmetric laminated Cosserat with isotropic constituents is studied
and the corresponding effective coefficients are given in terms of the engineering
constants. Numerical results for different periodic centro-symmetric bi-laminated
Cosserat composites are reported and analyzed.
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6.1 Introduction

In the field of microstructured materials, the knowledge of the structure-properties
relationship and its effects, in a priori way, is important to guarantee a better func-
tionality in some engineering applications. To know how much the physical and
geometrical characteristics of the microstructure, the size and coupling effects, and
the constituent materials affect the macroscopic material response, by means of
macro-micro-mechanical models, have permitted an improvement of the properties
of these materials. The generalized continuum theories that include additional kine-
matic degrees of freedom, as in micropolar or Cosserat continuum with coupled
stresses and micromorphic continuum, have been suitable approaches for modeling
the effects within the material (see, for instance, Refs. [1, 5, 6, 9, 25]). Cosserat con-
tinuum models have been implemented in different branches related to continuum
mechanics. One of them, in which the present work is framed, is the characterization
of the underlying heterogeneousmicrostructure of compositematerials. For example,
the Cosserat continuum has been used for fiber-reinforced materials [4, 35], foams
[33, 37], cellular [38], and bone structures [18, 21], among others.

Regarding the modeling and simulation of heterogeneous micropolar or Cosserat
media, someworks based onmultiscale homogenization schemes have been reported.
For example: In Forest’s works [10, 12], alternative homogenization schemes are
proposed to determine the effective moduli of 2D Cauchy medium. Also, the devel-
opment of an effective generalized continuum model replacing a heterogeneous
Cauchy medium by a homogeneous Cosserat continuum is described. In [14], an
asymptotic analysis is implemented to analyze a linear elastic Cosserat media with
periodic microstructure, taking into account the hierarchy of the characteristic size
of the microstructure, of the intrinsic Cosserat length of the components and of the
composite material. Likewise, effective generalized continuum [11, 13] and dis-
crete Cosserat media [34] were analyzed following the ideas given in [14]. In these
mentioned works, the macroscopic generalized stress and strain are related to the
displacements, strains, and stresses defined inside the representative volume ele-
ment of the composite material. Liu and Hu [20] derived analytical expressions of
the Eshelby tensor for an isotropic micro-stretch medium with spherical inclusions
using Green’s function technique. Riahi and Curran [30, 31] studied 2D and 3D
Cosserat continuum with a layered-like microstructure by a finite element scheme,
and Li et al. [19] employed a generalized Hill’s lemma for micro-macro homoge-
nization modeling of heterogeneous gradient-enhanced Cosserat continuum. On the
other hand, various homogenization procedures are implemented for heterogeneous
Cosserat elastic composite materials, see, for instance, [3, 15, 16, 29, 40].

Since theCosserat work in 1909 [5], the couple-stress elasticity field remains quite
active due to its ability to account for the effects of the microstructure, as can be seen
in the aforementioned papers. Despite this fact, one of the main problems of the
application of this theory consists of the insufficient data on the values of additional
material constants, even for isotropic materials. Regarding this point, contributions
aiming at the analytical determination of such constants have been developed, which
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is not the aim of the present work. For example, the estimation of the 5-constant
Toupin-Mindlin gradient elasticity for polycrystalline materials has been carried out
in [22]. For the cubic case of Mindlin’s anisotropic gradient elasticity theory, the
3 elastic and the 11 gradient-elastic constants are found for Aluminum and Copper
from atomistic potentials and ab-into calculations [28]. In this sense, further research
is needed to focus on the determination of the Cosserat material constants.

The main aim of this work is that using the two-scale asymptotic homogenization
(AHM) [2, 27, 41], the statements of the local problems, the homogenized problem,
as well as, the analytical formulas of the effective properties for a Cosserat lami-
nated medium are reported. The effective coefficients have been written explicitly
in terms of the engineering constants for a Cosserat laminated medium where each
layer is isotropic. This is a novelty of the work. In particular, the case of centro-
symmetric laminated Cosserat with isotropic constituents is provided. Examples of
centro-symmetric bi-laminated composites with isotropic constituents are analyzed.
The numerical results are shown and discussed. Finally, the influence of the volume
fraction and phase permutation on the Cosserat effective moduli is investigated. This
is another important contribution of the present investigation.

6.2 Mathematical Formulation for Micropolar Media

A periodic laminated Cosserat composite in a domain � with an infinitely smooth
boundary surface ∂� is considered at the Cartesian coordinate system

{
x1, x2, x3

}
, as

can be seen in Fig. 6.1a. The region � is characterized by a parallelepiped generated
by repetitions of the periodic cell Y, in which the layered direction is along the
x3-axis.

The transversal section of the periodic cell Y = {(y1, y2, y3) ∈ R3 : 0 ≤ yi ≤ li },
in the normal plane Oy2y3 at the microscale level

{
y1, y2, y3

}
, is assumed by a bi-

laminated composite (see, Fig. 6.1c) where li is the cell length in the yi -direction.
Here, Sγ is the region occupied by the layer γ of volume Vγ (γ = 1, 2), such as Y =
S1 ∪ S2, S1 ∩ S2 = ∅, and V1 + V2 = 1. The contact region � between the layers is
defined perfect, see, for instance, [32].

Fig. 6.1 a Heterogeneous Cosserat composite �; b blow-up of periodic laminated structure; c the
cross-section of the periodic laminated structure Y at the plane Oy2y3
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The heterogeneous finite micropolar structure � responds to a linear system of
partial differential equations through the static governing linear and angular equilib-
rium equations

(
Ci jmnenm + Bi jmnψnm

)
, j + fi = 0,

(
Bi jmnenm + Di jmnψnm

)
, j + εi jk

(
Ckjmnenm + Bkjmnψnm

) + gi = 0, (6.1)

in terms of the asymmetric strain (enm) and the couple strain (ψnm) tensors, with
i, j, k,m, n = 1, 2, 3. Here, Ci jmn , Di jmn and Bi jmn are the elastic, torque, and cou-
pling moduli, respectively. They are supposed to be infinitely differentiable and
rapidly oscillating functions, with 45, 45, and 81 components, respectively. Also,
they satisfy the symmetry conditions Ci jmn = Cmni j and Di jmn = Dmni j , and only
depend on the coordinate x3. εi jk is the Levi-Civita tensor, fi are the body force
components, and gi represent the moment components.

The system, Eq. (6.1), together with the boundary conditions on ∂�

ui |∂�1 = 0,
(
Ci jmn enm + Bi jmn ψnm

)
n j |∂�2 = Fi ,

ωi |∂�3 = 0,
(
Bi jmn enm + Di jmn ψnm

)
n j |∂�4 = Gi , (6.2)

represent the static boundary value problem associated with the linear theory of
micropolar elasticity whose coefficients are rapidly oscillating. In Eq. (6.2), the sub-
sets ∂�1, ∂�2, ∂�3, and ∂�4 are disjoint and satisfy that ∂� = ∂�1 ∪ ∂�2 ∪ ∂�3∪
∂�4. Also, Fi and Gi are the surface force and torque components, respectively;
n j is the unit outer normal vector to ∂� and fm, j = ∂ fm/∂x j . Foundations of the
micropolar and generalized coupled stress theories are found in Refs. [1, 6, 7, 9, 23,
24, 26, 39].

Furthermore, the linear constitutive equations are defined by

σ j i = Ci jmn enm + Bi jmn ψnm, μ j i = Bi jmn enm + Di jmn ψnm, (6.3)

where σ j i and μ j i represent the components of the force stress and the couple stress,
respectively. The tensors of second-order enm and ψnm are given by

enm = um,n + εmns ωs, ψnm = ωm,n, (6.4)

where ui is the displacement vector field and ωi is the microrotation vector field,
independent of the displacement field.

In addition to Eqs. (6.1)–(6.4), the perfect contact condition over� are considered,
i.e., the displacement, stress, microrotation, and couple stress are continuous across
�, such as

[[ui ]] = 0, [[ωi ]] = 0,
[[

σ j i n j
]] = 0,

[[
μ j i n j

]] = 0. (6.5)

where [[ f ]] = f (1) − f (2).
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6.3 Method of Solution: Local Problems and Effective
Properties for Laminated Composites

The two-scale asymptotic homogenization method (AHM) [2, 27, 36] is applied to
solve the system Eqs. (6.1)–(6.5) in order to find the overall properties of the above
considered periodic laminate medium through the asymptotic expansions as in Ref.
[41]. The two scales x = {

x1, x2, x3
}
and y = {

y1, y2, y3
}
describe the macroscopic

(global) behavior of the composite and the heterogeneities at microscopic (local)
level over Y, respectively. They are related by y = x/ε, where ε is a small geometric
parameter defined by the ratio between the characteristic dimension of the periodic
cell (l) and the representative length of the laminate composite (L), see, for instance,
Fig. 6.1. Details about the AHM procedure developed into micropolar laminated
composites are shown in Ref. [41] and are omitted here.

In this framework, the mathematical statement of the pqL 1 and pqL 2 (p, q =
1, 2, 3) local problems over the unit cell Y are now defined, as can be see below

The pqL 1 Local problems

(
Ci3pq + Ci3m3 pq N ′

m + Ci3mn εmnk pqVk + Bi3m3 pqV ′
m

)′ = 0, in Y, (6.6)
(
Bi3pq + Bi3m3 pq N ′

m + Bi3mn εmnk pqVk + Di3m3 pqV ′
m

)′ = 0, in Y, (6.7)
[[

pq Nm
]] = 0,

[[
pqVm

]] = 0, on �, (6.8)
[[

(Ci3m3 pq N ′
m + Ci3mn εmnk pqVk + Bi3m3 pqV ′

m) ni
]] = − [[

Ci3pq
]]
n3, on �, (6.9)

[[
(Bi3m3 pq N ′

m + Bi3mn εmnk pqVk + Di3m3 pqV ′
m) ni

]] = − [[
Bi3pq

]]
n3, on �, (6.10)

〈
pq Nm

〉
Y = 0,

〈
pqVm

〉
Y = 0. (6.11)

The pqL 2 local problems

(
Bi3pq + Ci3m3 pqU ′

m + Ci3mn εmnk pq Mk + Bi3m3 pq M ′
m

)′ = 0, in Y, (6.12)
(
Di3pq + Bi3m3 pqU ′

m + Bi3mn εmnk pq Mk + Di3m3 pq M ′
m

)′ = 0, in Y, (6.13)
[[

pqUm
]] = 0,

[[
pq Mm

]] = 0, on �, (6.14)
[[

(Ci3mn pqU ′
m + Ci3mn εmnk pq Mk + Bi3m3 pq M ′

m) ni
]] = − [[

Bi3pq
]]
n3, on �, (6.15)

[[
(Bi3m3 pqU ′

m + Bi3mn εmnk pq Mk + Di3m3 pq M ′
m) ni

]] = − [[
Di3pq

]]
n3, on �, (6.16)

〈
pqUm

〉
Y = 0,

〈
pq Mm

〉
Y = 0. (6.17)

where f ′
m ≡ d fm/dy3, the brackets 〈 f 〉 is the volume average of f on Y, i.e., 〈 f 〉 =

1
|Y|

∫
V f dV, and i, j, k,m, n = 1, 2, 3. In both local problems (Eqs. (6.6)–(6.17)),

the unknown functions pq Nm , pqUm , pqVm , and pqMm only depend on y3 as well.
They represent the local pq-displacements (pq Nm and pqUm) and the local pq-
microrotations (pqVm and pqMm) associate to the pqL 1 and pqL 2 local problems.
Therefore, they need to be computed in order to find the effective properties of the
Cosserat laminated composite.
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Once the pqL 1 and pqL 2 local problems are solved, the associated effective
properties for a periodic laminate Cosserat composite are found as

C
∗
i j pq = 〈

Ci jpq + Ci jm3
(
pq N

′
m + εm3k pqVk

) + Bi jm3 pqV
′
m

〉
Y , (6.18)

B
∗
i j pq = 〈

Bi jpq + Ci jm3
(
pqU

′
m + εm3k pqMk

) + Bi jm3 pqM
′
m

〉
Y , (6.19)

B
∗
i j pq = 〈

Bi jpq + Bi jm3
(
pq N

′
m + εm3k pqVk

) + Di jm3 pqV
′
m

〉
Y , (6.20)

D
∗
i j pq = 〈

Di jpq + Bi jm3
(
pqU

′
m + εm3k pqMk

) + Di jm3 pqM
′
m

〉
Y . (6.21)

Notice that the effective coefficients (Eqs. (6.18)–(6.21)) are functions of the local
functions pq N

′
m , pqV

′
m , pqU

′
m and pqM

′
m , the material properties and the volume of

the constituents on the periodic unit cell Y.
On the other hand, the statement of the homogenized static problem, on equivalent

domain �, from Eqs. (6.1)–(6.5) is defined by the system

C
∗
i j pq

(
u(0)
p,q + εpqk ω

(0)
k

)

, j
+ B

∗
i j pq ω

(0)
p,q j + fi = 0, (6.22)

B
∗
i j pq

(
u(0)
p,q + εpqk ω

(0)
k

)

, j
+ D

∗
i j pq ω(0)

p,q +

εi jl

[
C

∗
l j pq

(
u(0)
p,q + εpqk ω

(0)
k

)
+ B

∗
l j pq ω(0)

p,q

]
+ gi = 0, (6.23)

where u(0)
p and ω(0)

p are the new homogenized solution which represent the first
corrections of um and ωm , respectively, and the effective coefficientsC

∗
i j pq , B

∗
i j pq and

D
∗
i j pq are defined as in Eqs. (6.18)–(6.21).
The completeness of problem (Eqs. (6.22) and (6.23)) is given by the homogenized

boundary conditions

u(0)
p |∂�1

= 0, σ
(0)
j i n j |∂�2

= F (0)
i , ω(0)

p |∂�3
= 0, μ

(0)
j i n j |∂�4

= G(0)
i , (6.24)

where F (0)
i and G(0)

i are infinitely differential functions on the boundary surface
∂� = ∂�1 ∪ ∂�2 ∪ ∂�3 ∪ ∂�4 .

6.4 Effective Coefficients of Centro-symmetric
Multi-laminated Cosserat Media with Isotropic
Constituents

Let us consider a centro-symmetric multi-laminated Cosserat composite. For centro-
symmetric material, the coupling moduli (Bi jmn) are null since the symmetry condi-
tion Bi jmn = Bmni j is not satisfied. Therefore, the stresses and the coupled stresses are
not related to the microcurvature and strains, respectively. Also, the material prop-
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erties Ci jmn and Di jmn have the same material representation. More details about
centro-symmetric Cosserat materials are shown in [7, 8, 42].

Taking into account Bi jmn = 0 into Eqs. (6.18)–(6.21) and following the ideas
reported in [15, 41], it can be proved for centro-symmetric micropolar laminated
composites that B

∗
i jmn ≡ 0 and the non-null effective properties C

∗
i jmn (Eq. 6.18) and

D
∗
i jmn (Eq. 6.21) are re-written as follows:

C
∗
i j pq =

〈
Ci jpq + Ci jm3 C

−1
m3l3

(〈
C−1
l3k3

〉−1 〈
C−1
k3d3 Cd3pq

〉 − Cl3pq

)〉

Y
, (6.25)

D
∗
i j pq = 〈

Di jpq + Di jm3 D−1
m3l3

(〈
D−1

l3k3

〉 〈
D−1

k3d3 Dd3pq
〉 − Dl3pq

)〉
Y . (6.26)

In addition, assuming that each constituent possess isotropic symmetry, Ci jmn

and Di jmn (i, j,m, n = 1, 2, 3) are defined by only six independent constants (C1122,
C1212, C1221, D1122, D1212, and D1221) through the formulas

Ci jmn = C1122δi jδmn + C1212δimδ jn + C1221δinδ jm,

Di jmn = D1122δi jδmn + D1212δmδ jn + D1221δinδ jm, (6.27)

where δi j is the Kronecker delta tensor. Also, the restrictions related to the positive-
definite quadratic form of the internal energy are satisfied as

C1212 + C1221 > 0, C1212 − C1221 > 0, 3C1122 + C1212 + C1221 > 0,

D1212 + D1221 > 0, D1212 − D1221 > 0, 3D1122 + D1212 + D1221 > 0, (6.28)

where C1111 = C1122 + C1212 + C1221 and D1111 = D1122 + D1212 + D1221, see, for
instance, [7, 8, 26]. Linear isotropic equations associated with the micropolar elas-
ticity theory can be found in [17].

Again, replacing Eq. (6.27) into Eqs. (6.25) and (6.26), and taking into account the
relationships between the stiffness and torque moduli and the engineering constants,
for isotropic materials,

C1111 = s E

s A
(sν − 1) , C1122 = s E

s A
sν, C1212 = s E

(1 + sν) (1 + sζ )
,

D1111 = t E

t A
(tν − 1) , D1122 = t E

t A
tν, D1212 = t E

(1 + tν) (1 + tζ )
, (6.29)

with s A = 2 sν
2 + sν − 1and t A = 2 tν

2 + tν − 1,weobtain the analytical expres-
sions of the non-null effective properties C

∗
i j pq and D

∗
i j pq for centro-symmetric lam-

inated Cosserat composites with isotropic constituents, as follows:
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C
∗
1111 = C

∗
2222 =

〈
s E

1− sν2

〉
+

〈
sν

1− sν

〉2 〈
2 sν

2+ sν−1
s E(sν−1)

〉−1
,

C
∗
3333 =

〈
2 sν

2+ sν−1
s E(sν−1)

〉−1
, C

∗
1122 =

〈
s E sν

1− sν2

〉
+

〈
sν

1− sν

〉2 〈
2 sν

2+ sν−1
s E(sν−1)

〉−1
,

C
∗
1133 = C

∗
2233 =

〈
sν

1− sν

〉 〈
2 sν

2+ sν−1
s E(sν−1)

〉−1
, C

∗
1221 =

〈
s E sζ

(1+ sν)(1+ sζ )

〉
,

C
∗
1212 = C

∗
2121 =

〈
s E

(1+ sν)(1+ sζ )

〉
, C

∗
1313 = C

∗
2323 =

〈
(1+ sν)(1+ sζ )

s E

〉−1
,

C
∗
3232 = C

∗
3131 =

〈
s E(1− sζ )

1+ sν

〉
+ 〈

sζ
2
〉 〈

(1+ sν)(1+ sζ )

s E

〉−1
,

C
∗
1331 = C

∗
2332 =

〈
s E sζ

(1+ sν)(1+ sζ )

〉 〈
(1+ sν)(1+ sζ )

s E

〉−1
, (6.30)

and

D
∗
1111 = D

∗
2222 =

〈
t E

1− tν2

〉
+

〈
tν

1− tν

〉2 〈
2 tν

2+ tν−1
t E(tν−1)

〉−1
,

D
∗
3333 =

〈
2 tν

2+ tν−1
t E(tν−1)

〉−1
, D

∗
1122 =

〈
t E tν

1− tν2

〉
+

〈
tν

1− tν

〉2 〈
2 tν

2+ tν−1
t E(tν−1)

〉−1
,

D
∗
1133 = D

∗
2233 =

〈
tν

1− tν

〉 〈
2 tν

2+ tν−1
t E(tν−1)

〉−1
, D

∗
1221 =

〈
t E t ζ

(1+ tν)(1+ t ζ )

〉
,

D
∗
1212 = D

∗
2121 =

〈
t E

(1+ tν)(1+ t ζ )

〉
, D

∗
1313 = D

∗
2323 =

〈
(1+ tν)(1+ t ζ )

t E

〉−1
,

D
∗
3232 = D

∗
3131 =

〈
t E(1− t ζ )

1+ tν

〉
+ 〈

tζ
2
〉 〈

(1+ tν)(1+ t ζ )

t E

〉−1
,

D
∗
1331 = D

∗
2332 =

〈
t E t ζ

(1+ tν)(1+ t ζ )

〉 〈
(1+ tν)(1+ t ζ )

t E

〉−1
, (6.31)

where s E is the classical Young’s modulus, sν is Poisson’s ratio, sζ is the shear-
strain ratio, t E is the torsional Young’s modulus, tν is the twist Poisson’s ratio, and
tζ represents the twist shear-strain ratio. The subscripts s and t mean that the engi-
neering constants results from the compliance Si jmn = C−1

i jmn and torque compliance

Ti jmn = D−1
i jmn matrices, respectively. The duality between the terminologies applied

in classical and micropolar elasticity theories are reported in [17]. In Eqs. (6.30) and
(6.31), the symbol 〈 f 〉 denotes the Voigt’s average of the property f , so that, in
case of a bi-laminated composite, 〈 f 〉 = f (1)V1 + f (2)V2 where V1 and V2 are the
volume fractions per unit length occupied by the layer 1 and 2, respectively; such as
V1 + V2 = 1, see Fig. 6.1c.

In addition, for isotropic materials, it should also be noted that the engineering
and material moduli are related by

s E = μ (3λ + 2ν)

λ + ν
, sν = λ

2 (λ + ν)
, sζ = 1 − 2α

α + ν
,

t E = γ (3β + 2γ )

β + γ
, tν = β

2 (β + γ )
, tζ = 1 − 2ε

ε + γ
. (6.32)
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where λ, ν, α are the Lamé coefficient, Lamé shear modulus, Cosserat couple mod-
ulus, and γ , β, ε are the Cosserat twist coefficients.

From Eqs. (6.30) and (6.31), we can observe that the homogenized material
belongs to an orthotropic symmetry class restricted with the invariance of stiffness
and torques under rotations of 90◦ about the unitary vector in the x3−direction, with
eighteen independent effective properties. The material symmetry groups and their
matricial representations for polar-elastic continuum are reported in [8]. In addition,
it can be mention that the effective coefficients (Eq.6.30) reproduce the same ones
reported by [27] (see Eq.1.19, page 147) whenC1212 = C1221. Therefore, the Cauchy
classical elasticity problem is a particular case of the present model.

6.5 Numerical Results

In this section, numerical simulations were conducted for different periodic centro-
symmetric bi-laminated Cosserat composites (layer 1/layer 2) using Eqs. (6.30)–
(6.32). The constituent materials are given in Table6.1 and taken from [17]. Also,
the influence of the volume fraction and phase permutation on the Cosserat effective
moduli is investigated.

Figures6.2 and 6.3 show the effective elastic and torque properties as a function of
V1 volume fraction for three different homogenized bi-laminate Cosserat composites
made of SyF/PUF, SyF/PMIF-WF51, and SyF/PMIF-WF110. In Fig. 6.2, it can be
seen that the highest values of all the elastic moduli C

∗
i j pq are obtained when a

SyF/PUF composite is considered, whereas the lowest values are for a SyF/PMIF-
WF51 composite, inside of the whole interval. Also, the elastic moduli C

∗
i j pq are

monotonic increasing functions where the more noticeable growth occurs for almost
all moduli when V1 tends to 1. From Fig. 6.3, it can be observed that the torque
moduli D

∗
1111, D

∗
3333, D

∗
1212, D

∗
1221, D

∗
1313, and D

∗
1331 for the SyF/PUF composite are

Table 6.1 Constituent material properties

Material
properties

λ (MPa) μ (MPa) α (MPa) β (N) γ (N) ε (N)

Syntactic foam
(SyF) (hollow
glass spheres in
epoxy resin)

2097 1033 114.8 –2.91 4.364 –0.133

Dense
polyurethane
foam (PUF)

762.7 104 4.333 –26.65 39.98 4.504

PMIF-WF51a 6.00 30 1.25 –5.83 8.75 27.6

PMIF-WF110b 487.4 75 0.7576 –13.52 20.28 16.47
aPolymethacrylimide foam grade WF51 and
bPolymethacrylimide foam grade WF110
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Fig. 6.2 Effective elasticmoduli as a function ofV1 volume fraction for three bi-laminatedCosserat
composites with isotropic constituents: SyF/PUF, SyF/PMIF-WF51, and SyF/PMIF-WF110

strengthened, whereas D
∗
1122 and D

∗
1133 are for the SyF/PMIF-WF51 composite. In

addition, the moduli D
∗
1111, D

∗
3333, D

∗
1212, D

∗
1221, D

∗
1313, and D

∗
3131 are decreasing and

D
∗
1133 is increasing in the V1 whole interval. D

∗
1122 reaches minimum values when

V1 ≈ 0.1 for the SyF/PUF and SyF/PMIF-WF110 configurations. D
∗
1331 decreases

for SyF/PUF and increases for the other two configurations.
Figures6.4 and 6.5 illustrate the effective elastic and torque properties as a func-

tion of V1 volume fraction for three different homogenized bi-laminate Cosserat
compositesmade of PUF/SyF, PUF/PMIF-WF51 and PUF/PMIF-WF110 layer com-
binations. In Fig. 6.4, for the elastic moduli C

∗
i j pq , the PUF/SyF composite always

have higher moduli than those of the other two composites (PUF/PMIF-WF51 and
PUF/PMIF-WF110). The lower values are obtained for the PUF/PMIF-WF51 com-
posite. A similar behavior is reported in Fig. 6.2. Also, the elastic moduli C

∗
i j pq

decreases for a PUF/SyF composite with the increase of the V1 volume fraction.
For PUF/PMIF-WF51 and PUF/PMIF-WF110, the elastic moduli C

∗
i j pq are mono-

tonic increasing functions. In Fig. 6.5, we observed that the torque moduli D
∗
1111,

D
∗
3333, D

∗
1212, D

∗
1313, and D

∗
3131 for a PUF/PMIF-WF110 composite got strength-
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Fig. 6.3 Effective torquemoduli as a function ofV1 volume fraction for three bi-laminatedCosserat
composites with isotropic constituents: SyF/PUF, SyF/PMIF-WF51, and SyF/PMIF-WF110

ened, whereas D
∗
1133 and D

∗
1221 does as well for the PUF/SyF composite. Also, the

torque moduli D
∗
1111, D

∗
3333, D

∗
1212, D

∗
1221, D

∗
1313, and D

∗
1331 increases and D

∗
1122 and

D
∗
1133 decreases as a function of V1 volume fraction. For PUF/PMIF-WF51 and

PUF/PMIF-WF110 composites, the D
∗
3131 moduli exhibit a minimum value for V1

volume fraction equal to 0.45 and 0.35, respectively, while PUF/SyF is always an
increasing function.

6.6 Conclusions

In the present work, the problem of a heterogeneous micropolar medium is studied.
The statement of the problem is proposed for this type of media, and the asymptotic
homogenization formalism is applied based on the asymptotic expansion in terms
of the small parameter. As a consequence, the local problems and the analytical
expressions for the effective coefficients are derived. A case study of a laminated
medium formed by two isotropic layers perpendicular to a preferential axis is devel-
oped and the effective coefficients are derived from the solution of local problems,
which are expressed as functions of engineering constants. Numerical results are
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Fig. 6.4 Effective elasticmoduli as a function ofV1 volume fraction for three bi-laminatedCosserat
composites with isotropic constituents: PUF/SyF, PUF/PMIF-WF51 and PUF/PMIF-WF110

reported and discussed. The overall behavior is affected (strengthened or weakened)
by different constituents’ selection in the composites. The larger strengthening for
the elastic moduli C

∗
i j pq are obtained for the SyF/PUF and PUF/SyF composites.

The torque moduli D
∗
i j pq are highly sensitive to the selection of constituents. The

proposed numerical results serve to validate other models and experimental results.
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Fig. 6.5 Effective torquemoduli as a function ofV1 volume fraction for three bi-laminatedCosserat
composites with isotropic constituents: PUF/SyF, PUF/PMIF-WF51 and PUF/PMIF-WF110
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Chapter 7
Free Localized Vibrations of a Thin
Elastic Composite Panel

Gurgen Ghulghazaryan and Lusine Ghulghazaryan

Abstract Free boundary and interfacial vibrations of a composite cylindrical panel
with free edges comprised of two finite orthotropic thin cylindrical panels with
different elastic properties and full contact along the generators are studied. Starting
from the formulation of the classical theory of orthotropic cylindrical shells, disper-
sion relations and asymptotic approximations for eigenfrequencies of interfacial
and boundary vibrations of such composite cylindrical panels are derived. An algo-
rithm for separating the interfacial and boundary vibrations is presented. Asymptotic
connections between the dispersion relations of the problem at hand and the analo-
gous problems for a composite rectangular plate are established. Examples of cylin-
drical panel with different widths of constituents are considered, and approximate
values of dimensionless eigenfrequencies are obtained.

Keywords Cylindrical panel · Boundary and interfacial vibrations · Full contact

7.1 Introduction

Investigation of free vibrations of composite cylindrical panels plays an important
role in the studies of dynamics of deformable solids. Such studies contribute to
the development of the theory itself and are also required for the practical needs
of different branches of engineering and industry, e.g. construction, instrument-
engineering, seismic surveys, etc. [1]. In many cases the objects of investigations
are finite thin-walled composite cylindrical panels. For such structures, attention is
often attracted to free vibrations localized near the edges of the panels, i.e. edge
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vibrations, as well as vibrations localized near the interface of material properties,
i.e. interfacial vibrations.

It is known that, at the free edge of an orthotropic plate planar and flexural vibra-
tions can occur independently of each other [1–4]. When the plate is bent, these
types of vibration are coupled, giving two new types of vibrations localized at the
free edge: predominantly tangential and predominantly bending vibrations. More-
over, for thin cylindrical elastic panel the transformation of one type of vibration into
the other occurs at the free edge of the panel. For this transformation of vibrations
complex distribution picture of frequencies of natural vibrations occur, depending
on the geometrical and mechanical parameters of the finite and infinite cylindrical
panels [4–15]. By increasing the number of free edges of a cylindrical panel, this
picture becomes more complex, see [15–18] and also [28, 29]. Therefore, investiga-
tion of edge resonance phenomena in composite plates and cylindrical panels with
free edges is among the most challenging problems in the theory of vibrations of
plates and shells [8]. These difficulties can be resolved by using a combination of
analytical and asymptotic theories, as well as by numerical methods.

For studies of free interfacial vibrations, the reader is referred to contributions [16–
18]. Transverse vibrations occurring along the contact line of two semi-infinite plates
and concentrated close to it are studied in [16]. The plane interfacial vibrations near
the interface of two joined semi-stripswith different elastic properties are investigated
in [17]. We also mention important contributions to edge and interfacial vibrations
in shells, using special asymptotic methods, [5–8], see also a review paper [9].

In the present paper, free interfacial and edge vibrations of a composite cylindrical
panel with free edges, consisting of finite orthotropic cylindrical panels with different
elastic properties and longitudinal section of material properties are studied. On the
line of material interface, the full contact conditions are imposed. Such type of
structural elements are important components of modern constructions; therefore,
an issue of free vibrations of such elements is important and deserves attention.

The dispersion relations which determine the appropriate frequencies of inter-
facial and edge vibrations of the considered composite cylindrical panel with free
edges are derived. An asymptotic link between the dispersion relations of the consid-
ered problem and the analogous problem for a plate with free edges, composed of
orthotropic plates with different elastic properties is established. The derived disper-
sion relations and related asymptotic formulas can be used for controlling the spec-
trum of frequencies of the formulated problem by varying the geometry of the panel
and mechanical properties of materials. In particular, one can control the spectrum
by shifting either the origin of the spectrum or the points of condensation from the
undesirable resonance region.

1. Statement of the Problem and Basic Equations. Let the generatrices of the
cylindrical panel be orthogonal to the edge of the panel. On the middle surface of
the panel, the curvilinear coordinates (α, β) are introduced, where α(0 ≤ α ≤ l)
and β(−s(2) ≤ β ≤ s(1)) are the oriented length of the generatrix and the length
of the arc of the directing circle, respectively. l is the length of the cylindrical
panel (Fig. 7.1). β = 0 corresponds to the interface between materials with
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Fig. 7.1 The interface
between materials with
different properties

different properties. All the values corresponding to the right panel (0 ≤ β ≤
s(1)) on (Fig. 7.1) are marked with superscript (1). Similarly, for the left panel
(−s(2) ≤ β ≤ 0) superscript (2) is used.

As the initial equations describing vibrations of the left and right sides cylindrical
panels, we will use the equations corresponding to the classical theory of orthotropic
cylindrical shells written in the curvilinear coordinates for given α and β (Fig. 7.1)
[19]:
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r = 1, 2. (7.1)

Here u(r)
1 , u(r)

2 and u(r)
3 (r = 1, 2) are projections of the displacement vector on the

directions α, β and on the normal to the median surface of the shell, respectively; R
is the radius of the directing circumference of the median surface; μ4 = h2/12 (h is
shell thickness); ω is the angular frequency, ρ(r)(r = 1, 2) are densities of materials;
B(r)
i j (r = 1, 2) are elasticity coefficients. The boundary conditions for orthotropic

cantilever cylindrical panel have the form [19]
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Relations (7.2) are complete contact conditions at β = 0. Relations (7.3) and
(7.4) are the conditions of free edges at β = −s(2), s(1) and α = 0, l, respectively
(Fig. 7.1). It can be proved that the problem (7.1)–(7.4) is self–conjugate and has a
non–negative discrete spectrum with a limit point at +∞.

The problem (7.1)–(7.4) does not allow separation of variables. Therefore, based
on the nonnegative definiteness of the corresponding operator of problem (7.1)–
(7.4), for finding natural frequencies and corresponding natural forms a generalized
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Kantorovich—Vlasov method of reduction to ordinary differential equations can be
applied [21–25].

The eigenfunctions of the problem

wV I I I = θ8w, w|α=0,l = w′∣∣
α=0,l = w′′∣∣

α=0,l = w′′′∣∣
α=0,l = 0, 0 ≤ α ≤ l

(7.6)

are used as the basic functions. The problem (7.6) is self-conjugate and positive
definite. The eigenfunctions corresponding to the eigenvalues θ8

m,m = 1,∞ of the
problem (7.6) have the form.

wm(θmα) = �1

�
x1(θmα) + �2

�
x2(θmα) + �3

�
x3(θmα) + x4(θmα), 0 ≤ α ≤ l.

x1(θmα) = ch(θmα) − ch
θmα√
2
cos

θmα√
2

− sh
θmα√
2
sin

θmα√
2

, (7.7)

x2(θmα) = sh(θmα) − √
2ch

θmα√
2
sin

θmα√
2

, x3(θmα) = sin(θmα)

− √
2sh

θmα√
2
cos

θmα√
2

, x4(θmα) = cos(θmα) − ch
θmα√
2
cos

θmα√
2

+ sh
θmα√
2
sin

θmα√
2

, m = 1,∞. (7.8)

In above

� =
∣∣∣∣∣∣
x1(θmα) x2(θmα) x3(θmα)

x ′
1(θmα) x ′

2(θmα) x ′
3(θmα)

x ′′
1 (θmα) x ′′

2 (θmα) x ′′
3 (θmα)

∣∣∣∣∣∣
,

�1 = −
∣∣∣∣∣∣
x4(θmα) x2(θmα) x3(θmα)

x ′
4(θmα) x ′

2(θmα) x ′
3(θmα)

x ′′
4 (θmα) x ′′

2 (θmα) x ′′
3 (θmα)

∣∣∣∣∣∣
,

�2 = −
∣∣∣∣∣∣
x1(θmα) x4(θmα) x3(θmα)

x ′
1(θmα) x ′

4(θmα) x ′
3(θmα)

x ′′
1 (θmα) x ′′

4 (θmα) x ′′
3 (θmα)

∣∣∣∣∣∣
,

�3 = −
∣∣∣∣∣∣
x1(θmα) x2(θmα) x4(θmα)

x ′
1(θmα) x ′

2(θmα) x ′
4(θmα)

x ′′
1 (θmα) x ′′

2 (θmα) x ′′
4 (θmα)

∣∣∣∣∣∣
.

Also, these functions form an orthogonal basis in the Hilbert space L2[0, l] with
their first and second derivatives [25]. Here θm,m = 1,∞, are the positive zeros of
the Wronskian of functions (7.8) at the point α = l.

Let us introduce the designations
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In formulas (7.8) and (7.9), derivatives are taken with respect to θmα and β
′
m →

1, β
′′
m → 1atm → +∞.

2. Derivation and Analysis of Characteristic Equations. In the first, second, and
third equations of system (7.1), the angular frequency ω is formally replaced by
ω1, ω2, and ω3, respectively. The solution of system (7.1) is sought in the form.
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are undetermined constants. In this case, conditions (7.4) are satisfied automatically.
Let us insert Eq. (7.10) into Eq. (7.1). The equations found are scalarly multiplied
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and then integrated between the limits from0 to l. From the first two pairs of equations
we deduce
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From the third equation, by taking into account the relations (7.12) and (7.13),
we obtain the characteristic equations
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ative real parts and χ
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The solution of the problem (7.1)–(7.4) is sought for in the form
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Let us insert Eq. (7.16) into the boundary conditions (7.2)−(7.4). As a result, we
obtain the system of equations
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In order for the system (7.17) to possess a nontrivial solution, it is necessary and
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∥∥∥M (1)

i j

∥∥∥
4

i, j=1
, T12 =

∥∥∥(−1)i−1M (1)
i j exp

(
z(1)
j

)∥∥∥
4

i, j=1
,

T13 = −c
∥∥∥M (2)

i j

∥∥∥
4

i, j=1
, T14 =

∥∥∥(−1)i M (2)
i j exp

(
z(2)
j

)∥∥∥
4

i, j=1
,

T21 =
∥∥∥M (1)

i j

∥∥∥
8,4

i=5, j=1
, T22 =

∥∥∥(−1)i−1M (1)
i j exp

(
z(1)
j

)∥∥∥
8,4

i=5, j=1
,

T23 = −
∥∥∥M (2)

i j

∥∥∥
8,4

i=5, j=1
, T24 =

∥∥∥(−1)i M (2)
i j exp

(
z(2)
j

)∥∥∥
8,4

i=5, j=1
,

T31 = T12, T32 = T11, T33 = 0, T34 = 0;
T41 = 0, T42 = 0, T43 = T14, T44 = T13; z(r)

j = −θmχ
(r)
j s(r). (7.20)

Performing elementary operations with columns of determinant (7.19), we obtain

� = exp

⎛
⎝−

2∑
r=1

4∑
j=1

z(r)
j

⎞
⎠(K (1)

)2(
K (2)

)2
Det

∥∥ti j
∥∥4
i, j=1 = 0,m = 1,∞; (7.21)

K (r) =
(
χ

(r)
1 − χ

(r)
2

)(
χ

(r)
1 − χ

(r)
3

)(
χ

(r)
1 − χ

(r)
4

)(
χ

(r)
2 − χ

(r)
3

)(
χ

(r)
2 − χ

(r)
4

)
(
χ

(r)
3 − χ

(r)
4

)
r = 1, 2. (7.22)

t11 = ∥∥mi j

∥∥4
i, j=1, t12 = ∥∥mi j

∥∥4,8
i=1, j=5, t13 = c

∥∥mi j

∥∥4,12
i=1, j=9, t14 = c

∥∥mi j

∥∥4,16
i=1, j=13;

t21 = ∥∥mi j

∥∥8,4
i=5, j=1, t22 = ∥∥mi j

∥∥8
i, j=5, t23 = c

∥∥mi j

∥∥8,12
i=5, j=9, t24 = c

∥∥mi j

∥∥8,16
i=5, j=13;

t31 = t12, t32 = t11, t33 = 0, t34 = 0; T41 = 0, t42 = 0, t43 = t14, t44 = t13.

Expressions for mi j can be obtained in a similar way as in [24, 25].
It follows from (7.21) that the Eq. (7.19) are equivalent to the following

∇ = Det
∥∥ti j
∥∥4
i, j=1 = 0,m = 1,∞ (7.23)

Taking into account the relations between η
(r)
1m, η

(r)
2m and η

(r)
3m , we conclude that

Eqs. (7.23) determine frequencies of the interfacial and boundary types of corre-
sponding vibrations. At η

(r)
1m = η

(r)
2m = η

(r)
3m = η(r)

m the Eqs. (7.14) are the charac-
teristic equations of system (7.1), and Eqs. (7.23) at θ = θm,m ∈ N the dispersion
equations of problem (7.1)−(7.4).

In Sect. 7.50, we will study the asymptotic behavior of the dispersion relations
(7.23) at εm = 1/(θm R) → 0 (transition to a rectangular composed plate with free
edges or to vibrations localized at the free edges and at the interface of materials
with different properties of the cylindrical panel) and at θms(r) → ∞ transition to a
wide enough cylindrical panel or to vibrations localized at the free edges and at the
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interface of materials with different properties of the cylindrical panel). To verify the
reliability of the asymptotic relations found in Sect. 7.5, we will investigate the free
planar and flexural vibrations of a rectangular composed plate in the next sections.

3. Planar vibrations of a composite rectangular platewith free edges.Free inter-
facial and edge vibrations of a rectangular plate composed of finite thin elastic
orthotropic rectangular plates with different elastic coefficients are considered.
Let us introduce rectilinear oriented orthogonal coordinates (α, β) on the mid-
plane, where 0 ≤ α ≤ l,−s(2)

0 ≤ β ≤ s(1)
0 . The line β = 0 corresponds to the

interface of material properties. All values related to the right plate 0 ≤ β ≤ s(1)
0

are indicated by superscript (1), and to the left plate −s(2)
0 ≤ β ≤ 0 by (2),

respectively. As the initial equations, the equations of small planar vibrations
of the left and right plates are used, which correspond to the classical theory of
orthotropic plates [19].

−B(r)
11

∂2u(r)
1

∂ ∝2
− B(r)

66

∂2u(r)
1

∂β2
−
(
B(r)
12 + B(r)

66

)∂2u(r)
2

∂α∂β
= ρ(r)ω2u(r)

1 , (7.24)

−
(
B(r)
12 + B(r)

66

)∂2u(r)
1

∂α∂β
− B(r)

66

∂2u(r)
2

∂ ∝2
− B(r)

22

∂2u(r)
2

∂β2
= ρ(r)ω2u(r)

2 , r = 1, 2.

Here α(0 ≤ α ≤ l) and β(−s(2)
0 ≤ β ≤ s(1)

0 ) are the orthogonal rectilinear coor-
dinates of a point of the mid-plane;u(r)

1 , u(r)
2 (r = 1, 2) are the projections of the

displacements vector in the directions α and β, respectively; B(r)
ik , i, k = 1, 2, 6(r =

1, 2), are coefficients of elasticity; ω- is the natural frequency; ρ(r)(r = 1, 2)–are
the density of the materials. The boundary conditions are written as

T (1)
2

∣∣∣
β=0

= T (2)
2

∣∣∣
β=0

, S(1)
21

∣∣∣
β=0

= S(2)
21

∣∣∣
β=0

,

u(1)
1

∣∣∣
β=0

= u(2)
1

∣∣∣
β=0

, u(1)
2

∣∣∣
β=0

= u(2)
2

∣∣∣
β=0

, (7.25)

T (r)
2

∣∣∣
β=(−1)r−1s(r)

0

= 0, S(r)
21

∣∣∣
β=(−1)r−1s(r)

0

= 0, r = 1, 2. (7.26)

T (r)
1

∣∣∣
α=0,l

= 0, S(r)
12

∣∣∣
α=0,l

= 0, r = 1, 2. (7.27)

T (r)
1 = hB(r)

11

[
∂u(r)

1

∂α
+ B(r)

12

B(r)
11

∂u(r)
2

∂β

]
, T (r)

2 = hB(r)
22

[
B(r)
12

B(r)
22

∂u(r)
1

∂α
+ ∂u(r)

2

∂β

]
, (7.28)

S(r)
21 = S(r)

12 = hB(r)
66

[
∂u(r)

1

∂β
+ ∂u(r)

2

∂α

]
.
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The relations (7.25) describe the full contact conditions atβ = 0. Relations (7.26)
and (7.27) are the conditions of free edges at= −s(2)

0 , s(1)
0 and α = 0, l, respectively,

see Fig. 7.2. The problem (7.24)−(7.27) does not allow the separation of variables.
The differential operator corresponding to this problem is self-conjugate and nonneg-
ative definite. Therefore, the generalized Kantorovich-Vlasov method of reduction
to ordinary differential equations can be used to find vibration eigenfrequencies and
eigenmodes [21–25]. The solution of system (7.24) is sought for in the form

(
u(r)
1 , u(r)

2

)
= (

u(r)
m w′

m(θmα), v(r)
m wm(θmα)

)
exp
(
(−1)r y(r)θmβ + y(r)θms

(r)
0

)
,

r = 1, 2;m = 1,∞. (7.29)

Here wm(θmα) are determined from formula (7.7) and u(r)
1 , u(r)

2 , y(r) are undeter-
mined constants. In this case, the conditions (7.27) are satisfied automatically. Let
us insert (7.29) into Eq. (7.24). As a result, we obtain the system of equations

(
B(r)
66

B(r)
11

(
y(r)
)2 − β ′′

m + B(r)
66

B(r)
11

(
η(r)
m

)2
)
u(r)
m + (−1)r y(r) B

(r)
12 + B(r)

66

B(r)
11

v(r)
m = 0, (7.30)

(−1)r y(r) B
(r)
12 + B(r)

66

B(r)
22

β ′
mu

(r)
m −

((
y(r)
)2 − B(r)

66

B(r)
22

β ′
m + B(r)

66

B(r)
22

(
η(r)
m

)2
)

v(r)
m = 0,

r = 1, 2,

where η(r)
m , β ′

m, β ′′
m are defined in (7.15) and (7.9), respectively. Equating the deter-

minant of system (7.30) to zero, the following characteristic equation of the system
(7.24) is found:

c(r)
m = B(r)

22

B(r)
11

(
y(r)
)4 − B(r)

2

(
y(r)
)2 + B(r)

22 + B(r)
66

B(r)
11

(
η(r)
m

)2(
y(r)
)2

Fig. 7.2 Kantorovich-Vlasov method of reduction to ordinary differential equations can be used
to find vibration eigenfrequencies and eigenmodes
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+
(
β ′
m − (

η(r)
m

)2)
(
B(r)
22

B(r)
11

β ′′
m − B(r)

66

B(r)
11

(
η(r)
m

)2
)

,

r = 1, 2;m = 1,∞. (7.31)

Let y(r)
1 , y(r)

2 (r = 1, 2) be various roots of Eq. (7.31) with nonnegative real parts
and y(r)

j+2 = −y(r)
j ( j = 1, 2). As a solution of Eq. (7.30) for y(r)

j

(
j = 1, 4

)
we take

u(r)
mj =

(
y(r)
j

)2 − B(r)
66

B(r)
22

β ′
m + B(r)

66

B(r)
22

(
η(r)
m

)2
, v

(r)
mj = (−1)r y(r) B

(r)
12 + B(r)

66

B(r)
22

β ′
m (7.32)

The solution of the problem (7.24)−(7.27) can be presented in the form

u(r)
1 =

4∑
j=1

u(r)
mjw

′
m(θmα) exp

(
(−1)r y(r)

j θmβ + y(r)
j θms

(r)
0

)
w

(r)
j , (7.33)

u(r)
2 =

4∑
j=1

v
(r)
mjwm(θmα) exp

(
(−1)r y(r)

j θmβ + y(r)
j θms

(r)
0

)
w

(r)
j , r = 1, 2.

Let us insert Eq. (7.33) into boundary conditions (7.25) and (7.26). As a result,
we arrive at the following system of equations

4∑
1

R(1)
1 j exp

(
y(1)
j θms

(1)
0

)
w

(1)
j − c

4∑
1

R(2)
1 j exp

(
y(2)
j θms

(2)
0

)
w

(2)
j = 0,

4∑
1

R(1)
2 j exp

(
y(1)
j θms

(1)
0

)
w

(1)
j + c

4∑
1

R(2)
2 j exp

(
y(2)
j θms

(2)
0

)
w

(2)
j = 0,

4∑
1

R(1)
3 j exp

(
y(1)
j θms

(1)
0

)
w

(1)
j −

4∑
1

R(2)
3 j exp

(
y(2)
j θms

(2)
0

)
w

(2)
j = 0,

4∑
1

R(1)
4 j exp

(
y(1)
j θms

(1)
0

)
w

(1)
j +

4∑
1

R(2)
4 j exp

(
y(2)
j θms

(2)
0

)
w

(2)
j = 0,

4∑
1

R(r)
1 j w

(r)
j = 0,

4∑
1

R(r)
2 j w

(r)
j = 0, r = 1, 2. (7.34)

R(r)
1 j = B(r)

66

B(r)
22

((
y(r)
j

)2 + B(r)
12

B(r)
22

(
β ′
m − (

η(r)
m

)2)
)

,
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R(r)
2 j = B(r)

66

B(r)
22

y(r)
j

((
y(r)
j

)2 + B(r)
12

B(r)
22

β ′
m + B(r)

66

B(r)
22

(
η(r)
m

)2
)

,

R(r)
3 j =

(
y(r)
j

)2 − B(r)
66

B(r)
22

(
β ′
m − (

η(r)
m

)2)
,

R(r)
4 j = y(r)

j

B(r)
12 + B(r)

66

B(r)
22

, c = B(2)
22

B(1)
22

, r = 1, 2. (7.35)

Equating the determinant �e of system (7.34) to zero and performing elementary
operations with columns of the determinant, we obtain the dispersion equations

�e =
(
y(1)
2 − y(1)

1

)2(
y(2)
2 − y(2)

1

)2
exp

(
θm

2∑
r=1

s(r)
0

(
y(r)
1 + y(r)

2

))

Det
∥∥ei j

∥∥8
i, j=1 = 0,m = 1,∞. (7.36)

e11 = B(1)
66

B(1)
22

((
y(1)
j

)2 + B(1)
12

B(1)
22

(
β

′
m − (

η(1)
m

)2)
)

, e12 = B(1)
66

B(1)
22

(
y(1)
1 + y(1)

2

)
,

e13 = e11exp
(
z(1)
1

)
, e14 = e12exp

(
z(1)
2

)
+ e11

[
z(1)
1 z(1)

2

]
,

e15 = B(2)
66

B(2)
22

((
y(2)
j

)2 + B(2)
12

B(2)
22

(
β ′
m − (

η(2)
m

)2)
)

,

e16 = −c
B(2)
66

B(2)
22

(
y(2)
1 + y(2)

2

)
, e17 = ce15exp

(
z(2)
1

)
,

e18 = e16exp
(
z(2)
2

)
+ e15

[
z(2)
1 z(2)

2

]
;

e(1)
21 = B(1)

66

B(1)
22

y(1)
1

((
y(1)
1

)2 + B(1)
12

B(1)
22

β ′
m + B(1)

66

B(1)
22

(
η(1)
m

)2
)

,

e(1)
22 = B(1)

66

B(1)
22

(
y(1)
1 y(1)

2 + B(1) − (
η(1)
m

)2)
,

e23 = −e21exp
(
z(1)
1

)
, e24 = −e22exp

(
z(1)
2

)
− e21

[
z(1)
1 z(1)

2

]
,

e25 = B(2)
66

B(2)
22

y(2)
1

((
y(2)
1

)2 + B(2)
12

B(2)
22

β ′
m + B(2)

66

B(2)
22

(
η(2)
m

)2
)

,

e(1)
26 = B(2)

66

B(2)
22

(
y(2)
1 y(2)

2 + B(2) − (
η(2)
m

)2)
, e27 = −e25exp

(
z(2)
1

)
,

e28 = −e26exp
(
z(2)
2

)
− e25

[
z(2)
1 z(2)

2

]
; (7.37)
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e31 = (
y11
)2 − B(1)

66

B(1)
22

(
β ′
m − (

η(1)
m

)2)
, e32 = y(1)

1 + y(1)
2 , e33 = e31exp

(
z(1)
1

)
,

e34 = e32exp
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2

)
+ e31
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z(1)
1 z(1)

2

]
, e35 = −
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y21
)2 − B(2)

66

B(2)
22

(
β ′
m − (

η(2)
m

)2)
)

,

e36 = −
(
y(2)
1 + y(2)

2

)
, e37 = e35exp

(
z(2)
1

)
, e38 = e36exp

(
z(2)
2

)
+ e35

[
z(2)
1 z(2)

2

]
;

e41 = y(1)
1

B(1)
12 + B(1)

66

B(1)
22

, e42 = B(1)
12 + B(1)

66

B(1)
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, e43 = −e41exp
(
z(1)
1

)
,

e44 = −e42exp
(
z(1)
2

)
− e41

[
z(1)
1 z(1)

2

]
,

e45 = y(2)
1

B(2)
12 + B(2)

66

B(2)
22

, e46 = B(2)
12 + B(2)

66

B(2)
22

,

e47 = −e45exp
(
z(2)
1

)
, e48 = −e46exp

(
z(2)
2

)
− e45

[
z(2)
1 z(2)

2

]
;

e51 = e13, e52 = e14, e53 = e11,e54 = e12, e55 = e56 = e57 = e58 = 0,

e61 = e23, e62 = e24, e63 = e21,e64 = e22, e65 = e66 = e67 = e68 = 0,

e71 = e72 = e73 = e74 = 0, e75 = e17, e76 = e18, e77 = e15,e78 = e16,

e81 = e82 = e83 = e84 = 0, e85 = e27, e86 = e28, e87 = e25,e88 = e26;

z(r)j = −y(r)
j θms

(r)
0 ,

[
z(r)1 z(r)2

]
= −

θms
(r)
0

(
exp

(
z(r)2

)
− exp

(
z(r)1

))
(
z(r)2 − z(r)1

) , j = 1, 2; r = 1, 2.

Equation (7.36) are equivalent to the following

Det
∥∥ei j

∥∥8
i, j=1 = 0,m = 1,∞. (7.38)

For θms
(1)
0 → ∞ and θms

(2)
0 → ∞ the set of Eq. (7.38) have the form
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∥∥ei j

∥∥8
i, j=1 =

(
B(1)
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B(1)
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)2(
B(2)
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B(1)
22
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12 + B(2)
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B(2)
22

K (1)
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(
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m
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(
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)
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j=1

O
(
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(
z(r)
j

))
= 0,m = 1,∞ (7.39)

L
(
η
(1)
m , η

(2)
m

)
= B(1)
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+
(
B(2)
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⎬
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[(
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)(
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(
l(1)11 l

(2)
21 + l(2)11 l

(1)
21

)

(
l(1)32 l

(2)
42 + l(2)31 l
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, (7.40)
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β ′
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β ′
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=
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22

β ′
m + B(r)

66

B(r)
22

(
η(r)
m

)2
)

,

l(r)22 = B(r)
66

B(r)
22

(
y(r)
1 y(r)

2 + B(r) − (
η(r)
m

)2)

l(r)31 = (
yr1
)2 − B(r)

66

B(r)
22

(
β ′
m − (

η(r)
m

)2)
, l(r)32 = y(r)

1 + y(r)
2 ,

l(r)41 = y(r)
1

B(r)
12 + B(r)

66

B(r)
22

, l(r)42 = B(r)
12 + B(r)

66

B(r)
22

; r = 1, 2.

It follows from (7.39) that for θms
(1)
0 → ∞ and θms

(2)
0 → ∞ the set of equations

from (7.38) splits into sets of equations

K (1)
2

(
η(1)
m

) = 0,m = 1,∞; K (2)
2

(
η2
m

) = 0,m = 1,∞;
L
(
η(1)
m , η(2)

m

) = 0,m = 1,∞. (7.41)

The first and second sets of equations from (7.41) are analogs of the Rayleigh
equation, which determine the frequencies of the edge oscillations of the gener-
ators β = s(1)

0 ,−s(2)
0 and the third set of equations from (7.41) is an analog of

Stoneley’s dispersion relations, which determines the frequencies of the interface
planar vibrations at the interface line of material properties β = 0.

4. Bending vibrations of composite rectangular plate with free edges. Existence
of free bending interface and edge vibrations of a rectangular plate composed of
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thin elastic orthotropic rectangular plateswith different elastic properties is inves-
tigated. We introduce rectilinear orthogonal coordinates (α, β) on the middle
plane of a rectangular plate, where, 0 ≤ α ≤ l, −s(2)

0 ≤ β ≤ s(1)
0 . The straight

line β = 0 corresponds to the interface of material properties. All values related
to the right plate 0 ≤ β ≤ s(1)

0 are indicated by the superscript (1), and to the left
plate−s(2)

0 ≤ β ≤ 0by (2), respectively. As the initial equations, the equations of
small bending vibrations of the left and right plates are used, which correspond
to the classical theory of orthotropic plates [19].

μ4

(
B(r)
11

∂4u(r)
3

∂α4
+ 2

(
B(r)
12 + 2B(r)

66

) ∂4u(r)
3

∂α2∂β2
+ B(r)

22

∂4u(r)
3

∂β4

)

= ρ(r)ω2u(r)
3 , r = 1, 2. (7.42)

Here u(r)
3 , r = 1, 2 are the normal components of the displacement vector of the

right and left plates; B(r)
i j , r = 1, 2—elasticity coefficients; ω–angular frequency;

ρ(r), r = 1, 2—the density of materials; μ4 = h2/12 (h–plate thickness). The
following boundary conditions are considered.

M (1)
2

∣∣∣
β=0

= M (2)
2

∣∣∣
β=0

, N (1)
2 + ∂H (1)

∂α

∣∣∣∣
β=0

= N (2)
2 + ∂H (2)

∂α

∣∣∣∣
β=0

,

u(1)
3

∣∣∣
β=0

= u(2)
3

∣∣∣
β=0

,
∂u(1)

3

∂β

∣∣∣∣∣
β=0

= ∂u(2)
3

∂β

∣∣∣∣∣
β=0

; (7.43)

N (r)
2 + ∂H (r)

∂α

∣∣∣∣
β=(−1)r−1s(r)

= 0, M (r)
2

∣∣∣
β=(−1)r−1s(r)

= 0, r = 1, 2. (7.44)

N (r)
1 + ∂H (r)

∂β

∣∣∣∣
α=0,l

= 0, M (r)
1

∣∣∣
α=0,l

= 0, r = 1, 2. (7.45)

M (r)
1 = h3

12
B(r)
11

[
∂2u(r)

3

∂ ∝2
+ B(r)

12

B(r)
11

∂2u(r)
3

∂β2

]
, M (r)

2 = h3

12
B(r)
22

[
B(r)
12

B(r)
22

∂2u(r)
3

∂ ∝2
+ ∂2u(r)

3

∂β2

]
,

N (r)
1 + ∂H (r)

∂β
= h3

12
B(r)
11

[
∂3u(r)

3

∂ ∝3
+ B(r)

12 + 4B(r)
66

B(r)
11

∂3u(r)
3

∂β2∂α

]
,

N (r)
2 + ∂H (r)

∂α
= h3

12
B(r)
22

[
∂3u(r)

3

∂β3
+ B(r)

12 + 4B(r)
66

B(r)
22

∂3u(r)
3

∂α2∂β

]
, r = 1, 2. (7.46)

Here relations (7.43) are complete contact conditions at β = 0. Relations (7.44)
and (7.45) are the conditions of free edges at β = s(1)

0 ,−s(2)
0 and α = 0, l, where

l is the length of the plate, respectively (Fig. 7.2.) Problem (7.42)−(7.45) does not



7 Free Localized Vibrations of a Thin Elastic Composite Panel 107

allow separation of variables. The differential operator corresponding to problem
(7.42)−(7.45) is self-conjugate and nonnegative definite. Therefore, the generalized
Kantorovich-Vlasov method of reduction to ordinary differential equations can be
used to find vibration eigenfrequencies and eigenmodes [25]. The solution of system
(7.42) is sought in the form

u(r)
3 =wm(θmα) exp

(
(−1)r y(r)θmβ + y(r)θms

(r)
0

)
,

r = 1, 2;m = 1,∞. (7.47)

Here wm(θmα) defined in (7.7), y(r), r = 1, 2 are undetermined coefficients. In this
case, conditions (7.45) are satisfied automatically. We substitute (7.47) into (7.42).
As a result, we obtain the characteristic equations

R(r)
mm = a2

⎛
⎝(y(r)

)4 −
2
(
B(r)
12 + 2B(r)

66

)

B(r)
22

β ′
m

(
y(r)
)2 + B(r)

11

B(r)
22

β ′
mβ ′′

m

⎞
⎠

− B(r)
66

B(r)
22

(
η(r)
m

)2 = 0, r = 1, 2;m = 1,∞, (7.48)

where a2, η(r)
m , β ′

m, β ′′
m are defined in (7.15), (7.9).

Let y(r)
3 , y(r)

4 be the different roots of Eq. (7.48) with positive real parts and y(r)
j+2 =

−y(r)
j j = 3, 4. We seek solutions to problem (7.42)−(7.45) in the form

u(r)
3 =

4∑
j=1

wm(θmα) exp
(
(−1)r y(r)

j θmβ + y(r)
j θms

(r)
0

)
w

(r)
j ,

r = 1, 2;m = 1,∞. (7.49)

We substitute (7.49) into the boundary conditions (7.43)−(7.44). As a result, we
arrive at the system of equations

6∑
3

P (1)
1 j exp

(
y(1)
j θms

(1)
0

)
w

(1)
j − c

6∑
3

P (2)
1 j exp

(
y(2)
j θms

(2)
0

)
w

(2)
j = 0,

6∑
3

P (1)
2 j exp

(
y(1)
j θms

(1)
0

)
w

(1)
j + c

6∑
3

P (2)
2 j exp

(
y(2)
j θms

(2)
0

)
w

(2)
j = 0,

6∑
3

exp
(
y(1)
j θms

(1)
0

)
w

(1)
j −

6∑
3

R(2)
3 j exp

(
y(2)
j θms

(2)
0

)
w

(2)
j = 0, (7.50)
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6∑
3

y(1)
j exp

(
y(1)
j θms

(1)
0

)
w

(1)
j +

6∑
3

y(2)
j exp

(
y(2)
j θms

(2)
0

)
w

(2)
j = 0,

6∑
3

P (r)
1 j w

(r)
j = 0,

6∑
3

P (r)
2 j w

(r)
j = 0, r = 1, 2.

P (r)
1 j =

(
y(r)
j

)2 − B(r)
12

B(r)
22

β ′
m, P (r)

2 j =
(
y(r)
j

)3 − B(r)
12 + 4B(r)

66

B(r)
22

β ′
m y

(r)
j ,

c = B(2)
22

B(1)
22

, r = 1, 2; j = 3, 6. (7.51)

Equating the determinant of system (7.50) to zero and performing elementary
operations on the columns of the determinant, we obtain the dispersion equations

�p =
(
y(1)
4 − y(1)

3

)2(
y(2)
4 − y(2)

3

)2
exp

(
θm

2∑
r=1

s(r)
0

(
y(r)
3 + y(r)

4

))

Det
∥∥bi j

∥∥8
i, j=1 = 0,m = 1,∞. (7.52)

b11 =
(
y(1)
3

)2 − B(1)
12

B(1)
22

β ′
m, b12 = y(1)

3 + y(1)
4

b13 = b11exp
(
z(1)
3

)
, b14 = b12exp

(
z(1)
4

)
+ b11

[
z(1)
3 z(1)

4

]
,

b15 = −c

((
y(2)
j

)2 − B(2)
12

B(2)
22

β ′
m

)
, b16 = −c

(
y(2)
3 + y(2)

4

)
,

b17 = b15exp
(
z(2)
3

)
, b18 = b16exp

(
z(2)
4

)
+ b15

[
z(2)
3 z(2)

4

]
;

b21 =
(
y(1)
3

)3 − B(1)
12 + 4B(1)

66

B(1)
22

β ′
m y

(1)
3 , b22 = y(1)

3 y(1)
4 + B(1)

12

B(1)
22

β ′
m,

b23 = −b21exp
(
z(1)
3

)
, b24 = −b22exp

(
z(1)
4

)
− b21

[
z(1)
3 z(1)

4

]
,

b25 = c

((
y(2)
3

)3 − B(2)
12 + 4B(2)

66

B(2)
22

β ′
m y

2
3

)
,

b26 = c

(
y(2)
3 y(2)

4 + B(2)
12

B(2)
22

β ′
m

)
, b27 = −b25exp

(
z(2)
3

)
,

b28 = −b26exp
(
z(2)
4

)
− b25

[
z(2)
3 z(2)

4

]
; (7.53)

b31 = 1, b32 = 0, , b33 = exp
(
z(1)
3

)
, b34 =

[
z(1)
3 z(1)

4

]
,
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b35 = −1, b36 = 0, b37 = −exp
(
z(2)
3

)
, b38 = −

[
z(2)
3 z(2)

4

]
;

b41 = y(1)
3 , b42 = 1, b43 = −y(1)

3 exp
(
z(1)
3

)
, b44 = −exp

(
z(1)
4

)
− y(1)

3

[
z(1)
3 z(1)

4

]
,

b45 = y(2)
3 , b46 = 1, b47 = −y(2)

3 exp
(
z(2)
3

)
, b48 = −b46exp

(
z(2)
4

)
− b45

[
z(2)
3 z(2)

4

]
;

b51 = b13, b52 = b14, b53 = b11,b54 = b12, b55 = b56 = b57 = b58 = 0,

b61 = b23, b62 = b24, b63 = b21,b64 = b22, b65 = b66 = b67 = b68 = 0,

b71 = b72 = b73 = b74 = 0, b75 = b17, b76 = b18, b77 = b15,b78 = b16,

b81 = b82 = b83 = b84 = 0, b85 = b27, b86 = b28, b87 = b25,b88 = b26;

z(r)
j = −y(r)

j θms
(r)
0 ,
[
z(r)
3 z(r)

4

]
= −

θms
(r)
0

(
exp

(
z(r)
4

)
− exp

(
z(r)
3

))
(
z(r)
4 − z(r)

3

) ,

j = 3, 4; r = 1, 2 :

Equation (7.52) are equivalent to the equations

Det
∥∥bi j

∥∥8
i, j=1 = 0,m = 1,∞. (7.54)

For θms
(1)
0 → ∞ and θms

(2)
0 → ∞ the set of Eq. (7.54) have the form

Det
∥∥bi j

∥∥8
i, j=1 = −

(
B(2)
22

B(1)
22

)2

G
(
η(1)
m , η(2)

m

)
K (1)

1

(
η(1)
m

)
K (2)

1

(
η(2)
m

)

+
2∑

r=1

4∑
j=3

O
(
exp

(
z(r)
j

))
= 0,m = 1,∞. (7.55)

G
(
η(1)
m , η(2)

m

) = −K (1)
1

(
η(1)
m

)− c2K (2)
1

(
η(2)
m

)+ c[
(
b(1)
11 b

(2)
22 + b(1)

22 b
(2)
11

)

+
(
l(1)21 l

(2)
12 + l(1)12 l

(2)
21

)
−
(
y(1)
3 + y(2)

3

)(
b(1)
12 b

(2)
22 + b(1)

22 b
(2)
12

)
],m = 1,∞ (7.56)

K (r)
1

(
η(r)
m

) =
(
y(r)
3 y(r)

4

)2 + 4B(r)
66

B(r)
22

β ′
m y

(r)
3 y(r)

4 −
(
B(r)
12

B(r)
22

)2(
β ′
m

)2
, r = 1, 2;

b(r)
11 =

(
y(r)
3

)2 − B(r)
12

B(r)
22

β ′
m, b(r)

12 = y(r)
3 + y(r)

4 , b(r)
21 =

(
y(r)
3

)3−

B(r)
12 + 4B(r)

66

B(r)
22

β ′
m y

(r)
3 , b(r)

22 = y(r)
3 y(r)

4 + B(r)
12

B(r)
22

β ′
m;
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It follows from (7.55) that, for θms
(1)
0 → ∞ and θms

(2)
0 → ∞, Eq. (7.54) splits

into sets of equations

G
(
η(1)
m , η(2)

m

) = 0,m = 1,∞; K (1)
1

(
η(1)
m

) = 0,m = 1,∞;
K (2)

1

(
η2
m

) = 0,m = 1,∞. (7.57)

The first set of equations from (7.57) is a set of dispersion equations of the bending
type of the interface vibration of a plate composed of two orthotropic sufficiently
wide plates with different elastic properties when the edges are free. The second and
third sets of equations from (7.57) are analogs of the Konenkov type equations for
the bending vibration of a plate made of the material of the right and left plates,
respectively, with free edges [8].

5. Asymptotics of dispersion Eq. (7.23) for εm → 0

Using the formulae from Sect. 7.2, we assume that η
(r)
1 = η

(r)
2 = η

(r)
3 = η(r),

(r = 1, 2). Then, when εm → 0 Eq. (7.14) is transformed into a set of equations

c(r)
m = B(r)

22

B(r)
11

(
χ(r)

)4 − B(r)
2

(
χ(r)

)2 + B(r)
22 + B(r)

66

B(r)
11

(
η(r)
m

)2(
χ(r)

)2

+
(

β ′
m −

(
η

(r)
2m

)2)(
β ′′
m − B(r)

66

B(r)
11

(
η

(r)
1m

)2)
r = 1, 2,m = 1,∞ (7.58)

R(r)
mm = a2

⎛
⎝(χ(r)

)4 −
2
(
B(r)
12 + 2B(r)

66

)

B(r)
22

β ′
m

(
χ(r)

)2 + B(r)
11

B(r)
22

β ′
mβ ′′

m

⎞
⎠−

B(r)
66

B(r)
22

(
η

(r)
3m

)2 = 0, r = 1, 2, m = 1,∞ (7.59)

which are sets of characteristic equations for the equations of planar and bending
vibrations of the left and right rectangular components with two opposite free edges,
respectively [10]. The roots of Eqs. (7.58) and (7.59) with positive real parts are
denoted by y(r)

1 , y(r)
2 and y(r)

3 , y(r)
4 respectively.

In the same way as in [27], it may be proved that under the condition

εm 
 1, y(r)
1 , y(r)

j �= y(r)
i , i �= j, (7.60)

the roots
(
χ(r)

)2
of Eq. (7.14) can be represented as

(
χ

(r)
j

)2 =
(
y(r)
j

)2 + α
(r)
jmε2m + β

(r)
jmε4m + · · · , j = 1, 4. (7.61)

Under conditions (7.60), taking into account relations (7.18), (7.61) and the fact
that
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M (r)
3 j = M (r)

4 j = M (r)
7 j = M (r)

8 j = O
(
ε2m
)
, j = 1, 2; r = 1, 2, (7.62)

the set of Eq. (7.23) is reduced to the form

Det
∥∥ti j
∥∥4
i, j=1 = (

N (1)
(
η(1)
m

)
N (2)

(
η(2)
m

))2(
K (1)

3

(
η(1)
m

)
K (2)

3

(
η(2)
m

))2
X

Det
∥∥ei j

∥∥8
i, j=1.Det

∥∥bi j
∥∥8
i, j=1 + O

(
ε2m
) = 0, m = 1,∞, (7.63)

N (r)
(
η(r)
m

) =
(
y(r)
1 + y(r)

3

)(
y(r)
1 + y(r)

4

)(
y(r)
2 + y(r)

3

)(
y(r)
2 + y(r)

3

)
,

K (r)
3

(
η(r)
m

) = (
(
β ′
m − (

η(r)
m

)2)
(
B(r)
11

B(r)
22

β ′′
m − B(r)

66

B(r)
22

(
η(r)
m

)2
)(

p(r)
)2

+
(
B(r)
11

B(r)
22

B(r)
2 − B(r)

22 + B(r)
66

B(r)
22

(
η(r)
m

)2
)
p(r)q(r) + (

p(r)
)2

)

(
B(r)
22

B(r)
22 + B(r)

66

)2(
1

β ′
m

)2

,

p(r) = B(r)
22

B(r)
11

+ a2

⎛
⎜⎝ B(r)

66

B(r)
11

(
η(r)
m

)2 +
(
B(r)
12

)2 + 3B(r)
12 B

(r)
66 + 4

(
B(r)
66

)2

B(r)
11 B

(r)
66

β ′
m

⎞
⎟⎠, (7.64)

q(r) = B(r)
22

B(r)
11

(
η(r)
m

)2 − B(r)
1 + a2

(
B(r)
66

B(r)
11

(
η(r)
m

)2 − β ′′
m

)((
η(r)
m

)2 + B(r)
12 + 3B(r)

66

B(r)
66

β ′
m

)
,

and determinants Det
∥∥ei j

∥∥8
i, j=1.Det

∥∥bi j
∥∥8
i, j=1 are defined in (7.38) and (7.54),

respectively.
It follows from Eq. (7.63) that, when εm → 0 the set of Eq. (7.23) splits into sets

of equations

Det
∥∥ei j

∥∥8
i, j=1 = 0,m = 1,∞; Det

∥∥bi j
∥∥8
i, j=1 = 0,

m = 1,∞; K (r)
3

(
η(r)
m

) = 0, r = 1, 2;m = 1,∞. (7.65)

The first and second sets of equations from (7.65) are the dispersion equations of
planar and bending interface and edge vibrations of a composite plate, respectively.
The roots of the third and fourth set of equations correspond to planar vibrations of
the components of the cylindrical panel. They appear as a result of using the equation
of the corresponding classical theory of orthotropic cylindrical shells.

For εm → 0, θms
(1)
0 → ∞ and θms

(2)
0 → ∞, relations (7.23) take the form
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Det
∥∥ti j
∥∥4
i, j=1 =

(
B(1)
66

B(1)
22

)2(
B(2)
66

B(2)
22

)2(
B(2)
22

B(1)
22

)2
B(1)
12 + B(1)

66

B(2)
22

B(2)
12 + B(2)

66

B(2)
22

X

(
N (1)

(
η(1)
m

)
N (2)

(
η(2)
m

))2(
K (1)

3

(
η(1)
m

)
K (2)

3

(
η(2)
m

))2
K (1)

1

(
η(1)
m

)
K (1)

2

(
η(1)
m

)
X

K (2)
1

(
η(2)
m

)
K (2)

2

(
η(2)
m

)
L
(
η(1)
m , η(2)

m

)
G
(
η(1)
m , η(2)

m

)+ O
(
ε2m
)

+
2∑

r=1

4∑
j=1

O
(
exp

(
z(r)
j

))
= 0,m = 1,∞ (7.66)

From (7.66) it follows that for, εm → 0, θms
(1)
0 → ∞ and θms

(2)
0 → ∞ the set of

Eqs. (7.23) splits into the totality of the equations

L
(
η(1)
m , η(2)

m

) = 0,m = 1,∞;G(η(1)
m , η(2)

m

) = 0,m = 1,∞;

K (r)
2

(
η(r)
m

) = 0,m = 1,∞; K (r)
1

(
η(r)
m

) = 0,m = 1,∞;

K (r)
3

(
η(r)
m

) = 0,m = 1,∞; r = 1, 2. (7.67)

The first and second sets of equations from (7.67) are, respectively, the disper-
sion equations of the planar and bending interface vibrations for a sufficiently wide
composite plate with free edges.

The third and fourth sets of equations from (7.67) are, respectively, analogs to the
Rayleigh and Konenkov equations for vibrations of a plate made of material (1) and
(2) localized at the free edges.

6. Numerical investigation. Tables 7.1 and 7.2 shows some of the roots of
Eqs. (7.41), (7.57) and the dispersion Eqs. (7.38) and (7.54) of planar and bending
vibrations for a composite rectangular plate, with free edges, made of boroplastic
and special paper with mechanical parameters [19, 30]

Boroplastic ρ(1) = 2.103
kg

m3
, E (1)

1 = 2.646.1011
N

m2
, E (1)

2 = 1.323.1010
N

m2
,

G(1) = 9.604.109
N

m2
, γ

(1)
1 = 0.2, γ (1)

2 = 0.01; (7.68)

Paper ρ(2) = 0.16
kg

m3
, E (2)

1 = 2.95281.109
N

m2
, E (2)

2 = 2.210.109
N

m2
,

G(2) = 9.77076.108
N

m2
, γ

(2)
1 = γ

(2)
2 E (2)

1

E (2)
2

, γ
(2)
2 = 0.23 (7.69)
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Table 7.1 Characteristics of the natural frequencies for planar vibrations of a rectangular plate

N θm K (1)
2

(
η

(1)
m

)
= 0, L

(
η

(1)
m , η

(2)
m

)
= 0

K (2)
2

(
η

(2)
m

)
= 0

Det‖ei j‖8i, j=1 = 0

1 1.95473 0.91143 e(1)

0.92511 ine

27.5679 e(2)

2 2.74891 0.98307
0.98398
32.9634

0.98171 e(1)

0.98311 ine

30.7910 e(2)

3 3.52957 1.00099
1.00225
33.3045

0.99965 e(1)

1.00100 ine

30.6812 e(2)

4 4.27693 0.97897
0.98012
32.6340

0.977771 e(1)

0.997897ine

30.1650 e(2)

11 11.6577 0.98580
0.98696
32.8645

0.98436 e(1)

0.98580 ine

30.3826 e(2)

15 16.0962 0.98580
0.98696
32.8645

0.98436 e(1)

0.98580 ine

30.3826 e(2)

16 17.1935 0.98580
0.98696
32.8645

0.98436 e(1)

0.98580 ine

30.3826 e(2)

and geometric parameters: l = 4, h = 1
50 , s

(1)
0 = 15, s(2)

0 = 5. The roots of the
dispersion Eqs. (7.41) and (7.57) of planar and bending edge and interface vibrations
of a rectangular plate are given.

Note that the connection between η(1)
m and η(2)

m has the form

η(2)
m = ρ(2)B(1)

66

ρ(1)B(2)
66

(7.70)

Tables 7.3 and 7.4 shows dimensionless characteristics η
(1)
1m of the natural frequen-

cies of interface and edge vibrations for a composite cylindrical panel, made of boro-
plastic and special paper, with mechanical parameters (7.68), (7.69) and geometric
parameters:

R = 45, l = 4, h = 1/50, s(1) = 15.2927, s(2) = 5.01035.
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Table 7.2 Characteristics of the natural frequencies for bending vibrations of a rectangular plate

N θm K (1)
1

(
η

(1)
m

)
= 0, G

(
η

(1)
m , η

(2)
m

)
= 0

K (2)
1

(
η

(2)
m

)
= 0

Det‖bi j‖8i, j=1 = 0

1 1.95473 0.04872
0.04874
0.59552

0.04872 b(1)

0.04926 inb

0.31068 b(2)

2 2.74891 0.08576
0.08580
1.04836

0.08580 b(1)

0.08638 inb

0.82623 b(2)

3 3.52957 0.10921
0.10927
1.33494

0.10921 b(1)

0.10949 inb

1.11285 b(2)

4 4.27693 0.12789
0.12795
1.56329

0.12789 b(1)

0.12830 inb

1.31165 b(2)

11 11.6577 0.35363
0.35382
4.32282

0.35363 b(1)

0.35410 inb

4.11623 b(2)

15 16.0962 0.48828
0.488531
5.96867

0.48828 b(1)

0.49196 inb

5.80026 b(2)

16 17.1935 0.52156
0.52183
6.37556

0.52156 b(1)

0.52389 inb

6.00390 b(2)

In Tables 7.1, 7.2, 7.3 and 7.4 after the characteristics of the natural frequen-
cies, the type of interface vibrations is indicated: ine is predominantly planar, inb
is predominantly bending; edge vibrations are: e(r), r = 1,2−predominantly planar
types, b(r), r = 1,2−predominantly bending types, n(r), r = 1,2−new types of vibra-
tions corresponding to materials (1) and (2), respectively. Note that the new types
of vibrations are predominantly planar types. The latest manifests itself as a result
of using the basic equations corresponding to the classical theory of orthotropic
cylindrical shells.

In Table 7.3 the case η
(r)
1m = η

(r)
2m = η(r)

m , η
(r)
3m = 0, r = 1, 2 corresponds to

problem (7.1)−(7.4), in which there is no normal component of the inertia force, i.e.
we have a predominantly planar type of interface and edge vibrations. Similarly, the
case η

(r)
1m = η

(r)
2m = 0, η(r)

3m = η(r)
m , r = 1, 2 corresponds predominantly to bending

type.
In Table 7.4, the case η

(r)
1m = η

(r)
2m = η

(r)
3m = η(r)

m corresponds to the problem
(7.1)−(7.4).
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Table 7.3 Characteristics of the natural frequencies for predominantly planar and predominantly
bending vibrations of cylindrical panel

N θm K (1)
3

(
η

(1)
m

)
= 0

K (2)
3

(
η

(2)
m

)
= 0

η
(r)
1m = η

(r)
2m = η

(r)
m

η
(r)
3m = 0, r = 1, 2

η
(r)
1m = η

(r)
2m = 0

η
(r)
3m = η

(r)
m , r = 1, 2

1 1.95391 4.25538
41.3822

0.91110 e(1) 4.25538 n(1)

0.92492 ine

30.8139 e(2) 41.4274 n(2)

0.04987 b(1)

0.05037 inb

0.31296 b(2)

2 2.74776 4.94711
44.7479

0.98479 e(1) 4.94711 n(1)

0.99608 ine

30.8149 e(2) 44.7652 n(2)

0.08584 b(1)

0.08625 inb

0.81451 b(2)

3 3.52810 4.81097
44.0542

1.00349 e(1) 4.81005 n(1)

1.01586 ine

30.6635 e(2) 43.9950 n(2)

0.10888 b(1)

0.10965 inb

1.10953 b(2)

4 4.27542 4.75564
43.8201

0.98210 e(1) 4.75564 n(1)

0.99330 ine

30.5387 e(2) 43.8119 n(2)

0.12759 b(1)

0.12803 inb

1.31880 b(2)

11 11.6577 4.78850
44.0115

0.98696 e(1) 4.78850 n(1)

0.99970 ine

30.3831 e(2) 44.0155 n(2)

0.35377 b(1)

0.35430 inb

4.12242 b(2)

15 16.1102 4.78555
44.0396

0.98696 e(1) 4.78555 n(1)

0.99970 ine

30.3822 e(2) 44.0403 n(2)

0.48841 b(1)

0.50299 inb

5.80563 b(2)

16 17.2065 4.78465
44.0479

0.98696 e(1) 4.78465 n(1)

0.99970 ine

30.3829 e(2) 44.0506 n(2)

0.52158 b(1)

0.52392 inb

5.99851 b(2)

For εm → 0 the interface and edge vibrations of problem (7.1)–(7.4), are splitting
on quasi-transverse and quasi tangential vibrations. Meanwhile, the frequencies of
this problem tend to the frequencies of a similar problem for a composite plate.

In vibrations of a predominantly tangential typeη(r)
1m = η

(r)
2m = η(r)

m , η
(r)
3m = 0, r =

1, 2, in addition to planar interface and edge vibrations of the Stoneley and Rayleigh
type, new vibrations can also appear due to the longitudinal and torsional components
of the inertia force [14].

7.2 Conclusions

Using the system of equations of dynamic equilibrium of orthotropic cylindrical
shells of the corresponding classical theory, dispersion equations are obtained to
determine the eigenfrequencies of interfacial and edge vibrations of the composite
cylindrical panel with free edges.
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Table 7.4 Characteristics of
the natural frequencies of a
cylindrical panel

N θm η
(r)
1m = η

(r)
2m = η

(r)
3m = η

(r)
m

1 1.95391 0.91201 e(1) 0.04986 b(1) 4.25908 n(1)

0.92503 ine 0.05037 inb

30.8092 e(2) 0.31295 b(2) 41.4275 n(2)

2 2.74776 0.98431 e(1) 0.08621 b(1) 4.94711 n(1)

0.99667 ine 0.086631 inb

30.7821 e(2) 0.81451 b(2) 44.7696 n(2)

3 3.52810 1.00225 e(1) 0.10932 b(1) 4.81097 n(1)

1.01914 ine 0.10991 inb

30.6693 e(2) 1.10952 b(2) 43.9950 n(2)

4 4.27542 0.98291 e(1) 0.12803 b(1) 4.75564 n(1)

0.99309 ine 0.12868 inb

30.5395 e(2) 1.33719 b(2) 43.8120 n(2)

11 11.6577 0.98696 e(1) 0.35351 b(1) 4.78850 n(1)

0.99670 ine 0.35380 inb

30.3831 e(2) 4.11548 b(2) 44.0155 n(2)

15 16.1102 0.98696 e(1) 0.48828 b(1) 4.78555 n(1)

0.99970 ine 0.49098 inb

30.3822 e(2) 5.79800 b(2) 44.0403 n(2)

16 17.2065 0.98696 e(1) 0.52160 b(1) 4.78465 n(1)

0.99970 ine 0.52339 inb

30.3829 e(2) 5.98166 b(2) 44.0465 n(2)

The frequencies of intrinsic interfacial and edge vibrations of a composite cylin-
drical panel composed of two orthotropic thin elastic cylindrical panels with different
elastic coefficients and having full contact along the generators are determined by
the set of Eq. (7.23).

The frequencies of natural interface and edge vibrations for the composite
rectangular plate with free edges are determined by the sets of Eqs. (7.38) and (7.54).

The existence of interfacial and boundary vibrations depends on the radius of
the circle, the length and width of the components of the cylindrical panels and the
elastic coefficients.

The obtained asymptotic formulas and numerical analysis show that for large
θm or small curvature of the composite panel, all the characteristics of the intrinsic
interface and edge vibrations of the cylindrical panel tend to the characteristics of
the interface and edge vibrations of the composed rectangular plate, respectively.

The first frequencies of natural vibrations depend on the selected basis functions
satisfying the same boundary conditions, and also, when εm → 0 the vibration
frequencies at the free generators become independent of the basis functions and the
boundary conditions on the ends [29].
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Numerical results show that the asymptotic formulas (7.63), (7.66) of the disper-
sion Eq. (7.23) provide an efficient approximation for finding the eigenfrequencies
of problem (7.1)–(7.4).

Further possible generalizations may include accounting for the effects of pre-
stress [31] and elastic foundations [32].
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Chapter 8
Detection of a Hidden Sandy Layer
in a Stratified Substrate by Dispersion
Analysis

Sergey V. Kuznetsov

Abstract Dispersion properties of Rayleigh–Lamb waves in a stratified substrate
containing several elastic isotropic upper layers, a distant sandy layer and a homoge-
neous isotropic (bottom) half-space are analyzed by Cauchy sextic formalism. The
analysis revealed that the most distant from the free Earth surface sandy layer can not
only be detected, but its physical and geometrical properties can also be determined
by comparing the corresponding dispersion portraits. A necessary modification of
the Weiskopf model for a sandy layer is proposed, accounting for the immanent
anisotropy of the sandy layers.

Keywords Weiskopf model · Sandy layer · Anisotropy · Cubic symmetry ·
Rayleigh wave · Dispersion

8.1 Introduction

Herein, a stratified substrate containing several elastic isotropic upper layers, a sandy
anisotropic layer and a homogeneous isotropic half-space, see Fig. 8.1, is studied in
terms of propagation of Rayleigh–Lamb waves.

Anatural question on the principal ability of acousticmeasurements on identifying
the possible presence of a hidden sandy layer displaced beneath other sediment layers
is of great importance for finding oil and gas deposits within the upper structure
of the Earth’s crust [1–13]. While the existing acoustic methods are mostly based
on analyzing signals of bulk P and S waves, several approaches use Rayleigh or
Rayleigh–Lamb waves; see [1, 5–13].

According to the original Weiskopf model for a sandy medium [14], the experi-
mentally observed shear modulus μ of a sandy material is smaller than predicted by
the known isotropic relation flowing out from Hook’s law:
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Fig. 8.1 The model for a
stratified substrate with
elastic isotropic layers, a
sandy (anisotropic) layer and
an elastic isotropic
half-space

E

μ
≡ ξ ≥ 2(1 + ν), (8.1)

where E is Young’s modulus; ξ is the “soil constant” [14]; ν is Poisson’s ratio; note
that for isotropic material

ξ = 2(1 + ν), μ = E

2(1 + ν)
(8.2)

In the next section, the constitutive equation for sandy material is studied in
more detail, revealing that the Weiskopf sandy medium is actually anisotropic and
possesses cubic symmetry.

8.2 Original Weiskopf Model for Sandy Material

The Weiskopf model utilizing assumption (8.1) was initially proposed for obtaining
more reasonable values for side pressure of sandy soils on retaining walls than
predicted by the than based on Rankine and Coulomb theories [16–18] Boussi-
nesq solution; see also [18–21]. Along with the “soil constant” ξ another parameter
characterizing sandy materials, known as the “sandiness” [14], is introduced:

E

μ
= 2χ(1 + ν), (8.3)

where χ ≥ 1is the “sandiness”; at χ = 1 the medium becomes isotropic. It appears
that the sandiness parameter χ is more convenient for theoretical studies than the
“soil constant” ξ, since the former does not contain Poisson’s ratio. In [14], it was
implicitly assumed that another Lame’s constant λ satisfies the isotropic condition
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λ = Eν

(1 + ν)(1 − 2ν)
. (8.4)

The constitutive equations for sandymaterials in the form of Eqs. (8.1), (8.3) were
later on used in studies on analyzing sandy soil pressure on retaining walls and piles
[22–28]. Experimental data show that in many sandy soils 2 ≤ χ ≤ 3. Combining
Eqs. (8.1) and (8.3) yields the following relation between ξ and χ:

χ = ξ

2(1 + ν)
. (8.5)

Despite quite a large number of works utilizing Weiskopf equations of state for
sandy materials, the problem of the immanent anisotropy of Eqs. (8.1) and (8.3)
remains almost unexplored. Meanwhile, since the pioneering work [29], the natural
anisotropy of soils due to sedimentation followed by either one-dimensional or
anisotropic consolidation over long periods of time should be taken into account,
see [30–33], with the particularly important studies of elastic anisotropy of sand
[31, 32].

8.3 Modified Weiskopf Model

As was pointed out earlier, the original Weiskopf model [14] inevitably leads to
elastic anisotropy, since violating any of the conditions (8.3) with χ = 1 or (8.4) the
corresponding elasticity tensor C with components

C1111 C1122 C1122 0 0 0
C1111 C1122 0 0 0

C1111 0 0 0
C2323 0 0

C2323 0
C2323

, (8.6)

where

Ckkkk =η;Ckkmm = λ;Ckmkm = μ;μ �= 1

2
(η − λ)

k = 1, 2, 3;m = 1, 2, 3 (8.7)

does not satisfy the isotropy condition [34]

Ci jmn = Qa
i Q

b
jCabdeQ

d
mQ

e
n, (8.8)

which should be valid for any orthogonal tensor Q.
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To ensure the positiveness of the specific mechanical energy, the elasticity tensor
should be positive definite

∀A
A∈R3⊗R3,A�=0

A · ·C · ·A > 0 (8.9)

It will be further assumed that inequality (8.9) is satisfied.

8.3.1 Cubic Anisotropy

The highest symmetry group is compatible with the elasticity tensor Eq. (8.6) and
Eq. (8.7) corresponds to cubic symmetry written in the crystallographic axes. For
cubic symmetry, the material constants η and λ can also be represented in terms of
two other constants, elastic modulus and Poisson’s ratio:

η = E(1 − ν)

(1 − 2ν)(1 + ν)
, λ = Eν

(1 − 2ν)(1 + ν)
(8.10)

The positive definite condition (8.9) can also be rewritten in terms of the
eigenvalues of the elasticity tensor C, yielding

E

1 − 2ν
> 0,

E

1 + ν
> 0, μ > 0 (8.11)

In addition to conditions (8.11), a natural assumption E > 1will be imposed on
the modulus E.

8.3.2 Relation Between Parameters

With three elastic constants E, ν and μ and relations, the considered cubic medium
becomes identical (along crystallographic axes) with the Weiskopf model, yielding

ξ = 2
2λ + η

λ + μ
, χ = 2λ + η

3λ + 2μ
. (8.12)

Now, with Eq. (8.12) the elastic modulus η can be expressed in terms of other
elastic moduli and the corresponding soil parameter ξ:

η = 1

2
ξ(λ + μ) − 2λ, (8.13)

or sandy parameter η
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η = χ(3λ + 2μ) − 2λ. (8.14)

Equation (8.14)2 will be used for computing elastic constant η by varying soil
parameter χ at two other fixed constants λ and μ.

8.4 Dispersion Equation for Rayleigh–Lamb Waves

Herein, the dispersion equation for Rayleigh–Lamb waves in stratified media with
anisotropic layers is obtained by applying Cauchy sextic formalism [35, 36].

The equation of motion for the elastic anisotropic medium has the form

divxC : ∇xu(x, t) − ρ∂t tu(x, t) = 0, (8.15)

where u (x, t) is the displacement field; ρ is the material density; x, t are the spatial
variable and time, respectively. The elasticity tensor C has components defined by
expressions, (8.6), (8.7) for a sandy layer and (8.6), (8.10), (8.2) for isotropic upper
layers and a half-space.

The harmonic plane wave representation can be written in a form [35, 36]

m(irν · x) exp(ir(n · x − ct)), (8.16)

where m (irv x) is the vector amplitude; v is the unit normal to the free surface;
see Fig. 8.1; r is the wave number; n is the wave normal; c is the phase velocity;
i = √−1.

Following [35] and substituting representation (8.16) into Eq. (8.15) yields the
following equation of motion:

∂x ′Y
(
x ′) = G · Y(

x ′), (8.17)

where x ′ = irν · x and

Y
(
x ′) =

(
m

(
x ′)

w
(
x ′)

)
, G =

(
0 I

−A−1
1 · A3 −A−1

1 · A2

)
(8.18)

In Eq. (8.18), w
(
x ′) = ∂x ′m

(
x ′), 0 and I are zero and unit 3 × 3-matrices

respectively, and

A1 = ν · C · ν

A2 = ν · C · n + n · C · ν

A3 = n · C · n − ρc2 I

(8.19)

The following matrix will also be needed for further analysis.
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A4 = ν · C · n (8.20)

The general solution of Eq. (8.17) admits the following representation in the form
of the exponential matrix [35].

Y
(
x ′) = exp

(
Gx ′) · �C, (8.21)

where �C is the six-dimensional vector defined by the boundary conditions.
Assuming all the alternating layers of the stratified plate have equal thickness 2 h,

the traction-free boundary conditions at the upper and bottom faces of the plate can
be written in terms of vector Y:

⎧
⎨

⎩

t(1)ν

(
x ′)∣∣

x ′=+irh
≡

(
A(1)
4 ; A(1)

1

)
· Y (1)

(
x ′)

∣
∣∣
x ′=+irh

= 0

t(N )
ν

(
x ′)∣∣

x ′=−irh ≡
(
A(N )
4 ; A(N )

1

)
· Y (N )

(
x ′)

∣∣∣
x ′=−irh

= 0
(8.22)

In Eq. (8.22), the upper index is referred to the corresponding layer, and the origins
of the local coordinate systems are placed at the central lines of each layer.

At the interface between the adjacent layers, the condition of the ideal mechanical
contact written in terms of vector Y is as follows [36].

Z(k+1) · Y (k+1)
(
x ′)∣∣

x ′=+irh
= Z(k) · Y (k)

(
x ′)∣∣

x ′=−irh

= k = 1, ..., N − 1, (8.23)

where Z(k) is the impedance matrix for the corresponding layer:

Z(k) =
(

I 0
A(k)
4 A(k)

1

)
(8.24)

Note that the direction of the unit normal v to the median plane in Eqs. (8.22)–(8.24)
remains the same for all the layers.

Defining the unknown vector �C in Eq. (8.21) by boundary condition (8.22) yields

�C = exp
(−irhG(1)

) · Z−1
(1) ·

(
m(1)(+irh)

0

)
(8.25)

where m(1) (+irh) is the unknown amplitude at the upper surface of the first layer.
Combining Eqs. (8.21)–(8.25)yields

(
m(1)(−irh)

t(1)ν (−irh)

)
= Z(1) · exp(−2irhG(1)

) · Z−1
(1) ·

(
m(1)(+irh)

0

)
(8.26)
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Repeating the latter procedure for the subsequent layers results in the following
relation:

(
m(N )(−irh)

t(N )
ν (−irh)

)
=

N∏

k=1

(
Z(k) · exp(−2irhG(k)

) · Z−1
(k)

)
·

(
m(1)(+irh)

0

)
(8.27)

Equation (8.27) could be considered as a mapping from the nontrivial vector field
of magnitudesm(1) (+irh) to the vanishing field of surface tractions t(N )

ν (−irh). The
condition of existence for such a nontrivial vector fieldm(1)(+irh) means degeneracy
of the considering mapping, yielding

det

(
(
0 I

) ·
N∏

k=1

(
Z(k) · exp(−2irhG(k)

) · Z−1
(k)

)
·
(
I
0

))

= 0 (8.28)

Equation (8.28) is the desired dispersion equation for finding roots ensuring the
existence of the nontrivial harmonic guidedwave in the consideredN-layered system.

8.5 Dispersion Analyses

Dispersion of Rayleigh–Lamb waves propagating in a stratified substrate containing
13 elastic isotropic upper layers, a sandy layer, defined by the modified Weiskopf
model, and a homogeneous isotropic bottom half-space, Fig. 8.1, is analyzed by
numerically solving dispersion Eq. (8.28). Finding real positive roots of Eq. (8.28)
was donewith themultiprecision algorithmsbasedon theAdvanpix®codes, allowing
computations with mantissa having more than 200 decimal digits [37].

8.5.1 The Models

Properties of the isotropic layers remained unaltered during computations with
varying physical and geometrical properties of the sandy layer. The following dimen-
sionless physical and geometrical parameters of isotropic upper layers were used in
the computation

Ek = exp(k)

exp(N − 1)
; ρk = k

N − 1
; νk = 0.25; hk = 1

k = 1, ..., N − 2 (8.29)
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where N is the total number of layers, including the bottom half-space. Thus, elastic
moduli of the upper sedimentary layers exponentially increase, while densities grad-
ually linearly increase; see [38]; Poisson’s ratio and thickness of the layers in the
numerical experiments are assumed constant.

In computations, the modified Weiskopf model for the sandy layer defined by
Eqs. (8.6), (8.10) had the following parameters (in crystallographic axes):

EN−1 = 1; ρN−1 = 1; νN−1 = 0.25;μN−1 = 0.2; hN−1 = 1. (8.30)

Equation (8.30) yields χ = 2 for the sandiness parameter.
For the isotropic bottom half-space, the following dimensionless parameters

corresponding to granite rocks were adopted:

EN = 10; ρN = 2; νN = 0.25. (8.31)

In the numerical experiments, the overall number of layers N including the bottom
half-space was 15.

8.5.2 Dispersion Portraits

Dispersion portraits of Rayleigh–Lamb waves in two models were compared, 14
layers were modeled as (i) the sandy layer defined by Eq. (8.5.2), and (ii) an isotropic
layer with the following dimensionless elastic parameters:

EN−1 = 1; ρN−1 = 1; νN−1 = 0.25; hN−1 = 1, (8.32)

yielding the shear modulus μN−1 = 0.4.
In these plots, the relative phase velocity and relative circular frequency are defined

by

ω∗ = ωhN−1c
−1
SN
c∗ = cc−1

SN
, (8.33)

where c is the phase velocity and cSN is the shear bulk wave velocity in the bottom
half-space.

cs =
√

μNρ−1
T . (8.34)

The low-frequency limit shown in Fig. 8.2a and d is known as the second limiting
velocity [39]. It can be obtained either by the direct limit at ω → 0.

c
∗ lim−1

ω→0SN
2,lim , (8.35)
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(a) 

(b) 

(c) 

(d) 

Fig. 8.2 Dispersion curves for Rayleigh–Lamb waves in a model with a sandy layer (s) and with
isotropic layer (i); a an overview; b near pivot point of the quasi-asymmetric fundamental branch;
c near branching points of quasi-symmetric fundamental branch (lower curves) and a higher mode
(upper curves); d near the second limiting velocity
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or by the low-frequency asymptotic formulas [40, 41].
Analysis of these two sets of dispersion curves reveals that both quasi-asymmetric

(qA0) and quasi-symmetric (qS0) fundamental branches are quite informative for
distinguishing sandy layer from isotropic onewith the same physical and geometrical
properties except for their shear moduli, μN−1,sandy = 0.2;μN−1,isotropic = 0.4,
Fig. 8.2a, b. Moreover, even at the vanishing frequency, the quasi-symmetric (qS0)
fundamental branches of the purely isotropic system and with sandy layer reveal a
substantial discrepancy in c∗

2,lim values; see Fig. 8.2d. At frequenciesω∗ ∈ (0.6; 0.8),
the fundamental branches qS0 exhibit discrepancy, Fig. 8.2c. Similarly, the higher
modes qA1 separate from each other at ω∗ > 0.8; see two upper curves in Fig. 8.2c.
Thus, the considered dispersion portraits reveal that even a very distant sandy layer
can be detected and sorted out from a system containing only isotropic layers.

8.5.3 Sandiness Parameter Variation

The plots in Fig. 8.3 show the dispersion portraits plotted at varying sandiness param-
eter χ in a range 2 ≤ χ ≤ 3 of the most probable values, according to a number of
experimental values for dried compacted sands [15]. Other physical and geometrical
properties of the considered system remain the same as given in Eqs. (8.28)–(8.30).

Again, as it was in the preceding analysis, comparing these three sets of disper-
sion portraits reveals that both quasi-asymmetric (qA0) and quasi-symmetric (qS0)
fundamental branches are quite informative; the fundamental branches have suffi-
cient information for not only qualitative determination of the possible presence of
the distant sandy layer, but they ensure quantitative information on possible sandi-
ness parameter value; see Fig. 8.3b–d. Moreover, even at the vanishing frequency,
the quasi symmetric (qS0) fundamental branch exhibit substantial discrepancy in the
c∗
2,lim values; see Fig. 8.3d. And at higher frequencies, ω∗ ∈ (0.6; 0.8), the funda-
mental quasi-symmetric branch qS0 provides information on the sandiness parameter
value; see Fig. 8.3c.

8.6 Concluding Remarks

The dispersion analysis of Rayleigh–Lamb waves propagating in a heterogeneous
half-space containing a sandy layer modeled as an anisotropic elastic medium with
cubic symmetry and an isotropic elastic substrate in a perfect contact is done with
the modified Cauchy formalism [35, 36].

It is also proved that the Weiskopf model [15] for a sandy material eventually
leads to the anisotropic elasticity with cubic symmetry, and the widely adopted [1–
14] Weiskopf assumption on the modified isotropic equations for sandy materials
should be substituted by equations of the anisotropic elasticity.
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(a) 

(b) 

(c) 

(d) 

Fig. 8.3 Dispersion curves for Rayleigh–Lamb waves in a model with a sandy layer at the varying
sandiness parameter; a an overview;b near pivot point of the quasi-asymmetric fundamental branch;
c near branching points of quasi-symmetric fundamental branch (lower curves) and a higher mode
(upper curves); d near the second limiting velocity: (1) χ = 2; (2) χ = 2.5; (3) χ = 3.0
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Several phenomena associated with the substantial discrepancy in the dispersion
of Rayleigh–Lamb waves propagating in two systems with (a) an isotropic elastic
layer and (b) a sandy layer with varying sandiness parameters modeled by equa-
tions of anisotropic elasticity reveal the principle ability to apply acoustic methods
for identifying the presence of the distance from the Earth’ surface sandy layers
and estimating the sandiness parameter value. The performed analysis revealed that
both quasi-asymmetric (qA0) and quasi-symmetric (qS0) fundamental branches are
quite informative; the fundamental branches have sufficient information for not only
qualitative determination of the possible presence of the distant sandy layer, but
they also ensure quantitative information on possible sandiness parameter value; see
Fig. 8.3b–d. Moreover, even at the vanishing frequency, the quasi-symmetric (qS0)
fundamental branch exhibits substantial discrepancy in the c∗

2,lim values; seeFig. 8.3d.
And at higher frequencies,ω∗ ∈ (0.6; 0.8), the fundamental quasi-symmetric branch
qS0 provides information on the sandiness parameter value; see Fig. 8.3c.

Thus, a clear choice for experimental acoustic mechanics in geotechnical and
geophysical applications is the use of different branches of Rayleigh–Lamb waves
including both fundamental branches for identifying the presence and properties of
the possible presence of the distant sandy layers. For possible applications in the
internal Lamb problem, see [42, 43].

Acknowledgements The work was supported by the Russian Science Foundation, Grant 20-11-
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Chapter 9
Tunable Static and Dynamic Responses
of Soft Porous Phononic Crystals

Jian Li, Nan Gao, Ronghao Bao, and Weiqiu Chen

Abstract Phononic crystals (PnCs) have attracted intensive research interests for
almost three decades from investigators in different disciplines including physics,
mechanics, materials, devices, etc. The particular band structures in PnCsmake them
perfect candidates for many novel and useful acoustic wave devices. In this chapter,
we present two designs of porous periodic structures made of soft materials. One is a
soft PnC with criss-crossed elliptical holes subject to tension, and the other is a soft
PnC with circular holes, where rigid inclusions can be filled in, under compressive
loads. Both PnCs can be seen as a high-contrast elastic composite. Owing to the large
and recoverable deformation of soft materials, the external load can be well utilized
to change the geometric configuration as well as the effective material properties, so
as to tune both the static deformation and the superimposed linear wave propagation
in soft PnCs. The finite element method is employed to numerically study the effects
of geometry and the inserted rigid inclusions on deformation, buckling mode, post-
buckling deformation, and band structure of wave propagation in the soft PnCs
subject to external loads. Experiments are also conducted to validate the numerical
observations. It is found that either making use of tension or inserting rigid inclusions
can enhance the robustness of deformation and wave propagation in the soft porous
PnCs. The results shall be beneficial to the design of robust soft PnC-based acoustic
wave devices.

Keywords Soft porous phononic crystal · Large deformation · Wave propagation ·
Bandgap · Rigid inclusion
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9.1 Introduction

Materials with periodic meso-/micro-structures or structures with periodicity can
exhibit unusual acoustic wave propagation behavior (e.g. bandgap, negative refrac-
tion, topological state, etc.) due to the Brag scattering mechanism [1, 2]. These
artificial materials are now known as phononic crystals (PnCs). It is noted that
different mechanisms (e.g. local resonance, inertial amplification) have also been
found that can lead to unprecedented electric, magnetic or/and mechanical prop-
erties, and a unified terminology, i.e. metamaterial, has been created to name the
various structured materials [3, 4].

The earlier studies all focus on PnCs with a fixed and unchangeable substructure.
These PnCs are usually narrow-banded and non-adaptive, which greatly hinders their
practical applications. In 2001, Goffaux and Vigneron [5] performed a theoretical
studyon a tunablePnC, showing that thewavepropagationbehavior could be changed
by simply rotating the solid scatterers in the solid-air acoustic periodic system. Since
then, different ideas and methods have been proposed to design multifarious tunable
PnCs [6].

Softmaterials can undergo large deformation even under a small external stimulus,
which is of great superiority in developing novel, reconfigurable, functional devices
and robotics. Hyperelastic materials are a special type of soft materials with the
outstanding ability to recover its original configuration from the deformed state once
the applied load is removed. Thus, hyperelastic materials have been widely applied
in various fields such as biomedical devices, flexible displays, and soft robotics. The
research group led by Professor Katia Bertoldi of Harvard University has systemat-
ically explored the use of hyperelastic materials in tunable PnCs and metamaterials
[7–12].

Applying an external stimulus to soft materials can effectively alter the geometric
configuration, internal stress distribution, and/or local material properties. Among
various kinds of stimuli, mechanical loading ismore simple, common and practical to
be adopted inpractice.Thus,Bertoldi andher collaboratorsmainlypaid their attention
to adaptive soft PnCs tuned by mechanical means in general and compressive loads
in particular. A compressive load can make a soft PnC deform largely and even
buckle. However, there is a great challenge that the large deformation (and buckling
as well) of the soft PnCs subject to compressive loads is very sensitive to the initial
imperfections that may be introduced during manufacture.

To enhance the robustness of large deformation, we introduce here two designs of
soft PnCswith high-contrast elastic properties. One PnC is a soft porousmaterialwith
periodically arranged criss-crossed elliptical holes [13]. This configuration actually
corresponds to the compression-induced buckled state of a soft porous material with
periodic circular holes in a square pattern as studied by Bertoldi and Boyce [7].
Further, we adopt a tensile load instead of the compressive one to tune themechanical
behavior of this soft PnC. The other PnC differs from the soft porous PnC with
oblique infinite array of circular holes in Bertoldi and Boyce [7] by inserting rigid
inclusions into certain holes in a representative volume element (RVE) [14].We show
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numerically and experimentally here that both the two designs enable robust static
and dynamic responses of the soft PnCs.

9.2 Two Designs

In this section, we show the details of the two designs of soft PnCs with the capability
of robust large deformation and wave propagation. Shown in Fig. 9.1a is the in-plane
geometry of the first PnC, with square array of criss-crossed elliptical holes [13].
The thickness of the PnC can vary; if it is very thick as compared to the in-plane
size, then we adopt the assumption of plane-strain state for simplicity (as in the
simulations in Sect. 9.3), and if it is very thin then a plane-stress state is assumed (as
in the experiments and the corresponding simulations to be presented in Sect. 9.4).
The RVE marked by the black box in Fig. 9.1a is enlarged and given in Fig. 9.1b.
2L0 denotes the side length of the square RVE, a and b are the semi-axis lengths
of the elliptical hole, i.e. the minor and major axes respectively. Two dimensionless
parameters are introduced here for the sake of discussion: ψ = abπ/L2

0 is the
porosity of the PnC, and α = b/a is the major-to-minor half-axis ratio.

The host material of the PnC is soft and hyperelastic, which is able to withstand
large deformation. The whole PnC with holes also can be seen as a high-contrast,
two-phase elastic composite by treating the holes as a special material phase. Instead
of using compression to tune the mechanical behavior of the PnC as in Refs. [7–9],
Gao et al. [13] suggested to use tension, as shown in Fig. 9.2, where the tensile strains
εx and εy in the x and y directions are defined as

εi = ui
2L0

(i = x, y), (9.1)

(a)                                                      (b) 

Fig. 9.1 The first soft PnC: a The pattern of criss-crossed elliptical holes; and b the RVE. 2L0 is the
side length of the RVE,while a and b are theminor andmajor axes of the elliptical hole, respectively.
(Reproduced with permission from Gao et al. [13]. Copyright 2018 by Springer Nature)
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(a) (b)

Fig. 9.2 Tension as a tuning means: a Uniaxial tension; and b biaxial tension. εx and εy are the
tensile strains in the x and y directions, respectively. (Reproduced with permission from Gao et al.
[13]. Copyright 2018 by Springer Nature)

with ui being the displacement component.
Figure 9.3 displays the top view of the second hyperelastic PnC [14]. In contrast

to the first PnC, we assume at the very beginning that it is very thick and its static
and dynamic responses are approximately in a plane-strain state. The RVE is chosen
to be a rectangular block with eight circular holes, into which rigid inclusions can
be inserted in different patterns. Shown in Fig. 9.2b are eight typical patterns of
the inserted rigid inclusions with the number of inclusions ranging from 1 to 8,
respectively. In this design, inserting rigid inclusions is used to tune the mechanical
behavior of the PnC, which also can be seen as a high-contrast, three-phase elastic
composite when rigid inclusions are present as a third material phase.

 
(a)                                                           (b) 

Fig. 9.3 The second soft PnC: a The unit cell (solid line) and the RVE (dashed line); and b eight
patterns of inserted rigid inclusions. d is the diameter of the circular hole and w and h are the width
and height of the RVE, respectively. (Reproduced with permission from Li et al. [14]. Copyright
2019 by Elsevier)



9 Tunable Static and Dynamic Responses of Soft Porous Phononic Crystals 137

For the second PnC, the porosity ψ, which also represents the main geometric
feature of the structure, is expressed as

ψ = 2πd2

wh
, (9.2)

where d is the diameter of the circular hole, and w and h are the width and height of
the RVE, respectively.

9.3 Simulations

The structure of the first or second PnC is simple but not as regular as a uniform rect-
angular or circular plate for instance. Moreover, the host material exhibits nonlinear
hyperelastic characteristics. Thus, it is very difficult, if not impossible, to derive the
analytical solutions even in the static deformation case. Thus, we will adopt the finite
element method (FEM) to carry out the simulations for both the static and dynamic
responses. The dynamic responses here are specifically referred to the linear wave
propagation which is superimposed on the statically deformed configuration.

9.3.1 Material Model and Basic Equations

The host material is hyperelastic and its mechanical behavior is assumed to be char-
acterized by the compressible neo-Hookean model, with the energy density function
given by:

W = C0
(
I 1 − 3

) + K0

2
(J − 1)2 (9.3)

where C0 = μ0/2, with μ0 being the initial shear modulus, K0 is the initial bulk
modulus, I 1 is the first deviatoric strain invariant, and J = det (F) is the local volume
change or volume ratio. Here F is the deformation gradient, which is a basic measure
of deformation of the body of interest.

The first Piola–Kirchhoff (PK) stress S can be obtained from the energy density
function as

S = ∂W

∂F
. (9.4)

The Cauchy stress then can be obtained from the first PK stress by the relation
σ = J−1SFT .

In the absence of body forces, the dynamic equilibrium equation may be written
as
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Div S − ρ0
D2χ

Dt2
= 0, (9.5)

where ρ0 is the material density in the initial (reference) configuration, χ(X, t)
is a mapping function, giving the current position vector x of a material particle
originally at X in the initial configuration (i.e. x = χ(X)), D/Dt is the material time
derivative, andDiv is the divergence operator with respect to the initial configuration.
(In this chapter, the operator with the first character capital denotes that it is for the
initial configuration, while that with a lower-case first character is for the current
configuration.)

For static deformation analysis, the inertial term in Eq. (9.5) shall be discarded.
For the linear elastic wave that is superimposed on the static finite deformation of the
hyperelastic body, the above governing equations could be simplified and linearized.
These new equations for the incremental motion are readily obtained from Eqs. 9.4
and 9.5 through linear perturbation [15], and are given by in the current configuration

div Ṡ0 − ρ
∂2u
∂t2

= 0 (9.6)

where u(x, t) = ẋ = χ̇(X, t) is the incremental displacement vector, and ρ =
J−1ρ0 is the current material density. Here, an overdot indicates an incremental
quantity and the subscript 0 denotes a “push forward” version, and hence Ṡ0 is the
“push forward” incremental first PK stress, which obeys the following approximate
linear constitutive relations

Ṡ0 = A0 : grad u, (9.7)

where A0 is the fourth-order effective moduli tensor, with its components given by

A0i jks = J−1FjαFsβ Aiαkβ, (9.8)

where A = ∂2W (F)/∂F∂F. The Einstein summation convention is adopted
throughout this paper.

Equation (9.6) can be further written in the frequency domain for a harmonic
wave for which all physical variables have a common factor e−iωt , with ω being the
circular frequency.

9.3.2 Finite Deformation and Linear Wave Propagation
Analysis

Both uniaxial and biaxial loadings are considered here for illustration, as shown in
Fig. 9.2 for the first soft PnC for example. For the biaxial loading, we can express
the deformation gradient tensor as
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F = (1 + εx )ex ⊗ ex + (
1 + εy

)
ey ⊗ ey, (9.9)

where ex and ey are the base vectors in the Cartesian coordinates, and εx and εy
denote the macroscopic nominal strains in the x and y directions, respectively, which
may be described as [16]

εx = λ cos θ, εy = λ sin θ (9.10)

where λ (λ ≥ 0) denotes the loading parameter, and θ is the loading path angle,
which is related to the ratio between εx and εy . For example, θ = π/4 and θ = 5π/4
correspond to the equi-biaxial tension and compression, respectively.

It should be noted that for the uniaxial loading, say εx �= 0 in the x direction,
the nominal strain in the y direction also doesn’t vanish. Actually, εy should be
determined from the corresponding free boundary condition.

As mentioned earlier, for the soft PnCs, we employ the FEM to simulate their
static and dynamic responses via the commercial software platform ABAQUS. To
do so, we first consider the RVE, which is taken from the infinite periodic structure
as shown in Fig. 9.1 or 9.3. Then, we apply to the boundary of the RVE the periodic
conditions for the finite deformation analysis and the Bloch conditions for the linear
wave propagation analysis, respectively.

In the finite deformation analysis, two virtual nodes are introduced to model the
deformation of the RVE along the two periodic directions (i.e. x and y directions as
indicated in Fig. 9.2), while the periodic boundary conditions are used to establish
the coupling and constraint equations through the motion of each virtual node [14].
Due to the holes existing in the two PnCs, buckling usually happens when they
deform to a certain extent under compression [7, 8]. To determine the corresponding
critical loads, a linear theory for the incremental field similar to that for linear wave
propagation should be adopted. Then the eigenvalue buckling analysis in Abaqus
could be invoked conveniently to obtain the critical loads and the corresponding
buckling modes. The post-buckling deformation of the structure is also of interest
because it can lead to amore significant change in the geometry and effectivematerial
properties of the PnCs. The post-buckling deformation can be numerically induced
by introducing a reasonable geometrical imperfection corresponding to a certain
buckling mode using the modified pseudo arc-length method (i.e. Riks algorithm) in
Abaqus [17].

In order to investigate the propagation of linear elastic waves in a two-dimensional
(either plane-strain or plane-stress) infinite periodic structure, a primitive unit cell
should be defined by a set of base vectors ai (i= 1, 2) and the corresponding reciprocal
lattice vectors bj (j = 1, 2), which satisfy

ai · b j = 2πδi j , (9.11)

where δi j is the Kronecker delta. The location of a point x, may be rewritten as

x = r + x0, (9.12)
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where r = ni ai with ni being integers, and x0 denotes the relative position within
the primitive unit cell. Thus, for a periodic function f (x), we have

f (x) = f (r + x0) = f (x0) (9.13)

For the elasticwave propagating in a periodic structure,we shall employ the following
Bloch conditions [18]:

κ(r + x0) = κ(x0)ei(k·r) = κ(x0)ei(k0·r), (9.14)

where κ is the amplitude vector of any physical quantity (e.g. displacement, stress)
and k is the wave vector specified in the reciprocal space, which can be expressed as

k = mi bi + k0 (9.15)

Here mi are integers, and k0 is the wave vector in the primitive lattice.
To obtain the dispersion relation or band structure, which is actually the relation

between the circular frequency ω and the Bloch wave number vector k0 (with two
components, i.e. the wave numbers), we can consider only those values of k0 located
on the boundary of the irreducible first Brillouin zone (see Fig. 9.4), which will be
called the reduced wave vector (but still denoted as k for simplicity) later. It should
be noted that, the resulting eigenvalue problem is actually complex-valued, caused
by the Bloch conditions in Eq. (9.14). Thus, following Åberg and Gudmundson [19],
we take two instances with identical mesh and material properties, representing the
real and imaginary parts of the corresponding fields respectively, to overcome this
particular difficulty.

Fig. 9.4 The first Brillouin zone and the irreducible Brillouin zone (grey area, bounded by the
boundary GXMYG) for a rectangular primitive unit cell as in the second PnC. When the primitive
unit cell is square (as for the first PnC before loading), the irreducible Brillouin zone can be further
reduced by half, which is bounded by the boundary GXMG. bj are the reciprocal lattice vectors of
the primitive unit cell. (Reproducedwith permission fromLi et al. [14]. Copyright 2019 by Elsevier)
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The periodic conditions necessary in the static deformation (including buckling
and post-buckling) analysis and the Bloch conditions required in the wave propa-
gation analysis are all implemented in the CAE environment of ABAQUS. Script
files written in Python have been developed to conveniently carry out the related
automatic modeling, meshing, and calculations [20].

To compare with the experimental results, we also need to consider the dynamic
responses of a finite structure. To this end, the module of steady-state dynamics
analysis in Abaqus is utilized to obtain the steady-state response of the structure
subject to a harmonic load over a frequency range of interest. With the acceleration
amplitudes at the output and input sides of the model, denoted as Aoutput and Ainput

respectively, we can calculate the transmittance T according to the following formula

T = 20 lg(Aoutput/Ainput). (9.16)

9.3.3 Numerical Results

In this subsectionwepresent some results obtained via the finite elementmodeling for
the two soft PnCs made of rubber. The material parameters adopted in the numerical
modeling are summarized in Table 9.1.

9.3.3.1 The First Soft PnC

For the first soft PnC, we use tension instead of compression to yield the pre-
deformation which is in turn utilized to tune the wave propagation. Since tension
generally doesn’t induce buckling, we focus on the wave propagation behavior only.
The in-plane size of the RVE is taken to be 2L0 = 10 mm, and the thickness is very
large so that a plane-strain state is assumed. The results here are only part of those
reported in Ref. [13], wherein in-depth discussions also can be found.

Figure 9.5 shows the influences of the two geometric parameters (i.e. the porosity
ψ and the major-to-minor half-axis ratio α) on the band structure of the first
soft PnC without pre-deformation. It is seen that both the width and number of
bandgaps increase with α. The porosity ψ also affects the band structure obviously.
In particular, there is no complete bandgap when ψ = 40%, while there are two
bandgaps for ψ = 60%, with a very wide one appearing in the low-frequency range.

Table 9.1 Material
properties

Type of PnC ρ0 (g·cm−3) K0 (MPa) C0 (MPa)

The first 1.05 55 0.55

The second 1.30 50 0.25
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Fig. 9.5 The band structure of the unloaded first PnC: a and b The porosity is fixed at ψ = 50%,
while the major-to-minor half-axis ratio is taken to be α = 1.0, 3.0 respectively; c and d the major-
to-minor half-axis ratio is fixed at α = 1.5, while the porosity is taken as ψ = 40,60% respectively.
(Reproduced with permission from Gao et al. [13]. Copyright 2018 by Springer Nature)

The effects of the tensile load on the band structure of the first PnC are shown in
Fig. 9.6. It is seen that increasing the tensile load continuously reduces the frequency
range of the main bandgap. The number and frequency range of other bandgaps also
vary with the loading magnitude and pattern (i.e. uniaxial or biaxial, depending on
the loading path angle in Eq. (9.10). It is worth pointing out that, the consequence of
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tuning elastic waves using tensile load is just opposite to that using compressive load
[7, 8], as expected. But there is a major difference, i.e. the tuning effect is very robust
since the tension-induced deformation is insensitive to the initial imperfections that
may exist in the PnC. This will be confirmed by the experiments to be shown later.

Fig. 9.6 The band structure in the first PnC for ψ = 50% and α = 1.5 under different tensile
loads: a Unloading; b uniaxial tension ε = 20%; c equi-biaxial tension ε = 10%; and d equi-
biaxial tension ε = 10%. (Reproduced with permission from Gao et al. [13]. Copyright 2018 by
Springer Nature)
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9.3.3.2 The Second Soft PnC

For the second soft PnC, although we still use compression to make the pre-
deformation, just like Refs. [7, 8], we insert rigid inclusions (made of steel, with
Young’s modulus 194.02 GPa, Poisson’s ratio 0.3, and density 7930 kg/m3) into
some holes so as to enhance the robustness. The width of the RVE is taken to be w
=18.212 mm, its height is h = √

3w, and the diameter of the circular hole is set
as d = 8 mm. In this case, the porosity of the PnC without inclusions is ψ = 70 %.
The results here are taken from Ref. [14], wherein in-depth discussions also can be
found.

Compression will induce buckling. Figure 9.7 displays the first two buckling
modes and the corresponding critical loads in the case of uniaxial compression in
the x or y direction. While the first-order critical loads for the two loading cases
are almost the same (−0.056), the difference between the first two critical loads in
each loading case is quite obvious. This feature is very important since, to induce the
subsequent post-buckling deformation, we need to introduce the initial geometrical
imperfection, which corresponds to the first-order buckling mode, into the structure.
If two buckling modes/loads are very close to each other, keeping the robustness of
the post-buckling deformation corresponding to any buckling mode will become a
big challenge either numerically or experimentally [16].

Figure 9.8 shows the effects on the band structure of inserting rigid inclusions into
the holes of the second PnC without loading. It is interesting to observe that, only in
the first case (i.e. when there are two rigid inclusions in a column), there are multiple
complete bandgaps (gray areas) for frequencies lower than 1200 Hz. In the other
three cases, only directional bandgaps (in the direction of G-Y, green areas) could
be found. Thus, making a proper arrangement of the inserted rigid inclusions can
enable the unidirectional suppression or propagation of elastic waves in the second
PnC.

Fig. 9.7 The first two buckling modes and the corresponding critical loads of the second PnC in
the case of uniaxial compression: a RVE with two inclusions b ε

cr,1
x = −0.056; c ε

cr,2
x = −0.165;

d ε
cr,1
y = −0.056; and e ε

cr,2
y = −0.093. Here in the superscript, “cr” denotes the critical load,

i = 1, 2 signifies the order of the buckling mode. (Reproduced with permission from Li et al. [14].
Copyright 2019 by Elsevier)
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Fig. 9.8 Effects of inserted rigid inclusions on the band structure of the secondPnCwithout loading:
a Two inclusions in a column; b Two inclusions in a row; c three inclusions; and d four inclusions.
(Reproduced with permission from Li et al. [14]. Copyright 2019 by Elsevier)

We have numerically clarified that inserting two rigid inclusions in diagonal (as
shown in Fig. 9.7) will ensure the robustness of the post-buckling deformation corre-
sponding to either the first or second buckling mode. Now in Fig. 9.9, we present the
effects of large deformation on the band structure of the second soft PnC with two
diagonally inserted inclusions. It is seen that, in the case of no deformation, there will
be a very wide complete bandgap with its frequency ranging from 314 to 1143 Hz.
When there is an external compressive load, this complete bandgap narrows, but new
bandgaps are present either in the lower or higher frequency range.
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Fig. 9.9 Effects of post-buckling deformation on the band structure of the second PnC under
different compressions: a Unloading; b uniaxial compression in the x direction with εx = −0.15;
c uniaxial compression in the y direction with εy = −0.15; and d equi-biaxial compression with
εx = εy = −0.15. The inset in each panel gives the deformed configuration. (Reproduced with
permission from Li et al. [14]. Copyright 2019 by Elsevier)

9.4 Experimental Validation

In Sect. 9.3, we have shown numerically that applying a tensile load on the first soft
PnC and inserting rigid inclusions into certain holes of the second soft PnC can both
robustly tune their deformation and wave propagation characteristics. Here in this
section, we will present some typical experimental results and compare them with
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the numerical simulations. More details of the experiments as well as the related
discussions could be found in Refs. [14, 21].

9.4.1 Experiments on the First PnC

The sample of the first soft PnC used in experiments is shown in Fig. 9.10. The
sample is made of silicone rubber (Mold Max 30, Smooth-On), and its total size is
240 × 200 × 6 mm (Height×Width×Thickness). The actual material properties are
shown in Table 9.2, and the experimental setup is also shown in Fig. 9.10 with the
detailed descriptions given in Ref. [21].

Fig. 9.10 Experiments on the first PnC: a The sample with the initial porosity ψ =
52.84 %, α = 2.0 (the yellow-shaded area is an RVE); b the RVE; c device for uniaxial tension
(in the vertical direction) and the red solid part is the effective part; d parts of the dynamic exper-
imental setup with a harmonic excitation. (Reproduced from Ref. [21] with permission from the
Royal Society of Chemistry)
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Table 9.2 Actual material
properties of the second PnC
in experiments

ρ0 (g cm−3) K0 (MPa) C0 (MPa)

1.05 63.92 0.13

Shown in Fig. 9.11 is the comparison of band structure and transmission (in the
GX direction, or 
X as indicated in the figure) of the first soft PnC between different
methods (experimental, numerical) and situations (unloaded, uniaxially loaded). The
comparison of the directional bandgap between experiment and simulation for the
unloaded sample indicates a perfect agreement. Moreover, the numerical variation of
the bandgap with the applied tension also agrees with that obtained experimentally.
The comparison in Fig. 9.11 not only validates either the numerical method or the
experimental approach, but also verifies the robustness of the first soft PnC.

9.4.2 Experiments on the Second PnC

The geometry of sample of the second soft PnC used in experiments is the same as
that indicated in Fig. 9.3, comprising 5×3 RVEs. It is again made of rubber, with
somewhat different material properties from the first PnC, as shown in Table 9.1.
The in-plane size of the RVE is the same as that employed in numerical simulation.
The thickness is about 50 mm so that the static and dynamic responses of the sample
can be well controlled in an approximate plane-strain state. The static and dynamic
experimental setups are shown in Figs. 9.12 and 9.13, respectively, whilemore details
have been provided in Ref. [14].

To illustrate the inclusion-enhanced robustness of deformation of the second soft
PnC, the intact one without inclusions is first considered. Two samples taken from
the same batch are compressed uniaxially when the compressive strain is ε = −0.20.
It is seen that the post-buckling deformation of the sample in Fig. 9.14a belongs to
mode I as called by Shan et al. [16]. It is the numerically predicted first buckling
mode of the intact PnC. But the second sample shown in Fig. 9.14b experiences
a different situation. The post-buckling deformation in certain areas of the sample
seems to be triggered by another buckling mode (mode II in the figure), deviating
obviously from the numerical prediction.

Inserting rigid inclusions into the holes of the samples could enhance the robust-
ness of the deformation of the second PnC, which is confirmed by the experiment as
shown in Fig. 9.15 for three different compressive loads. The comparison with the
numerical simulation also given in that figure clearly indicates perfect consistency
between the two approaches. It is noted that the three deformed configurations shown
in Fig. 9.15 are very similar and all induced by the same chiral mode. Thus, the post-
buckling deformation of the second soft PnC with certain inserted rigid inclusions
seems to be insensitive to the loading type and is much more robust than the intact
PnC.
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Fig. 9.11 Effects of uniaxial tension on the low-frequency band structure: a−c are the simulated
band diagram, experimental transmission spectrum and simulated transmission spectrum when
ε = 0, respectively; d−f are those when ε = 0.15; g−i are those when ε = 0.25. (Reproduced
from Ref. [21] with permission from the Royal Society of Chemistry)

The wave propagation characteristics in the second soft PnC could also be tuned
by, in addition to the large deformation, inserting rigid inclusions into its holes.
The experimental transmittance curves for waves propagating both in the G-X and
G-Y directions obtained by the testing devices shown in Fig. 9.13 are displayed
in Fig. 9.16, which are compared with the numerical transmittance curves and the
band structures (also given in Fig. 9.8a). The comparison indicates a good agreement
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Fig. 9.12 Devices for uniaxial and equi-biaxial compression tests: a Uniaxial compression; b
equi-biaxial compression; c axonometric picture of equi-biaxial compression device; d process of
equi-biaxial compression. (Reproduced with permission from Li et al. [14]. Copyright 2019 by
Elsevier)

between the experimental and numerical results, especially in terms of the bandgaps.
Nevertheless, the experiment shows a remarkable attenuation characteristic in the
high-frequency range (and also outside the main bandgap). This observation could
be attributed to thematerial damping in rubber that should be taken into consideration
for the second soft PnC with a very large thickness. By incorporating the material
loss factor η = 0.061 (which is experimentally evaluated via the DMA test [14])
into the simulation, the same phenomenon can be observed numerically, as shown
in Fig. 9.16.

9.5 Conclusions

In this chapter, we present two designs of soft PnCs, both can be seen as a high-
contrast elastic composite. It is shown that the periodicity of the meso-structure in
such composites may realize particular band structures that are needed for novel
acoustic devices. The capability of reversible large deformation (including buckling
and post-buckling) can be invoked to tune the deformation and wave propagation
characteristics in the soft PnCs. However, the existing tunable soft PnCs reported
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Fig. 9.13 Devices for wave propagation test. (Reproduced with permission from Li et al. [14].
Copyright 2019 by Elsevier)

Fig. 9.14 Comparison between two samples of the second PnC with possibly different geometric
imperfections subject to the same compression. (Reproduced with permission from Li et al. [14].
Copyright 2019 by Elsevier)
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Fig. 9.15 Experimental and numerical results for the second PnC with diagonally inserted rigid
inclusions under compressive loads: a Uniaxial compression in the x direction with εx = −0.15;
b uniaxial compression in the y direction with εy = −0.15; and c equi-biaxial compression with
εx = εy = −0.15. (Reproduced with permission from Li et al. [14]. Copyright 2019 by Elsevier)

Fig. 9.16 Experimental transmittance curves for the second soft PnC with inserted rigid inclusions
in a column in the RVE without loading and their comparison with the calculated band structures
and transmittance spectra: a In the direction of G-X; and b in the direction of G-Y. η is the loss
factor, which characterizes the magnitude of material damping and can be readily incorporated into
the wave propagation simulation in ABAQUS. (Reproduced with permission from Li et al. [14].
Copyright 2019 by Elsevier)

by other researchers are usually subject to a compressive load to induce large post-
buckling deformation, which is susceptible to the initial flaws in the structure. To
surmount the difficulty so as to enhance the robustness of deformation and wave
propagation, we introduce two approaches to the design of tunable soft PnCs. One
is to use tension instead of compression to induce large deformation in a soft porous
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PnC with criss-crossed elliptical holes. The other is to insert rigid inclusions into
certain holes of a soft porous PnC with circular holes subjected to compression.
Both numerical and experimental efforts have been made to illustrate the feasibility
of robustly tuning these two soft PnCs.

The results presented in this chapter should be helpful to the reader who is inter-
ested in developing practically useful soft PnCs. The results are just a brief summary
of our published papers [13, 14, 21], and the reader is referred to these publications
for more details concerning numerical simulations, experiments and discussions.

Recently, topological acoustic metamaterials, which can reproduce the classical
quantum effects remarkably at macroscale, have become an intensive research focus
[22–24]. Soft hyperelastic materials have been shown to be a perfect candidate to
realize various tunable acoustic topological states [25, 26]. Combining soft (porous)
materials with hard inclusions to make high-contrast elastic composites, we then
may be able to create more possibilities to arrive at novel, high-performance, and
practically useful tunable topological acoustic devices.

Acknowledgements This research acknowledges funding from the Natural Science Foundation
of Zhejiang Province (grant number LD21A020001), the National Natural Science Foundation of
China (grant numbers 12072315 and 11872329), and the 111 Project (No. B21034).

References

1. Kushwaha MS, Halevi P, Dobrzynski L, Djafari-Rouhani B (1993) Acoustic band structure of
periodic elastic composites. Phys Rev Lett 71(13):2022–2025

2. Hussein MI, Leamy MJ, Ruzzene M (2014) Dynamics of phononic materials and structures:
historical origins, recent progress, and future outlook. Appl Mech Rev 66(4):040802

3. Zhu XN, Zhang X (2018) Metamaterials: Artificial materials beyond nature. Natl Sci Rev
5(2):131

4. Kadic M, Milton GW, van Hecke M, Wegener M (2019) 3D metamaterials. Nature Reviews
Physics 1:198–210

5. Goffaux C, Vigneron JP (2001) Theoretical study of a tunable phononic band gap system. Phys
Rev B 64:075118

6. Wang YF, Wang YZ, Wu B, Chen WQ, Wang YS (2020) Tunable and active phononic crystals
and metamaterials. Appl Mech Rev 72(4):040801

7. Bertoldi K, Boyce MC (2008) Mechanically-triggered transformations of phononic band gaps
in periodic elastomeric structures. Phys Rev B 77:052105

8. BertoldiK, BoyceMC (2008)Wave propagation and instabilities inmonolithic and periodically
structured elastomeric materials undergoing large deformations. Phys Rev B 78:184107

9. Wang L, Bertoldi K (2012) Mechanically tunable phononic band gaps in three-dimensional
periodic elastomeric structures. Int J Solids Struct 49:2881–2885

10. Wang P, Shim J, Bertoldi K (2013) Effects of geometric and material non-linearities on the
tunable response of phononic crystals. Phys Rev B 88:014304

11. Wang P, Casadei F, Shan S, Weaver JC, Bertoldi K (2014) Harnessing buckling to design
tunable locally resonant acoustic metamaterials. Phys Rev Lett 113:014301

12. Babaee S, Wang P, Bertoldi K (2015) Three-dimensional adaptive soft phononic crystals. J
Appl Phys 117:244903



154 J. Li et al.

13. Gao N, Huang YL, Bao RH, Chen WQ (2018) Robustly tuning bandgaps in two-dimensional
soft phononic crystals with criss-crossed elliptical holes. Acta Mech Solida Sin 31(5):573–588

14. Li J, Wang YT, Chen WQ, Wang YS, Bao RH (2019) Harnessing inclusions to tune post-
buckling deformation and bandgaps of soft porous periodic structures. J Sound Vib 459:11848

15. Ogden RW (1997) Non-linear Elastic Deformations. Dover Publications, New York
16. Shan S, Kang SH, Wang P, Qu C, Shian S, Chen ER, Bertoldi K (2014) Harnessing multiple

folding mechanisms in soft periodic structures for tunable control of elastic waves. Adv Func
Mater 24:4935–4942

17. Dassault S Simulia Corp (2014) Abaqus analysis user’s guide. Providence, Rhode Island
18. Brillouin L (1953) Wave Propagation in Periodic Structures. Dover, New York
19. ÅbergM, Gudmundson P (1997) The usage of standard finite element codes for computation of

dispersion relations inmaterialswith periodicmicrostructure. JAcoust SocAm102:2007–2013
20. Huang Y, Gao N, ChenWQ, Bao RH (2018) Extension/compression-controlled complete band

gaps in 2D chiral square-lattice-like structures. Acta Mech Solida Sin 31(1):51–65
21. Gao N, Li J, Bao RH, Chen WQ (2019) Harnessing uniaxial tension to tune Poisson’s ratio

and wave propagation in soft porous phononic crystals: An experimental study. Soft Matter
15:2921–2927

22. Ge H, Yang M, Ma C, Lu MH, Chen YF, Fang N, Sheng P (2018) Breaking the barriers:
Advances in acoustic functional materials. Natl Sci Rev 5(2):159–182

23. Gao N, Qu SC, Si L, Wang J, Chen WQ (2021) Broadband topological valley transport of
elastic wave in reconfigurable phononic crystal plate. Appl Phys Lett 118:063502

24. Chen Y, Zhang Q, Zhang YF, Xia BZ, Liu XN, Zhou XM, Chen CQ, Hu GK (2021) Research
progress of elastic topological materials. Advances in Mechanics 51(2):1–69 (in Chinese)

25. Huang YL, Huang Y, Chen WQ, Bao RH (2020) Flexible manipulation of topologically
protected waves in one-dimensional soft periodic plates. Int J Mech Sci 170:150348

26. Chen YJ,WuB, Li J, Rudykh S, ChenWQ (2021) Low-frequency tunable topological interface
states in soft phononic crystal cylinders. Int J Mech Sci 191:106098



Chapter 10
Blur Effect in a Multiple Particle Inverse
Problem for Fiber-Reinforced
Composites

V. Mityushev, Zh. Zhunussova, K. Dosmagulova, and H. Akca

Abstract The Prony method of scattering data analysis is extended to an inverse
problem for a fiber-reinforced composite. Unidirectional fibers of shear moduli μk

(k = 1, 2, . . . , n) are embedded in the host of shearmodulusμ.We consider antiplane
strain of the fibrous composite when a section perpendicular to the axis of fibers is
the unit disk which contains n non-overlapping inclusions. The contact between the
components is supposed to be perfect. The main attention is paid to rigid inclusions
when μk � μ. Let the longitudinal displacement u be given on the unit circle. Other
components of displacement vanish in the unit disk in the antiplane statement. The
considered problem is written in terms of complex potentials and solved by a method
of functional equations. In particular, the out-of-plane traction proportional to the
normal derivative ∂u

∂n is found on the unit circle. This yields a constructive method to
the symbolic approximation of the Dirichlet-to-Neumann operator for an arbitrary
multiply connected circular domain. The method is applied to the inverse problem
for non-overlapping equal disks whose centers ak (k = 1, 2, . . . , n) have to be deter-
mined. Let the displacement u and the traction μ∂u

∂n be given on the outer unit circle.
We construct explicitly a polynomial Pn(z) whose complex roots coincide with the
centers of inclusions ak . This result can be considered as a solution to the special
Prony problem. The considered examples demonstrate the effect of blurring for large
n when disks in the near-boundary vicinity are properly determined. The location of
the deeper disks is blurry and can be determined by the same equation Pn(z) = 0 but
solved with higher accuracy.
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10.1 Introduction

Reconstruction of inhomogeneities from boundary measurements is a fundamental
problem of geophysics and material sciences [1, 2]. Inhomogeneities in dispersed
two-phase media can be considered as a set of particles located in the host mate-
rial. An inverse problem consists in the determination of particle location and their
physical properties by boundary data [3]. The developedmathematicalmethods allow
determining the location of a few particles near the boundary and their shapes. Deter-
mination of the location of a large number of particles distributed by the depth from
the boundary is a challenging problem having various applications in porous media
and material science. The present paper is devoted to the statement of a new inverse-
type problem for a large number of inclusions. The shape of inclusions is supposed
to be given contrary to the traditional statement and their location is the goal of
our study. We state such a problem for circular inclusions and develop an algorithm
to detect their centers. The numerical examples demonstrate its efficiency near the
boundary and the blurring location of particles at the critical depth.

The antiplane strain is governed by the Laplace equation. Analogous problems
are studied in the theory of the steady heat conduction and other topics of physics [1,
2, 4–7]. The literature on the uniqueness and stability of the shape inverse problems
is very rich and covers a wide range of questions discussed in [8–12].

The standard Dirichlet and Neumann boundary conditions are used on the fixed
outer boundary of the multiply connected domain D displayed in Fig. 10.1, when the
displacement component u parallel to the axis of fibrous composite and the normal
derivative ∂u

∂n (traction) are given on the unit circle. The contact between the host D
and the inclusions Dk is assumed to be perfect. The shapes of ∂Dk are supposed to
be known.

In the present paper, we propose a new statement of the inverse problem when the
shape of each inclusion is fixed as a disk of radius rk (k = 1, 2, . . . , n). Though the
method is theoretically developed for different radii, its implementation is performed
for equal radii when rk = r . We detect the centers of unidirectional fibers ak (k =
1, 2, . . . , n) in a section perpendicular to their direction. This problem may yield
an approximate solution to the two-dimensional shape problem since any shape
can be arbitrarily approximated by packing disks [13]. Though the statement of the
previously discussed inverse shape problem formally includes a multiply connected
domain with an arbitrary connectivity n, the existing publications actually contain
numerical results at most for three inclusions. We develop an analytical method for
the detection of inclusions with the concentration φ = nr2 in the unit disk. The case
of large n ∼ 150, small r and the moderate concentration φ is discussed. In the
considered statement, the values φ and r are assumed to be given.

It is worth noting that the discussed inverse problem with the given external
stresses essentially differs from the trivial problem with point sources. Moreover,
the problem with active interior points cannot be used as an approximation to the
problem with passive inclusions, since the problem with point sources has vanishing
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Fig. 10.1 Circular
inclusions in the unit disk

concentration. Such a source problem becomes similar to our problemwhen a source
belongs to an inclusion whose size is not infinitesimally small.

This paper is organized as follows. The direct boundary value problem is discussed
in Sect. 10.2. The longitudinal displacement u is given on the unit circle and satisfies
the Laplace equation in the components of the unit disk. This problem is solved
by a method of functional equations [14, 15]. Using this result, we find the normal
derivative ∂u

∂n on the outer unit circle. The symbolic approximation of theDirichlet-to-
Neumann operator for an arbitrary multiply connected circular domain is described
in Sect. 10.2.1. In Sect. 10.2.1.1, we pass to the inverse problem and equate the
calculated function ∂u

∂n on the unit circle to a given function. This yields a functional
relation which contains a discrete set of unknown parameters.

The further investigation is similar to the Prony model for radar cross-section data
[16]. The obtained functional relation is reduced to the following algebraic equations:

n∑

k=0

Xka
s
k = bs, s = 0, 1, . . . , N − 1, (10.1)

where bs are given complex numbers. The centers of inclusions ak (k = 1, 2, . . . , n)
are considered as unknown complex numbers. The real parameter Xk is related by
a simple formula with the shear modulus of inclusion μk (k = 1, 2, . . . , n). The
number of equations N has to be preselected. Equation (10.1) were used in [16]
for approximation of target, e.g., a simply connected domain, by means of the set
of discrete scattering centers. It was proved that there exists a monic polynomial
PN (z) of degree N ≥ n whose n roots correspond to the scattering centers and the
remaining roots are spurious. The coefficients of PN (z) satisfy the system of linear
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algebraic equations written in [16]. The general solvability conditions for the inverse
problems and their relations to a harmonic moments problem are beyond the scope
of this paper and can be found in [12, 17]. We concentrate our attention on the exact
formulas in the special statement.

In the case of two-phase high-contrast monodispersed composites, all Xk can be
normalized to unity. In the present paper, the outlined above Prony method can be
simplified for such a composite. Using general relations on symmetric polynomials,
we construct the polynomial Pn(z) explicitly, where n is the number of unknown
inclusions. This result is new, since the coefficients of Pn(z)were found numerically
in the previous works through a system of linear algebraic equations.

In the present paper, we discover the effect of blurring when the roots of equation
Pn(z) = 0 for n ≈ 150 near the boundary |z| = 1 are accurately detected. The roots
located far away from |z| = 1 could not be found except by very high-precision
computations.

10.2 Boundary Value Problem for a Multiply Connected
Domain

Consider n unidirectional fibers of shear moduli μk (k = 1, 2, . . . , n) embedded
in the host of shear modulus μ. Let the fibers be directed along the x3 coordinate
axis, and a section perpendicular to fibers belong to the plane (x1, x2). Introduce a
complex variable z = x1 + i x2. Let the sections of fibers be mutually disjoint disks
|z − ak | < rk denoted below by Dk (k = 1, 2, . . . , n). Here, the centers of disks
are expressed in terms of complex numbers ak . The complement of all the disks
|z − ak | ≤ rk to the unit disk is denoted by D. For definiteness, let the point z = 0
belong to D, hence, |ak | > rk for all k = 1, 2, . . . , n. An example of the unit disk
with circular inclusions is displayed in Fig. 10.1.

The antiplane strain problem can be stated as a boundary value problem for com-
plex potentials defined in the domains D and Dk (k = 1, 2, . . . , n) of the complex
plane [18]. Let uk(z) and u(z) denote the longitudinal component of displacement
in |z − a| < rk and in D, respectively. These functions satisfy the Laplace equation
in the corresponding domains, for instance,

∂2u

∂x21
+ ∂2u

∂x22
= 0 in D. (10.2)

The stresses are expressed through the derivatives of the displacement

σ13 = σ31 = μ
∂u

∂x1
, σ23 = σ32 = μ

∂u

∂x2
in D. (10.3)

Analogous formulas take place in Dk . Other components of displacement and stress
tensor vanish in the antiplane statement.
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The perfect contact along the circle |z − ak | = rk is expressed by equal displace-
ments and normal stresses from both sides of the circle. It can be written in the form
of the following two equations [15, 18]:

u(z) = uk(z), μ
∂u

∂n
(z) = μk

∂uk
∂n

(z), |z − ak | = rk, (10.4)

where ∂
∂n denote the normal derivative to the circle |z − ak | = rk . Let the displace-

ment u(z) be given at the outer boundary

u(z) = h(z), |z| = 1, (10.5)

where h(z) = Re f (z)with f (z) analytic in |z| < 1. It is assumed that the derivative
of f (z) is Hölder-continuous in |z| ≤ 1.

Introduce the complex potentials ϕk(z) in |z − a| < rk and ϕ(z) in D in such a
way that

u(z) = Re ϕ(z), uk(z) = 2μ

μ + μk
Re ϕk(z) ≡ (1 − �k) Re ϕk(z), (10.6)

where �k denotes the contrast parameter introduced by Bergman [19]

�k = μk − μ

μk + μ
. (10.7)

The stresses are expressed through the complex potentials by equations

σ13 − iσ23 = μϕ′(z), z ∈ D, σ13 − iσ23 = 2μkμ

μ + μk
ϕ′
k(z), z ∈ Dk . (10.8)

The functionsϕk(z) andϕ(z) are analytic in |z − a| < rk and D, respectively, contin-
uously differentiable in the closures of the considered domains. Two real conjugation
conditions (10.4) can be written as one complex R-linear condition [15]

ϕ(t) = ϕk(t) − �kϕk(t), |t − a| = rk . (10.9)

The conditions (10.5) can be written in the form [15]

ϕ(t) = ϕ0(t) − ϕ0(t) + f (t), |t | = 1, (10.10)

where the functions ϕ0(z) and f (z) are analytic in |z| > 1 and |z| < 1, respectively,
and continuously differentiable in |z| ≥ 1 and |z| ≤ 1.

Following [15], on differentiating (10.8) and (10.9), we deduce
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ϕ′(t) = ϕ′
k(t) + �kr2k

(t − ak)2
ϕ′
k(t), |t − a| = rk, (10.11)

ϕ′(t) = ϕ′
0(t) + 1

t2
ϕ′
0(t) + f ′(t), |t | = 1.

Introduce the function analytic in D and continuous in its closure

ψ(z) = zϕ′(z). (10.12)

Along similar lines, introduce the functions ψ0(z) = zϕ′
0(z) and ψk(z) = zϕ′

k(z)
analytic in |z| > 1and |z − ak | < rk , respectively.Consider the inversionwith respect
to the circle |t − a| = rk

z∗
(k) = r2k

z − ak
+ ak . (10.13)

Using the relation t = t∗(m) on |t − ak | = rk , we rewrite (10.11), in the form

ψ(t) = ψk(t) + �kr2k t

(t − ak)(akt + r2k − |ak |2)ψk(t), |t − ak | = rk, (10.14)

ψ(t) = ψ0(t) + ψ0(t) + t f ′(t), |t | = 1.) (10.15)

We reduce the boundary value problem (10.14), (10.15) to a system of functional
equations. First, introduce the function

Φ(z) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ψk(z) − ∑
m �=k

�mr2mz
(z−am )(amz+r2m−|am |2)ψm

(
z∗
(m)

)
− ψ0

(
1
z

)

−z f ′(z), |z − ak | ≤ rk (k = 1, 2, . . . , n),

ψ0(z) − ∑n
m=1

�mr2mz
(z−am )(amz+r2m−|am |2)ψm

(
z∗
(m)

)
, |z| ≥ 1,

ψ(z) − ∑n
m=1

�mr2mz
(z−am )(az+r2m−|am |2)ψm

(
z∗
(m)

)
− ψ0

(
1
z

)

−z f ′(z), z ∈ D.

(10.16)

This function is constructed by a selection of combinations of analytic functions in
such a way that the limit values of Φ(z) coincide on all the circles |t − ak | = rk
(k = 1, 2, . . . , n) and |t | = 1. The choice ofΦ(z) can be explained by an equilibrium
of all fictitious point forces produced by analytic functions out of their domain of
analyticity. Formally, one can check after calculations that Φ+(t) = Φ−(t) on every
circle where Φ±(t) denotes the limit values of Φ(z) from the different sides of the
considered curve. Using the principal of analytic continuation, Liouville’s theorem
and decay condition ψ0(∞) = 0, one can demonstrate thatΦ(z) ≡ 0 [14, 15]. Then,
the definition of Φ(z) yields the functional equations
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ψk(z) =
∑

m �=k

�mr2mz

(z − am)(amz + r2m − |am |2)ψm

(
z∗
(m)

)
(10.17)

+ψ0

(
1

z

)
+ z f ′(z), |z − ak | ≤ rk (k = 1, 2, . . . , n),

ψ0(z) =
n∑

m=1

�mr2mz

(z − am)(amz + r2m − |am |2)ψm

(
z∗
(m)

)
, |z| ≥ 1. (10.18)

The functional equations (10.17) and (10.18) express the elastic force equilibrium
mentioned above. For instance, Eq. (10.17) means that the force of the disk Dk

expressed by the complex potential ψk(z) is balanced by the force produced by the
potential in the right part of (10.17).

Substituting ψ0 from (10.18) into (10.17), we arrive at the functional equations

ψk(z) =
∑

m �=k

�mr2mz

(z − am)(amz + r2m − |am |2)ψm

(
z∗
(m)

)
(10.19)

+
n∑

m=1

�mr2mz

(1 − amz)(am + (r2m − |am |2)z)ψm

(
am + r2mz

1 − amz

)
+ z f ′(z),

|z − ak | ≤ rk (k = 1, 2, . . . , n).

It is shown in [14] that the system of equations (10.19) has a unique solution. It
can be found by the method of successive approximations uniformly convergent in
|z − ak | ≤ rk (k = 1, 2, . . . , n). When ψk are constructed, the function ψ0(z) can be
found by (10.18) and ψ(z) by (10.16)

ψ(z) =
n∑

m=1

�mr2mz

(z − am)(amz + r2m − |am |2) ψm

(
z∗
(m)

)
(10.20)

+
n∑

m=1

�mr2mz

(1 − amz)(am + (r2m − |am |2)z)ψm

(
am + r2mz

1 − amz

)
+ z f ′(z),

z ∈ D.

10.2.1 Constructive form of the Dirichlet-to-Neumann
Operator

In the present section,we construct the functionψ(z)up toO(r4),where r = max j r j .
The radii are dimensionless, since the external circle is normalized to the unit circle.
It follows from (10.19) that
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ψk(z) =
∑

m �=k

�mr2mz

(z − am)(amz + r2m − |am |2)ψm (am) (10.21)

+
n∑

m=1

�mr2mz

(1 − amz)(am + (r2m − |am |2)z)ψm (am) + z f ′(z) + O(r4),

|z − ak | ≤ rk (k = 1, 2, . . . , n).

In the zeroth approximation, we have

ψk (ak) = ak f
′(ak) + O(r2). (10.22)

Then, (10.20) yields

ψ(z) = z
n∑

m=1

�mr
2
m

[
f ′(am)

(z − am)2
+ f ′(am)

(1 − amz)2

]
+ z f ′(z) + O(r4), z ∈ D.

(10.23)

The normal derivative ∂u
∂n on the unit circle can be calculated by

g(z) := ∂u

∂n
(z) = Re ψ(z), |z| = 1. (10.24)

Here, Eq. (10.12) and the following relation are used:

∂u

∂n
(z) = Re

[
(x1 + i x2)

(
∂u

∂x1
− i

∂u

∂x2

)]
, |z| = 1. (10.25)

We recall that the unit outward normal vector to the unit circle has the form
n = (x1, x2). Then, the normal derivative becomes ∂u

∂n (z) = x1
∂u
∂x1

+ x2
∂u
∂x2

. The cor-
responding complex derivative can be calculated in terms of the partial derivatives
ϕ′(z) = ∂u

∂x1
− i ∂u

∂x2
. One can see that the relation (10.24) yields an approximation

up to O(r4) of the Dirichlet-to-Neumann operator DtN : h 
→ g. More precisely,
consider a given boundary function h from the boundary condition (10.5) on the
outer unit circle. First, the function f (z) analytic in |z| < 1 satisfying the relation
h(z) = Re f (z) is constructed by the Schwarz operator [14]

f (z) = 1

2πi

∫

|ζ|=1
h(ζ)

ζ + z

ζ − z

dζ

ζ
, |z| ≤ 1. (10.26)

Next, f ′(am) is calculated and used in (10.23) to construct the function ψ(z). The
function g(z) is found from (10.24) up to O(r4)
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g(z) = Re[z f ′(z)] + 2
n∑

m=1

�mr
2
mRe

[
z

f ′(am)

(z − am)2

]
+ O(r4), |z| = 1. (10.27)

Computational remark [20]. Themethod of iterations can be applied to the func-
tional equations (10.19) in symbolic-numerical form practically without restrictions.
This will give higher order formulas improving the asymptotic equation (10.27). It
requires an advanced computer implementation like the procedure developed in [20,
Chap. 2] for the effective properties of composites. An example is given at the end
of the present section.

Theoretical remark [15]. The relation (10.24) determines the Dirichlet-to-
Neumann operator on the unit circle DtN : h 
→ g. This operator acts from the
space C (1,α) consisting of functions differentiable on ∂D whose partial derivatives
belong to the Hölder space Hα. The resulting function g belongs to the space of
continuous functions.

Consider the special case h(z) = Re z = x1, hence, f (z) = z. It has clear appli-
cations to the inverse problem discussed below. Consider the vanishing inclusions
when rk = 0. The displacement in the unit disk becomes u = x and the trace
q0 = −μ∇u = −μ(1, 0). The same displacement u = x1 is obtained for the external
trace q0, i.e., for the Neumann problem −μ∂u

∂n (t) = q0 · n, |t | = 1. It is worth noting
that g(z) = z by (10.27). Therefore, the Dirichlet-to-Neumann operator transforms
the function Re z into itself in this simple case.

Let now the inclusions not degenerate, i.e., rk > 0. Then, the above-considered
fields are perturbed by the impact of inclusions. The trace has a similar behavior but
only on a macroscale. In microscale, it oscillates as shown in the papers [21–23]. It
can be seen from the function g(z) which now becomes

g(z) = Re z + 2
n∑

m=1

�mr
2
mRe

z

(z − am)2
+ O(r4). (10.28)

We refer to the papers [21–23] concerning the mechanism of oscillations and further
discussion devoted to the resurgence effects.

We now outline how to derive the next approximations. The case f ′(z) = 1 is con-
sidered for simplicity. Substituting (10.22) into (10.21), we obtain the next approxi-
mation

ψk(z) = z

⎡

⎣
∑

m �=k

�mr2m
(z − am)2

+
n∑

m=1

�mr2m
(1 − amz)2

+ 1

⎤

⎦ + O(r4), (10.29)

k = 1, 2, . . . , n.
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Calculate

ψk

(
z∗
(k)

)
= ψk (ak) + r2k

z − ak
ψ′
k (ak) + O(r4) (10.30)

and

ψk

(
ak + r2k z

1 − akz

)
= ψk (ak) + r2mz

1 − amz
ψ′
k (ak) + O(r4). (10.31)

In order to get the next approximation, we substitute ψ′
k (ak) = 1 + O(r2) and

ψk(ak) = ak

⎡

⎣
∑

m �=k

�mr2m
(ak − am)2

+
n∑

m=1

�mr2m
(1 − amak)2

+ 1

⎤

⎦ + O(r4) (10.32)

into (10.30)–(10.31). The obtained expressions (10.30)–(10.32) after substitution
into (10.20) will determine the function ψ(z) up to O(r6). The ultimate formula
is rather lengthy and is not presented here for the sake of brevity. However, it can
be presented as a set of sequence formulas. First, ψk(ak) is calculated by (10.32).

Next,ψk

(
z∗
(k)

)
andψk

(
ak + r2k z

1−ak z

)
are calculated by (10.30)–(10.31). The obtained

expressions are substituted into (10.20).

10.2.1.1 Inverse Multiple Particle Problem and Blurring

The new inverse boundary value problem is stated as follows. Consider a composite
cylinder with unidirectional fibers. Let a section perpendicular to the axis be the unit
disk containing n non-overlapping disks of radii rk ; see Fig. 10.1. Let the kth fiber
have the shearmodulusμk determined by the contrast parameter �k defined by (10.7).
The boundary conditions take the same form (10.4), (10.5) as in the direct problem.

Introduce the concentration of inclusions φ = ∑n
k=1 r

2
k in the unit disk. Let the

displacement u = Re z and the trace −μg(z) be given at the outer boundary |z| = 1.
Let the number n and the radii rk of fibers, and, hence, the concentration φ be

known. The unknown parameters are the centers of disks ak (k = 1, 2, . . . , n) and
the contrast parameters �k . Therefore, we do not know the location of fibers and their
shear moduli. The inverse problem in this statement contains n complex unknown
centers ak (k = 1, 2, . . . , n) and the real contrast parameters �k . When �k will be
determined, the shear moduli of fibers will be calculated by the formula

μk = μ
1 + �k

1 − �k
, (10.33)

where μ stands for the given shear modulus of the host.
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The considered inverse boundary value problem is reduced to the determination of
the centers ak by means of equation (10.28) on the unit circle where the function g(z)
is known. It follows from (10.28) that the Fourier series of the normalized external
flux g(eiθ) with g satisfy equation

g(eiθ) = cos θ + 2
n∑

m=1

�mr
2
m

∞∑

s=0

Re[sasme−(s+1)iθ] + O(r4). (10.34)

The Fourier coefficient in cos θ has the form

g0 = 1

π

∫ π

−π

g(eiθ) cos θ dθ = 1 + 2
n∑

m=1

�mr
2
m . (10.35)

Selecting the coefficients in cos sθ and sin sθ, we obtain equations

gs = 2s
n∑

m=1

�mr
2
ma

s
m, s = 1, 2, . . . , (10.36)

where gs = g′
s + ig′′

s , g′
s is the coefficient of g(eiθ) on cos(s + 1)θ and g′′

l on
sin(s + 1)θ. Introduce the real parameters Xm = �mr2m . Then, Eq. (10.36) is reduced
to algebraic equations on Xm and am

n∑

m=1

Xma
s
m = hs, s = 0, 1, 2, . . . , (10.37)

where h0 = 1
2 (g0 − 1) and hs = gs

2s (s = 1, 2, . . .).
The same Eq. (10.37) arises in the Prony method [16] devoted to a signal pro-

cessing technique where the values Xm and am express the amplitude and phase of
the radar return from the target at each frequency. In the present paper, Xm and am
express the contrast parameter and location of inclusions in the composite. Hence,
Eq. (10.37) is considered in the other context concerning material science.

Consider the case when all inclusions consist in the same material and have the
same radius, i.e., �m = �, μm = μ1 and rm = r , hence Xm = �r2. Equation (10.35)
equivalent to the zeroth Eq. (10.37) becomes g0 = 1 + 2�φ. Therefore,

� = g0 − 1

2φ
, (10.38)

and the shear modulus of inclusions μ1 has the form (10.33). The restriction |�| ≤ 1
must hold for (10.38). If it is not fulfilled for the properly measured g0 and φ, one
can assume that we are out of the classical elasticity, for instance, the inclusions are
filled by a metamaterial [25–27]. If � is known and (10.38) gives another value, it
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may be the case of imperfect contact. One can find a method to estimate a parameter
of imperfectness in [20, Chap. 5] and [24].

After determination of �, the system (10.37) is reduced to equations

n∑

m=1

asm = bs, s = 1, 2, . . . , (10.39)

where bs = n hs
h0
. It is worth noting that bs does not depend on �r2, since hs = gs

2s is
proportional to �r2 for the same inclusions; see (10.36). It is natural to reduce the
number of equations to n and to consider the algebraic system

n∑

m=1

asm = bs, s = 1, 2, . . . , n. (10.40)

Consider the polynomials ps(z1, z2, . . . , zn) = ∑n
m=1 z

s
m , where the complex vari-

ables z1, z2, . . . , zn belong to the unit disk. Then, Eq. (10.40) can be written in the
form

ps(a1, a2, . . . , an) = bs, s = 1, 2, . . . , n. (10.41)

Introduce the symmetric polynomials

e1 =
∑

1≤m≤n

zm, e2 =
∑

1≤m1<m2≤n

zm1 zm2 , . . . , en = z1z2 . . . zn. (10.42)

The polynomials can be expressed in terms of the symmetric polynomials by the
relation [28]

e j = 1

j !

∣∣∣∣∣∣∣∣∣∣∣

p1 1 0 0 · · ·
p2 p1 2 0 · · ·
...

. . .
. . .

. . .

p j−1 p j−2 · · · p1 j − 1
p j p j−1 · · · p2 p1

∣∣∣∣∣∣∣∣∣∣∣

. (10.43)

By Vieta’s theorem, am (m = 1, 2, . . . , n) satisfy the polynomial equation

zn +
n∑

s=1

(−1)ses z
n−s = 0. (10.44)

Here, es = es(a1, a2, . . . , an) are calculated by (10.43) after substitution of the corre-
sponding bs . Therefore, in order to determine am (m = 1, 2, . . . , n), it is sufficient to
solve equation (10.44). This observation essentially simplifies the numerical solution
to the considered inverse problem.
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Fig. 10.2 67 randomly
distributed non-overlapping
disks of radius r = 0.05 are
shown in black. The
simulated 67 disks whose
centers are the roots of
equation (10.44) of degree
67 are shown in gray. The
complete coincidence of
black and gray disks is
observed in this example

Two numerical examples are presented in Figs. 10.2 and 10.3. In both examples,
random non-overlapping disks of the same radius are generated, and the correspond-
ing direct problem is solved up to O(r4). It is assumed that the inclusions are perfect
conductor, hence, � = 1 and Eq. (10.38) is skipped. The polynomial equation (10.44)
is constructed by the explicit formulas (10.40)–(10.43).

Solution to the inverse problem is based on the determination of n complex roots of
equation (10.44). In Figs. 10.2 and 10.3, the given locations of disks are presented by
black disks (radius of which is artificially reduced two times for visibility). The roots
of equation (10.44), the centers of simulated disks, are shown in gray. Figure 10.2
demonstrates the perfect coincidence of the simulated disks (gray) to the given disks
(black).

With the increasing n, one can note the blurring effects. Figure 10.3 displays such
a case when a part of the simulated disks nearer the boundary fits with the given
disks. The deeper disks are not properly determined. The numerical divergence is
related to the coefficients of the monic polynomial equation (10.44) of degree 144.
Some of them have an order less than 10−14. The observed effect may be called by
blurring in the inverse problem for dispersed composites. The considered example
demonstrates this effect when the correct location of disks in a ring adjoining the
boundary is determined. The location of deeper disks is blurred.

In the considered examples of perfectly rigid inclusions

μk

μ
= +∞ ⇐⇒ � = 1, (10.45)
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Fig. 10.3 144 randomly distributed non-overlapping disks of radius r = 0.03 are shown in black.
The simulated 144 disks whose centers are the roots of equation (10.44) of degree 144 are shown
in green. The coefficients of equation (10.44) are taken with the precision: a 10−8, b 10−14. The
roots are computed with the precision 10−14 in both cases (a) and (b)

the blurring effect enhances with the increasing n. It can be explained by a rough
division of the center sets onto exterior E and interior I sets for which |am | are closer
to 1 and |am | closer to 0, respectively, when (10.40) becomes

∑

am∈E
asm +

∑

am∈I
asm = bs, s = 1, 2, . . . , n. (10.46)

The second sum in (10.46) can be neglected during the computation of the exterior
centers. At the same time, equation for the interior points contains unknowns of
small modulus in the left part

∑
am∈I asm and the right part bs − ∑

am∈E asm obtained
by subtraction of values of large moduli. For such an equation, the computational
error may be too high. For instance, a root am lying in the disk of radius 0.7 can be
found with the precision 10−14 from a polynomial equation of degree at most 90,
since (0.7)s = 10−14 for s = 90.34.

Let the contrast parameter � be determined by (10.38) and |�| be sufficiently small.
Equation bs = gs

2sr2� (s = 1, 2, . . . , n) implies that |bs | becomes large for small |�|
for fixed other parameters. Based on (10.46), one may suggest that the blurring effect
enhances for small |�|.

10.3 Discussion and Conclusion

In the present paper, the problemof reconstruction of inhomogeneities fromboundary
measurements is investigated for 2D fiber-reinforced composites. It is assumed that
a section perpendicular to the unidirectional fibers is the unit disk containing non-
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overlapping disks. Following [14, 15], we state a boundary value problem for a
circular multiply connected domain in terms of complex potentials and solve it by a
method of functional equations.

Having at our disposal the approximate analytical formula (10.27) for the normal
derivative g(z) ≡ ∂u

∂n (z) on the unit circle, we can consider it as a relation to determine
the centers ak (k = 1, 2, . . . , n) of inclusions and its shear modulus. The problem
is stated for different moduli of inclusions and discussed in detail for the same
modulus in all the inclusions of the same radius. Using the properties of symmetric
polynomial, we construct a polynomial equation of degree n whose roots coincide
with the centers. The theoretical formulas are illustrated by numerical examples.

It is established that the considered antiplane elastic inverse problem for a com-
posite is formally equivalent to the Prony equations (10.37) arising in scattering data
analysis. The physical interpretation of unknowns in Eq. (10.37) from [16] differs
from the stationary elasticity phenomena discussed in the present paper.

In the context of material science, the problem for a two-phase composite is
reduced to Eq. (10.40) which is reduced to the polynomial equation (10.44). There-
fore, the centers ak (k = 1, 2, . . . , n) of inclusions satisfy the explicitlywrittenmonic
polynomial equation (10.44). Onemay stop at this theoretical result and further apply
a high precision method to Eq. (10.44) in order to reach the coincidence in simula-
tions as in Fig. 10.2. However, such a precision may not be accessible in practice,
especially, for small contrast parameters discussed at the end of Sect. 10.2.1.1.

We propose to consider this computational problem of roots as the blur effect
illustrated in Fig. 10.3. It follows from the computational examples that the roots can
be accurately found near the boundary without extended precision implementations.
Instead of the proper interior points, we observe a shield of spurious roots remote
on the distance rerror from z = 0 decreasing with the increasing computational pre-
cision. The origin z = 0 may be artificially assigned to roots if the term en from
(10.43) is rounded to 0.0. Here, we arrive at the classification problem of random
dispersed composites when the probabilistic distribution of inclusions is one of the
main aims of material science. A part of inclusions may be used in order to describe
the macroscopic properties of composite [15, 20] if it is known that this part is repre-
sentative and the invisible blurry part has the same statistical properties as the whole
composite.

The proposed approach might have the potential to be developed in future not
only in a static framework but also within the low-frequency dynamics range (when
static behavior will be leading order approximation and next order low-frequency
correctionwill be possible), using the asymptotic results for strongly inhomogeneous
composite structures when at leading order the hard components perform rigid body
motions; see the contributions addressing multi-span rods [29, 30], and 2D elastic
bodies within the framework of antiplane elasticity [31].
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24. Drygaś P, Mityushev V (2009) Effective conductivity of arrays of unidirectional cylinders with
interfacial resistance, Q. J Mech Appl Math 62:235–262

25. McPhedran R, Shadrivov I, Kuhlmey B et al (2011) Metamaterials and metaoptics. NPG Asia
Mater 3:100–108

26. Craster RV, Kaplunov J (2013) Dynamic localization phenomena in elasticity. Acoustics and
electromagnetism. Springer, Vienna



10 Blur Effect in a Multiple Particle Inverse Problem … 171

27. Palmer SJ, Xiao X, Pazos-Perez N et al (2019) Extraordinarily transparent compact metallic
metamaterials. Nat Commun 10:2118

28. Cadogan CC (1971) The Möbius function and connected graphs. J Combin Th B 11:193–200
29. Kaplunov J, Prikazchikov DA, Sergushova O (2016) Multi-parametric analysis of the lowest

natural frequencies of strongly inhomogeneous elastic rods. J Sound Vib 366:264–276
30. Kaplunov J, Prikazchikov DA, Prikazchikova LA, Sergushova O (2019) The lowest vibration

spectra of multi-component structures with contrast material properties. J Sound Vib 445:132–
147

31. Kaplunov J, Prikazchikov DA, Sergushova O (2017) Lowest vibration modes of strongly inho-
mogeneous elastic structures. In: Altenbach H, Goldstein R, Murashkin E (eds) Mechanics for
materials and technologies. Advanced structured materials. Springer, Cham, pp 265–277



Chapter 11
Asymptotic Theory of Generalised
Rayleigh Beams and the Dynamic
Coupling

Michael J. Nieves and Alexander B. Movchan

Abstract We consider the effective dynamic response of an infinite asymmetric
structure formed from a beam attached to a periodic array of resonators. The array
couples the axial and flexural motions of the beam.We develop a point-wise descrip-
tion of the response of the system and demonstrate that when the separation of the
resonators is small, the structure is approximated by the generalised Rayleigh beam:
a beam attached to an elastic resonant layer that engages flexural-longitudinal wave
coupling. The passage to the effective model utilises a dynamic homogenisation
based on the method of meso-scale approximations, whose efficiency is not lim-
ited to the typical low-frequency regime of usual homogenisation approaches. The
dispersion properties of this effective system are completely characterised and we
illustrate the multi-coupling of waves through the analysis of Green’s matrix of this
flexural system, which is constructed in the explicit form. The analytical results are
also accompanied by illustrative numerical computations.

11.1 Introduction

Effective models for stratified elastic media are useful in rapidly providing infor-
mation on how various internal structures at differing scales influence the overall
response of the medium in several dynamic regimes [1–7]. They are particularly
important in understanding vibration in advanced materials and civil engineering,
where periodicity is a prominent feature of elastic meta-materials and societal struc-
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Fig. 11.1 The generalised
Rayleigh beam, formed from
an elastic resonant coupling
layer attached to an
Euler-Bernoulli beam x

y

0
z

beam

generalised Rayleigh beam

elastic resonant
coupling layer

tures. For the latter, simplified models of elastic networks of beams are sufficient
for predicting the dynamic response of, for instance, buildings, bridges and railways
[8–12] and their failure [13–18]. Despite their lower dimensionality, the models offer
ways of accurately incorporating complex responses due to the coupling of different
physical effects [19, 20].

In advanced materials, analogous structured systems that utilise passive or active
mechanical features enable wave control and special dynamic responses at a range
of frequencies. Examples include those which produce negative refraction [21]
and localisation [22, 23], dynamic anisotropy [24, 25], uni-directional edge [26]
and interfacial [27] waves and highly localised bulk waves [28]. The concept of a
microstructured medium can also be employed in designing materials with unusual
quasi-static [29–31] and thermal properties [32]. As an alternative to using a discrete
system, formed by the interconnection of many internal elastic components, in con-
trolling waves one can also employ the combination of several continuous systems
to achieve atypical dynamic responses as in [33, 36].

Here, we investigate vibrations propagating through a continuous system involv-
ing an Euler-Bernoulli beam that is attached to a resonant elastic coupling layer
that confers negative translational and rotational inertial effects to the beam. The
resulting asymmetric system is referred to as the generalised Rayleigh beam (see
Fig. 11.1), that engages the multi-coupling of flexural and longitudinal motions of
the main beam. Formerly, a Rayleigh beam is a continuous mechanical element that
possesses additional rotational inertia [34]. This rotational inertia can be motivated
through the consideration of microstructured flexural systems [35]. The effect of this
rotational inertia on the vibration of these continuous elements, including Green’s
functions and their quasi-periodic analogues for Rayleigh beams, has been addressed
in [33]. As a collective within a network, Rayleigh beams have been shown to be
useful in promoting unusual dynamic effects [23, 25]. Further, the analysis of waves
and exotic vibration modes propagating through lattice systems of beams possessing
torsional inertia have been studied in [24].

The model for the generalised Rayleigh beamwas derived in [37]. This model can
involve either a finite or infinite beamattached to an elastic resonant couplingmaterial
occupying a finite segment of the beam. Its derivation relies on the application of
analytical point-wise descriptions of an analogous microstructured medium. The
solutions developed to describe the microstructured medium were based on meso-
scale solutions often employed in characterising multiscale composites [38].



11 Asymptotic Theory of Generalised Rayleigh Beams 175

Meso-scale approximations were first introduced in [39, 40] to provide highly
accurate predictions for the responses of finite or infinite densely perforated media
in configurations where techniques such as homogenisation are no longer applicable.
These approximations provide point-wise information about the system and work up
to the boundaries of small perforations and, where applicable, external boundaries.
They are also capable of efficiently predicting the interaction of internal and external
boundaries and can treat problems involving dilute perforations. Further, they lead
to homogenisation approximations when the number of perforations is large. The
corresponding effective models, such as those considered here, become important
in quickly providing information on the behaviour of the physical systems when the
application of the meso-scale asymptotic model becomes expensive.

Here, we adopt the method of meso-scale approximations to obtain the model for
the generalisedRayleigh beam. This is an effectivemodel approximating a beamwith
a discrete distribution of resonators with flexural and compressional motion. Impor-
tant to the application of the method is the use of dynamic model fields in describing
the motion of the discrete system. Simultaneously, this enables the resulting effective
model to be efficient in capturing the high-frequency dynamic behaviour of discrete
medium when the resonators are closely situated.

An example demonstrating the efficiency of the dynamic homogenisation proce-
dure adopted here in obtaining the model of the generalised Rayleigh beam is shown
in Fig. 11.2. There, it can be seen that the dispersion curves of this beam provide an
excellent agreement with the results attributed to a Fourier analysis of the analogous
discrete medium. We note different efficient and robust homogenisation procedures
can be used to trace the effective dynamic properties of a periodic medium with
the typical restriction to low-frequency regimes [1–3] or at high frequencies [4] in
the vicinity of standing modes and dispersion degeneracies such as Dirac points.
On the other hand, when the microstructure of the discrete medium is sufficiently
dense, Fig. 11.2 shows the agreement enabled by the dynamic homogenisation via
meso-scale approximations holds for a wide range of frequencies and wavenumbers
not necessarily associated with the ranges of applicability of the methods in [1–7].

Meso-scale approximations have been developed for range of quasi-static prob-
lems in mathematical physics which includes electrostatics [39, 40], steady heat flow
[41], elasticity [42, 43] and low-frequency acoustics [44]. More recently, meso-scale
asymptotic models have been introduced to tackle dynamic problems for membranes
with dense clusters of small rigid masses [45]. Following this, exact meso-scale
descriptions of waves propagating in slender elastic systems with non-uniform iner-
tial properties have appeared in [37]. Here, we use a similar approach as in [37] to
describe the response of a continuous system with uniformly distributed perturba-
tions in its inertial features, but unlike [37], our emphasis is on the behaviour obtained
from the effective model based on the meso-scale description of this system.

In [37], the model of the generalised Rayleigh beam appears by considering
a dense collection of resonators within a finite region. The resonators produce a
flexural and compressional response during motion and this subsequently promotes
the coupling of axial and flexural waves in the main beam. Analytical, numerical
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Fig. 11.2 Dispersion curves for the generalised Rayleigh beam derived via the method of meso-
scale approximations represented by blue curves. Results retrieved from the application of Fourier
methods in analysing the analogous discrete medium, formed from a beam attached to a periodic
array of flexural resonators, are shown as markers for various separations d of the resonators. For
further details we refer to Sects. 11.2 and 11.3

and experimental works studying wave attenuation due to this coupling in similar
discrete systems have appeared in [46–50].

Previous works dealing with the influence of resonators with compressional
behaviour have led to important designs of metasurfaces acting as discrete seismic
shields [51, 52]. Resonators with spring-like effects have also been used in elastic
media to create counter-intuitive and useful dynamic responses such as localisation
[53] and neutrality, negative refraction and blocking in [54]. More recently, wave
control in elastic solids with square arrays of flexural and compressional resonators
have been studied in [55], which has also included the derivation of effective surface
conditions for the medium at low frequencies.

In Sect. 11.2, we introduce an infinite asymmetric flexural medium involving
a main beam attached to a periodic resonant microstructure. Using a meso-scale
approximation, we also derive the model of a generalised Rayleigh beam, involving
a beam attached to an elastic resonant coupling layer. In Sect. 11.3, we investigate
the general dispersive properties of the system and the flexural-longitudinal wave
coupling in the associated modes influenced by the resonant coupling layer. This
section also contains an illustrative examples demonstrating the efficiency of the
dynamic homogenisation technique, based on meso-scale approximations, in cap-
turing the high-frequency behaviour of a periodic discrete medium with a small
separation between neighbouring resonant elements within its microstructure. Some
associated results concerning the structure’s response at resonance frequencies are
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also discussed in Appendix A. Section 11.4 contains the closed form representa-
tion for Green’s matrix for the generalised Rayleigh beam, representing the system’s
response to longitudinal and transverse acting sinusoidal point forces. Finally, in
Sect. 11.5 we give some conclusions and discussions based on the work.

11.2 A Generalised Rayleigh Beam

11.2.1 Model for a Generalised Rayleigh Beam

Here we introduce the equations governing the motion of the generalised Rayleigh
beam as shown in Fig. 11.1, which is formed from a regular beam attached to an
elastic resonant coupling layer. We assume that at a given point x along this beam,
the structure has the axial displacement U (x) and the flexural displacement V (x).
These functions satisfy the partial differential equations

ρAω2U (x) + E AU ′′(x) = −ω2
[
Ψeff(ω)U (x) + Πeff(ω)V ′(x)

]
, (11.1)

−ρAω2V (x) + E JV ′′′′(x) = ω2[Φeff(ω)V (x)−Πeff(ω)U ′(x)−Υeff(ω)V ′′(x)] ,

(11.2)

where E is the beam’s Young’s modulus, A is the area of the beam’s cross section, ρ
is the density of the beam and J is the second moment of area of the cross section of
the beam. Here ω is the radian frequency of vibration in the beam and the dynamic
contributions in the above right-hand sides are influenced by

Φeff(ω) = μeffKeff

(Keff − μeffω2)
, Ψeff(ω) = −12bKeffμeff(aμeffω

2 − bKeff)

Deff
,

Πeff(ω) = 6bKeffμeffLr (aμeffω
2 − 2bKeff)

Deff
,

(11.3)
and

Υeff(ω) = −4bKeffμeffL2
r (−3[1 + a]bKeff + aμeffω

2)

Deff
(11.4)

with
Deff = aμ2

effω
4 − 4bKeff(1 + 3a)μeffω

2 + 12(bKeff)
2 .

In the above, a and b are non-negative dimensionless parameters (see (11.17)
and (11.18) in Sect. 11.2.4) and μeff and Keff represent the effective density and
stiffness, respectively, of the resonant coupling layer atop the beam. The parameter
Lr is the transverse width of the resonant layer. In what follows, we derive the Eqs.
(11.1) and (11.2) governing the dynamic motion of the generalised Rayleigh beam
by considering a beam attached to a regular uniform array of flexural resonators.
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Fig. 11.3 a The analogous microstructural model for the generalised Rayleigh beam, formed from
a beam attached to a periodic distribution of flexural resonators. b A beam with a symmetric
microstructure

11.2.2 A Beam with a Resonant Microstructure: Derivation
of the Generalised Rayleigh Beam

We now consider a beam with a periodic distribution of flexural resonators as shown
in Fig. 11.3a. Note this model gives the microstructural description of the generalised
Rayleigh beam of Fig. 11.1.

Similar structures to those shown in Fig. 11.3 have been considered in [51, 52,
55], where studies on the influence of the discrete medium on the dynamic response
of the continuum is considered. This is not our objective here but instead we focus
on the effective continuum and the dynamic input of the coupling provided by the
resonators.

Each resonator in Fig. 11.3a is formed from amassless beam of length Lr attached
to a node havingmassm andmoment of inertia Iz . Themassless beams have Young’s
modulus Er and second moment of area Jr .

The resonators supply point forces and moments to the lateral beam and the form
of these quantities were derived in [37]. Accordingly, vibrations propagating through
this comb structure are governed by

ρAω2U (x) + E AU ′′(x) = −
∞∑

j=−∞
ω2 [Ψ (ω)U ( jd) + Π(ω)V ′( jd)

]
δ(x − jd) ,

(11.5)
and

− ρAω2V (x) + E JV ′′′′(x) =
∞∑

j=−∞
ω2Φ(ω)V ( jd)δ(x − jd)

−
∞∑

j=−∞
ω2
[
Π(ω)U ( jd) + Υ (ω)V ′( jd)

]
δ′(x − jd) , (11.6)

where U (x) and V (x) are the axial and flexural displacements, respectively, of the
lateral beam. Additionally, the magnitudes of the point forces and moments supplied
by the resonators are
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Φ(ω) = Er Arm

Er Ar − mω2Lr
, Π(ω) = 6Er Jr Lrm(Lr Izω2 − 2Er Jr )

D ,

Ψ (ω) = −12Er Jrm(Lr Izω2 − Er Jr )

D
and

Υ (ω) = −4Er Jr (−3[L2
rm + Iz]Er Jr + Iz L3

rmω2)

D , (11.7)

with
D = Iz L

4
rmω4 − 4Lr Er Jr (L

2
rm + 3Iz)ω

2 + 12E2
r J

2
r .

Before deriving (11.1) and (11.2) we mention that if one considers a symmetric
distribution of resonators along the beam (see Fig. 11.3b) then in the associated
effective model, the coupling between principal displacements (i.e. the axial and
transverse displacement) of the beam is absent. In fact there, the approach adopted
in the next section retrieves an equation for the flexural displacement possessing the
form of the classical Rayleigh beam, but with terms that demonstrate the effective
mediumcan have negative displacement and/or rotational inertia.Wenote that similar
homogenisation approximations for discrete flexural systems with standard inertial
effects have been derived in [35], where the atypical dispersive properties of this
microstructured medium are considered in detail.

11.2.3 Solution for the Displacements

The axial and flexural displacements for the lateral beam (11.6) and (11.7) can be
written in the form

U (x) =
∞∑

j=−∞
ω2
[
Ψ (ω)U ( jd) + Π(ω)V ′( jd)

]
g(x − jd) ,

V (x) = −
∞∑

j=−∞
ω2Φ(ω)V ( jd)G(x − jd)

+
∞∑

j=−∞
ω2 [Π(ω)U ( jd) + Υ (ω)V ′( jd)

]
G ′(x − jd) , (11.8)

where g(x) and G(x) are Green’s functions dictating the response of lateral beam to
axially and vertically applied point forces, respectively. These functions satisfy



180 M. J. Nieves and A. B. Movchan

ρAω2g(x) + E Ag′′(x) + δ(x) = 0 , (11.9)

and

− ρAω2G(x) + E JG ′′′′(x) + δ(x) = 0 . (11.10)

They take the form:

g(x) = i

2E AkR
exp (ikR|x |) ,

G(x) = 1

4E Jk3B

[
exp(−kB |x |) − iexp(ikB |x |)

]
, (11.11)

with

kR =
(

ρω2

E

)1/2

and kB =
(

ρAω2

E J

)1/4

.

Further, the coefficientsU ( jd), V ( jd), V ′( jd), j ∈ Z, in (11.8) are unknown. They
can be determined by taking the projection of the expressions in (11.8) and of V ′(x),
at the bases of the resonators x = jd, j ∈ Z, to give an infinite algebraic system:

U (md) =
∞∑

j=−∞
ω2
[
Ψ (ω)U ( jd) + Π(ω)V ′( jd)

]
g((m − j)d) (11.12)

V (md) = −
∞∑

j=−∞
ω2Φ(ω)V ( jd)G((m − j)d)

+
∞∑

j=−∞
ω2
[
Π(ω)U ( jd) + Υ (ω)V ′( jd)

]
G ′((m − j)d) (11.13)

and

dV

dx
(md) = −

∞∑

j=−∞
ω2Φ(ω)V ( jd)G ′((m − j)d)

+
∞∑

j=−∞
ω2
[
Π(ω)U ( jd) + Υ (ω)V ′( jd)

]
G ′′((m − j)d) , (11.14)

for m ∈ Z. These unknown quantities can then be identified by premultiplying
(11.12)–(11.14) by exp(imkd) and summing each equation over m ∈ Z. Follow-
ing this, employing standard results involving the application of the discrete Fourier
transform to convolution-type sums, leads to a homogeneous system in terms of the
discrete Fourier Transforms of the unknown coefficients in the form:
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A(k)u(k) = 0

where

A(k) =

⎛

⎜
⎜⎜⎜
⎝

1 − ω2Ψ (ω)[g]F(k) 0 −ω2Π(ω)[g]F(k)

−ω2Π(ω)[G ′]F(k) 1 + ω2Φ(ω)[G]F(k) −ω2Υ (ω)[G ′]F(k)

−ω2Π(ω)[G ′′]F(k) ω2Φ(ω)[G ′]F(k) 1 − ω2Υ (ω)[G ′′]F(k)

⎞

⎟
⎟⎟⎟
⎠

,

(11.15)
u(k) = ([U ]F(k), [V ]F(k), [V ′]F(k))T

and the notation

[S]F =
∞∑

m=−∞
S(md)eikmd , (11.16)

with k being the wavenumber. In (11.15), [g]F is the quasi-periodic Green’s function
for the axial displacement of the beam with periodically placed axial forces. Based
on (11.11) and (11.16) it is given as (see [56, Chapter 2]):

[g]F = i

2E AkR

{
ei(kR+k)d

1 − ei(kR+k)d
+ 1

1 − e−i(k−kR)d

}
.

On the other hand, [G]F , [G ′]F and [G ′′]F denote the quasi-periodic Green’s func-
tions associated with the zeroth, first and second derivatives of G, respectively, for
an Euler-Bernoulli beamwith a periodic distribution of point forces. In a similar way
to the above, they are computed as

[G]F = 1

4E Jk3B

{ e(ik−kB )d

1 − e(ik−kB )d
+ 1

1 − e−(ik+kB )d

− iei(k+kB )d

1 − ei(k+kB )d
− i

1 − e−i(k−kB )d

}
,

[G ′]F = 1

4E Jk2B

{
− 1

1 − e(ik−kB )d
+ 1

1 − e−(ik+kB )d

+ 1

1 − ei(k+kB )d
− 1

1 − e−i(k−kB )d

}
,

and
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[G ′′]F = 1

4E JkB

{ e(ik−kB )d

1 − e(ik−kB )d
+ 1

1 − e−(ik+kB )d

+ iei(k+kB )d

1 − ei(k+kB )d
+ i

1 − e−i(k−kB )d

}
.

The determinant ofA(k) provides the dispersion relations for the periodic system,
but for the sake of brevity, we do not investigate the pass band structure and its
dependencyon thematerial parameters of the periodic system.However, inSect. 11.3,
we compare the associated curves with those of the generalised Rayleigh beam in
the limit d → +0.

11.2.4 Dynamic Homogenisation versus Meso-scale
Approximations: The Generalised Rayleigh Beam

To retrieve the model for the generalised Rayleigh beam, we employ the algebraic
equations (11.12) and (11.13) associated with the meso-scale solution (11.8) and
analyse these equations as the resonator separation d → 0. Later, in Sect. 11.4, we
demonstrate the accuracy of the derived model in recovering the behaviour of the
microstructured system having small spacing between the resonators and outside the
low-frequency regime. Additionally, to enable this, we make an appropriate choice
of the properties of the flexural resonators.

Concerning the masses forming these resonators we choose:

m = μeffd , Iz = aμeffL
2
r d , (11.17)

whereas the elastic properties of the massless beams are taken as

Er Ar = KeffLrd , Er Jr = bKeffL
3
r d . (11.18)

Here, μeff is the mass per unit length and Keff is the elastic stiffness, having the
dimension of force per unit area, of the effective resonant coupling material. With
these choices, the terms (11.7) take the equivalent representations involving in (11.3)
and (11.4):

Ψ (ω) = d Ψeff(ω) , Φ(ω) = d Φeff(ω) ,

Π(ω) = d Πeff(ω) , Υ (ω) = d Υeff(ω) .

Returning to (11.12) and (11.13), with this we then obtain
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U (kd) =
∞∑

j=−∞
ω2
[
Ψeff(ω)U ( jd) + Πeff(ω)V ′( jd)

]
g((k − j)d)d

V (kd) = −
∞∑

j=−∞
ω2Φeff(ω)V ( jd)G((k − j)d)d

+
∞∑

j=−∞
ω2
[
Πeff(ω)U ( jd) + Υeff(ω)V ′( jd)

]
G ′((k − j)d)d .

In allowing d → 0, one can replace the discrete sums in the above right-hand
sides by integrals, allowing these equations to be updated to

U (x) = ω2
∫ ∞

−∞

[
Ψeff(ω)U (x̂) + Πeff(ω)V ′(x̂)

]
g(x − x̂)dx̂ (11.19)

V (x) = −ω2
∫ ∞

−∞
Φeff(ω)V (x̂)G(x − x̂)dx̂

+ω2
∫ ∞

−∞

[
Πeff(ω)U (x̂) + Υeff(ω)V ′(x̂)

]
G ′(x − x̂)dx̂ . (11.20)

Next, we apply the differential operator associated with the definition of the
Green’s functions g and G in (11.9) and (11.10) to both sides of (11.19) and (11.20),
respectively. Finally, in evaluating the resulting integrals, which incorporate delta
functions, we obtain (11.1) and (11.2).

11.3 Dispersive Properties of a Generalised Rayleigh Beam

Information concerning waves supported by the generalised Rayleigh beam is
obtained by introducing the displacements as

U (x) = Aei(kx−ωt) and V (x) = Bei(kx−ωt)

and substituting these into (11.1) and (11.2). Upon doing so, we retrieve the homo-
geneous system

A (ik,ω)v = 0

where v = (A, B)T and

A (s, ω) =
⎛

⎝
ω2(ρA + Ψeff (ω)) + E As2 ω2sΠeff (ω)

ω2sΠeff (ω) −(ρA + Φeff (ω))ω2 + ω2s2Υeff (ω) + E Js4

⎞

⎠ . (11.21)

The degeneracies of the preceding matrix allow us to determine the waves sup-
ported by the generalised Rayleigh beam and are useful in characterising the dynamic
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response of the medium to forcing (see Sect. 11.4). In attempting to identify these,
we subsequently investigate the roots of a sixth order polynomial with respect to
wavenumber:

0 = E2AJk6 − [E AΥeff(ω) + E J (ρA + Ψeff(ω))]ω2k4

+[ω2Υeff(ω)(ρA + Ψeff(ω)) − ω2Π2
eff(ω) − E A(ρA + Φeff(ω))]ω2k2

+ω4(ρA + Ψeff(ω))(ρA + Φeff(ω)) . (11.22)

Thus, for any frequency ω > 0, excluding the degenerate frequencies of (11.7), the
generalisedRayleigh beam supports the propagation of atmost sixwaveforms having
the complex amplitudes

U(x, k) =
(

1
h(ω, k)

)
ei(kx−ωt) , h(ω, k) = iω2kΠeff (ω)

(ρA + Φeff (ω))ω2 + ω2k2Υeff (ω) − E Jk4
, (11.23)

where U = (U, V )T.

11.3.1 Comparison of Dispersive Features of the Effective
Continuum and the Periodic Medium

Here we compare the dispersion curves associated with the microstructured medium
discussed in Sect. 11.2 and those of the generalised Rayleigh beam based on (11.22).

Figure 11.4a and b shows dispersion curves based on (11.22) in two configura-
tions; the case when the generalised Rayleigh beam possesses a stop band and the
situation where there is an infinite pass band for the medium (except at resonance
frequencies of the elastic resonant coupling layer). In both cases, computations for
the dispersive features of the periodic microstructured medium are supplied based
on the determinant of (11.15) for different separations d of the resonators.

A main difference between the dispersion curves for both mechanical systems
is the discrete system possesses periodic dispersion curves in k, with the period
defined via the separation d, whereas this feature is not present in the generalised
Rayleigh beam model. Even so, the results in Fig. 11.4a and b indicate that when d
is small, the dispersion curves of the generalised Rayleigh beam approximate those
possessed by the microstructured medium. In particular, the approximation works
well for high-frequency curves and for finite wavenumbers especially in the cases
when the separation is d is not so small.

Here, the dynamic homogenisation is performed via an exact meso-scale solu-
tion constructed via dynamic Green’s functions that help in capturing the vibration
responses of the medium. As with [1–7], the corresponding effective model provides
the envelope bounding the actual response of the microstructure when d is small. At
high frequencies, the response of individual elementary cells in the discrete medium
becomes important and here, the exact meso-scale solution (11.8) will expedite such
information. In particular, in the case when d → 0, the unknown coefficients can be
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Fig. 11.4 Comparison of dispersion curves based on (11.22) (blue curves) and those associated
with the determinant of (11.15) (for different d indicated by markers specified in the legends. Here,
μeff = 2 and b is varied, while keeping all other parameters equal to unity. We show the case
when the generalised Rayleigh beam possesses a a stop band (b = 0.1) and b an infinite pass band
(b = 0.5)

easily computed from the solution of (11.1) and (11.2), without the need tackling the
infinite algebraic system (11.12)–(11.14) and its discrete Fourier transform (11.15)
(see [41])

Further, it is clear that the use of the meso-scale solution has allowed us to recover
the effective dispersive behaviour of the system for a substantial range of frequencies
and wavenumbers. This is an atypical feature when compared to other homogenisa-
tion techniques that provide highly accurate results at either low frequencies [1–3]
or high frequencies in the neighbourhood of dispersion degeneracies and standing
modes [4–7] when the nominal separation of elements within the microstructure is
small.

11.3.2 Wave Phenomena and Structure of Solutions
to (11.22)

The generalised Rayleigh beam supports the propagation of purely evanescent modes
and evanescent waves, in addition to sinusoidal waves. This is evident from Fig.11.5
that shows the solutions of (11.22).

There, the solutions of (11.22) can be imaginary, complex or real, defining this
collection of linear waves. Note that evanescent waves are not a feature of either
classical model for a rod or an Euler-Bernoulli beam, without damping, and this
effect is attributed to attaching the resonant coupling layer to the ordinary Euler-
Bernoulli beam.

Equation (11.22) possesses 6 roots for the wavenumber at frequencies not coin-
ciding with resonances of the layer. If one of these roots, say k∗, is complex, then±k∗
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Fig. 11.5 Dispersion diagram based on (11.22). Real solutions are indicated as blue curves and
imaginary solutions are the orange curves. Complex solutions of (11.22) appear as green curves.
The resonant axial and flexural frequencies of the elastic coupling layer are denoted as ωL and ω±

F ,
respectively. They are indicated by the blue and black dashed lines, respectively (see Sect. 11.3.3).
Here b = 0.1 and μeff = 2, all other parameters are set equal to unity

and −k∗ define three other roots of (11.22), where the bar here represents complex
conjugate. The remaining pair of roots are then either given by a pair of real distinct
roots with opposite sign or they are complex conjugate pair of imaginary roots. An
example of such a scenario is demonstrated in Fig. 11.5, where this occurs inside the
stop band for the medium. If k∗ is not complex, the roots only involved combinations
of pairs of real zeros and/or imaginary zeros.

11.3.3 Dispersion Curves

Here, we describe some typical features of the dispersion curves linked to wave
propagation in the generalised Rayleigh beam.

11.3.3.1 Nature of the Dispersion Curves

The dispersion relation (11.22) yields five dispersion curves for a fixed value of the
wavenumber. A further example of the possible dispersion diagram for the medium
is shown in Fig. 11.6. Note all curves are monotonically increasing with increasing
wavenumber here (compare with Fig. 11.5 where in the vicinity of the black dot, the
blue branch passing through this point is non-monotonic).

As shown in Fig. 11.6, two of the dispersion curves are of the acoustic type and
pass through the origin of the dispersion diagram at k = 0 (see also Fig. 11.8 for a
magnification of the dispersion curves in Fig. 11.6 near the origin of thewavenumber-
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Fig. 11.6 Dispersion diagram computed using (11.22) for the case when b = 0.05 and μeff = 2
and all other parameters are set equal to unity. All solutions of (11.22) are represented by blue
curves. High-frequency asymptotes for the highest pair of optical curves are presented and based
on (11.29)1 (red dash-dot line) and (11.29)2 (red dashed line) below. A magnification of the results
based on (11.22) and contained within the red box are found in Fig. 11.8, where low-frequency
approximations to the two acoustic curves are considered

frequency space). The three remaining curves are analogous to optical curves and
cross the frequency axis at the non-zero values:

√
Keff(ρA + μeff)

ρAμeff

and
√
2bKeff [3aμeff + (1 + 3a)ρA ±√

(3aμeff + (1 + 3a)ρA)2 − 3aρA(ρA + μeff)]
aρAμeff

.

(11.24)
Further, horizontal asymptotes of the first 3 positive solutions to (11.22) occur reso-
nance frequencies for the layer defined by:

ωL =
√

Keff

μeff
, ω±

F =
√
2bKeff [3a + 1 ±√

(3a + 1)2 − 3a]
aμeff

, (11.25)

that are indicated in Figs. 11.5 and 11.6. Here ωL and ω±
F correspond to resonant

frequencies for the longitudinal and flexural motion, respectively, of the elastic res-
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onant coupling layer atop the generalised Rayleigh beam. Note that depending on
the value of contrast parameters a and b, the position of the horizontal asymptote
defined by the longitudinal resonant frequency ωL relative to the interval [ω−

F ,ω+
F ]

can change and this is discussed below.

11.3.3.2 Frequency Regimes

Additionally, there exist three frequency regimes characterising thedynamic response
of the medium:

• a low-frequency regime, bounded above by the lowest resonance frequency of the
elastic layer, that takes into account the behaviour of the layer at small frequencies.

• an intermediate resonance frequency regime, defined by

ω−
r < ω < ω+

r , ω+
r = max{ωL ,ω

+
F } , ω−

r = min{ωL ,ω
−
F } , (11.26)

where resonant frequencies for the layer (and the equivalent microstructured
medium) occur at the boundaries of and/or within this interval.

• and a super-resonance frequency regime, bounded below by the highest resonant
frequency of the layer and where the dispersive features of the medium begin to
neglect the influence of the layer for large frequencies.

These regimes, their corresponding physical interpretations and behaviour are
discussed below.

11.3.3.3 Dependency of Frequency Regimes on the Contrast
Parameters

The size of the frequency intervals for these regimes is shown in Fig. 11.7, as
functions of the contrast parameters a and b. There, we indicate three regions I
(low-frequency regime), II (intermediate frequency regime) and III (super-resonance
frequency regime) defined in accordance with (11.26).

Figure 11.7a shows that the regions I and III can shrink and expand, respectively,
with increase of a when b is fixed. In fact as a becomes large, the width of region II
becomes fixed and converges to the interval (0, 2

√
3bKeff/μeff).

On the other hand, Fig. 11.7b shows that if a is fixed and b increases, the upper
bound for region I becomes the axial resonance frequency ωL of the layer, whereas
region II expands. There, stop bands for the medium are also visible in regions II
and III and this is discussed further below.



11 Asymptotic Theory of Generalised Rayleigh Beams 189

)b()a(

0 0.5 1 1.5 2
0

0.5

1

1.5

2

2.5

3

0 1 2 3 4 5
0

1

2

3

4

5

6

ω

a b

ω

I

II

III

I

II

III

ωc

ωc

stop band

stop band

ω−
r

ω+
r

ω−
r

ω+
r

)b()a(

Fig. 11.7 Behaviour of the regions I (low-frequency regime), II (intermediate resonant regime
shown as the grey regions bounded by red dashed lines) and III (super-resonant frequency regime)
as functions of a a and b b based on (11.22). The black dash-dot line corresponds ωL , whereas
black dashed lines are the frequencies ω±

F (see (11.25)). The dotted line corresponds to a frequency
ωc where the flexural and longitudinal waves in the generalised Rayleigh beam decouple and this
is discussed further in Sect. 11.4. In these computations μeff = 2 and all other parameters are set
equal to unity

11.3.3.4 Low-Frequency Regime

At low frequencies, the coupling between the orthogonal principal motions of the
system is small. Indeed, one of the acoustic curves is non-dispersive and is approxi-
mated by

ω =
√

E A

ρA + μeff
k , (11.27)

and along this h(ω, k) = O(k) for k → 0 (see (11.23)). Hence the predominant
motions of the beamare axial deformations.On the other hand, the remaining acoustic
curve behaves as

ω =
√

E J

ρA + μeff
k2 , (11.28)

near k = 0 and for k approaching this value we also have h(k,ω) = O(k−1) (see
(11.23)). This implies the generalised Rayleigh beam undergoes mostly flexural
deformations.

A comparison of the curves in (11.27) and (11.28) with the dispersion curves
obtained from (11.22) is given in Fig. 11.8, where it is evident (11.27) and (11.28)
provide a good approximation of the acoustic curves at low frequencies.

The above low-frequency asymptotes (11.27) and (11.28) suggest the behaviour of
the beam exhibits longitudinal and flexural motions occurring at frequencies equiva-
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Fig. 11.8 The plot shows a magnification of the results in the red box of Fig. 11.6 concerning
the dispersion curves obtained from (11.22) (represented by blue curves). We refer to there for
the description of the computational parameters. Here, the low-frequency asymptotes for the two
acoustic curves are presented based on (11.27) (red dashed line) and (11.28) (red dash-dot curve)

lent to those of an ordinary Euler-Bernoulli beam with added mass density, brought
by the presence of the elastic resonant coupling medium atop this beam.

11.3.3.5 Intermediate Resonant Frequency Regime

The resonant frequencies defining this interval can also be identified in the model
encountered in Sect. 11.2.2, involving a beam attached to a periodic array of res-
onators. Within the interval defined by (11.26), there exists an additional single
resonant frequency that migrates through region II in Fig. 11.7 with the change of
the contrast parameters a or b. There, this particular resonant frequency is formed
from the curve involving the black dashed and dashed dot curves and remains within
(11.26) as shown in Fig. 11.7. At the limits of the interval (11.26) the layer resonates
leaving the Euler-Bernoulli beam either undisturbed or assuming a non-trivial flex-
ural motion, where the latter is discussed in Appendix A.

Wenote,ω−
r defines the upper limit for the first acoustic curve,which has parabolic

behaviour near k = 0. The frequency ω+
r acts as the upper limit to the first optical

curve, whereas the resonant frequency located in the interval (11.26) is the supremum
for the second acoustic curve. At the limits of (11.26), the magnitude of the group
velocity of the associated dispersion curves becomes smaller and tends to zero when
k → ±∞. Physically, when the group velocity of the waves is close to zero for a
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given frequency, this indicates a regime where waves generated, say, by some locally
applied excitation move slowly away from the load’s location along the beam.

11.3.3.6 Stop Bands

Additionally, depending on the material composition of the generalised Rayleigh
beam, the upper bound of the resonant regime can define the lower limit of a finite
stop band, where no waves can propagate in main beam. Stop bands for the medium
and their dependency on b are shown in Fig. 11.7b. One appears in region III and its
width is controlled by ω+

r and the behaviour of the lowest optical curve in region
III. This optical curve may exhibit additional zero group velocity points for non-zero
values of the wavenumber (indicated by the black dot in Fig. 11.5). On the other
hand, as demonstrated in Fig. 11.6, such a point on the corresponding second optical
curve may not exist, and in this case, the maximum of the stop band is controlled by
the minimum of this curve at k = 0 (see (11.24)).

The other stop band can exist in region II. Figure 11.7 demonstrates this can exist
for a narrow range of parameter values. Its width depends on max{ω−

F ,ωL} and the
behaviour of the first optical curve for the generalised Rayleigh beam.

11.3.3.7 Super-Resonance Frequency Regime

In this regime, the frequency of waves propagating through the generalised Rayleigh
beam can be determined through the usual dispersion curves for axial and flexural
motions of an Euler-Bernoulli beam:

ω =
√

E A

ρA
k , and ω =

√
E J

ρA
k2 . (11.29)

In Fig. 11.6, we compare these curves with the dispersion curves obtained from
(11.22). There, it is clear that as k → ∞, the resulting solutions of (11.22) tend to
the preceding curves.

Note that as indicated by these expressions, effects from the elastic resonant
coupling layer attached to the beam are neglected in this frequency regime. This is
expected for high frequencies, as continuous models cannot account for dynamic
phenomena occurring at smaller internal scales (for instance, see [56]). The above
result suggests that in this regime the meso-scale solution (11.8), (11.13), (11.14)
should be used with (11.17), (11.18), to recover the microscale influence of the
resonator array on the behaviour of the medium.

Next, we use the information discussed here in considering the response of the
generalised Rayleigh beam to a point force, where new features are encountered
at different frequencies and at particular frequencies the flexural and longitudinal
waves can decouple.
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11.4 Green’s Matrix for the Generalised Rayleigh Beam

In this section, we construct Green’s matrix for the generalised Rayleigh beam in the
closed form. This is a 2 × 2matrix, whichwe denote byΓ (x), whose first and second
columns correspond to the response of the systemwhen subjected to a harmonic point
force of unit amplitude and frequency ω at the origin in the horizontal and vertical
directions, respectively.

The first and second columns ofΓ solve equations (11.1) and (11.2)with an appro-
priate delta function placed in either (11.1) or (11.2), respectively. Using (11.21), we
then write the governing equation for Γ as follows:

A
( d

dx
,ω
)
Γ (x) = −δ(x)I , (11.30)

whereA ( d
dx ,ω) (see (11.21)) is now a matrix differential operator, δ(x) is the Dirac

delta function and I is the 2 × 2 identity matrix.

11.4.1 Closed form Representation of Γ

Here we state the form of the matrix Γ assuming the solutions of (11.22) are distinct.
The case of repeated roots corresponds to points (k,ω) in the wavenumber-frequency
space where the group velocity along associated dispersion curves is zero, leading to
resonancemodes for the beam. For thesemodes, energy is unable to leave the location
of the applied force and the energy density on the medium becomes unbounded in
time. For the study of such responses we refer to [56].

In order to construct Γ , we need the following sets. Based on Sect. 11.3 and
information concerning (11.22) it is useful to construct the sets:

S+ := {k : k satisfies (11.22) with Im (k) > 0 or Im (k) = 0 with vg > 0}

and

S− := {k : k satisfies (11.22) with Im (k) < 0 or Im (k) = 0 with vg < 0} .

We note |S±| = 3. Here S+ (S−) defines wave phenomena propagating to the right
(left) of the applied point force at x = 0, which includes waves, purely evanescent
deformations and evanescent waves (associated with real, imaginary and complex
roots of (11.22), respectively).

Green’s matrix Γ then takes the form
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Γ (x) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

−i
∑

k∈S+

[
d

dk
(detA (ik,ω))

]−1

adj(A (ik,ω))eikx , for x > 0 ,

i
∑

k∈S−

[
d

dk
(detA (ik,ω))

]−1

adj(A (ik,ω))eikx , for x < 0 ,

(11.31)
where adj(B) represents the adjoint matrix of B.

11.4.2 Flexural-Longitudinal Coupling of Waves

Here we provide an illustrative example of the deformations assumed by the gen-
eralised Rayleigh beam when loaded by either a horizontal or vertical point force.
In particular, we investigate the coupling phenomenon between principal motions of
the main beam at different frequencies shown as ‘1’–‘4’ in Fig. 11.9.

Figure 11.10 shows the response of the beam to sinusoidal point forces at a selec-
tion of frequencies. The deformation produced by the horizontal point force at x = 0
is given in (a), (c), (e) and (g). There, the point load is applied at various frequen-
cies indicated on the insets of each figure. The position of frequencies relative to
the dispersion curves in the wavenumber-frequency space is shown in Fig. 11.9. The
application of the low frequency load in Fig. 11.10a shows the coupling phenomenon
initiates a significant flexural deformation, when compared with Fig. 11.10c, e and
g. Note the amplitude of the flexural deformation is not monotonic with respect to
the load frequency.

Further, Fig. 11.10c shows only an axial deformation of the generalised Rayleigh
beam. In fact, the longitudinal and flexural beam motions can be completely decou-
pled at a selected frequency, which has been chosen in Fig. 11.10c. Indeed, this
frequency coincides with the zero of the Πeff(ω) and is:

ω = ωc :=
√
2Keffb

aμeff
. (11.32)

This frequency ωc is also presented in Fig. 11.7 which shows this is always located
in the intermediate resonant frequency regime. At this frequency the Eqs. (11.1) and
(11.2) decouple and reduce to

ρAω2
cU (x) + E AU ′′(x)+ω2

cΨeff(ωc)U (x) = 0 , (11.33)

−ρAω2
c V (x) + E JV ′′′′(x) − ω2

cΦeff(ωc)V (x)+ω2
cΥeff(ωc)V

′′(x) = 0 . (11.34)
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Fig. 11.9 Dispersion diagram based on (11.22) for b = 0.1, μeff = 2 and all other material param-
eters set equal to unity. Loading frequencies are indicated by horizontal solid lines with “1”, “2”,“3”
and “4” corresponding to the pairs of computations (a) and (b), (c) and (d), (e) and (f), (g) and (h),
respectively, in Fig. 11.10

Thus,when thegeneralisedRayleighbeam is subjected to either dynamic longitudinal
or flexural loading, the medium supports only the propagation of longitudinal or
flexural waves governed by the modified Eq. (11.33) or (11.34), respectively.

Figure 11.10b, d, f and h show the response of the beam to a vertical point load,
where the amplitudes of the flexural deformations are monotonically decreasing with
respect to the increase in the frequency of the applied load. Here, axial deformations
appear to be negligible for frequencies not located near ωc and all computations
indicate that the effect of the coupling can be small for flexural loads.

Finally, we note Fig. 11.10a–f demonstrates the response of a pass band Green’s
function. Figure 11.10g and h refer to computations for the stop band Green’s func-
tion where, in particular, the frequency is selected so that the load generates purely
evanescent modes as well as evanescent oscillations. We recall the latter is not a
feature of the classical models for axial and flexural motion of an Euler-Bernoulli
beam without damping. As expected, the stop band Green’s function corresponds to
a localised deformation.

11.5 Conclusions

Here, we have analysed vibrations propagating through a continuous asymmetric
system we define as the generalised Rayleigh beam, formed from attaching a beam
to an elastic resonant coupling layer. The layer brings negative translational and
rotational inertial effects to the beam. We have demonstrated via the method of



11 Asymptotic Theory of Generalised Rayleigh Beams 195

x

x

x

x

y

y

y

y

x

x

x

x

y

y

y

y

(a) (b)

(c) (d)

(e) (f)

(g) (h)
ω = 1ω = 1

ω = 0.162 ω = 0.162

ω = ωc = 0.317 ω = ωc = 0.317

ω = 0.421 ω = 0.421

Fig. 11.10 Deformations of the generalised Rayleigh beam induced by a horizontal point load in a,
c, e, g and vertical point load b, d, f and h. The colour scale for a, c, e, g (b, d, f and h) is shown to
the right of the figures and represents the total displacement in the medium. The computations are
based on the real part of (11.31), with frequencies of the loads in each case specified in the figure
insets. Here, μeff = 2, b = 0.1 and the remaining parameters are set equal to unity
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meso-scale approximations that this medium approximates the behaviour of discrete
system where the layer is replaced by a dense arrangement of flexural resonators.

The dispersive behaviour of the generalised Rayleigh beam has been completely
described. This investigation revealed three important dynamic regimes for the
medium defined by the resonant frequencies of the elastic layer atop of the beam. At
low frequencies, the dispersive properties of the generalised Rayleigh beam resemble
those encountered in classical problemof anEuler-Bernoulli beamwhere flexural and
longitudinal motions are decoupled. In contrast, at these frequencies the generalised
Rayleigh beam brings a weak coupling between such modes and an effective mass
attributed to the elastic layer. On the other hand, at high frequencies similar compar-
isons can bemade but there the dispersive features of the system neglect the influence
of the layer. Within an intermediate frequency regime the layer possesses resonant
frequencies and they can define stop bands in the medium. Within the stop bands
we can encounter evanescent oscillations and purely evanescent modes supported
by the medium. The former are not features of the solution to the classical problem
involving the decoupled flexural and axial motion of an Euler-Bernoulli beam with-
out damping, whereas the pure evanescent phenomenon is absent in corresponding
dynamic problem for longitudinal deformations.

Additionally, the meso-scale solution developed has been shown to be efficient
in recovering the low and high frequency behaviour of the periodic discrete sys-
tem when its microstructure is dense. Further, this solution, used in the dynamic
homogenisation procedure, utilises fundamental model solutions in its construction,
namely, Green’s functions. These enable the solution to be effective in capturing
the full dynamic response of the periodic medium. This has consequently led to an
effective model in the form of the generalised Rayleigh beam that is efficient in trac-
ing a substantial collection of structural responses of the microstructured medium at
high/low frequencies and for a wide range of wavenumbers.

We have also derived the expression for Green’s matrix for the generalised
Rayleigh beam. This matrix is paramount in constructing solutions representing the
vibration response of a generalised Rayleigh beam or its microstructural equivalent
when subjected to a range of dynamic loads. There, we identified that axial dynamic
phenomena can promote significant flexural motions of the beam and there exists a
frequency where the dynamic coupling of the principal beam motions is nullified.

It is envisaged that the model studied here and the associated results will be
important in applications such as civil engineering, seismic protection and the design
of advanced materials where controlling wave phenomena is of major importance.

Acknowledgements M.J.N gratefully acknowledges the support of the EU H2020 grant MSCA-
RISE-2020-101008140-EffectFact.



11 Asymptotic Theory of Generalised Rayleigh Beams 197

Appendix A: Resonance Modes

Here we discuss the response of the generalised Rayleigh beam at the resonant
frequencies (11.25).

Resonant Response at ωL

Here ωL corresponds to the longitudinal resonance of the medium atop the lateral
beam. When ωL is distinct from ω±

F , the system (11.1) and (11.2) implies V (x) = 0
and the longitudinal displacement obeys

(ρA + Ψeff(ωL))ω
2
LU (x) + E AU ′′(x) = 0 ,

for −∞ < x < ∞. Its solution is standard and given as

U (x) = A sin

(√
ρA + Ψeff(ωL)

E A
ωL x

)

+ B cos

(√
ρA + Ψeff(ωL)

E A
ωL x

)

,

where A and B are arbitrary constants. Hence in this resonance regime, flexural defor-
mations of the system are not supported, whereas longitudinal waves can propagate
through the medium.

Resonant Response at ω±
F

The frequency ω±
F represents the flexural resonant response of the layer atop the

beam. If this is distinct from ωL , one has at this frequency that U (x) and V (x)
satisfy

Ψ ∗
eff(ω

∗)U (x) + Π∗
eff(ω

∗)V ′(x) = 0

−Π∗
eff(ω

∗)U ′(x) + Υ ∗
eff(ω

∗)V ′′(x) = 0

where ω = ω±
F and the notation Q∗(ω∗) represents

Q∗(ω∗) = lim
ω→ω∗(ω − ω∗)Q(ω) .

This previous system admits the solution:

U (x) = − AΠ∗
eff(ω

∗)
Ψ ∗
eff(ω

∗)
, V (x) = Ax + B

where A and B are arbitrary constants, provided

Ψ ∗
eff(ω

∗)Υ ∗
eff(ω

∗) + (Π∗
eff(ω

∗))2 �= 0 .

The result suggests at this resonance frequency the flexural displacement is linear
and this is accompanied by a constant axial deformation.
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Chapter 12
Higher-Order and Nonlocal
One-Dimensional Thermal Lattices with
Short- and Long-Range Interactions

E. Nuñez del Prado, Noel Challamel, and V. Picandet

Abstract The present paper deals with heat conduction in a uni-dimensional two-
neighbor interaction lattice. An exact solution based on the method of separation of
variables and the use of trigonometric series, for given initial and boundary condi-
tions, is obtained. The solution is then compared to the classical Fourier solution and
to a nonlocal solution. The nonlocal solution is based on an Eringen-type differen-
tial model of Fourier, and the length scale parameter for this model is calibrated by
applying a continualizationmethod to the lattice equation. Finally, an error analysis is
performed in order to verify the efficiency of the local and nonlocal approximations.

Keywords Heat equation · Fourier’s law · Heat transfer · Lattice · Nonlocality

12.1 Introduction

The classical heat equation or Fourier’s law [1] establishes a linear relationship
between the heat flux q and the gradient of temperature ∇T and has been proved
to be sufficiently accurate when representing the behavior of heat propagation at a
macroscopic scale. However, when working with small scales [2–4], the so-called
local fundamental law of heat transfer is not necessarily valid, due to the material
size being of the same order (or smaller) as the mean-free path of energy carriers.
In this case, nonlocal effects can be significant and have to be taken into account.
Nonlocal laws may be related to the heterogeneous nature or the discrete nature
of the material at the considered scale. Such continuum laws that possess internal
length scalesmay be elaborated from latticemodels or discretemodelswith repetitive
cells. From a pure mechanical point of view, [5–10] showed that mechanical lattices
behaved as nonlocal continuous axial models with additional stress gradient terms
(also called Eringen’s type nonlocal differential models [8]). The length scale in
this model is either calibrated with respect to the long-range limit (as suggested by
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[5, 8] or [9]) or with respect to the Brillouin zone of the wave dispersive relation
of the lattice model [6–8]. The mechanical lattice can be composed of particles
which interact with their direct neighbors, thus leading to a lattice with short-range
interactions. This is the case ofLagrange lattice, composedof equalmasses connected
between each other by linear springs (also mathematically equivalent to a lattice
string—see [11]). The generalization of Lagrange lattice with direct and indirect
interactions (which accounts for short- and long-range interactions) is not new and
has been already considered during the nineteenth century with the development of
the so-called molecular elasticity approach. The reader can refer to the works of
Piola during the nineteenth century (see historical analysis of [12] or [13]). More
recently, [14], in his seminal book, investigated the wave dispersive properties in
a generalized lattice with short- and long-range interaction. The wave dispersive
properties in a generalized infinite lattice has been also studied by [15, 16], with
p = 2 interactions or in the general case, with p interactions. Exact eigenfrequencies
of finite generalized (mechanical) lattices with short- and long-range interactions
have been calculated for various boundary conditions by [17]. Reference [18] also
has shown the extreme sensitivity of the frequency response of lattices with direct
and indirect interactions, with respect to the higher-order boundary conditions of the
generalized lattice. Reference [19] highlighted the possible localization and static
oscillatory phenomenon of generalized lattices for specific higher-order boundary
conditions. The capability of a nonlocal continuum to capture generalized lattices
was shown by [16, 17] for pure mechanical interactions.

The study of deterministic thermal lattices from their mathematical properties of
mixed differential-difference equation is much more recent. Reference [20] studied
a diffusive lattice with only direct interactions, and proposed a nonlocal diffusion
equationwhich contains scale effects and includedmixed spatial and temporal deriva-
tives. References [21, 22] obtained the exact solution of the (discrete) thermal lattice
with only direct interactions. References [21, 22] also showed the efficiency of the
continuous nonlocal heat equation, to capture the scale effects of the lattice problem.
Reference [23] investigated the evolution problem of a finite thermal lattice based on
Cattaneo-Vernotte’s equation. In this paper, we propose a nonlocal model capable of
representing the behavior of heat transfer in a lattice with second neighbor interac-
tions. The results are then extended to a thermal lattice with p general interactions,
both from the discrete approach and its nonlocal continuum representation.

We propose then, in this paper, a nonlocal model capable of representing the
behavior of heat transfer in a lattice with second neighbor interactions.

The considered lattice is represented in Fig. 12.1.

Fig. 12.1 Discrete scheme for the lattice model
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where Ti is the temperature at node i , ρ is the material’s density, cp is the specific
heat, λ is the thermal conductivity and a is the lattice spacing. For the lattice with
second neighbor interaction, the heat flux is

qi+ 1
2

= −λ

(
β1

Ti+1 − Ti
a

+ β2
Ti+2 − Ti

4a
+ β2

Ti+1 − Ti−1

4a

)
(12.1)

where β1 and β2 are weighting coefficients for the short- and long-range interac-
tions, respectively, such that β1 > β2 > 0 and β1 + β2 = 1. The heat flux equation
is combined with the equation of conservation of energy:

ρcpṪi = −qi+1/2 − qi−1/2

a
(12.2)

and finally, the heat transfer equation in a discrete media with second order neighbor
interactions is obtained as

Ṫi = α

(
β1

Ti+1 − 2Ti + Ti−1

a2
+ β2

Ti+2 − 2Ti + Ti−2

4a2

)
(12.3)

where α = λ
ρcp

is the thermal diffusivity.
In [21], a nonlocal model based on an Eringen-type differential model of Fourier’s

law with a length scale calibrated with respect to the lattice spacing was developed:

q − l2c
∂2q

∂x2
= −λ

∂T

∂x
(12.4)

where l2c = a2

12 is the length scale parameter, leading to the following nonlocal heat
equation:

Ṫ = α
∂2T

∂x2
+ l2c

∂3T

∂t∂x2
(12.5)

It was shown that this type of nonlocal law could efficiently approximate the
behavior of heat transfer in a direct neighbor interaction lattice. In this paper, we
extend this work to the study of second-order neighbor interaction. In Sect. 12.2,
an analytical solution to Eq. (12.3) is derived and it is verified by using numerical
methods in Sect. 12.3. Then, the analytical solution to the nonlocal equation and
the length scale are determined in Sect. 12.4. Finally, the nonlocal solution and the
classical analytical solution of Fourier’s heat equation are compared to the lattice
model in Sect. 12.6.
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12.2 Analytical Solution to the Discrete Equation

In this section, the discrete equation is solved by using the method of separation of
variables. We set Ti (t) = Xi Z(t), obtaining the following equation:

Ż Xi = α

(
β1

(Xi+1 − 2Xi + Xi−1)Z(t)

a2
+ β2

(Xi+2 − 2Xi + Xi−2)Z(t)

4a2

)

(12.6)

=⇒ Ż

Z
= α

4

β2Xi+2 + 4β1Xi+1 − 2(4β1 + β2)Xi + 4β1Xi−1 + β2Xi−2

a2Xi
= −γα

(12.7)

=⇒ β2Xi+2 + 4β1Xi+1 − 2(4β1 + β2 − 2γa2)Xi + 4β1Xi−1 + β2Xi−2 = 0
(12.8)

Equation (12.8) is a linear homogeneous fourth-order difference equation with
constant coefficients, which admits the following auxiliary equation (see [24, 25]):

β2 f
4 + 4β1 f

3 − 2(4β1 + β2 − 2γa2) f 2 + 4β f + β2 = 0 (12.9)

which is equivalent to

β2 f
2 + 4β1 f − 2(4β1 + β2 − 2γa2) + 4β1

1

f
+ β2

1

f 2
= 0 (12.10)

By setting τ = f + 1
f , (12.10) can be rewritten as

β2τ
2 + 4β1τ − 2(4β1 + 2β2 − 2γa2) = 0 (12.11)

The discriminant of equation (12.11) is

� = 16β2
1 + 32β1β2 + 16β2

2 − 16γa2β2 (12.12)

Therefore, the solutions of equation (12.11) are

τ = −2
β1

β2
±

√
4
β2
1

β2
2

+ 8
β1

β2
+ 4 − 4

γa2

β2
(12.13)

=⇒ τ

2
= −β1

β2
±

√
(
β1

β2
+ 1)2 − γa2

β2
(12.14)

We have that
f 2 − τ f + 1 = 0 (12.15)
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The solutions of f are then

f = τ ± √
τ 2 − 4

2
(12.16)

Finally, we find that ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

f1 = τ1+
√

τ 2
1 −4

2

f2 = τ1−
√

τ 2
1 −4

2

f3 = τ2+
√

τ 2
2 −4

2

f4 = τ2−
√

τ 2
2 −4

2

(12.17)

We have that β1 > β2 > 0. If we suppose that γ > 0,

β1

β2
+ 1 > 0 =⇒ (

β1

β2
+ 1)2 > (

β1

β2
+ 1)2 − γa2

β2
=⇒ β1

β2
+ 1 >

√
(
β1

β2
+ 1)2 − γa2

β2

(12.18)

Finally,

− β1

β2
+

√
(
β1

β2
+ 1)2 − γa2

β2
< 1 (12.19)

We now suppose that ( β1

β2
+ 1)2 β2

a2 ≥ γ, then:

− β1

β2
−

√
(
β1

β2
+ 1)2 − γa2

β2
< −1 (12.20)

From (12.19) and (12.20), we can set

⎧⎨
⎩
cos(φ) = τ1

2 = − β1

β2
+

√
(

β1

β2
+ 1)2 − γa2

β2

cosh(θ) = − τ2
2 = β1

β2
+

√
(

β1

β2
+ 1)2 − γa2

β2

(12.21)

We find from (12.17) and (12.21) the solutions for the auxiliary equation:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

f1 = cos(φ) + √
cos2(φ) − 1 = cos(φ) + √−sin2(φ) = cos(φ) + isin(φ)

f2 = cos(φ) − isin(φ)

f3 = −cosh(θ) + √
cosh2(θ) − 1 = −cosh(θ) + √

sinh2(θ) = −cosh(θ) + sinh(θ)

f4 = −cosh(θ) − sinh(θ)

(12.22)
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The solution to (12.8) is finally written for non-repeated roots of the auxiliary
equation:

Xk =
∑

k∈{1,2,3,4}
Cp f

k
p (12.23)

By using de Moivre’s theorem, we find

Xk = Acos(kφ) + Bsin(kφ) + C(−1)kcosh(kθ) + D(−1)ksinh(kθ) (12.24)

To find the constants in (12.24), we impose the following boundary conditions:

⎧⎪⎨
⎪⎩
T0(t) = Tn(t) = 0 =⇒ X0 = Xn = 0

T−1(t) = −T1(t) =⇒ X−1 = −X1

Tn−1(t) = −Tn+1(t) =⇒ Xn−1 = −Xn+1

(12.25)

By applying the boundary conditions, we find that

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

X0 = A + C = 0

X−1 = −X1

=⇒ Acos(−φ) + Bsin(−φ) − Ccosh(−θ) − Dsinh(−θ) =
−Acos(φ) − Bsin(φ) + Ccosh(θ) + Dsinh(θ)

=⇒ 2Acos(φ) − 2Ccosh(φ) = 0

=⇒ A = C = 0

(12.26)

and ⎧⎪⎨
⎪⎩
Xn = 0 =⇒ Bsin(nφ) + D(−1)nsinh(nθ) = 0

D(−1)nsinh(nθ) = 0 =⇒ D = 0

Bsin(nφ) =⇒ φ = mπ
n (non trivial solution)

(12.27)

The solution in space is therefore

Xk = Bsin(
mπk

n
) (12.28)

From (12.21), it is possible to find the value of γ:

⎧⎨
⎩
cos(mπ

n ) = − β1

β2
+

√
(

β1

β2
+ 1)2 − γa2

β2

=⇒ γ = (−(cos(mπ
n ) + β1

β2
)2 + (

β1

β2
+ 1)2) β2

a2

(12.29)

It is clear from (12.29) that the conditions (
β1

β2
+ 1)2 β2

a2 ≥ γ and γ ≥ 0 are fulfilled,
so the initial supposition is true. Knowing the value of γ, we now solve the temporal
equation. We have that
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Ż = −γαZ (12.30)

By injecting (12.28) into (12.7), we can find another way to write γ:

−γa2sin

(
mπi

n

)
= β1

[
sin

(
mπ(i + 1)

n

)
− 2sin

(
mπi

n

)
+ sin

(
mπ(i − 1)

n

)]

+β2
4

[
sin

(
mπ(i + 2)

n

)
− 2sin

(
mπi

n

)
+ sin

(
mπ(i − 2)

n

)]

(12.31)

=⇒ γ = 4
β1

a2
sin2

(mπ

2n

)
+ β2

a2
sin2

(mπ

n

)
(12.32)

The solution to the temporal equation is then

Z(t) = e−αγt (12.33)

Finally, the complete solution to the problem may be written as

Tk(t) =
∞∑

m=1

Bmsin

(
mπk

n

)
e−αγt (12.34)

To find the remaining constant in Eq. (12.34), we propose the following initial
condition:

Tk(0) = f (x) =
{
2T0 x

L for 0 ≤ x ≤ L/2

2T0(1 − x
L ) for L/2 ≤ x ≤ L

(12.35)

We then have

Bm = 2

L

∫ L

0
f (x)sin

(
mπk

n

)
dx = 8T0

(mπ)2
sin

(mπ

2

)
(12.36)

By setting T ∗ = T
T0
, τ = αt

L2 and η = (4β1sin2(
mπ
2n ) + β2sin2(

mπ
n ))n2, Eq. (12.34)

may be written in a dimensionless form:

T ∗
k (τ ) =

∞∑
m=1

8

mπ2
sin(

mπ

2
)sin(

mπk

n
)e−ητ (12.37)

12.3 Numerical Solution to the Discrete Equation

To verify the analytical solution, the analytical solution is compared to a numerical
solution. The numerical solution is obtained by using the Crank-Nicolson method
of resolution for the dimensionless equation, which combines the stability of the
implicit method and the accuracy of a second-order method [26, 27]:
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∂T0T ∗
i

∂( a
2n2τ
α

)
= α

a2

[
β1T0(T

∗
i+1 − 2T ∗

i + T ∗
i−1) + 1

4
β2T0(T

∗
i+2 − 2T ∗

i + T ∗
i−2)

]

(12.38)

=⇒ ∂T ∗
i

∂τ
= n2

[
β1(T

∗
i+1 − 2T ∗

i + T ∗
i−1) + 1

4
β2(T

∗
i+2 − 2T ∗

i + T ∗
i−2)

]
(12.39)

By applying the implicit method,

T ∗N+1

i − T ∗N

i

�τ
= n2

(
β1

(T ∗N+1

i+1 −2T ∗N+1

i + T ∗N+1

i−1 ) + (T ∗N

i+1 − 2T ∗N

i + T ∗N

i−1)

2

+ β2
(T ∗N+1

i+2 − 2T ∗N+1

i + T ∗N+1

i−2 ) + (T ∗N

i+2 − 2T ∗N

i + T ∗N

i−2)

8

)

(12.40)
From (12.40), we obtain

− b2T
∗N+1

i+2 − b1T
∗N+1

i+1 + (2b1 + 2b2 + 1)T ∗N+1

i − b1T
∗N+1

i−1 − b2T
∗N+1

i−2 =
b2T

∗N

i+2 + b1T
∗N

i+1 − (2b1 + 2b2 − 1)T ∗N

i + b1T
∗N

i−1 + b2T
∗N

i−2

(12.41)

where b1 = β1
n2�τ
2 and b2 = β2

n2�τ
8 . By applying the initial (12.35) and the bound-

ary conditions (12.25) into (12.64), it is then possible to find, by performing iterations,
the value of the temperature in the next time step.

12.4 Analytical Solution to the Nonlocal Equation

The nonlocal model is based on an Eringen-type differential model of Fourier’s
model (Eq. (12.4)), which leads to the nonlocal heat equation (12.5). By applying
the method of separation of variables and the initial (12.35) and boundary (12.25)
conditions, we obtain the solution presented in [21] for Eq. (12.5):

T (x, t) =
∞∑

m=1

8T0
(mπ)2

sin
(mπ

2

)
sin

(mπx

L

)
e

−αm2π2 t
l2c m

2π2+L2 (12.42)

which can be expressed in a dimensionless form by setting T ∗ = T
T0
, τ = αt

L2 , x̃ = x
L

and l̃c = lc
L :

T ∗(x̃, τ ) =
∞∑

m=1

8

(mπ)2
sin

(mπ

2

)
sin(mπx̃)e

−m2π2

1+l̃2c m
2π2

τ
(12.43)
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The characteristic length lc accounts for the specific lattice effect of the equivalent
quasi-continuum and can be calculated by applying a continualization method to the
discrete equation (12.3) and by using Taylor’s approximation.

By setting Ti = T (x = ia) and by applying a Taylor’s development on Ti+1 =
T (x + a) and Ti−1 = T (x − a), it is found that

{
T (x + a) = T (x) + a ∂T

∂x + a2

2
∂2T
∂x2 + a3

3!
∂3T
∂x3 + a4

4!
∂4T
∂x4 + ...

T (x − a) = T (x) − a ∂T
∂x + a2

2
∂2T
∂x2 − a3

3!
∂3T
∂x3 + a4

4!
∂4T
∂x4 + ...

(12.44)

And from (12.44):

Ti+1 − 2Ti + Ti−1 =
(
a2

∂2

∂x2
+ a4

2

4!
∂4

∂x4
+ a6

2

6!
∂6

∂x6
+ · · ·

)
T (x) (12.45)

Taylor’s development of a hyperbolic cosine can be recognized in (12.45):

(
a2

∂2

∂x2
+ a4

2

4!
∂4

∂x4
+ a6

2

6!
∂6

∂x6
+ · · ·

)
= 2

(
cosh

(
a

∂

∂x

)
− 1

)
= ea∂x + e−a∂x − 2

(12.46)

Equation (12.45) can therefore be rewritten by using (12.46) as

Ti+1 − 2Ti + Ti−1 = 2

(
cosh

(
a

∂

∂x

)
− 1

)
T (x) = 4sinh2

(
a

2

∂

∂x

)
T (x)

(12.47)
Finally, by replacing into Eq. (12.3), the following equation is obtained:

Ṫ = 4α

a2

(
β1sinh

2

(
a

2

∂

∂x

)
+ β2

4
sinh2

(
a

∂

∂x

))
T (12.48)

The pseudo differential operator from (12.48) can be approximated by using a
Padè approximant of order [2, 2]:

4

a2

(
β1sinh

2

(
a

2

∂

∂x

)
+ β2

4
sinh2

(
a

∂

∂x

))
= ∂2

x

1 − a2
12 (β1 + 4β2)∂2

x

+ · · ·
(12.49)

where ∂x = ∂
∂x . We set l2c = a2

12 (β1 + 4β2).
By inserting (12.49) into (12.48) and by multiplying by 1 − l2c∂

2
x , the following

equation is determined:
(1 − l2c∂

2
x )Ṫ = α∂2

x T (12.50)

which is equivalent to the nonlocal heat equation (12.5). In the following calculations,
we will therefore use a value of l2c = a2

12 (β1 + 4β2).
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12.5 Extension to p-Order Neighbor Equation

12.5.1 Analytical Solution

In this section, the procedure of Sects. 12.2–12.4 is followed for a p-order neighbor
interaction. The heat equation corresponding to this problem is written as

Ṫk = α

p∑
j=1

β j
Tk+ j − 2Tk + Tk− j

( ja)2
(12.51)

As for the 2-neighbor interaction problem, β j are weighting coefficients for the
interactions with the j th neighbor. We take in this case

∑p
j=1 β j = 1 and β1 > β2 >

... > βp > 0.Also, the following boundary conditions are taken:

{
T−(k−1) = −T(k−1)

T−(n−k) = −T(n+k)
for k ∈ {1; 2; ...; p} (12.52)

By applying the method of separation of variables, the following equation can be
obtained:

Ż

Z
= α

p∑
j=1

β j
Xk+ j − 2Xk + Xk− j

( ja)2Xk
= −γ2α (12.53)

It is assumed that the spatial solution is

Xk = B2sin
(mπ

n
k
)

(12.54)

Therefore,

p∑
j=1

β j

j2
B2

[
sin

(mπ

n
(k + j)

)
− 2sin

(mπ

n
k
)

+ sin
(mπ

n
(k − j)

)]
= −γ2a

2Xk

(12.55)
By using some trigonometric identities, the coefficient γ2 is found from (12.55):

γ2a
2 =

p∑
j=1

β j

j2
4sin2

(
mπ j

2n

)
(12.56)

The temporal solution is then

Z(t) = e
−α

∑p
j=1

β j
j2

4
a2
sin2( mπ j

2n )t
(12.57)
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Finally, the complete solution is written as

Tk(t) =
∞∑

m=1

Bme
−α

∑p
j=1

β j
j2

4
a2
sin2

(
mπ j
2n

)
t
sin

(mπ

n
k
)

(12.58)

From the initial conditions (Eq. (12.35)), we can find the constant Bm , which is the
same as found in Eq. (12.36). Then, the equation can be written in its dimensionless
form, with the same parameters as used in Sect. 12.2 (T ∗

k = T
T0
, τ = αt

L2 ) and ηp =
4n2

∑p
j=1

β j

j2 sin
2(

mπ j
2n ):

T ∗
k (τ ) =

∞∑
m=1

8

(mπ)2
sin

(mπ

2

)
e−ηpτ sin

(mπ

n
k
)

(12.59)

We note that for p = 2, we have that

ηp=2 = n2
(
4β1sin

(mπ

2n

)
+ β2sin

2
(mπ

n

))
(12.60)

which is the same value as found in Sect. 12.2 in the solution of the second-
order neighbor interaction equation, validating the solution for a p-order neighbor
interaction.

12.5.2 Numerical Solution

To verify the analytical solution, it is compared to a numerical solution by using an
implicit method of resolution for the dimensionless equation:

∂T0T ∗
i

∂( a
2n2τ
α

)
= α

a2

p∑
j=1

β j

j2
T0(T

∗
i+ j − 2T ∗

i + T ∗
i− j ) (12.61)

=⇒ ∂T ∗
i

∂τ
= n2

p∑
j=1

β j

j2
(T ∗

i+ j − 2T ∗
i + T ∗

i− j ) (12.62)

By applying the implicit method,

T ∗N+1

i − T ∗N

i

�τ
= n2

p∑
j=1

β j

j2
(T ∗N+1

i+ j − 2T ∗N+1

i + T ∗N+1

i− j ) + (T ∗N

i+ j − 2T ∗N

i + T ∗N

i− j )

2

(12.63)
From (12.63), we obtain
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T ∗N+1

i +
p∑

j=1

(−b j T
∗N+1

i+ j + 2b j T
∗N+1

i − b j T
∗N+1

i− j ) = T ∗N
i

p∑
j=1

b j (T
∗N
i+ j − 2b j T

∗N
i + b j T

∗N
i− j )

(12.64)
where b j = n2β j�τ

2 j2 .

12.5.3 Nonlocal Length Scale Calibration

To calibrate the nonlocal length scale parameter in this problem, Eq. (12.47) is
inserted into Eq. (12.51):

Ṫ = 4α

a2

p∑
j=1

β j

j2
sinh2

(
ja

2

∂

∂x

)
T (12.65)

As suggested in [16, 17], for a similarmechanical problem, the pseudo differential
operator from Eq. (12.65) can be approximated with a Padè approximant of order
[2, 2]:

4

a2

p∑
j=1

β j

j2
sinh2

(
ja

2

∂

∂x

)
= ∂2

x

1 − a2
12

∑p
j=1 j2β j∂2

x

+ · · · (12.66)

leading to the following nonlocal length scale parameter:

l2c = a2

12

p∑
j=1

j2β j (12.67)

12.6 Results

In Fig. 12.2, we represent the evolution of the dimensionless temperature for n = 4
elements and β1 = 0.6 and β1 = 0.4 obtained with Eq. (12.37). The evolution of the
classical solution to Fourier’s equation and the evolution of the nonlocal solution
are also represented for comparison. The classical heat equation is found when the
nonlocal parameter is equal to zero. The solution to this equation can therefore be
found from the nonlocal solution (12.68) by setting lc = 0:

T ∗
Fourier (x̃, τ ) =

∞∑
m=1

8

(mπ)2
sin

(mπ

2

)
sin(mπx̃)e−m2π2τ (12.68)
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Fig. 12.2 Temperature evolution of the thermal lattice and the continuous heat models for n = 4,
β1 = 0.6 and β2 = 0.4

It is observed in Fig. 12.2 that the continuous solutions, but especially the nonlocal
model, are a good approximation of the discrete analytical solution.

Figure 12.3 shows the comparison of the analytical discrete curve shown in Fig.
12.2with the numerical curveobtained fromEq. (12.64). For all the values of τ plotted
in this figure, the two curves show the same behavior, and the values obtained with
the numerical solution are very close to the analytical values, validating the analytical
solution presented in Sect. 12.2.

As previously mentioned, Fig. 12.2 shows that the nonlocal and the local approx-
imations are good. Nevertheless, it is clear that in the middle of the bar, the error is
important for both the local and the nonlocal approximations. Therefore, computa-
tions of the error in the nodes are performed to study its evolution in time. For this,
the relative error for both approximations is calculated as follows:

Err(k, τ ) = T ∗
k (τ ) − T ∗(τ , x̃ = k/n)

T ∗
k (τ )

(12.69)

In Fig. 12.4, the relative errors for x̃ = 1/4 and x̃ = 1/2 are presented. It can
be noted that for x̃ = 1/4, for very short times the local error is smaller than the
nonlocal one. To better observe the curve in the short times, we plot in Fig. 12.5 the
same curves as in Fig. 12.4 for τ ∈ [0; 0.1] and with a logarithmic abscissa.

It is clear from Fig. 12.5 that for x̃ = 1/2, the nonlocal model represents better
the discrete model in the middle of the bar. Nevertheless, the relative errors in the
time interval [0; 0.1] are greater for the nonlocal model than for the local model for
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Fig. 12.3 Temperature evolution of the thermal lattice for n = 4, β1 = 0.6 and β2 = 0.4—
Comparison of the numerical and the analytical solution

(a) x̃ = 1/4 (b) x̃ = 1/2

Er
r

Er
r

Fig. 12.4 Relative error of the nonlocal model and the local model with respect to the lattice model
for n = 4, β1 = 0.6 and β2 = 0.4

x̃ = 1/4.However, it can be considered that the difference between these two errors in
this time interval is sufficiently small to be neglected, unlike the difference for higher
times, where the local error seems to infinitely increase whereas the nonlocal error
quickly stabilizes with a small value. From this figure, we can therefore conclude
that the nonlocal approximation is globally better than the local approximation.

The same work is now performed for n = 8 elements.
In Figs. 12.6, 12.7 and 12.8, we observe the same behavior as for n = 4 but with

smaller errors for both the local and nonlocal models. Figures 12.7 and 12.8 show
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(a) x̃ = 1/4 (b) x̃ = 1/2
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r

Fig. 12.5 Relative error of the nonlocal model and the local model for τ ∈ [0; 1] with respect to
the lattice model for n = 4, β1 = 0.6 and β2 = 0.4

Fig. 12.6 Temperature evolution for n = 8, β1 = 0.6 and β2 = 0.4

that, even though the local Fourier model approximates better the lattice model than
in the previous figure, the nonlocal model is still globally superior.

The behavior of the solutions for different values of β1 is now studied. In
Fig. 12.9, the evolution of the temperature for the lattice, nonlocal and local models
is represented for various values of β1. It is shown in this figure that the temperatures
of the lattice and the nonlocal models decrease when β1 increases. Note that the
local model is independent of β1 and β2 and therefore this curve only varies with
time. Furthermore, when β1 decreases, the nonlocal and lattice models get closer
to the local model. This means that, when the second-order neighbor interaction is



216 E. Nuñez del Prado et al.

(a) x̃ = 1/4 (b) x̃ = 1/2
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Fig. 12.7 Relative error of the nonlocal model and the local model with respect to the lattice model
for n = 8, β1 = 0.6 and β2 = 0.4

(a) x̃ = 1/4 (b) x̃ = 1/2
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Fig. 12.8 Relative error of the nonlocal model and the local model for τ ∈ [0; 1] with respect to
the lattice model for n = 8, β1 = 0.6 and β2 = 0.4

important, the local model fails to represent the heat transfer in the lattice. Finally, it
can be observed in this figure that when β1 increases, the nonlocal error increases.
Nevertheless, the nonlocal model is, for all cases, a better approximation of the lattice
model.

In Fig. 12.10, the evolution of the temperature for n = 8 and for a third- and fourth-
order neighbor interactions is presented. It can be observed that for both values of
p, the curves present the same behavior and that the values obtained are very close
for both figures. Figure 12.10 can also be compared to Fig. 12.6. Even though the
coefficients β j are not calculated in the same manner, the same observations can be
made. The temperatures for the discrete models obtained in Fig. 12.10 are compared
to the Crank-Nicolson numerical solution.

As for p = 2, Fig. 12.11 shows that the numerical curves present the same behavior
as the analytical curves and that the values are very close. The analytical solution for
the generalization of p-neighbor interactions is therefore valid.
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Fig. 12.9 Temperature evolution for n = 4 and various values of β1 and β2

(a) p = 3, β0 = 0.546 (b) p = 4, β0 = 0.480

Fig. 12.10 Temperature evolution for n = 8, β j = β0
j and β0 = 1∑p

j=1 1/j

The relative errors are also calculated in the same way as that for p = 2.
From Figs. 12.12 and 12.13, as for Fig. 12.10, the figures for different values of p

show the same behavior of the curves for all cases. The comparison also shows that
when the value of p increases, the relative error for the local model also increases,
whereas the nonlocal error decreases. This observation can be more clearly made in
Figs. 12.14 and 12.15.

In Figs. 12.10, 12.11, 12.12, 12.13, 12.14 and 12.15, an inverse kernel was used. It
is also possible to calculate a temperature evolution using other types of kernels, such
as exponentially based kernel, as is done in [17] for the vibration of axial lattices. In
Fig. 12.16, we consider the following weighting used in [17]:
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(a) p = 3 (b) p = 4

Fig. 12.11 Discrete solution versus numerical solution n = 8, β j = β0
j and β0 = 1∑p

j=1 1/j

(a) p = 3 (b) p = 4

Er
r
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Fig. 12.12 Relative error of the nonlocal model and the local model with respect to the lattice
model for n = 8 and x = 1/4; β j = β0

j and β0 = 1∑p
j=1 1/j

β̃ j = β̃0e
−α̃ j (12.70)

with β̃0 = 1∑p
j=1 e

−α̃ j
and α̃ = 0.52.

Figure 12.16 shows the same behavior for the temperature evolution as in
Fig. 12.10. The values and the difference between the different models are also
very similar, showing that this type of kernel can also be used in the nonlocal and
the discrete models with good results.
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(a) p = 3 (b) p = 4
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Fig. 12.13 Relative error of the nonlocal model and the local model with respect to the lattice
model for n = 8 and x = 1/2; β j = β0

j and β0 = 1∑p
j=1 1/j

(a) p = 3 (b) p = 4
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r
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Fig. 12.14 Relative error of the nonlocal model and the local model for τ ∈ [0; 1] with respect to
the lattice model for n = 8 and x = 1/4; β j = β0

j and β0 = 1∑p
j=1 1/j

12.7 Conclusion

In this paper, we investigated the transitory behavior of a thermal lattice, which
accounts for short- and long-range interactions. The discrete system is ruled by a
mixed differential-difference equation, whose difference order in space is controlled
by the number of neighboring interactions. Thanks to the method of separation of
variables, it is possible to get an exact solution to the thermal evolution problem,
from the resolution of some higher-order difference equations. The solution is pre-
sented for various discrete kernels associated with the long-range dependence of the
discrete interactions. This thermal discrete solution is then compared to an approxi-
mate continuous solution, which contains length scale effects. The length scale of the
continuous nonlocal heat equation is calibrated for any number of interactions. For
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(a) p = 3 (b) p = 4

Er
r

Er
r

Fig. 12.15 Relative error of the nonlocal model and the local model for τ ∈ [0; 1] with respect to
the lattice model for n = 8 and x = 1/2; β j = β0

j and β0 = 1∑p
j=1 1/j

(a) p = 3, β̃0 = 0.513 (b) p = 4, β̃0 = 0.463

Fig. 12.16 Temperature evolution for n = 8, α̃ = 0.52, β̃ j = β̃0e−α̃ j and β̃0 = 1∑p
j=1 e

−α̃ j

a similar diffusive lattice with only direct interactions, [20] also derived a nonlocal
diffusion equation with mixed spatial and temporal derivatives. References [21, 22]
obtained an exact solution of the (discrete) thermal lattice with only direct interac-
tions. The efficiency of the continuous nonlocal heat equation was shown to capture
the scale effects of the lattice problem. In this paper, these results have been extended
for a general lattice whatever the number of interactions. The present results, valid
for one-dimensional lattices, could be extended to multi-dimensional systems.
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Chapter 13
Large Deformations and Stability
of the Two-Bar Truss Under Vertical
Loads

Matteo Pelliciari, Federico Oyedeji Falope, Luca Lanzoni,
and Angelo Marcello Tarantino

Abstract Analytical formulations for the static equilibrium of truss structures are
often based on concepts of linear elasticity. Geometric nonlinearities are taken into
account, but the nonlinear constitutive behavior of the material is not considered.
However, the assumption of linear elastic material is not consistent with the response
of solids subjected to large deformations. In light of this, accurate models must take
into account both geometric and constitutive nonlinearities. In the present work,
we investigate the problem of the von Mises (or two-bar) truss subjected to a ver-
tical load. The bars of the truss are composed of rubber so as to observe large
displacements and deformations. We propose a theoretical model that is entirely
developed in three-dimensional nonlinear elasticity. A compressible Mooney-Rivlin
law is employed for the constitutive behavior of the rubber. Experimental tests on the
vonMises truss subjected to a vertical load are carried out. Snap-through is observed
and good agreement is found with the analytical predictions. Finally, a simple formu-
lation to predict the critical Euler buckling load is presented and validated through
experimental observation.

13.1 Introduction

The static equilibriumof the planar vonMises (or two-bar) truss subjected to a vertical
load is a benchmarkproblem in the analysis of the stability of truss structures [1, 9, 12,
16]. Applications of this structure can be found in different fields of engineering, such
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as lattice truss structures [8, 15], metamaterials [11, 19] and multi-stable mechanical
systems [10, 17].

Analytical solutions for the equilibrium of the two-bar truss are important for
the validation of numerical and finite element (FE) models. A solution with the
assumption of linear elastic (LE) material was proposed in [6]. This assumption was
then abandoned in the works [5, 13], proposing a formulation entirely developed in
finite elasticity.

In this contribution, the two-bar truss subjected to a vertical load is analyzed
from analytical, numerical and experimental points of view. The bars of the truss are
composed of rubber so that large deformations are observed. The experimental tests
are carried out through a device specifically designed to avoid Euler buckling. This
condition reproduces a behavior as close as possible to that of truss structures. Finally,
an analytical approach to account for Euler buckling of the bars in nonlinear elasticity
is presented. Additional experimental tests are carried out and Euler buckling is
experimentally observed, providing a validation of the analytical method proposed.

The analytical solution is based on the formulation proposed in [5] and it is
presented in Sect. 13.2, assuming a compressible Mooney-Rivlin (MR) constitutive
law. The case of LE constitutive law is also outlined and corresponds to the theory
proposed in [6]. The uniaxial tests for rubber characterization and the experiments
on the vonMises truss are described in Sect. 13.3. Section 13.4 contains a description
of the FE models, and Sect. 13.5 presents the calibration of the constitutive model
based on the experimental data. Analytical, numerical and experimental results are
presented and discussed in Sect. 13.6. The effect of Euler buckling on the behavior
of the truss is investigated with additional experiments. Conclusions are given in
Sect. 13.7.

13.2 Analytical Formulation

The two-bar truss of Fig. 13.1 consists of two equal straight bars connected through
a hinge at node C . The bars are composed of an inner deformable material, while
the terminal parts are rigid elements. The length of the terminal parts is Lr , and it
represents the space occupied by the hinge in the experimental device. The length of
the inner deformable part is Lm .

The apex node C is loaded by the external dead force F , acting in the Z direction
of the global reference systemC1XY Z . Under the effect of the external load, nodeC
undergoes vertical displacement ŵ. The horizontal degree of freedom of point C is
not considered because in [13], it is demonstrated that stable solutions can be found
only along the vertical degree of freedom.
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(a) (b)

Fig. 13.1 The von Mises (or two-bar) truss: a Deformed configuration under vertical load; b Bars
of the truss seen as three-dimensional bodies

The entire length of both bars in the reference configuration is L = √
B2 + H 2,

while in deformedconfiguration l =
√
B2 + (

H − ŵ
)2
. The lengthof thedeformable

part of the bars in the reference configuration is

Lm =
√
(B − 2Lrcos θ0)

2 + (H − 2Lr sin θ0)
2, (13.1)

whereas in the deformed configuration

lm =
√
(B − 2Lrcos θ)2 + (

H − ŵ − 2Lr sin θ
)2
, (13.2)

where

cos θ0 = B

L
, cos θ = B

l
, sin θ0 = H

L
, sin θ = H − ŵ

l
, (13.3)

with θ0 and θ being the inclination angle of the truss in reference and deformed
configurations, respectively.

The bars are three-dimensional bodies with a rectangular cross section of width
t and height h, as shown in Fig. 13.1b. It is assumed that the material is homoge-
neous, isotropic and hyperelastic. The deformation of the bodies is assumed to be
homogeneous throughout, even close to the rigid links.

The material coordinate systems Ci XiYi Zi (i = 1, 2) are defined, as depicted
in Fig. 13.1b. These reference systems are principal. We indicate the principal
stretches of the bars with λ j ( j = X,Y, Z ). We introduce the stored energy function
W (ι1, ι2, ι3), which depends only on the principal invariants of the Cauchy-Green
deformation tensor

ι1 = λ2
X + λ2

Y + λ2
Z , ι2 = λ2

Xλ2
Y + λ2

Xλ2
Z + λ2

Yλ2
Z , ι3 = λ2

Xλ2
Yλ2

Z .

Due to symmetry, the two bars undergo the same deformation field. The expression
of the longitudinal stretch of the bars is



226 M. Pelliciari et al.

Fig. 13.2 Equilibrium path and snap-through instability

λZ = lm
Lm

=
√
(B − 2Lrcos θ)2 + (H − ŵ − 2Lr sin θ)2√
(B − 2Lrcos θ0)

2 + (H − 2Lr sin θ0)2
. (13.4)

The equilibrium in the deformed configuration is expressed by

F + 2N sin θ = 0, (13.5)

where N is the axial stress resultant of the bars (Fig. 13.2).
The body forces are disregarded, and the surface tractions generated by the con-

centrated load F are uniformly and orthogonally distributed on the basis of the bodies.
Under the aforementioned assumptions, the solution to the boundary value problem
leads to the following relations [13]:

λX = λY = λ =
√

−W,1 + λ2
ZW,2

W,2 + λ2
ZW,3

, (13.6)

N = −2thλZ
(
W 2

,2 − W,1W,3
) W,1 + 2λ2

ZW,2 + λ4
ZW,3(

W,2 + λ2
ZW,3

)2 , (13.7)

where W, j = ∂W/∂ι j ( j = 1, 2, 3). By introducing Eqs. (13.3), (13.6) and (13.7)
into Eq. (13.5), the global equilibrium equation of the von Mises truss becomes

F − 4thλZ
H − ŵ√

B2 + (
H − ŵ

)2
(
W 2

,2 − W,1W,3
) W,1 + 2λ2

ZW,2 + λ4
ZW,3(

W,2 + λ2
ZW,3

)2 = 0.

(13.8)
Equation (13.8) provides a relation between external load F andvertical displacement
ŵ, namely the equilibrium path.
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13.2.1 Material Models

13.2.1.1 Mooney-Rivlin (MR) Material

We assume that the constitutive behavior of the rubber is described by the compress-
ible MR law, which is defined by the stored energy function [2]

W (ι1, ι2, ι3) = a (ι1 − 3) + b (ι2 − 3) + c (ι3 − 1) − (a + 2b + c) log (ι3),
(13.9)

where a, b and c are positive constants. The derivatives of the stored energy function
(13.9) with respect to the invariants are computed and, by substitution into Eq. (13.8),
the equilibrium equation in case of compressible MR material becomes

F̄ − 4λZ
H − ŵ√

B2 + (
H − ŵ

)2 Q = 0, (13.10)

where

Q = (
b̄2 − c̄ + P

) 1 + 2b̄λ2
Z + λ4

Z (c̄ − P)[
b̄ + λ2

Z (c̄ − P)
]2 ,

P = 4(1 + 2b̄ + c̄)
(
b̄ + c̄λ2

Z

)2

λ2
Z

[
1 + b̄λ2

Z −
√
4(1 + 2b̄ + c̄)

(
b̄ + c̄λ2

Z

) + (
1 + b̄λ2

Z

)2]2 ,

and F̄ = F/(tha), b̄ = b/a, c̄ = c/a.

13.2.1.2 Linear Elastic (LE) Material

The equilibrium problem of truss structures is often analyzed by considering only
geometric nonlinearities [6, 7]. This approach is outlined in the present section with
the purpose of providing a comparisonwith the fully nonlinear formulation described
previously, where a MR material is adopted.

In the model proposed in [6, 7], the material is assumed to behave according
to a linearly elastic constitutive law characterized by the following stored energy
function:

W (εZ ) = 1

2
Eε2Z ,

where E denotes Young’s modulus and εZ = (
l2m − L2

m

)
/
(
2L2

m

)
is the axial compo-

nent of strain given by the Green-Lagrange strain measure. The axial stress resultant
acting on the rod is computed as



228 M. Pelliciari et al.

NLE = th
∂W

∂εZ
= thE

l2m − L2
m

2L2
m

. (13.11)

The equilibrium equation of the von Mises truss in the case of linear elastic material
is derived by substituting Eq. (13.11) into Eq. (13.5), obtaining

F + 2thE
l2m − L2

m

2L2
m

sin θ = 0.

Recalling Eqs. (13.1) and (13.2), the kinematic relations (13.3) and the definition of
the longitudinal stretch (13.4), the equilibrium takes the form

F − thE
(
λ2
Z − 1

) H − ŵ√
B2 + (

H − ŵ
)2 = 0. (13.12)

13.3 Experimental Investigation

13.3.1 Uniaxial Tests for Rubber Characterization

The material used is synthetic neoprene rubber. The rubber characterization is per-
formed by carrying out separately uniaxial compression and tension tests. The testing
machine is the Instron 5567, equipped with a 30 kN load cell for the compression
test and a 1 kN load cell for the tension test.

Three squat cylindrical specimens of 28.85 mm diameter and 10.56 mm thickness
are tested under compression. Three dog-bone specimens of 83.43mm2 cross-section
area and 65.25 mm effective length are tested under tension. The displacement rate
is 0.5 and 50 mm/min for compression and tensile tests, respectively.

Nominal stress and stretch are computed for each test. The nominal stress ver-
sus stretch curves in compression and tension are merged and the three resulting
experimental curves are named S1, S2 and S3.

13.3.2 Experimental Test on the von Mises Truss

The experimental device of Fig. 13.3 is designed specifically to simulate the von
Mises truss subjected to a vertical load.

The device is composed of three steel guides fixed on a supporting table. Control
pointC is forced to slide along the vertical guide, allowing only the vertical degree of
freedom ŵ. Nodes C1 and C2 are placed on the horizontal guides, and their distance
can be adjusted according to the geometry of the problem (Fig. 13.3).
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Fig. 13.3 Experimental
device for the von Mises
truss under vertical load

Hinge

C
C1 C2

Confinement
cylinder

Rubber bar
Vertical guide

Pulley

Hollow guide

The hinges of the truss are realized with steel blocks that rotate around the cor-
responding nodes. The hinge in node C is connected to the hinges in C1 and C2

using two steel rods that avoid relative rotations. The steel rods slide through hollow
cylindrical guides. This allows the axial deformation of the rubber specimen, which
is glued to the hinge blocks with an adhesion primer for steel-rubber connection.

Two hollow cylinders made of nylon are inserted into the steel rods. The function
of the cylinders is to confine the rubber specimen so as to limit its bendingdeformation
and prevent Euler buckling. The first tests are carried out with this set. Afterwards,
additional experiments are carried out without confinement cylinders. This allows
observing Euler buckling and investigate its effect on the equilibrium path.

The concentrated load F is applied through two synthetic fishing lines. One end
of both the lines is tied to the central hinge C , while the other ends are connected
to containers where the load is manually placed. Two pulleys are placed on the two
opposite sides of the vertical guide, between hinge C and the load containers. Each
line slides through the corresponding pulley. In this way, the vertical load can be
applied in both upward and downward directions.

Three pairs of specimens are tested with the following geometry: θ0 = 20◦, L =
146.5 mm, Lm = 90 mm, Lr = 28.25 mm, t = 10 mm and h = 20.5 mm. The test
consists in the application of a load that is gradually increased by adding weight
to the container. For each load increment, the vertical displacement of node C is
monitored by means of digital image correlation (DIC).

The instrumentation used to acquire the displacement field is Dantec Dynamics
Q400. Themonitoring is performed in stereomode by placing two cameras above the
truss (Fig. 13.4). The DIC cameras acquire a single frame for each load increment.
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Fig. 13.4 Setup of DIC
instrumentation during the
experimental test

13.4 Finite Element Simulation

The FEmodels are realized by using the FE code COMSOLMultiphysics® v.5.5 [3].
Two different FEmodels are created, which differ only in an internal solid constraint.
A detailed description of each model is given in the following.

The first model, named model 1, does not include the Euler buckling of the rubber
specimen. This model simulates the condition of the experimental test performed in
this work, where the confinement cylinders prevent buckling phenomena. The second
model, named model 2, simulates the response of the system without confinement
cylinders. In this circumstance, Euler buckling takes place. Model 1 differs from
model 2 only for an added constraint in order to avoid Euler buckling.

In both FE models, the MR material is defined by setting the MR stored energy
function (13.9) in the user defined material. Hexagonal elements with quadratic
serendipity shape functions are used for the mesh. Due to symmetry, only half of the
truss is modeled (Fig. 13.5).

The hinge blocks are accounted for by using the feature rigid connector of the
FE code. A lower rigid connector is applied to the lower final cross section of the
rubber specimen and associated with the fixed center of rotation C1. Likewise, an
upper rigid connector is attributed to the final cross section of the rubber specimen
and associated with the moving center of rotation C .

A nonlinear incremental analysis is performed by applying a vertical displacement
ŵ at the upper center of rotation C . The incremental displacement step is −0.1
mm, ranging in the interval ŵ ∈ [0, −3H ]. In addition, both rigid connectors are
constrained to rotate the rigid rotation ψ(ŵ) around the corresponding center of
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Fig. 13.5 FE model 1, where Euler buckling is avoided, and FE model 2, where Euler buckling
takes place

rotation. This constraint ensures that the final cross sections of the specimen remain
coaxial during the deformation.

As previously pointed out, model 1 contains an additional constraint to the ones
described above. Specifically, also the middle cross section of the specimen is con-
strained to rotate by ψ(ŵ) around the lower center of rotation C1. This kinematic
constraint ofmodel 1 ensures the absence of Euler buckling in the solution. In fact, the
deformed configurations of Fig. 13.5 show that only model 2 is affected by buckling.

13.5 Calibration of the Rubber Constitutive Model

Stress and stretch data obtained from the uniaxial tests are used to perform a nonlinear
fitting of the MR constitutive parameters a, b and c.

The parameters are collected into the parameter vector p= [a, b, c]T. The fitting
function s(λZ ,p) is the nominal stress versus stretch relation for a compressible MR
material, which is obtained by writing Eq. (13.7) in case ofMRmaterial (s = N/th).
The objective function obj(p) is defined as the averaged sum of normalized square
error between simulated and experimental data, namely
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obj(p) =
√√√√

∑n
i

[
s(λZ i , p) − si

]2
∑n

i s(λz i , p)2
, (13.13)

where n is the number of data points, si and λZ i are experimental nominal stress and
stretch respectively, while s(λZ i , p) is the fitting function sampled at the data points.

The minimization of the objective function (13.13) is performed via a genetic
algorithm [18]. Specifically, the fitting procedure is implemented in a MATLAB®

code by using the ga function of the global optimization toolbox, which is based
on fitness function fmincon [14]. A constrained optimization was later carried out.
The following lower and upper bounds of parameters were set: a ∈ [102, 104], b ∈
[102, 104] and c ∈ [103, 2 × 105]. The values are expressed in kPa.

It is worth mentioning that, concerning the nonlinear fitting of the MR model,
multiple minimization candidates are possible. Such solutions may give entirely
different extrapolation results. It is thus recommended to analyze carefully the result
of the optimization and check its physical plausibility.

13.6 Results and Discussion

The stress versus stretch curves S1, S2 and S3 resulting from the experimental uniaxial
tests are shown in Fig. 13.6.

The constrained optimization is carried out for each of these three sets of data. The
mean best fitting parameters obtained are a = 457 kPa, b = 381 kPa and c = 31758
kPa. As shown in Fig. 13.6, good agreement is found between experimental data and
analytical fitting constitutive law with MR material.

The parameters given above are used to compute the analytical equilibrium path
of the von Mises truss by using Eqs. (13.10) and (13.12), for the cases of MR and

Fig. 13.6 Uniaxial nominal
stress versus stretch curves
from experimental tests on
rubber specimens S1, S2 and
S3 and analytical law (MR
and LE materials)
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Fig. 13.7 Experimental, analytical (MR and LE materials) and FE equilibrium paths of the von
Mises truss

LE materials, respectively. The equilibrium paths derived from experimental tests,
analytical model and FE simulation are shown in Fig. 13.7.

Displacement ŵ is normalized with respect to the height H of the truss, and load
F is normalized with respect to the Euler buckling load of the system in undeformed
configuration, expressed as

Fbk = 8π2E Ix
L2
m

sin(θ0), (13.14)

where Ix is the cross section’s moment of inertia with respect to axis x and E
is Young’s modulus of the rubber, which is computed from the MR constitutive
parameters as [4]

E = 4(a + b)(a + 4b + 3c)

a + 3b + 2c
.

Note that the rubber specimens are considered clamped to the hinge blocks. Accord-
ingly, Eq. (13.14) is derived introducing the buckling load of a double-clamped beam
Nbk = 4π2E Ix/L2

m into Eq. (13.5).
Overall, there is a good agreement between experimental results, analytical path

with MR material and FE path. The three main reasons for the discrepancy between
these results are discussed in the following. Considerations on the equilibrium path
with the assumption of LE material will be given at the end of this section.

Firstly, the equilibrium equation (13.10) is based on the hypothesis of homoge-
neous deformation. However, in both FEmodel and experimental test this is not true.
In both cases, the final cross sections of the specimen are clamped to the rigid hinge
blocks. This influences the deformation of the areas near the hinges. Secondly, as



234 M. Pelliciari et al.

shown in Fig. 13.6, the experimental constitutive behavior is accurate but of course, it
does not depict perfectly the experimental behavior. This especially for large exten-
sions of the bars, for which the discrepancy among experimental, analytical and
FE results increases. Lastly, geometric imperfections and friction in the guides of
the experimental device play a role in the accuracy of the data. Although friction
is reduced by using lubricant, its contribution is not negligible, especially for low
values of load.

The solution derivedwith the assumption ofLEmaterial, expressed byEq. (13.12),
is also represented in Fig. 13.7. As expected, for low values of ŵ this solution pro-
vides a good approximation of the behavior of the truss. However, as the magnitude
of displacement increases, the discrepancy rises. The sensible difference between
experimental results and the equilibrium path with LE material shows that, in gen-
eral, this assumption is not appropriate. An accurate analysis of the equilibrium and
stability of truss structures requires a fully nonlinear model. In a general case, it is
not true that the deformations are small enough to adopt a linear constitutive law.

13.6.1 Effect of Euler Buckling

Additional experiments are carried out after removing the confinement cylinders. In
this way, Euler buckling of the bars is observed. The outcome in terms of equilibrium
path is shown in Fig. 13.8. Before reaching the snap-through load, buckling takes
place and the equilibrium becomes unstable.

Fig. 13.8 Effect of Euler instability: experimental testwithout confinement cylinders in comparison
with analytical and FE predictions
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The simulation provided by FE model 2 is shown in Fig. 13.8. The load paths of
model 1 and model 2 perfectly agree until the critical buckling load is reached at
ŵbk,FE. At this point, model 2 experiences buckling and deviates from model 1.

From an analytical point of view, buckling occurs at the intersection between
the equilibrium path and Euler buckling load. To derive the expression of the Euler
buckling load in deformed configuration, we firstly introduce the tangent elastic
modulus, defined as a derivative of the nominal axial stress s = N/th (Eq. (13.7))
with respect to stretch λZ

E(λZ ) = ∂s

∂λZ
= 2

[
4λZλλ′ (λ2W,3 + λW,2

)+
λ4 (

λZW
′
,3 + W,3

) + 2λ2 (
λZW

′
,2 + W,2

) + λZW
′
,1 + W,1

]
, (13.15)

where λ is the transversal stretch given by Eq. (13.6) and symbol ′ indicates the
derivative with respect to stretch λZ . The expression of E(λZ ) for a MR material
is obtained by specializing Eq. (13.15) to the stored energy function of Eq. (13.9).
Moment of inertia Ix in deformed configuration is

Ix (λZ ) = 1

12
(λh) (λt)3 , (13.16)

where againλ is the transversal stretch given as a function ofλZ byEq. (13.6). Finally,
the Euler buckling load for a MR material computed in deformed configuration is
expressed as

fbk,MR(ŵ) = 8π2E(λZ )Ix (λZ )

l2m
sin θ, (13.17)

in which E(λZ ) and Ix (λZ ) are given by Eqs. (13.15) and (13.16), respectively. The
critical load curve of Eq. (13.17) is depicted in Fig. 13.8 with black color.

From Fig. 13.8, it is clearly visible that the prediction of Euler instability given
by the formulation proposed in the present work (Eq. (13.17)) is very accurate. The
result provided by FEmodel 2 also deserves some consideration. The reason why FE
model 2 is not very accurate is that the best fitting parameters of the MR constitutive
law are obtained by fitting the model to uniaxial compressive and tensile tests only.
Hence, it is not guaranteed that such parameters provide accurate solutions also in
case of bending of the specimens. In light of this, it is obvious that the simulation
of FE model 2, which involves bending of the bars, cannot be considered reliable.
However, it still gives an idea of the Euler buckling load and adds confidence in both
experimental and analytical predictions.
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13.7 Conclusions

ThevonMises truss subjected to a vertical loadwas analyzed from theoretical, numer-
ical and experimental points of view. The equilibrium was written in the deformed
configuration and specialized to the case of compressible MR constitutive law. A
LE constitutive behavior was also considered with the purpose of providing a com-
parison between the results. An experimental device that reproduces the von Mises
truss subjected to a vertical load was presented, and the tests were monitored with
DIC technology. Two FE models were developed in order to give comparisons and
discuss the effect of Euler buckling on the equilibrium paths.

The theoretical formulation was validated by comparing the results with the FE
simulations and the experiments. Hence, the analytical model presented in this work
gives an accurate description of the equilibrium and post-critical behavior of truss
structures. Furthermore, the comparison with the results obtained under the assump-
tion of LE constitutive law showed that thematerial nonlinearity cannot be neglected.
This approximation is, in general, not accurate for the analysis of truss structures
with large displacements.

The kinematics of the analytical model for the von Mises truss does not con-
sider bending deformation due to Euler buckling. However, a simple formulation to
predict Euler instability was derived by using the kinematic and constitutive rela-
tions furnished by the analytical model, which allowed considering both geometrical
and material nonlinearities. Additional experiments were carried out removing the
confinement cylinders, and Euler buckling was experimentally observed. The com-
parison of the results showed that the analytical approach presented in this work
gives an accurate prediction of this phenomenon.
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Chapter 14
Coupling Finite Element Method with
Incremental Harmonic Balance Method
for Analysis of Nonlinear Vibrations of
Stepped Beams and Frames

Rudolf R. Pušenjak and Anatolij Nikonov

Abstract The developed numericalmethodology allows analysis of nonlinear vibra-
tions of stepped beams and frames with contrast elastic properties. The principle
of virtual work is applied to derive nonlinear ordinary matrix differential equa-
tions of longitudinal and transverse vibrations in terms of nodal displacement vec-
tors. The steady-state periodic solution is computed by using the IHB method with
time scale in the form of truncated Fourier series. The IHB method consists of
the Newton-Raphson iterative procedure in which the linearized matrix partial dif-
ferential equations are derived and the Galerkin procedure, where the correspond-
ing variational equations are integrated and resulting linear algebraic equations are
solved for unknown vectors of increments of Fourier coefficients. By exchanging the
Newton-Raphson iterative procedure with the augmentation process in which some
system parameter is changed, the various branches of solutions can be traced for
fundamental, superharmonic and subharmonic resonances of beams.

14.1 Introduction

The analysis of nonlinear vibrations of beams has been the subject of extensive
research by many authors in last decades. Nayfeh [13] classified the developed meth-
ods for solving vibration problems of various structures, such as beams, strings,
plates, membranes, etc., into three groups, e.g. using analytical, numerical and
numerical-analitic methods. Analytical methods are limited to simple structures with
simple boundaries, and numerical methods are intended to investigate dynamic phe-
nomena, but present a difficulty for computing complicated beam and plate vibrations
and are also time consuming. Numerical-analitic methods are computationally pow-
erful and efficient, however they distinguish through three types of approaches. The
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first approach uses the finite element model consisting of nonlinear matrix differ-
ential equation including global mass, damping and a nonlinear stiffness matrices,
respectively, which is solved for the global displacement vector using the method of
equivalent linearization. Characteristic for other two approaches is separation of the
spatial and temporal variation of the structural response, where in the first approach
the temporal functional form is assumed or must be known a priori. In the second
of these approaches, the displacement is expressed by the sum of vibration modes,
where each mode is represented in the form of the product of the temporal variation
by the linear undamped natural modes of the system. The finite element method is
used to determine the spatial variation of these natural modes. In this monographic
article we propose the coupling of finite element method (FEM)with the incremental
harmonic balance (IHB) method [15] for computing nonlinear steady-state periodic
vibration of beams that belongs to the numerical-analytic methods.

For beams with weak nonlinearities, the perturbation methods such as Lindstedt-
Poincare method, averaging method and the method of multiple scales are widely
applied. By introducing multiple time scales, the Extended L-P method is presented
by Pušenjak [16] for computation of nonstationary resonances of clamped-hinged
beam. Chen and Cheung [3] modified the Lindstedt- Poincare method (ML-P) by
transforming the originally large expansion parameter into a small positive parameter
to compute the fundamental, superharmonic and subharmonic resonances of highly
nonlinear clamped-clamped and clamped-hinged beam. Pušenjak et al. [17] intro-
ducedmultiple time scales inML-Pmethod to enable computation of almost periodic
vibrations and applied the presented method in the case of combination resonance
of clamped-hinged beam. All these works treat transverse vibration of the beam.

Recently, numerous advanced applications of composite materials with high-
contrast properties in engineering require vibration analysis of multi-component
structures. Also in this area, we can find that generalized perturbation procedures
represent a very powerful tool in the search for asymptotic solutions. The perturbation
schemes are applied in the analysis of lowest vibration modes of multi-component
rods and cylinders, composed of alternating stiff and soft parts, see Kaplunov et
al. in [7, 9]. As the result, polynomial frequency equations along with algebraic
equations for the associated eigenforms are derived. A similar asymptotic approach
arising from the concept of almost rigid body motion is developed by Şahin et al. in
[18] for evaluating lowest vibration modes of strongly inhomogeneous elastic beam,
consisting of alternating stiff and soft components. Kaplunov et al. [8] extended the
perturbation procedure to derive two-mode asymptotic polynomial expansions of
the Rayleigh-Lamb dispersion relation of elastic waves in a strongly inhomogeneous
three-layered plate, evaluating cut-off frequency and approximating the fundamental
bending wave and the first harmonic at the shear thickness resonance. An alterna-
tive study of dispersion of Lamb waves in a thin three-layered composite plate with
contrast properties by using FEM modal analysis is presented by Zupančič et al.
[20]. Asymptotic analysis of anti-plane shear problem for three-layered laminate
and an asymmetric sandwich plate, leading to shortened dispersion relations are pre-
sented in [10, 14]. Prikazchikova et al. [14] developed an asymptotic analysis of
anti-plane shear problem for a three-layered laminate with two different geometric
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contrast setups of outer stiff layers to the soft interlayer, whereas Kaplunov et al.
[10] treat the long-wave low-frequency anti-plane shear of an asymmetric sandwich
plate and present the derivation of the shortened polynomial approximations of the
original dispersion relation. The asymptotic analysis reveals a low-frequency har-
monic supporting a slow quasi-static decay along with the fundamental mode, where
asymptotically justified boundary conditions are prescribed using the Saint-Venant’s
principle.

Asymptotic analysis, based on the perturbation procedure, is also a starting point
in modeling media with a periodic structure at microscopic level. The macroscopic
solution of the pertinent problem is sought by means of the homogenization process,
whose convergence is subject of many researches, e.g. of Γ -convergence. Cherdant-
sev andCherednichenko [4] developed two-scaleΓ -convergence for homogenization
of inherently nonlinear high-contrast periodic composites, where the limitingmacro-
scopic solution in general depends on the both slow (associated to the period of the
structure) and fast (associated to the contrast of the media) variables.

Free and forced vibrations of multi-component beams are studied by Elishakoff
et al. using the alternative normal mode method [5], where comparisons of results
are provided by the Galerkin’s method. In addition, random vibrations for beams
with proportional damping are analyzed first time in the literature. The original
and modified version of the Galerkin method are applied by Amato et al. [1] to
investigation of flutter of beams with highly contrasting materials. They are shown
that themodifiedGalerkinmethod in contrastwith the originalGalerkinmethod tends
to the exact solution in the case of the inhomogeneous setup of beam components.

Leung and Fung [11] developed a finite element method for computing nonlinear
steady-state vibrations of frames, where they treated the axial and flexural deforma-
tions of the beam induced by axial force along the beam element. Time-dependent
nodal displacements in the system of nonlinear ordinary differential equations, which
are derived by using the principle of virtual work from the governing partial differ-
ential equations of the beam, were expressed by unknown Fourier coefficients. For
determination of Fourier coefficients the harmonic balance method was used, result-
ing in the system of nonlinear algebraic equations.

In this research, we propose an alternative approach to investigate the nonlinear
periodic longitudinal and transversal vibrations of beams by considering the induced
axial force as the cause of coupling the axial and flexural deformations. Since the
spatial variation of longitudinal and transversal displacement vibrations is deter-
mined by means of finite element discretization and temporal variation of nodal
values of displacements of discretized beam structure is computed by applying the
incremental harmonic balance method, we have termed the new approach as “cou-
pling finite element method with incremental harmonic balance method”. The whole
beam structure (including stepped beams and frames) is first discretized by beam
finite elements, where the spatial variation of displacements in the longitudinal and
transversal direction is described by shape (interpolation) functions in the form of
Hermite polinomials [2, 6, 19]. The principle of the virtual work [2] is used over
the length of each individual beam finite element to derive the governing nonlinear
partial differential equations of vibration in the longitudinal and transversal direc-
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tion, respectively. By substituting beam shape functions and their spatial derivatives
and integrating over the beam length, we obtain the nonlinear ordinary matrix dif-
ferential equations of the beam element, which after assembling the equations of
beam elements result in the global nonlinear ordinary matrix differential equation
in terms of the global displacement vector and corresponding time derivatives. The
obtained nonlinear ordinary matrix differential equations of each individual beam
element are further manipulated by applying the IHBmethod for temporal variations
of nodal displacement vectors, where the method, developed in Pušenjak and Oblak
[15] is applied. By introducing the single time scale, the nonlinear ordinary matrix
differential equations of the beam element are converted into nonlinear matrix partial
differential equations, where the selected subharmonic factor enables the treatment
of fundamental, superharmonic or subharmonic resonances. Since the steady-state
periodic vibrations of the beam are sought in this research, the truncated Fourier
series in the compact matrix form are used to describe the periodic temporal vari-
ation of nodal vectors. The first step for implementation of the IHB method is the
Newton-Raphson iterative procedure in which the linearized matrix partial differ-
ential equations in terms of increments of nodal displacement vectors, load force
vectors and system parameters, respectively, are obtained in the longitudinal and
transversal direction. The second step for implementation of the IHB method is the
Galerkin procedure in which the variational equations of corresponding linearized
matrix partial differential equations are formed and integrated over one period of
the beam vibration. By performing the integration, the system of linear algebraic
equations in terms of vectors of Fourier coefficients and corresponding increment
vectors of Fourier coefficients is derived. Since the obtained system of algebraic
equations is linear, this property proves to be the most obvious advantage of the
presented method. The system of obtained linear algebraic equations is solved for
unknown vectors of Fourier increments, which are added to the current values of
Fourier vectors in the Newton-Raphson iterative procedure. In each step of the iter-
ative procedure, the residual vectors, which occur on the account of the unbalanced
harmonic components of the beam vibration, are computed. The Newton-Raphson
iterative procedure is stopped, when the chosen norms of appropriate vector sums,
containing residual vectors meet the prescribed tolerance criterion. The IHB method
can be easily applied to trace various branches of solutions of nonlinear beam vibra-
tions. The developed numerical methodology, based on coupling FEM with IHB
method allows analysis of nonlinear vibrations of stepped beams and frames with
contrast elastic properties.

14.2 Equations of Motion of Beams

The governing partial differential equations describing the nonlinear longitudinal
and transversal vibrations of beams based on the Euler-Bernoulli theory of beams
are
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where u = u (x, t) is the displacement of the beam in the longitudinal direction,
v = v (x, t) is displacement of the beam in the transversal direction, x is the axial
coordinate of the beam, and t denotes the time. Parameters ρ, A, E and I are the
mass density, cross sectional area, Young modulus and the moment of inertia of
beam, respectively and P (x, t) , Q (x, t) denote external loading in longitudinal
or transversal direction, respectively. To incorporate viscous damping, the Euler-
Bernoulli equations of beam vibrations are supplemented with appropriate damping
terms cu ∂u

∂t and cv
∂v
∂t , where parameters cu and cv correspond to the coefficients of

modal viscous damping in the longitudinal or transversal direction. The expression
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defines the induced axial force. The principle of virtual work [2, 12] gives the fol-
lowing equation
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(14.4)

where le denotes the length of the beam element. By integrating the Eq. (14.4) by
parts twice and using ∂(δu)

∂x = δu′, ∂(δv)
∂x = δv′, ∂2(δv)

∂x2 = δv′′ for partial derivatives of
variations according to the axial coordinate x , gives
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14.3 Spatial Discretization of the Beam Using Finite
Elements

Following the standard procedure of Finite Element Method [2, 19] the beam is
discretized with Ne finite elements of the length le. The longitudinal displacement
field u (x, t) and the transversal displacement field v (x, t) over the mesh of finite
elements are expressed by means of scalar products of interpolation functions n (x)
and N (x) by vectors of nodal values of displacements u (t) and v (t), respectively:

u (x, t) = n (x) u (t) , δu (x, t) = n (x) δu (t) , (14.6)

v (x, t) = N (x) v (t) , δv (x, t) = N (x) δv (t) . (14.7)

By applying the substitutions ∂u
∂t = n (x)

.
u (t) , ∂2u
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..
u (t) , ∂u
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∂x = ∂
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log substitutions in respect of displacement v (x, t), the principle of virtual work
on the length of one finite element of the beam can be formulated as
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Since the variations δuT and δvT are arbitrary and independent on the axial coordinate
x , and nodal vectors u and v are also independent on the coordinate x , the above
equation can be rewritten into the form

δuT

[
Mu

..
u + Cu

.
u +

le∫
0

(
n′)T Sdx − P

]
− δuTnTS

∣∣∣le0 +

δvT
[
Mv

..
v + Cv

.
v +

(
le∫
0

(
N′)T SN′dx

)
v + Kvv − Q

]

−δvT
(
NTSN′v − E INTN′′′v + E I

(
N′)T N′′v

) ∣∣∣le0 = 0,

(14.9)

where
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Mu =
le∫
0

ρAnTndx,Mv =
le∫
0

ρANTNdx, (14.10a)

Cu =
le∫
0

cunTndx,Cv =
le∫
0

cvNTNdx, (14.10b)

Kv =
le∫
0

E I
(
N′′)T N′′dx,Kg =

le∫
0

(
N′)T N′dx, (14.10c)

P =
le∫
0

nTPd x,Q =
le∫
0

NTQdx . (14.10d)

By introducing the dimensionless coordinate ξ = x
le
, where le denotes the length

of an individual beam finite element, it is convenient to express both interpolation
functions in dependence on the coordinate ξ [6]

n (ξ) = [1 − ξ, ξ ] ,
N (ξ)= [

1 − 3ξ 2 + 2ξ 3, ξ
(
ξ 2 − 2ξ + 1

)
le, 3ξ 2 − 2ξ 3,

(
ξ 3 − ξ 2

)
le
]
.

(14.11)

Taking into account the matrices of shape functions (14.11), we derive the equations
for computing matrices and vectors (14.10a–d) in the following form:

Mu = ρAle
6

[
2 1
1 2

]
, Mv = ρAle

420

⎡
⎢⎢⎣

156 22le 54 −13le
22le 4l2e 13le −3l2e
54 13le 156 −22le

−13le −3l2e −22le 4l2e

⎤
⎥⎥⎦ ,

Cu = cule
6

[
2 1
1 2

]
,Cv = cvle

420

⎡
⎢⎢⎣

156 22le 54 −13le
22le 4l2e 13le −3l2e
54 13le 156 −22le

−13le −3l2e −22le 4l2e

⎤
⎥⎥⎦ ,

Kv = E I
l3e

⎡
⎢⎢⎣

12 6le −12 6le
6le 4l2e −6le 2l2e
−12 −6le 12 −6le
6le 2l2e −6le 4l2e

⎤
⎥⎥⎦ ,

Kg = 1
60le

⎡
⎢⎢⎣

36 3le −36 3le
3le 4l2e −3le −l2e
−36 −3le 36 −3le
3le −l2e −3le 4l2e

⎤
⎥⎥⎦ .

(14.12)
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Applying FEM we assume that the axial force is approximated by their average
value on the entire length of the finite element. Approximating the axial force in
this manner, we suppress the dependency on the axial coordinate x and therefore
S (x, t)

.= S (t). This simplification is justified, if the beam is homogeneous so that
both, Young modulus and the cross sectional area of the beam are constants. The
fulfillment of both requirements is then reflected by the equation E A = const . The
validity of the mentioned simplification under the fulfilled conditions can be con-
firmed by the following derivation

S (x, t)
.= 1

le

le∫
0
E A

[
∂u
∂x + 1

2

(
∂v
∂x

)2]
dx =

(
E A
le

le∫
0

∂
∂x [n (x)] dx

)
u (t)

+ [v (t)]T
[

E A
2le

le∫
0

(
∂
∂x [N (x)]

)T ( ∂
∂x [N (x)]

)
dx

]
v (t) .

(14.13)

In this derivation we write shape functions in the form

n (x) = 1
le
[le − x, x] ,

N (x)=
[
1
l3e

(
l3e − 3lex2 + 2x3

)
, x
l2e

(
x2 − 2lex + l2e

)
, 1
l3e

(
3lex2 − 2x3

)
, 1
l2e

(
x3 − lex2

)]
.

Then

S (x, t)
.= 1

le

le∫
0
E A

[
∂u
∂x + 1

2

(
∂v
∂x

)2]
dx

= E A
le

[
[−1, 1] u (t) + 1

2 [v (t)]T Kgv (t)
] = S (t) .

(14.14)

Needless to say, this derivation does not apply to inhomogeneous beams and vari-
able cross-sections, i.e. in cases where the Youngmodulus and/or beam cross-section
are functions of axial coordinate x , E = E (x) , A = A (x). Irrespective of the con-
straint E A= const , the simplification S(x, t) = S(t) can be applied to homogeneous
stepped beams with constant cross-sections, if the sum of lengths of individual finite
elements corresponds to the length of the beam section on which a certain constant

cross-section applies. In Eq. (14.9) appears the integral
le∫
0

(
n′)T Sdx , which according

to the approximation S (x, t) = S (t) gives the result

le∫
0

(
n′)T S (t) dx = S (t)

le∫
0

∂
∂x (n)T dx = S (t) (n)T

∣∣∣le0
= S (t)

{[
1
le

(le − le)
le
le

]
−

[ 1
le

(le − 0)
0

]}
=

[−1
1

]
S (t) = (

n′)T S (t) le.

(14.15)
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By introducingmatrices (14.12) and vectors (14.10d) and by considering the obtained
result (14.15) in Eq. (14.9), we finally get

δuT
[
Mu

..
u + Cu

.
u + (

n′)T S (t) le − P
]

+δvT
[
Mv

..
v + Cv

.
v + S (t)Kgv + Kvv − Q

]
−δuTnTS (t)

∣∣∣le0 − δvTS (t)NTN′v
∣∣le
o + δvTE INTN′′′v

∣∣∣le0
−δvTE I

(
N′)T N′′v

∣∣∣le0 = 0.

(14.16)

In so far as the vectors of variations δuT and δvT are arbitrary, the following equations
apply simultaneously

Mu
..
u + Cu

.
u + (

n′)T S (t) le − P = nTS (t)
∣∣∣le0 = P, (14.17)

Mv
..
v + Cv

.
v + S (t)Kgv + Kvv − Q

= S (t)NTN′v
∣∣le
o − E INTN′′′v

∣∣∣le0 + E I
(
N′)T N′′v

∣∣∣le0 = Q. (14.18)

Coupled Eqs. (14.17) and (14.18) can be conveniently combined to the nonlinear
matrix differential equation of the beam element

Me
..
qe + Ce

.
qe + K (qe)qe = Fe, (14.19)

where the longitudinal and transversal displacement vectors u and v are united into

displacement vector qe =
{
u
v

}
of the beam element and matrices Me,Ce,K (qe)

and vector Fe take the form

Me =
[
Mu 0
0 Mv

]
, Ce =

[
Cu 0
0 Cv

]
, K (qe)=

[
0 0
0 S (t)Kg + Kv

]
,

Fe =
{
P+P − (

n′)T S (t) le
Q+Q

}
. (14.20)

After discretization, the structure with finite beam elements (which can include
stepped beams), the standard FEM methodology [2, 19] is followed by the assem-
bling process in which global displacement vector qis formed by assembling local
displacement vectors qe and global matricesM,C,K (q) are constructed by assem-
bling matrices Me,Ce,K (qe) of beam elements as well as the global vector F is
formed by assembling vectors Fe. Thus, the global nonlinear matrix differential
equation of the whole beam structure can be written in the form
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M
..
q + C

.
q + K (q) q = F. (14.21)

Since the aim of the developed method is computation of nonlinear steady-state peri-
odic vibration of the beam, only boundary conditions of the beam must be satisfied.
Following Haug et al. [3], this can be achieved by systematic reduction of global
mass, damping and nonlinear stiffness matrices, respectively.

14.4 Incremental Harmonic Balance (IHB) Analysis
of Periodic Vibrations of Beams

The incremental harmonic balance (IHB) method is one of the most powerful and
efficient tools for analyzing periodic and almost periodic vibrations of dynamical sys-
temswith high nonlinearities [15]. In general, dynamical systems can be autonomous
or are subjected to the external and/or parametric excitation. The almost periodic
response of the nonlinear dynamical system arises, if the external or parametric exci-
tation itself is almost periodic, however it can also occur due to the internal resonance
of the system. If natural angular frequencies of the system are incommensurate, the
almost periodic vibrations as consequence of internal resonance can be excited in
autonomous dynamical systems, too. For performing analysis of various types of
problems, which arise studying the steady-state response of nonlinear dynamical
systems, the introduction of multiple time scales is needed, which in general are
defined as products of several incommensurate angular frequencies by the time t and
by chosen subharmonic factor η. In this paper, wewill do not present the IHBmethod
in all its generality, but we will limit ourselves on analyzing periodic response of
beams that is excited by external harmonic loading. To achieve this goal, we will
allow that the excitation frequency ω is parametrically varied so that we will focus
on the study of the periodic response of the beam in the modes of fundamental,
superharmonic and subharmonic resonance. Due to these limitations, it is sufficient
to introduce a single time scale in the analysis of the periodic response of the beam

τ = ηωt, (14.22)

where ω is excitation frequency, t is time and η is a subharmonic factor, which has
the value 1 for fundamental and superharmonic resonance, however at subharmonic
resonance it takes a fractional value. By introducing the time scale τ , the ordinary
time derivatives (.) and (..) must be replaced by differential operators

(.) = d

dt
= ηω

∂

∂τ
, (..) = d2

dt2
= η2ω2 ∂2

∂τ 2
, (14.23)

what consequently causes the conversion of the ordinarymatrix differential equations
(14.17), (14.18) into matrix partial differential equations
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η2ω2Mu
∂2u
∂τ 2

+ ηωCu
∂u
∂τ

+ (
n′)T S (τ ) le − P (τ ) = nT S (τ )

∣∣∣le0 = P (τ ) ,

(14.24)

η2ω2Mv
∂2v
∂τ 2

+ ηωCv
∂v
∂τ

+ S (τ )Kgv + Kvv − Q (τ )

= S (τ )NTN′v
∣∣le
o − E INTN′′′v

∣∣∣le0 + E I
(
N′)T N′′v

∣∣∣le0 = Q (τ ) . (14.25)

14.4.1 Fourier Series Describing the Periodic Response
of the Beam

In solving governing PDE’s (14.24), (14.25) we are interested in the steady-state
periodic solutions of the displacement vectors u and v, which describe the beam
vibrations in the longitudinal and transversal direction, respectively. We are looking
for a solution with an ansatz in the form of truncated Fourier series

u (τ ) = uc
0 +

n∑
i=1

[
uc
i cos (iτ) + us

i sin (iτ)
] = Yu·b = (I2 ⊗ T) · b, (14.26a)

v (τ ) = vc0 +
n∑

i=1

[
vci cos (iτ) + vsi sin (iτ)

] = Yv·c = (I4 ⊗ T) · c, (14.26b)

where τ = ηωt and ω denotes the fundamental angular frequency of the beam. The
cosine and sine terms are summed by the index i , which runs from i = 1 to i = n,
where n denotes the number of harmonics of the truncated Fourier series. In addition
to harmonics, the series also contain terms uc

0 and vc0, respectively, which can be
joined to cosine terms with a frequency equal to zero. The truncated Fourier series
(14.26a, 14.26b) can be conveniently expressed in the compact form of a matrix
products Yu·b and Yv·c, respectively, where matrices

Yu = I2 ⊗ T ∈ R
2×(4n+2), Yv = I4 ⊗ T ∈ R

4×(8n+4), (14.27)

are Kronecker products of identity matrices I2 and I4 respectively by matrix
T ∈ R

1×(2n+1) of harmonic functions that make up truncated Fourier series

T = [
Tc,Ts

]
,

Tc = [1, cos (τ ) , . . . , cos (nτ)] , Ts = [sin (τ ) , . . . , sin (nτ)] , (14.28)

and b and c denote vectors of Fourier coefficients of periodic vibrations of beam in
the longitudinal or transversal direction, respectively. The vector b consists of 4n + 2
components and vector c is of order (8n + 4) × 1:
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b = {
bT1 ,b

T
2

}T =
{(
bc1

)T
,
(
bs1

)T
,
(
bc2

)T
,
(
bs2

)T}T ∈ R
2(2n+1)×1,

c = {
cT1 , c

T
2 , c

T
3 , c

T
4

}T
=
{(
cc1
)T

,
(
cs1
)T

,
(
cc2
)T

,
(
cs2
)T

,
(
cc3
)T

,
(
cs3
)T

,
(
cc4
)T

,
(
cs4
)T}T ∈ R

4(2n+1)×1.

(14.29)

In equation of motion (14.24), the term
(
n′)T S (τ ) le appears, in which the average

value of the axial force S (τ ) depends on the displacement vectors u and v and is
thus periodic. It can be expressed in the form of a truncated Fourier series

S (τ ) = Sc0 +
n∑

i=1

[
Sci cos (iτ) + Ssi sin (iτ)

]
. (14.30)

By inserting the Fourier series for the vectors of longitudinal and transversal dis-
placements u (τ ) and v (τ ) into Eq. (14.14) for the average value of the axial force
S (τ ) we obtain

S (τ ) = E A

le

[
[−1, 1] u (τ ) + 1

2
[v (τ )]T Kgv (τ )

]

= E A

le

[
[−1, 1] uc

0 +
n∑

i=1

[−1, 1] uc
i cos (iτ) +

n∑
i=1

[−1, 1] us
i sin (iτ)

+1

2

(
vc0
)T

Kgvc0 + 1

2

(
n∑

i=1

[
vci cos (iτ) + vsi sin (iτ)

])T

Kgvc0

+1

2

(
vc0
)T

Kg

(
n∑

k=1

[
vck cos (kτ) + vsk sin (kτ)

])

+1

2

(
n∑

i=1

[
vci cos (iτ) + vsi sin (iτ)

])T

Kg

(
n∑

k=1

[
vck cos (kτ) + vsk sin (kτ)

])]
. (14.31)

By using the addition theorems of trigonometric functions, Eq. (14.31) can be trans-
formed into the form

S (τ ) = E A

le

[
[−1, 1] uc0 + 1

2

(
vc0
)T Kgvc0

+
n∑

i=1

{
[−1, 1] uci + (

vc0
)T Kgvci

}
cos (iτ)
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+
n∑

i=1

{
[−1, 1] usi + (

vc0
)T Kgvsi

}
sin (iτ)

+1

4

n∑
i=1

n∑
k=1

{[(
vci
)T Kgvck + (

vsi
)T Kgvsk

]
cos [(i − k) τ ]

+
[(
vsi
)T Kgvck − (

vci
)T Kgvsk

]
sin [(i − k) τ ]

}

+1

4

n∑
i=1

n∑
k=1

{[(
vci
)T Kgvck − (

vsi
)T Kgvsk

]
cos [(i + k) τ ]

+
[(
vsi
)T Kgvck + (

vci
)T Kgvsk

]
sin [(i + k) τ ]

}]
. (14.32)

We observe that the double sum

1

4

n∑
i=1

n∑
k=1

[(
vci
)T Kgvck + (

vsi
)T Kgvsk

]
cos [(i − k) τ ]

in Eq. (14.32) forms constant terms when the condition i = k is satisfied. The double
sum

1

4

n∑
i=1

n∑
k=1

[(
vsi
)T Kgvck − (

vci
)T Kgvsk

]
sin [(i − k) τ ]

does not form constant terms, because sin [(i − k) τ ] = sin (0) = 0 when this condi-
tion is fulfilled. After exposing the constant terms for the indices i = k, it is advanta-
geous to rename the index i into the index i ′ in double sums of Eq. (14.32), since the
sum does not depend on the notation of the index by which the terms are summed.
By considering this agreement and by carefully extracting terms associated with
functions cos(iτ) or sin(iτ), Eq. (14.32) can be written in the following form

S (τ ) = Sc0 +
n∑

i=1

[
Sci cos (iτ) + Ssi sin (iτ)

]
= E A

le

[
[−1, 1] uc0 + 1

2
(
vc0

)TKgvc0

+ 1
4

n∑
i=1

[(
vci

)TKgvci + (
vsi

)TKgvsi

]
+

n∑
i=1

{[
[−1, 1]uci + (

vc0
)TKgvci

]

+ 1
4

n−i∑
k=1

[(
vci+k

)T
Kgvck +

(
vsi+k

)T
Kgvsk

]

+ 1
4

n∑
k=i+1

[(
vck−i

)T
Kgvck +

(
vsk−i

)T
Kgvsk

]

+ 1
4

i−1∑
i ′=1

[(
vci ′

)T
Kgvci−i ′ −

(
vsi ′

)T
Kgvsi−i ′

]}
cos (iτ)

+
n∑

i=1

{[
[−1, 1]usi + (

vc0
)TKgvsi

]
+ 1

4

n−i∑
k=1

[(
vsi+k

)T
Kgvck −

(
vci+k

)T
Kgvsk

]

− 1
4

n∑
k=i+1

[(
vsk−i

)T
Kgvck −

(
vck−i

)T
Kgvsk

]

+ 1
4

i−1∑
i ′=1

[(
vsi ′

)T
Kgvci−i ′ +

(
vci ′

)T
Kgvsi−i ′

]}
sin (iτ)

]
.

(14.33)
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Finally, we can read the following Fourier coefficients in Eq. (14.33):

Sc0 = E A

le

[
[−1, 1] uc

0 + 1

2

(
vc0
)T

Kgvc0 + 1

4

n∑
i=1

[(
vci
)T

Kgvci + (
vsi
)T

Kgvsi
]]

,

(14.34)

Sci = E A
le

[
[−1, 1] uc

i + (
vc0
)T

Kgvci + 1
4

n−i∑
k=1

[(
vci+k

)T
Kgvck + (

vsi+k

)T
Kgvsk

]
+ 1

4

n∑
k=i+1

[(
vck−i

)T
Kgvck + (

vsk−i

)T
Kgvsk

]
+ 1

4

i−1∑
i ′=1

[(
vci ′

)T
Kgvci−i ′ − (

vsi ′
)T

Kgvsi−i ′

]]
,

(14.35)

Ssi = E A
le

[
[−1, 1] us

i + (
vc0
)T

Kgvsi + 1
4

n−i∑
k=1

[(
vsi+k

)T
Kgvck − (

vci+k

)T
Kgvsk

]
− 1

4

n∑
k=i+1

[(
vsk−i

)T
Kgvck − (

vck−i

)T
Kgvsk

]
+ 1

4

i−1∑
i ′=1

[(
vsi ′

)T
Kgvci−i ′ + (

vci ′
)T

Kgvsi−i ′

]]
.

(14.36)

Equation of vibration of the beam in the axial direction

η2ω2Mu
∂2u
∂τ 2

+ ηωCu
∂u
∂τ

+ (
n′)T S (τ ) le − P (τ ) = P (τ ) , (14.37)

can be developed on the basis of Eq. (14.14)

S (τ )
.= E A

le

[
[−1, 1] u (τ ) + 1

2
[v (τ )]T Kgv (τ )

]
, (14.38)

and using Eq. (14.15)

(
n′)T S (τ ) le

.=
[−1

1

]
E A

le

[
[−1, 1] u (τ ) + 1

2
[v (τ )]T Kgv (τ )

]
(14.39)

to the form
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η2ω2Mu
∂2u
∂τ 2

+ ηωCu
∂u
∂τ

+ E A

le

[[
1 −1

−1 1

]
u (τ ) + 1

2

[−1
1

]
[v (τ )]T Kgv (τ )

]
− P (τ ) = P (τ ) ,

(14.40)

where

Ku = E A

le

[
1 −1

−1 1

]
(14.41)

and

Kuv = E A
2le

[−1
1

]
[v (τ )]T Kg

= E A
2le

[−1
1

]
·{(

vc0
)T

Kg +
n∑

i=1

[(
vci
)T

Kg cos (iτ) + (
vsi
)T

Kg sin (iτ)
]}

.

(14.42)

Thus, equation of vibration of the beam in the longitudinal direction can be written
in compact form as

η2ω2Mu
∂2u
∂τ 2

+ ηωCu
∂u
∂τ

+ Kuu (τ ) +Kuvv (τ )−P (τ ) = P (τ ) . (14.43)

In a similar way, we can also develop the equation of vibration of the beam in the
transversal direction

η2ω2Mv
∂2v
∂τ 2 + ηωCv

∂v
∂τ

+ S (τ )Kgv + Kvv − Q
= η2ω2Mv

∂2v
∂τ 2 + ηωCv

∂v
∂τ

+
(

E A
le

[
[−1, 1] u (τ ) + 1

2 [v (τ )]T Kgv (τ )
])

Kgv + Kvv − Q =Q.

(14.44)

In the expression inside the parentheses, we note that the terms [−1, 1] u (τ ) and
[v (τ )]T Kgv (τ ) are scalars. Due to this, they can be shifted after the matrix product
Kgv

η2ω2Mv
∂2v
∂τ 2 + ηωCv

∂v
∂τ

+ E A
le
Kgv [−1, 1] u

+ E A
2le

KgvvTKgv + Kvv − Q = Q.

(14.45)
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In the obtained Eq. (14.45), the matrix product E A
le
Kgv [−1, 1] can be expressed

using the transposed matrix KT
uv

2KT
uv = E A

le

([−1
1

]
[v (τ )]T Kg

)T

= E A

le

(
KT

gv (τ ) [−1, 1]
)
, (14.46)

where the matrix Kg is symmetric, Kg = KT
g . The matrix Kv was defined earlier in

Eqs. (14.12)

Kv =
le∫
0

E I
[
N′′ (x)

]T
N′′ (x) dx = E I

l3e

⎡
⎢⎢⎣

12 6le −12 6le
6le 4l2e −6le 2l2e
−12 −6le 12 −6le
6le 2l2e −6le 4l2e

⎤
⎥⎥⎦ , (14.47)

and the matrix Kvv is determined by equation:

Kvv = E A

2le
KgvvTKg. (14.48)

By inserting the matrix Kg , defined in Eqs. (14.12) and by substituting Eq. (14.26b)
for the vector v, the matrix Kvv can be written in the following explicit form

Kvv = E A
2le

KgvvTKg

= E A
2le

Kg

[
vc0

(
vc0
)T]

Kg

+ E A
2le

Kgvc0
n∑

i=1

[(
vci
)T

cos (iτ) + (
vsi
)T

sin (iτ)
]
Kg

+ E A
2le

Kg

n∑
i=1

[
vci cos (iτ) + vsi sin (iτ)

] (
vc0
)T

Kg

+ E A
4le

Kg

n∑
i=1

n∑
j=1

[
vci

(
vcj
)T

(cos [(i − j) τ ] + cos [(i + j) τ ])

+vci
(
vsj
)T

(− sin [(i − j) τ ] + sin [(i + j) τ ])

+vsi
(
vcj
)T

(sin [(i − j) τ ] + sin [(i + j) τ ])

+ vsi
(
vsj
)T

(cos [(i − j) τ ] − cos [(i + j) τ ])

]
Kg.

(14.49)

Finally, the equation of beam vibration in the transverse direction using the matrices,
defined in Eqs. (14.46), (14.47) and (14.49) reads

η2ω2Mv
∂2v
∂τ 2

+ ηωCv
∂v
∂τ

+ 2KT
uvu + Kvvv + Kvv − Q (τ ) = Q (τ ) . (14.50)
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14.4.2 Application of the Newton-Raphson Iterative
Procedure

Matrix partial differential equations (14.43) and (14.50) of longitudinal and transver-
sal beam vibrations, which are discretized using beam finite element matrices, are
nonlinear differential equations due to the nonlinear matrix products Kuvv, 2KT

uvu
andKvvv, induced by action of the periodic axial force. The complexity of nonlinear
beam vibration equations is high and their direct solving almost impossible, so we
can expect that the solutions of beam vibration equations can be obtained in the form
of analytical approximations. Instead of trying to get an exact analytical solution,
we prefer to use the Newton-Raphson iterative procedure in which we look for an
approximate solution. In this procedure, we assume an initial or guessed solution,
which defines an initial state u, v,ω,P (τ ) ,P (τ ) ,Q (τ ) ,Q (τ ). By adding small
increments Δu,Δv,Δω,ΔP (τ ) ,ΔP (τ ) ,ΔQ (τ ) ,ΔQ (τ ) to the actual solution,
we compute a new state

unew = u + Δu, v new = v + Δv, ωnew = ω + Δω,

Pnew = P + ΔP,P
new = P + ΔP,

Qnew = Q + ΔQ,Q
new = Q + ΔQ.

(14.51)

By applying Newton-Raphson iterative procedure we first perform the linearization
of the beam vibration equation in the longitudinal direction

η2ω2Mu
∂2u
∂τ 2

+ ηωCu
∂u
∂τ

+ Kuu (τ )+Kuvv (τ )−P (τ ) = P (τ ) . (14.52)

The beam vibration equation corresponding to the new state is as follows

η2 (ω + Δω)2 Mu

(
∂2u
∂τ 2 + ∂2Δu

∂τ 2

)
+ η (ω + Δω)Cu

(
∂u
∂τ

+ ∂Δu
∂τ

)
+Ku (u+Δu) + Kuv (v+Δv) · (v+Δv) − P−ΔP = P+ΔP.

(14.53)

The nonlinear matrix partial differential equation (14.53) is linearized in the vicinity
of the actual (initial) state by developing all terms intoTaylor series and retaining only
terms of these series that are linear in increments. The term Kuv (v+Δv) · (v+Δv)
is nonlinear, so we develop it into a Taylor series and keep only the term that is linear
in increments

Kuv (v+Δv) · (v+Δv)

= Kuv (v) · v+
[
Kuv (v) + ∂Kuv(v)

∂v · (I4 ⊗ v)
]

· Δv.

(14.54)
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Consistency with respect to the dimensions of matrix products is important in this

development. The matrix productMu

(
∂2u
∂τ 2 + ∂2Δu

∂τ 2

)
for example is of dimension 2 ×

1 and such dimension must be all other terms, including the product Kuv (v+Δv) ·
(v+Δv). ThematrixKuv has dimension 2 × 4, vectors v andΔv are of order 4 × 1 so
the productsKuv (v) · v andKuv (v) · Δv, respectively are of order 2 × 1 as desired.
The derivative ∂Kuv(v)

∂v defines a matrix of dimension 2 × 16, while the Kronecker
product I4 ⊗ v is a 16 × 4matrix. Thus the product ∂Kuv(v)

∂v · (I4 ⊗ v) is a 2 × 4matrix

and the product
[

∂Kuv(v)
∂v · (I4 ⊗ v)

]
· Δv is a vector of order 2 × 1 as is required. If

we naively chose the product ∂Kuv(v)
∂v Δv instead of product

[
∂Kuv(v)

∂v · (I4 ⊗ v)
]

· Δv,
we would find in the described way that it cannot be multiplied scalarly and that it
does not exist at all. Therefore, the linearized equation is as follows

η2ω2Mu

(
∂2u
∂τ 2 + ∂2Δu

∂τ 2

)
+ 2η2ωMu

∂2u
∂τ 2 Δω + ηωCu

(
∂u
∂τ

+ ∂Δu
∂τ

)
+ηCu

∂u
∂τ

Δω + Ku (u+Δu) + Kuv (v) · v
+
[
Kuv (v) + ∂Kuv(v)

∂v · (I4 ⊗ v)
]

· Δv − P−ΔP = P+ΔP,

(14.55)

which is rewritten into the form

η2ω2Mu
∂2Δu
∂τ 2 + ηωCu

∂Δu
∂τ

+ KuΔu

+
[
Kuv (v) + ∂Kuv(v)

∂v (I4 ⊗ v)
]
Δv

= −η2ω2Mu
∂2u
∂τ 2 − ηωCu

∂u
∂τ

− Kuu − Kuv (v) v

+P+P + ΔP+ΔP −
(
2η2ωMu

∂2u
∂τ 2 + ηCu

∂u
∂τ

)
Δω

(14.56)

to compute unknown increments Δu and Δv on each step of the iterative procedure.
By considering equation

Kuv = E A

2le

[−1
1

]
[v (τ )]T Kg, (14.57)

the matrix product ∂Kuv(v)
∂v (I4 ⊗ v) = Guv ∈ R

2×4 can be determined in the form

Guv = ∂Kuv(v)
∂v (I4 ⊗ v) = E A

2le
∂
∂v

([−1
1

]
vTKg

)
(I4 ⊗ v)

= E A
120l2e

[−eT1 ,−eT2 ,−e T
3 ,−eT4

eT1 , e
T
2 , e

T
3 , e

T
4

]⎡
⎢⎢⎣

36v 3lev −36v 3lev
3lev 4l2ev −3lev −l2ev
−36v −3lev 36v −3lev
3lev −l2ev −3lev 4l2ev

⎤
⎥⎥⎦ .

(14.58)



14 Coupling Finite Element Method with Incremental Harmonic … 257

By using matrixGuv in Eq. (14.58) we can write the equation of increments of beam
vibration in the longitudinal direction as follows

η2ω2Mu
∂2Δu
∂τ 2

+ ηωCu
∂Δu
∂τ

+ KuΔu + GuvΔv

= −
[
η2ω2Mu

∂2u
∂τ 2

+ ηωCu
∂u
∂τ

+ Kuu + Kuv (v) v
]

+P+P + ΔP+ΔP −
(
2η2ωMu

∂2u
∂τ 2

+ ηCu
∂u
∂τ

)
Δω. (14.59)

Now we derive the equation of increments of beam vibration in the transverse direc-
tion. By introducing small perturbations (14.51) into Eq. (14.50) we get vibration
equation

η2 (ω + Δω)2 Mv

(
∂2v
∂τ 2

+ ∂2Δv
∂τ 2

)
+ η (ω + Δω)Cv

(
∂v
∂τ

+ ∂Δv
∂τ

)
+2KT

uv (u+Δu) + Kvv (v+Δv) · (v+Δv)
+Kv (v+Δv)−Q (τ ) − ΔQ (τ ) = Q (τ ) + ΔQ (τ ) ,

(14.60)

which describes the new state due to the addition of small increments. The matrix
product Kvv (v+Δv) · (v+Δv) in Eq. (14.60) is nonlinear, so we develop it into a
Taylor series and keep only the term that is linear in increments

Kvv (v+Δv) · (v+Δv)

= Kvv (v) · v+
[
Kvv (v) + ∂Kvv(v)

∂v · (I4 ⊗ v)
]

· Δv.

(14.61)

Linearized equation of beam vibration in the transverse direction thus can be devel-
oped into the form

η2ω2Mv

(
∂2v
∂τ 2 + ∂2Δv

∂τ 2

)
+ 2η2ωMv

∂2v
∂τ 2 Δω + ηωCv

(
∂v
∂τ

+ ∂Δv
∂τ

)
+ηCv

∂v
∂τ

Δω + 2KT
uv (u+Δu) + Kvv (v) · v

+
[
Kvv (v) + ∂Kvv(v)

∂v · (I4 ⊗ v)
]

· Δv + Kv (v+Δv)−Q (τ ) − ΔQ (τ )

= Q (τ ) + ΔQ (τ ) .

(14.62)

In the resulting equation it is convenient to introduce the matrix
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Gvv = ∂Kvv (v)
∂v

= E A

2le

∂

∂v

(
KgvvTKg

) = E A

2le
Kg

[
∂
(
vvT

)
∂v

· (Kg ⊗ I4
)]

= E A

2le
Kg

[(
vT ⊗ I4

) + v· [eT1 , eT2 , eT3 , eT4 ]] · (Kg ⊗ I4
)
.

(14.63)

By using the matrix Gvv in explicit form (14.63), we finally get the equation of
increments of beam vibration in the transverse direction in the following form

η2ω2Mv
∂2Δv
∂τ 2 + ηωCv

∂Δv
∂τ

+ 2KT
uvΔu + Gvv · (I4 ⊗ v)Δv + KvΔv

= −η2ω2Mv
∂2v
∂τ 2 − ηωCv

∂v
∂τ

− 2KT
uvu − Kvv (v) v − Kvv

+Q (τ ) + Q (τ ) +ΔQ (τ ) + ΔQ (τ ) −
(
2η2ωMv

∂2v
∂τ 2 + ηCv

∂v
∂τ

)
Δω.

(14.64)

14.4.3 Application of the Galerkin Procedure

Galerkin procedure represents the second step that together with Newton-Raphson
iterative process constitutes the IHB method. In this procedure, linearized equa-
tions of increments of beam vibration in the longitudinal and transversal direction,
respectively are premultiplied by vectors of arbitrary variations of displacements and
integrated over one period of the vibration. The equation of increments of beamvibra-
tion in the longitudinal direction passes in the Galerkin procedure into variational
equation

⎡
⎣ 1

π

2π∫
0

δbTYT
u

(
η2ω2Mu

∂2Yu

∂τ 2
+ ηωCu

∂Yu

∂τ
+ KuYu

)
dτ

⎤
⎦Δb

+
⎛
⎝ 1

π

2π∫
0

δbTYT
uGuvYvdτ

⎞
⎠Δc

= − 1

π

2π∫
0

δbTYT
u

(
η2ω2Mu

∂2Yu

∂τ 2
+ ηωCu

∂Yu

∂τ
+ KuYu

)
dτ · b

− 1

π

2π∫
0

δbTYT
uKuv (v)Yvdτ · c+ 1

π

2π∫
0

δbTYT
u

(
P+P + ΔP+ΔP

)
dτ

−
⎡
⎣ 1

π

2π∫
0

δbTYT
u

(
2η2ωMu

∂2Yu

∂τ 2
+ ηCu

∂Yu

∂τ

)
bdτ

⎤
⎦Δω. (14.65)
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The variation of the vector of Fourier coefficients of vibration in the longitudinal
direction δbT is arbitrary, so the variational equation can be shortened to produce
the linear matrix algebraic equation of incremental vectors of Fourier coefficients of
beam vibration in the longitudinal direction

HuΔb + HuvΔc = Ru + Ruv + Fu + ΔFu + SuΔω, (14.66)

where Hu and Huv are two tangential matrices of equation of increments in the
longitudinal direction

Hu = 1

π

2π∫
0

(
η2ω2YT

uMu
∂2Yu

∂τ 2
+ ηωYT

uCu
∂Yu

∂τ
+ YT

uKuYu

)
dτ, (14.67a)

Huv = 1

π

2π∫
0

YT
uGuvYvdτ (14.67b)

and Δb and Δc are vectors of Fourier increments, respectively. The right hand side
of equation of increments in the longitudinal direction consists of residual vectors
Ru and Ruv,

Ru = − 1

π

2π∫
0

(
η2ω2YT

uMu
∂2Yu

∂τ 2
+ ηωYT

uCu
∂Yu

∂τ
+ YT

uKuYu

)
dτ · b, (14.67c)

Ruv = − 1

π

2π∫
0

YT
uKuv (v)Yvdτ · c, (14.67d)

the vectors of external forces and the corresponding vectors of increments in the
longitudinal direction,

Fu = 1

π

2π∫
0

YT
u

(
P+P

)
dτ,ΔFu = 1

π

2π∫
0

YT
u

(
ΔP+ΔP

)
dτ, (14.67e)

and the gradient vector in the longitudinal direction

Su = − 1

π

2π∫
0

(
2η2ωYT

uMu
∂2Yu

∂τ 2
+ ηYT

uCu
∂Yu

∂τ

)
bdτ. (14.67f)
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The definite integrals in Eq. (14.67a–f) are the integrals of matrices with elements
containing trigonometric functions. All these integrals can be calculated in advance.
This gives a linear matrix algebraic equation for unknown increments Δb, Δc, Δω

and ΔFu . If we do not change the excitation frequency ω in the Newton-Raphson
iterative procedure, then the increment Δω is equal zero. If we additionally maintain
constant values of the vectors P and P, the increments ΔP and ΔP and hence the
increment ΔFu are also equal to the zero vectors. The vectors Ru and Ruv represent
residual vectors in the algebraic equation of unknown increments at each iteration
step of the Newton-Raphson procedure in solving the equation of beam vibration in
the longitudinal direction. In other words, the vector sum Ru + Ruv + Fu expresses
the magnitudes of the unbalanced harmonic components of the beam vibration in
the longitudinal direction. The purpose of the Newton-Raphson iterative procedure
is to reduce some chosen norm of this sum to such a small value that it satisfies
the prescribed tolerance criterion or that the vector sum Ru + Ruv + Fu eventually
becomes equal to the zero vector. It is understandable that Eq. (14.66) is not yet
sufficient to determine the increments of the Fourier coefficients Δb and Δc, but we
also need the variational equation of beam vibration in the transversal direction

(
1
π

2π∫
0
δcTYT

v2K
T
uvYudτ

)
Δb +

[
1
π

2π∫
0
δcTYT

v

(
η2ω2Mv

∂2Yv
∂τ 2

+ηωCv
∂Yv
∂τ

+Gvv · (I4 ⊗ Yvc)Yv + KvYv
)
dτ

]
Δc

= −
(

1
π

2π∫
0
δcTYT

v2K
T
uvYudτ

)
b

−
[

1
π

2π∫
0
δcTYT

v

(
η2ω2Mv

∂2Yv
∂τ 2 + ηωCv

∂Yv
∂τ

+ Kvv (v)Yv

+KvYv) dτ ] c + 1
π

2π∫
0
δcTYT

v

[
Q (τ ) + Q (τ ) +ΔQ (τ ) + ΔQ (τ )

]
dτ

−
[

1
π

2π∫
0
δcTYT

v

(
2η2ωMv

∂2Yv
∂τ 2 + ηCv

∂Yv
∂τ

)
cdτ

]
Δω.

(14.68)

The variation of the vector of Fourier coefficients of vibration in the transversal direc-
tion δcT is arbitrary, so the variational equation (14.68) can be shortened, resulting
in the linear matrix equation of the increments of the vectors of Fourier coefficients
of the beam vibration in the transversal direction Δb, Δc and increments Δω and
ΔFv

HvuΔb + HvΔc = Rvu + Rv + Fv + ΔFv + SvΔω, (14.69)

where Hvu and Hv denote the tangential matrices in the transversal direction
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Hvu = 1

π

2π∫
0

2YT
vK

T
uvYudτ , (14.70a)

Hv = 1

π

2π∫
0

(
η2ω2YT

vMv
∂2Yv

∂τ 2
+ ηωYT

vCv
∂Yv

∂τ

+YT
vGvv · (I4 ⊗ Yvc)Yv + YT

vKvY
)
dτ, (14.70b)

Rvu and Rv denote the residual vectors in the transversal direction

Rvu = −
⎛
⎝ 1

π

2π∫
0

2YT
vK

T
uvYudτ

⎞
⎠b, (14.70c)

Rv = −
⎡
⎣ 1

π

2π∫
0

(
η2ω2YT

vMv
∂2Yv

∂τ 2
+ ηωYT

vCv
∂Yv

∂τ

+YT
vKvv (v)Yv+YT

vKvYv
)
dτ

]
c, (14.70d)

vector of external transverse forces and the corresponding vector of increments of
transverse forces are denoted by

Fv = 1
π

2π∫
0

YT
v

[
Q (τ ) + Q (τ )

]
dτ,ΔFv = 1

π

2π∫
0

YT
v

[
ΔQ (τ ) + ΔQ (τ )

]
dτ,

(14.70e)

and the gradient vector in the transversal direction is denoted by

Sv = − 1

π

2π∫
0

(
2η2ωYT

vMv
∂2Yv

∂τ 2
+ ηYT

vCv
∂Yv

∂τ

)
cdτ. (14.70f)

The vectors Rvu and Rv represent residual vectors in the algebraic equation of
unknown increments at each iteration step of theNewton-Raphson procedure in solv-
ing the equation of beamvibration in the transversal direction. In otherwords, the vec-
tor sumRvu + Rv + Fv represents the unbalanced harmonic components of the beam
vibration in the transversal direction. Again, the purpose of theNewton-Raphson iter-
ative procedure is to reduce the chosen norm of this sum to a small value that satisfies
the prescribed tolerance criterion or that the vector sum Rvu + Rv + Fv eventually
becomes equal to the zero vector. In the case that both vector sums Ru + Ruv + Fu
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andRvu + Rv + Fv are zero vectors, then vectors b and c are exact solution of the lin-
ear matrix algebraic equations (14.66) and (14.69). Such a case is a rare exception, in
practicewe have to settle for an approximate solution. An approximate solution in the
Newton-Raphson iterative procedure is obtained if we achieve the fulfillment of the
tolerance criterion, that is ‖Ru + Ruv + Fu‖ ≤ tol , ‖Rvu + Rv + Fv‖ ≤ tol. When
the tolerance criterion is met, the iterative procedure is stopped and computed vec-
tors bnew = b + Δb, cnew = c + Δc in the last iteration represent the approximate
solution. During the Newton-Raphson iterative procedure it is usually assumed, that
parameters ω,P,P,Q andQ are kept constant so that the corresponding increments
are zero, Δω = 0, ΔP = 0, ΔP = 0,ΔQ = 0 and ΔQ = 0. In this way we ensure
that the system of algebraic equations (14.66), (14.69) has as many equations as there
are unknowns.

The iterative Newton-Raphson procedure is usually followed by the augmenta-
tion, in which the value of one of the parametersP,P,Q,Q orω is changed by adding
incrementsΔP,ΔP,ΔQ,ΔQ orΔω. After augmentation, we again use the Newton-
Raphson iterative procedure, in which we compute the approximate solution of the
new state. By exchanging the Newton-Rapson iterative procedure and the augmenta-
tion, we can construct the course of various branches of solutions. The exchange of
the Newton-Raphson iterative procedure and the augmentation process in principle
ensures the tracing of individual branches of the beam vibration solutions until the
turning and bifurcation points are encountered. The branch cannot be parameterized
in the neighbourhood of folds because the tangential matrices become singular at
turning points. To overcome this shortcoming and to reduce the number of iterations
an arc length method can be applied [15].

14.5 Conclusion

The coupling of the FEM with IHB method is presented in this chapter to enable the
computation of nonlinear longitudinal and transversal periodic vibrations of beams,
respectively, where the axial and flexural deformations are coupled due the axial
force acting along the axis of the beam element. The finite element discretization of
the beam is performed using the isoparametric shape functions in the form ofHermite
polynomials that leads to the formulation of the nonlinear temporal vibration problem
in terms of beam element nodal displacement vectors. The IHB method with single
time scale is used for solving the aforementioned problem assuming the periodic
solutions in the form of truncated Fourier series, where the introduced subharmonic
factor allows the treatment of fundamental, superharmonic and subharmonic res-
onances. The possibility of introducing the multiple time scales indicates that the
presented coupling of the FEM with the IHB method has a substantial potential for
further development. The application of the IHB method is done in two steps, where
the first step consists of the Newton-Raphson iterative procedure and the second
step performs the Galerkin procedure. The Newton-Raphson iterative procedure is
formulated for treatment of the linearized temporal vibration problem in terms of
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the vectors of increments of Fourier coefficients, whereas the Galerkin procedure
transforms the corresponding variational equations into system of linear algebraic
equations for unknown vectors of increments. The solving of the temporal vibration
problem is done by updating the vector of Fourier coefficients in each iteration until
the norms of the residual vectors meet the tolerance criterion. The power of the IHB
method is most strongly demonstrated in the construction of various branches of
the beam vibration solutions by means of the exchanging of the Newton-Raphson
iterative procedure with the augmentation of the selected system parameters and the
use of the arc length parametrization.

References

1. Amato M, Elishakoff I, Reddy JN (2021) Flutter of a multicomponent beam in a supersonic
flow. AIAA J 59(11):4342–4353

2. Bathe KJ (2014) Finite element procedures, 2nd edn., Wattertown, MA
3. Chen SH, Cheung YK (1996) A modified Lindstedt-Poincare method for strongly non-linear

two degree-of-freedom system. J Sound Vib 193(4):751–762
4. Cherdantsev M, Cherednichenko KD (2012) Two-scale Γ -convergence of integral functionals

and its application to homogenisation of nonlinear high-contrast periodic composites. Archive
Ration Mech Anal 204(2):445–478

5. Elishakoff I, Fang T, Jiang C (2021) Free, forced and random vibrations of a beam composed
of highly contrasting materials. Appl Math Model 89:1696–1720

6. Haug EJ, Choi KK, Komkov V (1986) Design sensitivity analysis of structural systems. Aca-
demic Inc, Orlando

7. Kaplunov J, Prikazchikov D, Sergushova O (2016) Multi-parametric analysis of the lowest
natural frequencies of strongly inhomogeneous elastic rods. J Sound Vib 366:264–276

8. Kaplunov J, Prikazchikov DA, Prikazchikova LA (2017) Dispersion of elastic waves in a
strongly inhomogeneous three-layered plate. Int J Solids Struct 113:169–179

9. Kaplunov J, Prikazchikov DA, Prikazchikova LA, Sergushova O (2019) The lowest vibration
spectra of multi-component structures with contrast material properties. J Sound Vib 445:132–
147

10. Kaplunov J, Prikazchikova L, Alkinidri M (2021) Antiplane shear of an asymmetric sandwich
plate. Continuum Mech Thermodyn 33(4):1247–1262

11. Leung AYT, Fung TC (1989) Non-linear steady state vibration of frames by finite element
method. Int J Numer Meth Eng 28:1599–1618

12. Meirowitch L (1986) Elements of vibration analysis. McGraw Hill, Boston
13. Nayfeh AH, Mook DT (1979) Nonlinear oscillations. Wiley, New York
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