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Solving Engineering Optimization Problems
Using Machine Learning Classification-Assisted

Differential Evolution

Tran- Hieu Nguyen(B), Huong-Duong Nguyen, and Anh-Tuan Vu

Hanoi University of Civil Engineering, Hanoi, Vietnam
hieunt2@huce.edu.vn

Abstract. This paper aims to introduce an efficientmethod calledMachineLearn-
ing Classification-assisted Differential Evolution (CaDE) for solving engineering
optimization problems. In the selection step of the Differential Evolution opti-
mization, an AdaBoost model is employed to classify whether an individual is
feasible or not. If the offspring individual is predicted infeasible and its objective
function value is greater than that of the parent individual, it will be intermediately
discarded. Otherwise, the offspring individual will be evaluated by the true fitness
function. The benefit of the proposed technique is to reduce unnecessary fitness
evaluations, thereby speeding up the optimization process. The effectiveness of the
CaDE is illustrated through five benchmark engineering problems including the
welded beam design problem, the tension or compression spring design problem,
the pressure vessel design problem, the speed reducer design problem, and the
three-bar truss design problem. Additionally, a real-size 30 × 30 m double-layer
grid structure is also optimized using the proposed method to show its applicabil-
ity in practice. The results show that the CaDE requires from 11% to 55% fewer
function calls than the standard Differential Evolution for achieving the same opti-
mal designs. In comparison with other meta-heuristic algorithms, the CaDE has a
faster convergence speed with the least number of fitness evaluations.

Keywords: Constrained optimization problem · Differential Evolution ·
AdaBoost · Machine learning · Surrogate model

1 Introduction

Most engineering design problems can be stated as a constrained optimization problem
(COP) in which the best design is found tominimize the objective function while satisfy-
ing all design constraints. Over the few past decades, many optimization algorithms have
been proposed to solve COPs, in which meta-heuristic algorithms have been received
great attention due to their advantages such as no need for gradient information, ability
to escape local optima. Among meta-heuristic algorithms, Differential Evolution (DE)
proposed by Price and Storn [1] is considered to be one of the most effective optimizers.
Since its first introduction in 1995, the DE algorithm has been applied in many engineer-
ing fields, for example, aerospace engineering [2], mechanic engineering [3], structural

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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engineering [4], etc. The main advantages of the DE are simple, robust, and easy to
implement without advanced programming ability. However, like other meta-heuristic
algorithms, one drawback of the DE is that it requires a lot of fitness evaluations to
achieve a sufficiently good solution. For real-world problems, each fitness evaluation
often requires computationally expensive simulation, such as finite element analyses
in mechanic and structural engineering, or computational fluid dynamic simulation in
aerospace engineering. Although each simulation does not take too long when using
high-performance computers, the overall computing time is still very large due to a huge
number of fitness evaluations. For example, each finite element analysis of a tied-arch
bridge takes only 1 min, the optimization process consumes about 133 h with 8000 fit-
ness evaluations [5]. For large-scale structures where each simulation takes hours, the
application of meta-heuristic algorithms becomes unrealistic. Despite the fact that using
parallel computing can significantly reduce the optimization time, it is still difficult to
implement in practice. In such situations, developing techniques to reduce the number
of fitness evaluations is a potential solution to tackle this problem.

Recently, numerous studies focusing on surrogate assisted-evolutionary optimization
have been carried out [6]. The main idea of these studies is to construct approximate
models to quickly evaluate candidates instead of expensive fitness evaluations. Some
commonly used approximate models are Kriging [7], Artificial Neural Network (ANN)
[8, 9], Support Vector Machine (SVM) [9], k-Nearest Neighbor (kNN) [10, 11]. More
detailed, Liu and Sun [10] develop the DE-kNN algorithm which combines the DE with
the kNN regression to accelerate the optimization process. In sooner generations, the
standard DE is employed with the aim of collecting data. Based on the obtained data,
a kNN regression model is built to predict the fitness function. In later generations, all
individuals are ranked according to the predictions of the kNN model and then only
some of the best individuals are re-evaluated by the true fitness function. In addition,
the kNN model continuously updates new data. The advantage of the kNN model is that
it stores all samples and defer processing until a prediction is requested, so there is no
need to re-train the model when the training data is updated. Following this idea, Park
and Lee [11] propose the DE-EkNN algorithm in which a speeded-up variant of the kNN
is used instead of the ordinary kNN. Similarly, Pham [12] develop a technique called
the nearest neighbor comparison. The proposed technique finds the nearest neighbor
of the considered individual in the population based on the Minkowski distance and
uses the true fitness function value of this neighbor for comparing with the parent.
This technique is then applied to many problems, such as structural optimization [13],
engineering optimization problems [14], etc.

Different from all the above-mentioned studies, Lu et al. [15] employ a classification
technique instead of regression techniques to identify whether the offspring individ-
ual is better than its parent or not. By integrating the classification technique into the
optimization process, some worse individuals are discarded without conducting true
fitness evaluation. Consequently, the computational cost is greatly reduced. The clas-
sification technique used in this study is the SVM. The algorithm is then improved to
the classification and regression-assisted DE in which two different types of surrogate
models including classification models and regression models are employed simultane-
ously [16]. Recently, the classification-based surrogate models are utilized for solving



Solving Engineering Optimization Problems Using Machine Learning 3

the expensive many-objective optimization [17], in which the feed-forward neural net-
work is built to predict the dominant relationship between offspring and its parent. Based
on the predictions, promising candidates are selected to be exactly evaluated.

It can be observed that despite the great efficacy, the number of studies relating to the
classification-based surrogate models is still limited. Additionally, ensemble methods
such as Random Forest, Adaptive Boosting, Gradient Tree Boosting, etc. have shown
good performance in solving classification problems. This paper aims to investigate
the ability of an ensemble method called AdaBoost (short for Adaptive Boosting) in
reducing fitness evaluations of the DE. In more details, the AdaBoost classification
is applied to judge whether the offspring is better than its parent or not. In this way,
many useless fitness evaluations are saved. The performance of the proposed method
is demonstrated through five engineering problems including the welded beam design
problem, the tension/compression spring design problem, the pressure vessel design
problem, the speed reducer design problem, and the three-bar truss design problem.
Additionally, to showcase the applicability of the proposedmethod in practice, a real-size
double-layer grid structure is also optimized using the CaDE.

The rest of the article is structured as follows. The formulation of COPs and the
constraint handling techniques are given in Sect. 2. The DE and the AdaBoost classifica-
tion are also briefly introduced in this section. The proposed method CaDE is described
in Sect. 3. Five benchmark problems are carried out in Sect. 4. The obtained results of
the CaDE are compared to those of other state-of-the-art meta-heuristic algorithms. The
optimization of a 30 × 30 m double-layer grid structure using the CaDE is conducted
in Sect. 5. Finally, Sect. 6 summarizes the conclusions.

2 Backgrounds

2.1 Constrained Optimization Problems

Generally, a COP is formulated as follows:

find z = {zi|i = 1, . . . ,D}
to minimize f (z)
subject to gj(z) ≤ 0, j = 1, . . . , p

hj(z) = 0, j = p + 1, . . . ,m
zLi ≤ zi ≤ zUi , i = 1, . . . ,D

(1)

where: z is a vector containing D design variables zi; zLi and zUi are the bounds of zi,
respectively; f (z) is the objective function; gj(z) ≤ 0 is an inequality constraint; hj(z)
= 0 is an equality constraint; p and m-p are the numbers of inequality constraints and
equality constraints, respectively.

The equality constraints are often converted to the inequality constraint form as
follows:

gj(z) = hj(z) − ε ≤ 0, j = p + 1, ...,m (2)

in which: ε is a very small positive value.
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In this way, the COP described in Eq. (1) with both inequality and equality con-
straints becomes a COP with m inequality constraints. Normally, the COP should be
transformed into an unconstrained problem by applying constraint handling techniques.
One commonly used technique is the penalty method in which the fitness function F(z)
is used instead of the objective function f (z):

F(z) = f (z) + p(z) (3)

where: p(z) is the penalty function which depends on the constraint violations.
The simplest way is to set p(z) to a very large value if there is any constraint violation.

Thismethod, called the “death penaltymethod”, discards all infeasible individuals during
the optimization process. The death penalty method does not need any other parameter,
it is therefore preferred in practice. The mathematical form of the death penalty function
is as follows:

p(z) = PF × (1 + cv(z)) (4)

where: PF is a very large value; cv(z) is the constraint violation degree that is defined
by the sum of all constraints:

cv(z) =
m∑

j=1

max
(
0, gj(z)

)
(5)

2.2 Differential Evolution

The DE algorithm was developed in 1995 by Price and Storn [1]. The optimization
process starts by initializing a population of NP individuals P0 = {zi,0 | i = 1,…,NP}.
Each individual which is a D-dimensional vector zi,0 = {zi,0,j | j = 1,…,D} represents a
solution of the problem. At the certain generation g, the current population is Pg = {zi,g
| i = 1,…,NP}. The DE employs three operators to improve the current population Pg

to Pg+1 for the next generation. Firstly, the mutation operator creates the mutant vector
xi,g as follows:

xi,g = zr1,g + F × (
zr2,g − zr3,g

)
(6)

Next, the crossover operator produces the trial vector yi,g:

yi,g,j =
{
xi,g,j if rand(0, 1) ≤ Cr or j = r

zi,g,j otherwise
(7)

Then, the selection operator compares between the target vector zi,g and the trial
vector yi,g:

zi,g+1 =
{
yi,g if F

(
yi,g

) ≤ F
(
zi,g

)

zi,g otherwise
(8)
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where: zi,g,j, xi,g,j, yi,g,j are the jth component of zi,g, xi,g, and yi,g, respectively;
r1 �= r2 �= r3 �= i are three random integers in [1, NP]; F > 0 is called the scale
factor; Cr ∈ (0, 1) is called the crossover rate; r is a random integer in [1,D]; F(.) is the
fitness function.

Three operators of mutation, crossover, and selection are repeatedly carried out until
a stopping condition is met. Normally, the stopping condition is that the pre-defined
generation gmax is reached.

2.3 Adaptive Boosting Classification

Adaptive Boosting, as known as AdaBoost, is categorized as an ensemble method in
which several weak classifiers are combined to create a strong classifier. The AdaBoost
was firstly designed for binary classification problems [18]. It is currently expanded
to solve multi-class classification and regression problems. This section gives a brief
introduction to the AdaBoost binary classification.

For binary classification problems, the training dataset contains N samples {(zi,ui)
| i = 1,…,N} where zi is a vector that comprises input features, ui ∈ {−1,+1} is the
output feature. Initially, the AdaBoost assigns a set of the same weights D1 = {w1,i =
1/N | i = 1,…,N} to all N samples. A weak classifier called C1 is then trained by the
weighted dataset. The error rate of the weak classifier C1 is computed as follows:

err1 =
N∑

i=1

w1,iI(C1(zi) �= ui) (9)

where: I(.) is a function that returns 0 if the prediction is correct while 1 if the prediction
is wrong.

The weight α1 of the weak classifier C1 is determined using the following equation:

α1 = 1

2
ln

(
1 − err1
err1

)
(10)

Next, the weights of samples that are wrongly classified by theC1 are increased with
the aim of getting more attention from the classifier C2 at the next iteration. The set of
weights for the second iteration is D2 = {w2,i | i = 1,…,N} where the weight w2,i is
calculated as follows:

w2,i = w1,i exp(α1yiC1(zi))
N∑
i=1

w2,i

(11)

Theweak classifierC2 is then trained by the newweighted dataset. After T iterations,
there are totally T weak classifiers that are sequentially trained. The final prediction of
the strong classifier H is the weighted sum of the predictions of these weak classifiers:

H (z) = sign

{
T∑

t=1

αjCj(z)

}
(12)
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where: sign(.) is a function that extracts the sign of a real number.
The weak classifier used in the AdaBoost can be any classification algorithm such

as ANN, SVM, kNN, in which the classification decision tree is frequently used. The
detailed theory of the decision tree is not introduced in this paper because it is out of
the scope of the study. Readers can refer to Ref. [19]. The flowchart of the AdaBoost is
displayed in Fig. 1.

Training Dataset

Weight D1

Weight D2

Weight DT

Weak Classifier C1 a1

Weak Classifier C2 a2

Weak Classifier CT aT

Strong Classifier H

Fig. 1. AdaBoost classification.

3 Classification-Assisted Differential Evolution

In the selection step, the DE adopts a pairwise comparison in which each trial vector is
only compared to the corresponding target vector based on the fitness function value.
It can be easily observed that if trial vector yi,g violates any constraint (cv(yi,g) > 0)
and its objective function is larger than that of the target vector (f (yi,g) > f (zi,g)), the
fitness function of the trial vector is most likely also greater than the target vector’s one
(F(yi,g) > F(zi,g)). This trial vector has high possibility of losing at the selection step.
Conducting true fitness evaluation for these vectors is useless. Additionally, in most
real-world optimization problems, the objective function, for example, the weight or the
cost of a structure can be quickly calculated. However, the verification of constraints is
often time-consuming due to performing computationally expensive simulations. Based
on these observations, the main idea behind the CaDE method is to build a classifier that
can distinguish whether an individual violates any constraint or not. The classifier is used
in conjunction with the computation of objective functions can discard many worse trial
vectors without evaluating true fitness functions, thereby, accelerate the convergence.
The flowchart of the CaDE algorithm is displayed in Fig. 2.

More specifically, the CaDE method consists of two stages. The first stage performs
the standard DE with the aim of collecting data samples. All trial vectors in the first
stage are evaluated by the true fitness function. Each trial vector yi,g will be assigned a
label as follows:

ui,g =
{+1 if cv

(
yi,g

) = 0
−1 if cv

(
yi,g

)
> 0

(13)



Solving Engineering Optimization Problems Using Machine Learning 7

Stage II

Initial population

True Fitness Evaluation

Assign label 
u∈{-1,+1}

Mutation

Crossover

True Fitness Evaluation

Selection
Training Data

i > g1

Mutation

Crossover

Elimination

upred = “-1”

f(y) > f(z)

Predicting label using the 
classification model

upred = “+1”

True Fitness Evaluation

Selection

i > gmax

End

Classification 
model

Y

N

Y

N

N

Stage I

Y

Fig. 2. Classification-assisted Differential Evolution

At the end of the first stage, a machine learning classification model is trained by
the collected dataset (yi,g,ui,g). In the second stage, the selection operator is modified
as follows. Each trial vector yi,g will be preliminarily assessed using the classification
model. If the predicted label is upred = +1 or the predicted label is upred = −1 and the
objective function value of the target vector is smaller than that of the trial vector, the trial
vector will be evaluated by the true fitness function. Otherwise, the trial vector will be
eliminated. It is apparent that some worse trial vectors are skipped without conducting
true fitness evaluations. Consequently, the computation time can be shortened.
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The early version of the CaDEwas introduced in [20] in which a deep neural network
(DNN) model is used to evaluate the trial vector. The DNN model is trained by samples
generated by the one-shot Latin Hypercube Sampling at the beginning of the process.
The integration of the DNN model helps to reduce about 20% of the number of fitness
evaluations. A later research indicated that the AdaBoost model has better performance
than the DNN model [21]. Next, the CaDE method has been applied to optimize many
truss structures [22, 23]. In improved version of the CaDE method, the training samples
are collected during the optimization process, which helps the samples to be distributed
near the optimal position, thereby improving the quality of the classification model. In
this study, the CaDE method is employed to solve engineering optimization problems.

4 Engineering Optimization Problems

The effectiveness of the CaDEmethod is investigated through five test problems. Specif-
ically, the CaDE and the standard DE are compared in terms of the objective function
values and the required numbers of true fitness evaluations.Moreover, the optimal results
found by other meta-heuristic algorithms in the literature are also reported to show the
superior of the proposed method.

4.1 Benchmark Problems

Five test problems carried out in this study include the welded beam design problem,
the tension/compression spring design problem, the pressure vessel design problem, the
speed reducer design problem, and the three-bar truss design problem. They are well-
known benchmark problems that are often used to test the behavior and the convergence
of a new algorithm [24].

Welded Beam Design Problem. The objective of the first example is to find the main
dimensions of a welded beam as shown in Fig. 3 in order to minimize the cost of
fabricationwhile satisfying constraints of the shear stress, the bending stress, the buckling
load, and the deflection. Four design variables of this problem are the leg size h (=z1)
and the length l (=z2) of the fillet welds as well as the depth t (=z3) and the width b (=z4)
of the Beam’s cross-section.

The mathematical form of the problem is as follows:

find: z = {z1, z2, z3, z4}
o minimize: C = 1.10471z21z2 + 0.04811z3z4(14 + z2)

subject to:
g1(z) = τ − τmax ≤ 0
g2(z) = σ − σmax ≤ 0
g3(z) = z1 − z4 ≤ 0
g4(z) = P − PC ≤ 0
g5(z) = δ − δmax ≤ 0

0.125 ≤ z1 ≤ 10
0.1 ≤ z2, z3, z4 ≤ 10

(14)
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Fig. 3. Welded beam

The shear stresses, the bending stress, the deflection, and the critical buckling load
are determined using the following equations:

τ =
√

(τ ′)2 + 2τ ′τ ′′ z2
2R + (τ ′′)2

σ = 6PL
z4z23

δ = 4PL3

Ez4z33
;

PC = 4.013Ez3z34
6L2

(
1 − z3

2L

√
E
4G

)
(15)

in which:

τ ′ = P√
2z1z2

; τ ′′ = MR
J

M = P
(
L + z2

2

); R =
√

z22
4 + ( z1+z3

2

)2; J = 2

{√
2z1z2

[
z22
12 + ( z1+z3

2

)2
]}

(16)

Other design data of this problem: the applied load P = 6000 lb; the length of the
beam L = 14 in; the modulus of elasticity E = 30E+06 psi; the shear modulus G =
12E+06 psi; the allowable tangential stress τmax = 13,600 psi; the allowable normal
stress σmax = 30,000 psi; and the allowable displacement δmax = 0.25 in.

Tension/Compression Spring Design Problem. The second problem is the optimiza-
tion of theweight of a coil spring as shown in Fig. 4 subjects to the shear stress constraint,
the surge frequency constraint, the displacement constraint. Three design variables con-
sidered in this problem {z1, z2, z3} denote the diameter d of the wire, the diameter D of
the coil, and the number of active coils N of the spring.
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D

d

Number of active coils

Fig. 4. Tension/Compressin Spring

This problem is stated as follows:

find: z={z1, z2, z3}
to minimize: C = (z3 + 2)z2z21

subject to:

g1(z) = 1 − z32z3
71785z41

≤ 0

g2(z) = 4z22−z1z2
12566

(
z2z31−z41

) + 1
5108z21

≤ 0

g3(z) = 1 − 140.45z1
z22z3

≤ 0

g4(z) = z1+z2
1.5 − 1 ≤ 0

0.05 ≤ z1 ≤ 2; 0.25 ≤ z2 ≤ 1.3; 2 ≤ z3 ≤ 15

(17)

Pressure Vessel Design Problem. This problem is to optimize the manufacturing cost
of a compressed air storage tank which consists of a cylindrical shell and two hemispher-
ical heads as displayed in Fig. 5. The manufacturing cost comprises the material cost,
the forming cost, and the welding cost. There are totally four design variables in this
problem, in which two variables of the thicknesses of the shell Ts (=z1) and the head Th

(=z2) are discrete with the step of 0.0625 in. While two variables of the inner radius R
(=z3) and the length L (=z4) of the shell are continuous. The design constraints include
the minimum ratios between the thickness and the radius, the minimum volume, and the
maximum length of the vessel.

The formulation of this problem is as follows:

find: z = {z1, z2, z3, z4}
to minimize:

C = 0.6224z1z3z4 + 1.7781z2z23 + 3.1661z21z4 + 19.84z21z3
subject to:

g1(z) = 0.0193 − z1
/
z3 ≤ 0

g2(z) = 0.00954 − z2
/
z3 ≤ 0

g3(z) = 1296000 − πz23z4 − (
4
/
3
)
πz33 ≤ 0

g4(z) = z4 − 240 ≤ 0
0.06255 ≤ z1, z2 ≤ 5; 10 ≤ z3, z4 ≤ 200

(18)

Speed Reducer Design Problem. The purpose of this problem is the weight optimiza-
tion of a speed reducer presented in Fig. 6. Seven design variables of this problem are
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L
Ts

RR

Th

Fig. 5. Pressure vessel

the width of the gear face z1, the teeth module z2, the number of pinion teeth z3, the
lengths of the shafts between the bearings z4, z5, and the diameters of the shafts z6, z7.
This problem is expressed as follows:

find: z = {z1, ..., z7}
to minimize:

C = 0.7854z1z22
(
3.3333z23 + 14.9334z3 − 43.0934

)

−1.508z1
(
z26 + z27

) + 7.4777
(
z36 + z37

) + 0.7854
(
z4z26 + z5z27

)
(19)

Eleven constraints such as teeth stresses, surface stresses, shaft stresses, and
deflections are as follows:

g1(z) = 27
z1z22z3

− 1 ≤ 0; g2(z) = 397.5
z1z22z

2
3

− 1 ≤ 0

g3(z) = 1.93z34
z2z3z46

− 1 ≤ 0; g4(z) = 1.93z35
z2z3z47

− 1 ≤ 0

g5(z) = 1
110z36

√(
754z4
z2z3

)2 + 16.9 × 106 − 1 ≤ 0

g6(z) = 1
85z37

√(
754z5
z2z3

)2 + 157.5 × 106 − 1 ≤ 0

g7(z) = z2z3
40 − 1 ≤ 0; g8(z) = 5z2

z1
− 1 ≤ 0

g9(z) = z1
12z2

− 1 ≤ 0; g10(z) = 1.5z6+1.9
z4

− 1 ≤ 0

g11(z) = 1.1z7+1.9
z5

− 1 ≤ 0

(20)

The bounds on the design variables are:

2.6 ≤ z1 ≤ 3.6; 0.7 ≤ z2 ≤ 0.8; 17 ≤ z3 ≤ 18

7.3 ≤ z4, z5 ≤ 8.3; 2.9 ≤ z6 ≤ 3.9; 5 ≤ z7 ≤ 5.5 (21)

Three-Bar Truss Design Problem. This problem is to find the members’ cross-
sectional areas z1, z2 with the objective of minimizing the weight of the truss. The
configuration of the truss is displayed in Fig. 7.
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Fig. 7. Three-bar truss

This problem is expressed as follows:

find: z = {z1, z2}
to minimize: W =

(
2
√
2z1 + z2

)
L

subject to:

g1(z) =
√
2z1+z2√

2z21+2z1z2
p − σ ≤ 0

g2(z) = z2√
2z21+2z1z2

p − σ ≤ 0

g3(z) = 1√
2z2+z1

p − σ ≤ 0

0 ≤ z1, z2 ≤ 1

(22)

where: p = 2 kN; L = 100 cm; and σ = 2 kN/cm2.
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4.2 Parameter Setting

Toexhibit the advantage of the proposedmethod, theCaDE is comparedwith the standard
DE and other meta-heuristic algorithms collected in the literature. Two metrics used for
the comparison are the objective function value and the number of true fitness evaluations
(nFE). Each test problem is carried out for 50 independent runs and the obtained results
are reported by best, mean, worst, and the standard deviation (SD) values.

Both the standard DE and the CaDE utilize the mutation strategy “DE/target-to-
best/1” instead of the original mutation strategy “DE/rand/1”. Two compared algorithms
are set with the same parameters as follows: NP = 20; F = 0.8; Cr = 0.9; and gmax
= 300 for all problems except that for the three-bar truss problem, gmax = 100. For
the CaDE, the number of iterations for the first stage g1 is set to 5, which means the
number of training samples is 100. The AdaBoost classification model used in all five
problems uses the Classification Decision Tree with themaximum depth of 1 as the weak
classifier. Each AdaBoost model contains 10 weal classifiers. All codes are written in
Python language in which the AdaBoost models are built using the library scikit-learn
[25].

4.3 Comparative Results

Tables 1, 2, 3, 4, and 5 report the results obtained by two algorithms implemented in this
study and other meta-heuristic algorithms in the literature. The Mine Blast algorithm
(MBA) by Sadollah et al. in 2012 [26], the rank-iMDDE by Gong et al. in 2014 [27],
the NDE by Mohamed in 2017 [28], the εDEdn by Pham et al. in 2018 [14] are selected
for the comparison. It is noted that the bold value denotes that this is the best among the
compared values. Five figures from Fig. 8, Fig. 9, Fig. 10, Fig. 11 and Fig. 12 plot the
convergence histories of the standard DE and the CaDE on the test problems described
above.

Table 1. Comparison of the CaDE with other algorithms for the Welded Beam Problem.

MBA
[26]

rank-iMDDE
[27]

NDE
[28]

εDEdn
[14]

Present work

DE CaDE

z1 0.205729 – 0.20573 – 0.20573 0.20573

z2 3.470493 – 3.47049 – 3.47049 3.47049

z3 9.036626 – 9.03662 – 9.03662 9.03662

z4 0.205729 – 0.20573 – 0.20573 0.20573

Best 1.724853 1.724852309 1.724852309 1.724852309 1.724852309 1.724852309

Mean 1.724853 1.724852309 1.724852309 1.724852309 1.772538546 1.739730843

Worst 1.724853 1.724852309 1.724852309 1.724852309 3.828706584 2.468469261

SD 6.94E−19 7.71E−11 3.73E−12 3.21E−12 2.95E−01 1.04E−01

nFE 47,340 15,000 8,000 8,000 6,000 4,104
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Table 2. Comparison of the CaDE with other algorithms for the Spring Problem

MBA
[26]

rank-iMDDE
[27]

NDE
[28]

εDEdn
[14]

Present work

DE CaDE

z1 0.051656 – 0.05169 – 0.05169 0.05169

z2 0.355940 – 0.35672 – 0.35672 0.35671

z3 11.344665 – 11.28897 – 11.28897 11.28957

Best 0.012665 0.012665233 0.012665232 0.012665233 0.012665233 0.012665233

Mean 0.012713 0.012665297 0.012668899 0.012665233 0.013061160 0.012825264

Worst 0.012900 0.01266743 0.012687092 0.012665233 0.030814173 0.014545462

SD 6.3E−05 8.48E−07 5.38E−06 3.01E−11 2.54E−03 3.34E−04

nFE 7,650 10,000 24,000 10,000 6,000 2,729

Table 3. Comparison of the CaDE with other algorithms for the Pressure Vessel Problem

MBA
[26]

rank-iMDDE
[27]

NDE
[28]

εDEdn
[14]

Present work

DE CaDE

z1 0.7802 – 0.8125 – 0.8125 0.8125

z2 0.3856 – 0.4375 – 0.4375 0.4375

z3 40.4292 – 42.0984456 – 42.0984 42.0984

z4 198.4964 – 176.636596 – 176.6366 176.6366

Best 5889.3216 6059.714335 6059.714335 6059.714335 6059.714335 6059.714335

Mean 6200.64765 6059.714335 6059.714335 6059.714335 6242.519642 6252.993915

Worst 6392.5062 6059.714335 6059.714335 6059.714335 7544.492518 7544.492518

SD 160.34 7.57E−07 4.56E−07 9.46E−13 372.0377519 351.9042002

nFE 50,000 15,000 20,000 10,000 6,000 4,878

After 50 independent runs, both the DE and the CaDE obtain the same best objective
function values on all five test problems. However, the CaDE converges faster than the
DE. This conclusion is indicated through the number of true fitness evaluations that
are carried by two algorithms. The DE conducts 6000 true fitness evaluations for all
problems while the CaDE carries out 4104 evaluations for optimizing the welded beam,
2729 evaluations for optimizing the spring, 4878 evaluations for the pressure vessel
problem, 4556 evaluations for optimizing the speed reducer, and 1788 evaluations for
optimizing the three-bar truss structure. It is achieved by incorporating the AdaBoost
classificationmodel to discard unnecessary fitness evaluation during theDEoptimization
process. The omitted rates for five test problems are approximately 32%, 55%, 19%,
24%, and 11%, respectively. Additionally, it can be noted that the CaDE is more stable
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Table 4. Comparison of the CaDE with other algorithms for the Speed Reducer Problem

MBA
[26]

rank-iMDDE
[27]

NDE
[28]

εDEdn
[14]

Present work

DE CaDE

z1 3.5 – 3.5 – 3.5 3.5

z2 0.7 – 0.7 – 0.7 0.7

z3 17.0 – 17.0 – 17.0 17.0

z4 7.30033 – 7.3 – 7.3 7.3

z5 7.715772 – 7.71532 – 7.71532 7.71532

z6 3.350218 – 3.35021 – 3.35021 3.35021

z7 5.286654 – 5.28665 – 5.28665 5.28665

Best 2994.482453 2994.471066 2994.4710661 2994.4710661 2994.471066 2994.471066

Mean 2996.769019 2994.471066 2994.4710661 2994.4710661 2994.983502 2994.471066

Worst 2999.652444 2994.471066 2994.4710661 2994.4710661 3019.986324 2994.471067

SD 1.56 7.93E−13 4.17E−12 3.87E−12 3.57E+00 2.23E−07

nFE 6300 19,920 18,000 15,000 6,000 4,556

Table 5. Comparison of the CaDE with other algorithms for the Three-bar Truss Problem

MBA
[26]

rank-iMDDE
[27]

NDE
[28]

εDEdn
[14]

Present work

DE CaDE

z1 0.7885650 – 0.78868 – 0.78868 0.78868

z2 0.4085597 – 0.40825 – 0.40825 0.40825

Best 263.8958522 263.8958434 263.8958434 263.8958434 263.8958434 263.8958434

Mean 263.897996 263.8958434 263.8958434 263.8958434 263.8958434 263.8979754

Worst 263.915983 263.8958434 263.8958434 263.8958434 263.8958458 264.0021508

SD 3.93E−03 0.00E+00 0.00E+00 2.44E−13 3.40E−07 1.49E−02

nFE 13,280 4,920 4,000 2,000 2,000 1,788

Fig. 8. Comparison of the DE and the CaDE for the Welded Beam Problem
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Fig. 9. Comparison of the DE and the CaDE for the Problem

Fig. 10. Comparison of the DE and the CaDE for the Pressure Vessel Problem

Fig. 11. Comparison of the DE and the CaDE for the Speed Reducer Problem

than the DE indicated by the smaller SD values in all problems except the three-bar truss
problem.
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Fig. 12. Comparison of the DE and the CaDE for the Three-bar Truss Problem

In comparison with other meta-heuristic algorithms taken from the literature, the
CaDE exhibits superior performancewhen achieving the same best results but withmuch
fewer evaluations than the remaining ones. However, the larger SD values indicate that
the CaDE is less stable than other algorithms.

5 Application to a Real-Size Double-Layer Grid Structure

In this section, the CaDE is employed to optimize the weight of a 30 × 30 m double-
layer grid structure fabricated from the steel grade A992 Gr. 50 with the mechanical
properties as follows: the density ρ = 7850 kg/m3; the modulus of elasticity E = 2.1E
+ 10 kg/m2; and the yield strength Fy = 3.515E + 07 kg/m2. This structure consists of
968 members which are divided into 16 section groups as shown in Fig. 13. The depth
of the grid structure equals 1.5 m, and the distance between two adjacent nodes is 3.0 m.
Table 6 introduces the list of 26 pipe profiles available in this project.

For simplicity, only one load case is considered in this problem in which a uniformly
distributed load of 250 kgf/m2 is applied on the top surface of the grid structure. This
structure is designed based on AISC LFRD method [29]. For tension members:

Pu ≤ φtPn = min

{
φtFyAg

φFuAe
(23)

where: Pu is the required strength; φt = 0.9 is the resistance factor for tension; Pn is the
nominal strength; Fy is the yield strength; Fu is the tensile strength; Ag is the gross are
of member; Ae is the effective net are of member.

For compression members:

Pu ≤ φcPn = φcFcrAg

Fcr =

⎧
⎪⎨

⎪⎩

(
0.658

Fy/Fe
)
Fy if KL

/
r ≤ 4.71

√
E
/
Fy

0.877Fe if KL
/
r > 4.71

√
E
/
Fy

Fe = π2E
(KL/ r)2

(24)
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1.5 m

30 m

Fig. 13. Configuration of the 30 × 30 m Double-Layer Grid Structure

where: φc = 0.85 is the resistance factor for compression; Fcr is the critical stress; Fe is
the elastic buckling stress;K is the effective length factor which equals 1 in this case; L is
the length of the member; and r is the radius of gyration of the member’s cross-section.

Additionally, the slenderness ratio λ = KL/r is limited to 200 for compression mem-
bers while 300 for tension members. The allowable deflection of this truss is [δ] =
L/120.

This structure is optimized using the CaDE method with the following parameters:
NP= 50;F = 0.8;Cr = 0.9; g1 = 10; gmax = 150. TheAdaBoostmodel employed in this
problem has T = 50 weak classifiers. During the optimization process, the grid structure
is analyzed using the direct stiffness method. The optimization problem is implemented
by Python programming language.
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Table 6. List of available pipe profiles

No. Profile A (cm2) r (cm) No. Profile A (cm2) r (cm)

1 φ33.70 × 2.6 2.54 1.1 14 φ159.0 × 4.0 19.48 5.4814

2 φ48.30 × 2.6 3.73 1.62 15 φ168.3 × 4.0 20.65 5.8102

3 φ60.30 × 3.2 5.74 2.02 16 φ193.7 × 4.5 26.75 6.6922

4 φ76.10 × 3.2 7.329 2.5799 17 φ219.1 × 5.0 33.63 7.5716

5 φ82.50 × 3.2 7.972 2.806 18 φ244.5 × 5.4 40.56 8.4557

6 φ88.90 × 3.2 8.616 3.0321 19 φ273.0 × 5.6 47.04 9.457

7 φ101.6 × 3.6 11.08 3.4672 20 φ298.5 × 5.9 54.23 10.3471

8 φ108.0 × 3.6 11.81 3.6934 21 φ323.9 × 5.9 58.94 11.245

9 φ114.3 × 3.6 12.52 3.9161 22 φ355.6 × 6.3 69.13 12.3536

10 φ127.0 × 4.0 15.45 4.3504 23 φ368.0 × 6.3 71.59 12.7895

11 φ133.0 × 4.0 16.21 4.5629 24 φ406.4 × 6.3 79.19 14.1475

12 φ139.7 × 4.0 17.05 4.8004 25 φ419.0 × 7.1 91.88 14.5645

13 φ152.4 × 4.0 18.65 5.2483 26 φ457.2 × 7.1 100.4 15.915

The convergence curve of the CaDE is plotted in Fig. 14 and the statistical results of
30 independent runs are reported in Table 7. Besides, this table also introduces 16 pipe
profiles of the best design among 30 designs found by the CaDE. It can be seen that the
smallest weight of the grid structure optimized by the CaDE is 24114.2 kg. Remarkable,
theCaDEperforms only 5735 true fitness evaluation,which is about 76.5%of the number
of evaluations required by the standard DE with the same setting.

Fig. 14. Convergence Curve of the CaDE for the 30 × 30 m Double-Layer Grid Structure
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Table 7. Results of the optimization of the 30 × 30 m double-layer grid structure

Best design Group Profile Group Profile

1 φ273,0 × 5,6 9 φ108,0 × 3,6

2 φ168,3 × 4,0 10 φ82,50 × 3,2

3 φ168,3 × 4,0 11 φ60,30 × 3,2

4 φ114,3 × 3,6 12 φ60,30 × 3,2

5 φ88,90 × 3,2 13 φ244,5 × 5,4

6 φ33,70 × 2,6 14 φ108,0 × 3,6

7 φ273,0 × 5,6 15 φ60,30 × 3,2

8 φ152,4 × 4,0 16 φ88,90 × 3,2

Statistical results Best (kg) 24114.2

Worst (kg) 30472.4

Mean (kg) 25723.8

SD (kg) 1370.8

nFE 5,735

Figure 15, Fig. 16 and Fig. 17 show the strength ratios, the deflection ratios, and
the slenderness ratios for the best design, respectively. It is observed that the maximum
strength ratio of members reaches 0.9997 while the maximum deflection ratio is 0.9510
and the slenderness ratio equals 0.9091. Thus, the strength constraint is the design control
condition in this case.

Fig. 15. Strength ratios for the best design
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Fig. 16. Deflection ratios for the best design

Fig. 17. Slenderness ratios for the best design

6 Conclusions

In this paper, an efficient method called CaDE that integrates the Adaptive Boosting
classification technique into the Differential Evolution algorithm is proposed to solve
constrained engineering optimization problems. The standard Differential Evolution
with four basic operators is employed in the sooner generations with the aim of exploring
the design space and collecting training data. The Adaptive Boosting model is trained by
the collected data and then utilized to discard worse solutions during later generations.
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The proposed method is applied to five benchmark problems and a real-size double-
layer grid structure to illustrate its effectiveness. The optimal design foundby theCaDE is
as good as the results obtained by other optimization algorithms. However, the advantage
of the CaDE is the fast convergence speed. This advantage is achieved because the
CaDE reduces the number of true fitness evaluations by from 11 to 55% compared to
the standard Differential Evolution algorithm.

In the future, extending the application of the machine learning classification model
to other optimization algorithms, such as Jaya, Rao, or Yuki [30] is a potential direction.
Additionally, the machine learning classification can be used to effectively solve other
structural problems, for example, structural health monitoring, etc.
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Abstract. Vibration-based Structural Health Monitoring (SHM) is a non-
destructive method and is widely used in recent years. To measure the vibra-
tion response of the structure under impact load, uniaxial/triaxial accelerometers,
displacement, and velocity meters are used. Many works use modal parameters
extracted from vibration such as frequency, mode shape, and modal curvature to
detect damage. Among these parameters, modal curvature is proved very sensi-
tive to damage. Modal strains (or curvatures) can be derived from displacement
mode shape using the central difference method, but this procedure may contain
cumulative errors. In this paper, direct modal strain measurement will be used. A
steel slab equipped with strain transducers is set up in the laboratory. The strain
response will be recorded and analysed directly to find the modal strains. From
direct modal strain measurements, the damage location will be identified. Two
damage scenarios are examined to verify the method.

Keywords: Structural Health Monitoring (SHM) · Strain measurement · Direct
modal strain · Curvatures

1 Introduction

Vibration-based SHM relies on the fact that damage will change the modal parameters
of a structure. Operational modal analysis (OMA) is known as vibration testing used
for Civil engineering structures. OMA testing does not have to measure the input loads
that are white noise. Methods are available to estimate modal parameters from the OMA
test, such as the stochastic subspace identification (SSI) technique [1] and the frequency-
domain decomposition (FDD) [2].

Traditional sensors used in vibration-based SHM are uniaxial/triaxial accelerome-
ters, displacement sensors (LVDT), velocity sensors and strain sensors. Modal param-
eters of structure such as natural frequencies, mode shapes, and modal curvatures can
be estimated by analyzing vibration data and then used in the SHM method. It is sug-
gested that methods from natural frequency shifts are less robust than those based on
mode shapes [3, 4]. There are two directions of damage detection methods based on
mode shape: the first is directly comparing the mode shape and the second is using mode
shape curvature.
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The first approach is direct comparing mode shape, Modal Assurance Criterion,
MAC [5] and the Coordinate Modal Assurance Criterion, COMAC [6] can be used to
measure the resemblance of two mode shapes. If the MAC or COMAC is equal to 1,
two mode shapes are perfect fit, and no damage appears. Natural frequencies and MAC,
and COMAC indexes are often used in the FE model updating. Tran-Ngoc, Khatir [7]
update the FEmodel of NamO bridge based on the natural frequencies and mode shapes
of the first ten modes. Ho, Khatir [8] successfully obtains the natural frequencies and
mode shapes of a cable stayed bridge from accelerometer data. Then the FE model of
Kien bridge is updated by using an objective function related to the differences between
frequencies, MAC, COMAC and eCOMAC values. Ren and De Roeck [9, 10] verified
the damage identification technique using modal data by simulation and testing and
concluded that the application for full-scale structure is still a challenge.

The second approach is using mode shape curvatures. The curvatures (or modal
strains) have proven more sensitive to local damage than the displacement mode shape
[11]. Curvature can be derived from displacement mode shape, but this process may
contain many errors. Direct measuring of the modal strain can limit the measurement
error and improve the analysis accuracy. In recent years, with the advancement of tech-
nology, the dynamic strain could be measured by strain optic FBG distributed strain
sensors, and strain transducers. The application of using direct strain data measurement
for SHM can be found in many works [12–14]. The influence of modal curvature to
evaluate the damage in a prestressed reinforced concrete beam was reported in Ref [15].
The vibration testing using optical Fiber Strain Sensors was performed in Tilff Bridge.
Modal parameters of Tilff Bridgewere extracted and used for damage identification [16].
Modal curvature coupled with the Convolutional neural network method can detect the
damage location of a girder at Bo Nghi bridge [17] and qualified damage in a laboratory
beam [18].

The mode shape based damage detection method is very effective in local damage
detection. However, the drawback of this method is that it requires a lot of sensors.
Different measure setup has to propose in case the number of DOFs are more than the
number of sensors. The direct measurement of modal strains will improve the accuracy
of methods and can be used to detect damage which is invisible at the surface.

In this paper, the BDI strain transducer is used to collect the dynamic strain of a steel
slab in the laboratory. The collected data is analyzed utilizing SSI algorithm. Modal
parameters such as natural frequencies and modal curvatures are calculated from the
OMA test. The modal parameters changes are used to detect damage in the structure.

2 Modal Curvature Damage Detection Method

For a bending momentM (x) is subjected to a beam cross-section with bending stiffness
EI(x)EI(x) at location x, the modal curvature φ

′′
(x) is given by:

φ′′(x) = d2φ(x)

d x2
= −M (x)

EI(x)
(1)

If one cross-section location has damage, the bending stiffness at this location will
reduce leading to the increase of local modal curvature. Therefore, using modal curva-
ture as a damage detection index has proven a sensitive and effective method for local
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damage detection [19]. The central difference approximation method is commonly used
to calculate the curvature:

φ′′
ij = φ(i−1)j − 2φij + φ(i+1)j

�x2
(2)

where: i is the mode shape number and j is the node number, Δx is the distance between
two nodes, φ is the measure measured displacement mode shape. φ can be extracted
from the acceleration response measurement of the structure. This method contains
large errors because of ‘noisy’ mode shape [20].

The strain transducer can directly measure a structure’s modal curvature. A trans-
ducer measures differential axial displacements over a sufficiently long distance during
ambient excitation.

The absolute differences in curvature of healthy and damaged structure for each
mode is defined as:

DIi =
n∑

j=1

φ
′′
ij0 − φ

′′
ijd (3)

where φ
′′
ij0, φ

′′
ijd are modal curvatures of the intact and damaged structure, respectively.

The value of DIi at the damage location will be higher than other locations and can be
used as the damage index.Using this equation, the location of damage can be determined.

3 Experiments and Results

3.1 Strain Transducer

In this project, the ST350 strain transducer produced by Bridge Diagnostics, Inc (BDI) is
used as the strain measurement sensor. The BDI ST350 strain transducer belongs to the
Wheatstone bridge foil transducer class. ST350 only measures the strain in the axis with
which it is aligned. The transducer is connected by bolts to the test structure. For steel
members, the most efficient method of mounting an ST350 is using the tab/glue method.
First, ST350 rests on positioned tabs by using ST350 Tab Jig. Then the centerline of the
gaging area is located in both the longitudinal and transverse directions. The midpoint
is located first by drawing two centerlines. The clean metal surface should be prepared.
A thin line of adhesive will be applied to the bottom of the tab to mount the sensor in a
marked location. It is suggested to mount the sensors quickly. Figure 1 shows the strain
transducer installation at the laboratory.

3.2 Finite Element Model

To test the results of the experiment, the FE model of tested slab structures is modelled
in Sap2000 (Fig. 2). The slab is 2.5 m long, 0.35 m in width and 0.02 m in depth.
The boundary condition of the steel slab is simply-supported. The distance between
two supports is 2 m. The steel modulus elasticity and density are Es = 200000MPa
and ρ = 7820 kg/m3, respectively. Four first bending mode shapes were identified and
shown in Fig. 3.
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Fig. 1. Strain transducer installation

Fig. 2. FE model of the laboratory slab

3.3 Experimental Setup

A steel slab equipped with ST350 strain transducers is set up in the laboratory. The
dimension of the slab is 2.5m, 0.35m, 0.02m in length, width, and depth, respectively.
The slab is constructed from steel. The modulus elasticity of steel is Es = 200000MPa
and the density is ρ = 7820 kg/m3. . Strain transducers were attached to the top of
the slab. Damage is presented by adding mass to a specified location (Fig. 6). Because
added mass is located at the top, transducers are only attached to the top to measure the
modal strain at the top. Analyzing five strain transducers located in the middle, the mode
shapes and frequencies can be found for both intact and damaged slabs. Figure 4 and
Fig. 5 show the strain transducer installation in the laboratory. Two damage scenarios
are labelled D1 and D2 in Fig. 4.

3.4 Results

a. Intact steel slab

Ahammerwas used to generate excitation loads. The sampling frequencywas 200Hz
and the time recording was 300 s. SSi-cov algorithm was used to analyze the strain data.
From the stabilization diagram shown in Fig. 7, four modes could be identified in the
interval [0:100] Hz. Table 1 shows the frequencies of four identical modes from FE
model and experiment. The differences between FE model and experiment are very low,
less than 5% for all four modes. These results show that analyzing the strain transducer
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a. Mode 1, f= 5.69 Hz

b. Mode 2, f= 21.94 Hz

c. Mode 3, f= 45.49 Hz

d. Mode 4, f= 69.04 Hz

Fig. 3. First four bending mode shape of steel slab

Fig. 4. Strain transducer setup- top view

Fig. 5. Strain transducer setup- front view

data can get the correct natural frequencies of the structures. Using SSi-cov algorithms
to analyze the strain response of five transducers, the unit normalized modal strain of
the top of the slab is identified and shown in Fig. 8. Compared with the mode shape
obtained from the FE model shown in Fig. 3, these two modal curvatures are similar.
The strain transducer is actually a ‘point’ sensor. In this research, the experimental slab
only instrument with five sensors. The modal strain is extracted from only five points
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at the strain locations along the slab. Therefore, the experimental modal strain is not
smooth.

Fig. 6. Added mass on the top of the slab

Fig. 7. Stabilization diagram



30 D. H. Nguyen et al.

Table 1. Natural frequencies (Hz) of the steel slab

Mode number 1 2 3 4

Experiment 5.68 21.72 45.19 72.05

FEM 5.69 21.94 45.49 69.04

Differences (%) 0.18 1.01 0.66 −4.18

b. Damaged steel slab

Damage was introduced in the experimental slab by adding mass. Two damage
scenarios were invented. There are D1 and D2 with 1.5 kg, and 3 kg added mass,
respectively. The location of the D1 and D2 damaged scenarios can be seen in Fig. 4.
Table 2 presents natural frequencies extracted from experimental data. For D1 and D2
damaged scenarios, the frequencies of all four modes are reduced when compared with
the intact case. However, the differences between damaged and intact scenarios are
small. It indicates that strain measurement data can notice the presence of damage in the
structure.

The modal curvature damage detection method is proposed to find out the damage
location in the structure. Equation (3) is used to calculate the differences between the
modal curvature of intact and damaged steel slabs. The value of the damage index for
two damage scenarios is shown in Fig. 9. ST3, which is in the middle of the slab, has
the highest value for both scenarios. Then the second high value is in the location of
ST2 for D1 and ST4 for D2. This means the damage location in D1 is predicted to be
between ST2 and ST3 for D1 and between ST3 and ST4 for D2. Therefore, based on the
damage indexes calculated from direct strain measurements, the location of the damage
could be found.
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a. Mode 1

b. Mode 2

Fig. 8. The normalized modal strain of mode 1 and mode 2 from experiment data
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Table 2. Natural frequencies (Hz) from experimental data

Mode number 1 2 3 4

Intact 5.68 21.72 45.19 72.05

D1 5.66 21.52 45.16 72.00

D2 5.54 21.35 43.59 70.64

Fig. 9. Damage index calculated from experimental data

4 Conclusion

The modal curvature damage detection method has been demonstrated in many works
about its robustness and sensitivity to damage location. Themodal strain can be obtained
from the displacementmode shape. However, this process contains error inmeasurement
and calculation. The distance between two accelerometers affects the results also. Direct
measuring the modal curvature improves the accuracy and potential for application.
Modal strains can be added to the objective function of the FE model updating problem
then can enhance the damage recognition process.

In this paper, strain transducers are attached to the top of the steel slab and directly
measure the strain. Natural frequencies and mode shapes of the steel slab can be found
correctly by analyzing the strain response data. Two damage scenarios were set up in the
laboratory to verify the method. Applying modal curvature damage detection for direct
modal strain measurement, the assumed damage location could be found.
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Abstract. Wavelet transform is amathematical technique withmany applications
in signal processing. Anomaly and faults in signals can be detected using wavelet
transform due to their sensitivity to local discontinuity and singularity. One of
the most important applications in signal processing through wavelet transform is
damage detection in structures. In this paper, a comprehensive literature review
is performed on notable works about damage detection in structures by wavelet
method to introduce various applications of the wavelet transforms for detecting
damages in different structures. Depending on the type of signal acquired from
the structures, two types of wavelet analysis can be performed: one-dimensional
wavelet transform and two-dimensional wavelet transform. This paper describes
one-dimensional wavelet transform analyses to clarify how the wavelet analysis
may be helpful for damage detection in structures.

Keywords: Damage detection · Wavelet transforms · Signal processing ·
Anomaly detection · Damaged structures

1 Introduction

Analysis of damaged structure, from nano size to macro size, is an interesting topic for
researchers [1–4]. Generally, damaged structures can be analyzed using two approaches:
forward analysis and inverse analysis. In forward analysis, the damage is modeled, and
modal characteristics of the structure are determined. In inverse analysis, the damage
is determined using the modal characteristics of the structure [5, 6]. For many decades,
damage detection techniques have been investigated by many researchers [7–11]. The
researchers have been used different strategies for damage detection of the structures.

Some strategies are optimization-based methods and an objective function is set to
be minimized or maximized in order to localize damage [12–15]. Dinh-Cong et al. [16]
employed the Jaya optimization algorithm to localize damages in plates. Gomes et al.
[17] used the SFOA algorithm to detect damages in laminate composites. Mishra et al.
[18] proposed the ALO algorithm for identifying damages via vibration data.Maity et al.
[19] suggested the GA algorithm for detecting damages of structures via shifts in natural
frequencies. They demonstrated that the GA algorithm could localize damage with high
precision. Also, Alexandrino et al. [20] proposed a multiobjective optimization plan to
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identify damages to the plates. This optimization method revealed that using the multi-
objective method, artificial neural networks (ANNs) and fuzzy inference systems can act
as a proper means to identify damages. In [21], the effectiveness of the PSO and ACO
algorithms to localize damages in 3D trusses was considered. The objective function
suggested was established using mode shapes and corresponding natural frequencies.
Gerist et al. [22] employed the IC optimization Algorithm to localize damage in engi-
neering structures based on a novel objective function. In [23], the DE optimization
algorithm was used to determine the damage’s location and severity in structures.

Also, many techniques have been created in the inverse analysis in the research. One
of the most contemporary inverse methods is the artificial neural network (ANN) for
localizing damage’s location and severity [24]. ANN is a superior means for localizing
damages in the structures. Investigators usually utilized modal characteristics such as
natural frequency and mode shape as the input of ANNs to identify the level of damage
in various structures [25–28].

Another method of damage detection in structures is signal processing-based meth-
ods. In these methods, signals are decomposed to detect the damage’s location and
level using the existed information in the signal acquired for the damaged structure
[29]. Wavelet transform is a signal processing-based method. In this method, a signal is
transformed into sub-signals to show the damaged signal’s discontinuity [30]. The singu-
larities and discontinuities detected bywavelet transform in signals indicate damages in a
specific location or time [31]. Yang et al. utilized two-dimensional wavelets for detecting
damage of laminate composites [32]. Cao et al. proposed a new approach named inte-
gratedwavelet transforms to detect damages on composite beams.Thismethod combined
the continuous wavelet transforms (CWTs) and stationary wavelet transforms (SWTs)
to create a powerful wavelet-based damage detection model [33]. Sohn et al. presented
a wavelet-based approach for detecting delaminations [34]. Mitra et al. introduced an
element-based model combined with wavelet transform to detect damages on composite
beams [35]. The reviewed investigations on wavelet-based damage detection methods
show that they are the simple and effective methods for damage detection in various
structures since they only need signals. In this paper, Damage detection in engineering
structures by wavelet transforms for various structures are reviewed.

2 One Dimensional Continuous Wavelet Transforms (1D-CWT)

The signals obtained for cables, bars, beams, and all beam-like structures are one-
dimensional; therefore, a one-dimensional wavelet transform is applied to decom-
pose these signals. Wavelet transform can be continuous or discrete. Assume the one-
dimensional signal A(t) having a subtle discontinuity or damage. In order to identify this
discontinuity, it is required to transform its values into another coordinate system using
a wavelet function called ψ(t). The following expression indicates a family of wavelets
[23]:

For a signal f(x), , family of wavelets in real space at the Hilbert space (ψ(x)εL2(R))

is defined as follows:

ψ(x)u,s = 1√
s
ψ

(
x − u

s

)
(1)
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where x indicates the space variable related to the original signal f(x), u is the shifting
factor, and s denotes the scaling factor. The continuous wavelet coefficients C(u, s) can
be calculated as follows [36]:

C(u, s) = 〈f,ψ(x)u,s〉 = 1√
s

∫ +∞

−∞
f(x)ψ

(
x − u

s

)
dx (2)

C(u, s) = sn√
s

∫ +∞

−∞
f(x)

dn

dxn
θ

(−(u − x)

s

)
dx = sn√

s

dn

dun
f ∗ θ

(−u

s

)
= sn

dn

dun
(f ∗ θs)(u)

(3)

Figure 1 shows an example of a one-dimensional signal obtained from a beam
structure and its continuous wavelet transform.

Fig. 1. An example of a one-dimensional signal obtained from a beam structure and its continuous
wavelet transform.

In the continuous wavelet transform results, the brightest position horizontal axis
of the wavelet coefficients diagram shows the location of the damage. Therefore, the
damage is located at X = 17.

Janeliukstis et al. [37] conducted an experimental study for damage localization in
beam-like structures based on spatial mode shape signals. Montanari et al. [38] used
continuous wavelet transform for detecting cracks in beam structures. Rucka et al. [39]
investigated the application of one-dimensional wavelet transforms for damage detection
of beams.

Figure 1 shows the continuous wavelet transform created from the signal obtained
from the finite element method; however, the number of data points in experimental
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data is high. Figures 2 and 3 indicate the continuous wavelet transform created from the
experimental velocity signals of an intact structure and a damaged structure, respectively.
Figures 4 and 5 show the continuous wavelet transform created from the experimental
displacement signals of an intact structure and a damaged structure, respectively.

Fig. 2. Experimental velocity signal for an intact structure and its continuous wavelet transform
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Fig. 3. Experimental velocity signal for a damaged structure and its continuous wavelet transform

Fig. 4. Experimental displacement signal for an intact structure and its continuous wavelet
transform
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Fig. 5. Experimental displacement signal for a damaged structure and its continuous wavelet
transform

3 One Dimensional Discrete Wavelet Transforms (1D-DWT)

Another type of wavelet transform is one-dimensional discrete wavelet transform. The
1D-DWT for a signal f(x) is defined as follows [40]:

f(x) = Aj(x) +
∑
j<J

Dj(x) (4)

where Aj are approximation signals at level j, Dj show detail signals at level j.
The approximation signals at level j are calculated as follows:

Aj(x) =
+∞∑

k=−∞
cAj,kφj,k(x) (5)

where cAj,k indicate approximation coefficients at level j. φj,k(x) are scaling functions
at level j.

The detail signals at level j are expressed as follows:

Dj(x) =
∑
kεZ

cDj,kψj,k(x) (6)

where cDj,k denote detail coefficients at level j. ψj,k(x) indicate wavelet functions.
Figure 2 shows an example of a one-dimensional signal obtained from a delaminated

composite beam structure and its discrete wavelet transform. Note that damage causes
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Fig. 6. An example of a one-dimensional signal obtained from a beam structure and its discrete
wavelet transform.

a local jump in the signal; therefore, damage can be detected in the detail signal. As
shown in Fig. 2, two jumps are observed in the detail signal. These two jumps are the
boundaries of the damage delamination in a laminated composite beam.

Along with this, there are many types of research; for instance, Yang et al. [41]
identified a crack in aluminum beams using discrete wavelet transform. The experi-
mental findings showed that the suggested discrete wavelet transform could effectively
determine the damage locations and be applied to more complicated structures.

Figure 6 shows the discrete wavelet transform created from the signal obtained
from the finite element method; however, as mentioned, the number of data points in
experimental data is high. Figures 7 and 8 indicate the discrete wavelet transform cre-
ated from the experimental velocity signals of an intact structure and a damaged struc-
ture, respectively. Figures 9 and 10 show the discrete wavelet transform created from
the experimental displacement signals of an intact structure and a damaged structure,
respectively.
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Fig. 7. Experimental velocity signal for an intact structure and its discrete wavelet transform

Fig. 8. Experimental velocity signal for a damaged structure and its discrete wavelet transform
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Fig. 9. Experimental displacement signal for an intact structure and its discrete wavelet transform

Fig. 10. Experimental displacement signal for a damaged structure and its discrete wavelet
transform
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4 Discussion

Damage detection using one-dimensional wavelet transform is a powerful and proper
method based on the structure’s signal. There is no need for having other modal char-
acteristics such as natural frequencies. Signals from structures such as cables, bars,
and beams are one-dimensional signals. Thus, these structures can be detected by the
one-dimensional wavelet transforms. The one-dimensional continuous wavelet trans-
forms (1D-CWT) and one-dimensional discrete wavelet transforms are two main types
of one-dimensional wavelet transforms. These two different methods decompose the
original signals using two different ways. The 1D-CWT shifts and scales the original
signal at various continuous levels, and the 1D-DWT decomposes the original signals
into approximation and detail sub-signals at various discrete levels. Both methods are
powerful tools for detecting damages and faults in one-dimensional signals.

5 Conclusions

In this study, a review of damage detection methods in structures is performed. The
emphasis of the research is on the introduction of one-dimensional damage detection
methods usingwavelet transform. Two common types of one-dimensional wavelet trans-
form are introduced. Their formulation and how to evaluate the results of these two
continuous and discrete types of damage detection based on one-dimensional wavelet
transformare discussed. It has been proven that damage detection by the one-dimensional
wavelet transformmethod can be a powerful tool for locating damage in cable structures,
rods, isotropic beams, and laminated composite beams.

Acknowledgement. The first three authors acknowledge the funding support of BabolNoshirvani
University of Technology through Grant program No. BNUT/965919012/99.

References

1. Mofidian, R., Barati, A., Jahanshahi, M., Shahavi, M.H.: Fabrication of novel Agarose–
Nickel Bilayer composite for purification of protein nanoparticles in expanded bed adsorption
column. Chem. Eng. Res. Des. 159, 291–299 (2020)

2. Shahavi, M.H., Selakjani, P.P., Abatari, M.N., Antov, P., Savov, V.: Novel biodegradable
poly (lactic acid)/wood leachate composites: investigation of antibacterial, mechanical,
morphological, and thermal properties. Polymers 14(6), 1227 (2022)

3. JafariTalookolaei, R.A., Abedi, M., Kargarnovin, M.H., Ahmadian, M.T.: Dynamic analysis
of generally laminated composite beam with a delamination based on a higher-order shear
deformable theory. J. Compos. Mater. 49(2), 141–162 (2015)

4. Khalili, M., Razmjou, A., Shafiei, R., Shahavi, M.H., Li, M.C., Orooji, Y.: High durability
of food due to the flow cytometry proved antibacterial and antifouling properties of TiO2
decorated nanocomposite films. Food Chem. Toxicol. 168, 113291 (2022)

5. Jafari-Talookolaei, R.A., Abedi, M.: Analytical solution for the free vibration analysis of
delaminated Timoshenko beams. Sci. World J. (2014)



Damage Detection in Structures by Wavelet Transforms 45

6. Saadatmorad, M., Siavashi, M., JafariTalookolaei, R.-A., Pashaei, M.H., Khatir, S., Thanh,
C.-L.: Genetic and particle swarm optimization algorithms for damage detection of beam-like
structures using residual force method. In: Bui, T.Q., Cuong, Le Thanh, Khatir, Samir (eds.)
Structural Health Monitoring and Engineering Structures. LNCE, vol. 148, pp. 143–157.
Springer, Singapore (2021). https://doi.org/10.1007/978-981-16-0945-9_12

7. Wahab,M.A., DeRoeck,G.: Damage detection in bridges usingmodal curvatures: application
to a real damage scenario. J. Sound Vib. 226(2), 217–235 (1999)

8. Saadatmorad, M., JafariTalookolaei, R.A., Pashaei, M.H., Khatir, S.: Damage detection on
rectangular laminated composite plates using wavelet based convolutional neural network
technique. Compos. Struct. 278, 114656 (2021)

9. Khatir, S., Tiachacht, S., Le Thanh, C., Ghandourah, E., Mirjalili, S., Wahab, M.A.: An
improved artificial neural network using arithmetic optimization algorithm for damage
assessment in FGM composite plates. Compos. Struct. 273, 114287 (2021)

10. Saadatmorad, M., Talookolaei, R.A.J., Pashaei, M.H., Khatir, S., Wahab, M.A.: Pearson cor-
relation and discrete wavelet transform for crack identification in steel beams. Mathematics
10(15), 2689 (2022)

11. Tiachacht, S., Khatir, S., Le Thanh, C., Rao, R.V., Mirjalili, S.,Wahab,M.A.: Inverse problem
for dynamic structural healthmonitoring based on slimemould algorithm. Eng. Comput. 1–24
(2021)

12. Behtani, A., Bouazzouni, A., Khatir, S., Tiachacht, S., Zhou, Y.L., Abdel Wahab, M.: Dam-
age localization and quantification of composite beam structures using residual force and
optimization. J. Vibroeng. 19(7), 4977–4988 (2017)

13. Khatir, S., Wahab, M.A., Benaissa, B., Köppen, M.: Crack identification using eXtended
IsoGeometric analysis and particle swarm optimization. In: Abdel Wahab, M. (ed.) FFW
2018. LNME, pp. 210–222. Springer, Singapore (2019). https://doi.org/10.1007/978-981-13-
0411-8_21

14. Kang, F., Li, J.J., Xu, Q.: Damage detection based on improved particle swarm optimization
using vibration data. Appl. Soft Comput. 12(8), 2329–2335 (2012)

15. Wei, Z., Liu, J., Lu, Z.: Structural damage detection using improved particle swarm
optimization. Inverse Probl. Sci. Eng. 26(6), 792–810 (2018)

16. DinhCong, D., VoDuy, T., HoHuu, V., Nguyen-Thoi, T.: Damage assessment in plate-like
structures using a two-stage method based on modal strain energy change and Jaya algorithm.
Inverse Probl. Sci. Eng. 27(2), 166–189 (2019)

17. Gomes, G.F., da Cunha, S.S., Ancelotti, A.C.: A sunflower optimization (SFO) algorithm
applied to damage identification on laminated composite plates. Eng. Comput. 35(2), 619–626
(2018). https://doi.org/10.1007/s00366-018-0620-8

18. Mishra, M., Barman, S.K., Maity, D., Maiti, D.K.: Ant lion optimisation algorithm for
structural damage detection using vibration data. J. Civ. Struct. Heal. Monit. 9(1), 117–136
(2019)

19. Maity, D., Tripathy, R.R.: Damage assessment of structures from changes in natural
frequencies using genetic algorithm. Struct. Eng. Mech. 19(1), 21–42 (2005)

20. Alexandrino, P.D.S.L., Gomes, G.F., Cunha Jr., S.S.: A robust optimization for damage
detection using multiobjective genetic algorithm, neural network and fuzzy decision making.
Inverse Probl. Sci. Eng. 1–26 (2019)

21. Barman, S.K., Maiti, D.K., Maity, D.: Damage detection of truss employing swarm-based
optimization techniques: a comparison. In: Venkata Rao, R., Taler, J. (eds.) AEOTIT 2018.
AISC, vol. 949, pp. 21–37. Springer, Singapore (2020). https://doi.org/10.1007/978-981-13-
8196-6_3

22. Gerist, S., Maheri, M.R.: Structural damage detection using imperialist competitive algorithm
and damage function. Appl. Soft Comput. 77, 1–23 (2019)

https://doi.org/10.1007/978-981-16-0945-9_12
https://doi.org/10.1007/978-981-13-0411-8_21
https://doi.org/10.1007/s00366-018-0620-8
https://doi.org/10.1007/978-981-13-8196-6_3


46 Y. F. Larijani et al.

23. Kim, N.I., Kim, S., Lee, J.: Vibration-based damage detection of planar and space trusses
using differential evolution algorithm. Appl. Acoust. 148, 308–321 (2019)

24. Bakhary, N., Hao, H., Deeks, A.J.: Damage detection using artificial neural network with
consideration of uncertainties. Eng. Struct. 29(11), 2806–2815 (2007)

25. Mehrjoo, M., Khaji, N., Moharrami, H., Bahreininejad, A.: Damage detection of truss bridge
joints using artificial neural networks. Expert Syst. Appl. 35(3), 1122–1131 (2008)

26. Rosales, M.B., Filipich, C.P., Buezas, F.S.: Crack detection in beam-like structures. Eng.
Struct. 31(10), 2257–2264 (2009)

27. Saadatmorad, M., JafariTalookolaei, R.-A., Pashaei, M.-H., Khatir, S., Abdel Wahab, M.:
Adaptive network-based fuzzy inference for damage detection in rectangular laminated com-
posite plates using vibrational data. In: Abdel Wahab, M. (ed.) SDMA 2021. LNCE, vol. 204,
pp. 179–196. Springer, Singapore (2022). https://doi.org/10.1007/978-981-16-7216-3_14

28. Saadatmorad, M., JafariTalookolaei, R.-A., Pashaei, M.-H., Khatir, S., Abdel Wahab, M.:
Application of multilayer perceptron neural network for damage detection in rectangular
laminated composite plates based on vibrational analysis. In: Abdel Wahab, M. (ed.) SDMA
2021. LNCE, vol. 204, pp. 163–178. Springer, Singapore (2022). https://doi.org/10.1007/978-
981-16-7216-3_13

29. Staszewski, W.J.: Intelligent signal processing for damage detection in composite materials.
Compos. Sci. Technol. 62(7–8), 941–950 (2002)

30. Kim, H., Melhem, H.: Damage detection of structures by wavelet analysis. Eng. Struct. 26(3),
347–362 (2004)

31. Hou, Z., Noori, M., Amand, R.S.: Wavelet-based approach for structural damage detection.
J. Eng. Mech. 126(7), 677–683 (2000)

32. Yang,C.,Oyadiji, S.O.:Delamination detection in composite laminate plates using 2Dwavelet
analysis of modal frequency surface. Comput. Struct. 179, 109–126 (2017)

33. Cao, M., Qiao, P.: Damage detection of laminated composite beams with progressive wavelet
transforms. In: Nondestructive Characterization for Composite Materials, Aerospace Engi-
neering, Civil Infrastructure, andHomeland Security 2008, vol. 6934, p. 693402. International
Society for Optics and Photonics, March 2008

34. Sohn, H., Park, G., Wait, J.R., Limback, N.P., Farrar, C.R.: Wavelet-based active sensing for
delamination detection in composite structures. Smart Mater. Struct. 13(1), 153 (2003)

35. Mitra, M., Gopalakrishnan, S.: Wavelet based spectral finite element modelling and detection
of de-lamination in composite beams. Proc. Roy. Soc. A Math. Phys. Eng. Sci. 462(2070),
1721–1740 (2006)

36. Rucka,M.,Wilde, K.: Application of continuouswavelet transform in vibration based damage
detection method for beams and plates. J. Sound Vib. 297(3–5), 536–550 (2006)

37. Janeliukstis, R., Rucevskis, S., Wesolowski, M., Chate, A.: Experimental structural damage
localization in beam structure using spatial continuous wavelet transform and mode shape
curvature methods. Measurement 102, 253–270 (2017)

38. Montanari, L., Spagnoli, A., Basu, B., Broderick, B.: On the effect of spatial sampling in
damage detection of cracked beams by continuous wavelet transform. J. Sound Vib. 345,
233–249 (2015)

39. Rucka, M.: Damage detection in beams using wavelet transform on higher vibration modes.
J. Theor. Appl. Mech. 49(2), 399–417 (2011)

40. Puchala, D., Stokfiszewski, K.: Highly effective GPU realization of discrete wavelet trans-
form for big-data problems. In: Paszynski, M., Kranzlmüller, D., Krzhizhanovskaya, V.V.,
Dongarra, J.J., Sloot, P.M.A. (eds.) ICCS 2021. LNCS, vol. 12742, pp. 213–227. Springer,
Cham (2021). https://doi.org/10.1007/978-3-030-77961-0_19

41. Yang, J.M., Hwang, C.N., Yang, B.L.: Crack identification in beams and plates by discrete
wavelet transform method. Chuan Bo Li Xue/J. Ship Mech. 12(3), 464–472 (2008)

https://doi.org/10.1007/978-981-16-7216-3_14
https://doi.org/10.1007/978-981-16-7216-3_13
https://doi.org/10.1007/978-3-030-77961-0_19


Damage Detection in Structures by Wavelet Transforms 47
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Abstract. In recent years, investigation on FRP rods for prestressing tendons
both for high strength and high resistance to corrosion, lightweight, nonconduct-
ing, and nonmagnetic properties is increasing. Anchorage systems are often not
completely reliable because the characteristic of orthotropic material of FRP with
high strength for loads parallel to the axis while a low capacity in normal direction
to axis doesn’t allow to use anchorage systems typically used for steel. This paper
presents experimental experiences on anchorage systems for FRP rods. Firstly,
the behaviour of anchorages with metallic tubular and filled resin around the FRP
rod, adopted in tensile tests of Carbon and Glass FRP rods is investigated. Then,
anchorage for prestressing FRP rods with experimental tests on clamp and split
wedge anchorage types is analysed. Results of experimental campaign are shown
and discussed with the aim to provide recommendations for the future research.

Keywords: Anchorage system · Carbon-Glass FRP Rods · Tensile test ·
Prestressing

1 Introduction

The use of Fibre Reinforced Polymers (FRPs) is increasing in civil engineering espe-
cially in the rehabilitation of damaged RC beams or to retrofit RC elements [1–3]. FRPs
are available in lamina, strips, tendons, reinforcing bars and meshes. One between tech-
niques usually adopted in the RC concrete elements like beams and columns consist
in the use of near surface mounted (NSM) FRP rods/strips inserted into grooves in the
cover of sections [4–6]. NSM technique is usually based on FRP rods with or without
pretension as a strengthening of damaged reinforced concrete (RC) beams and slab of
bridges often subjected to process of corrosion. Corrosion of steel reinforcing and pre-
stressing steel tendons cause reduction of ductility of structural elements with dangerous
effect on the safety. In recent years as an emerged alternative to steel is the use of FRP
composites also for prestressing tendons [7] due to high strength and high resistance
to corrosion, lightweight, nonconducting, and nonmagnetic properties. FRP anchoring
systems is one of main topic that was studied and investigated [8] although some aspect
should be deeply developed. First research on prestressing FRP rods started in Germany
at the end of seventy years of last century; next in Japan and USA extensive studies and
experimental research have been developed [9, 10] on Glass-FRP tendons and anchor-
ages. The characteristic of orthotropic material for FRP with high strength for loads
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parallel to the axis while a low capacity in normal direction to axis doesn’t allow to use
anchorage systems typically used for steel because they would crush transversally the
FRP rods. Recently, innovative technique based on soft computing have been adopted
to civil engineering problems [11, 12]. New frontiers of research about anchor systems
for FRP are focused on the implementation of artificial neural network (ANN) models
for the anchorage reliability assessment [12].

The anchorage system and orthotropic material are two aspects that must be taken in
account also in the investigation of FRP rods under tensile tests to obtain correct results
about ultimate strength, f t , Young’s modulus, E, and develop of strains, ε.

Thefirst part of this paper deals about anchorageswithmetallic tubular andfilled resin
around the FRP rod, adopted in tensile tests of Carbon/Glass-FRP rods. The second part
of this paper is focused on the anchorage for prestressing CFRP rods with experimental
tests on split wedge and clamp anchorages [8].

2 Anchorage Systems for FRP Rod Under Tensile Load and Tests

IN This Paper, FRP Rods Made with an Epoxy Matrix Reinforced with Unidirectional
Fibers Are Analyzed. With the Aim to Evaluate the Ultimate Tensile Strength and the
Elastic Modulus of FRP Rods, the Test Methods Indicated by the American ACI [13]
and Italian CNR [14] Codes of Practice Were Taken as Reference.

The anchorage system is of fundamental importance and can seriously affect the
test’s performance even if many factors can contribute to changing the results of the
tests. For example, the gripping systemof the testmachine can influence the experimental
campaign, since if the lateral pressure applied is not high enough, the specimen may slip
during the tore phase, while an excessive pressure can cause premature rupture of the
sample.

The anchoring system adopted for this experimental campaign is shown in Fig. 1.
The design of the anchorage was done with reference to the suggestions reported in [13,
14]. The rods have been inserted into steel tubes filled with epoxy resin. The minimum
anchor length, la, is set as 15 times the diameter of the rod, db. The overall length of the
steel tube, however, has been extended by 1 cm, to allow the insertion of rubber caps to
prevent the resin from leaking. The total rod’s length, lp, was determined by referring to
the greater of the two relations defined in the considered standards [13, 14]:

lp ≥ 100 + 2 · la; lp ≥ 40 · db + 2 · la. (1)

2.1 Tensile Test for G/CFRP Rods

CFRP and GFRP rods, with a nominal diameter, respectively, of 8 mm and 9 mm, with
high resistance and high glass transition temperature, were subjected to tensile tests.
The rods had a special superficial treatment to improve adhesion, obtained by surface
sandblasting of spheroidal quartz and helical winding in carbon/glass threads (Fig. 2).
Tables 1 and 2 show the mechanical and geometric characteristics, provided by the
manufacturer.
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Fig. 1. Manufacturing of GFRP and CFRP rods samples.

Fig. 2. CFRP and GFRP rods adopted for experimental tensile tests.

The two-component epoxy resin with high adhesion was used for the application of
the tubular metallic socket. Table 3 shows the dimensional characteristics of the samples,
depending on the nominal diameter of the tested rod.

The specimens were subjected to an increased tensile load under displacement con-
trol. A strain gauge was place on the middle section of rod to record the evolution of
axial strain during tests. Glass fiber specimens showed an explosive failure, with the
detachment of the fibers in the classic “brush” way but without the complete disinte-
gration (Fig. 3). According to the ASTM notation, this failure can be classified in both
cases as XGM (Explosive, Gage, Middle). For carbon fiber rods, failure was reached
only for a single specimen and it was localized near the anchor (Fig. 3). In this case,
failure can be classified as a LAB type (Linear A, at Grip, Bottom) e XMV (Explosive
Multiple Various). Main results of uniaxial tensile tests are shown in Fig. 4. Results of
the tensile tests confirm the reliability of the anchoring system adopted, with resistance
values of tested specimens higher than those declared by the manufacturer (Table 4).
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Table 1. Mechanical characteristics of tested CFRP rods by the manufacturer*.

CFRP rods

Nominal section [mm2] 50

Nominal diameter [mm] 8

Caracteristic tensile strength, f tk , ASTM D 3039 [MPa] 1800

Average tensile Young’s modulus, ASTM D 3039 [GPa] 130

Average ultimate tensile strain, ASTM D 3039 [%] 1.8

Glass transition temperature, ASTM 1356 [°C] > 250
* BASF Construction Chemicals Italia S.p.A.

Table 2. Mechanical characteristics of tested CFRP rods by the manufacturer*.

GFRP rods

Nominal section [mm2] 71.26

Nominal diameter [mm] 9.53

Caracteristic tensile strength, f tk , ASTM D 3039 [MPa] 760

Average tensile Young’s modulus, ASTM D 3039 [GPa] 40.80
* Mapei S.p.A.

Table 3. Geometrical characteristics of tested specimens.

Material Specimen Nominal
diameter
db

Nominal
area
Ab

Outside
diameter
of steel
tube, d

Bond
length
la

Length
of steel
tube
ltube

Free
length
l

Length of
specimen
lp

[mm] [mm2] [mm] [mm] [mm] [mm] [mm]

CFRP CB1, CB2 8.0 50.27 25 150 160 380 690

GFRP GB1, GB2 9.53 71.26 25 120 130 320 570

Fig. 3. Failure of tested specimens.
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Fig. 4. Exp. Diagram load, kN, vs displacement for tested (a) CFRP and (b) GFRP rods.

Table 4. Experimental mechanical parameters of CFRP and GFRP rod.

Material Specimen Fmax Ab f E Type of failure

[N] [mm2] [N/mm2] [GPa]

CFRP BC1 91904 50.27 1828.37 – LAB

CFRP BC2 114316 50.27 2274.24 157.21 XMV

GFRP BG1 75470 71.26 1059.08 – XGM

GFRP BG2 73630 71.26 1033.26 33.59 XGM

3 Anchor Systems for Prestressed CFRP Rod

An experimental campaign on anchor systems for prestressing FRP rods was carried out.
The anchoring technique analyzedwas the splitwedge developed byTäljsten (2009) [15],
for the anchor of CFRP rod. This anchor was subjected to short-term tensile strength
tests using, for the other end of the cable, a clamp anchorage. This anchorage has the
function of creating a firm locking of the cable, to contrast the prestressing force applied
to the split wedge anchorage and transmitted along the entire cable (Fig. 6).

With the aim to focus attention on the behavior of the split wedge anchorage, the
anchorage at the opposite endmust ensure the absence of sliding and negligible deforma-
tions.Amechanical clamped anchoragewas chosen for this function, consisting of 2 steel
plates with longitudinal semicircular cavity on both. These plates are locked around the
cable by means of 6 bolts with a diameter of 16 mm, through a thin aluminum interface
sleeve (Figure 5). Figure 6 shows the executive drawings of the cylinder and the wedge
and the completed pieces. The mechanical properties of each anchorage component are
summarized in Table 5.

First, the aluminum wedge was inserted inside the external steel cylinder. The spec-
imen was then placed in a vertical position on the universal tensile testing machine. The
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Fig. 5. Geometrical dimension of clamp anchorage.

mechanical clamp anchor was then positioned in the free end, paying attention to the
bolts’ clamping [16]. During this first phase, the alluminum wedge was pushed inside
the steel cylinder, in order to block the CFRP cable and inhibit much of the sliding during
the subsequent pretension of rod. The wedge insertion procedure was carried out thanks
to a hydraulic jack, contrasted by a frame specially made in laboratory. The force was
applied on the wedge, by means of an interface cylinder 60 mm long, made by high
resistance steel, with an internal diameter of 12 mm, greater than that of the cable, and
an external diameter of 22 mm, smaller than the internal diameter of the cylinder. In
Fig. 7(a) the phases of the procedure are schematized, while in Fig. 7(b) the positioning
of the interface cylinder on the anchor is shown. The result that occurs after this prelim-
inary operation is the complete locking of the only open slot of the wedge, which results
in a shrinkage of the internal diameter of the wedge itself with consequent clamping of
the CFRP cable. Regarding the pre-tensioning operation of the cable and therefore the
execution of the experimental test, a small frame was created specifically for the purpose
of this test, which consists of two steel plates of 225 · 204 · 20 dimensions, connected
with 4 threaded bolted bars having a diameter of 24 mm (Fig. 8).

The insertion of this small frame on the test machine is of fundamental importance
in order to create a contrast to the anchorage, and, above all, to recreate the conditions
of contrast and constraint that are likely to be realistic.

Once the additional frame was positioned, it was possible to arrange the CFRP rod
cable equipped with the previously locked wedge anchorage. Once the specimen was
positioned, the mechanical clamp anchorage was placed in the free upper end, paying
attention to the tightening of the bolts (Fig. 8(a)).

The tensile force was applied by vertical upward displacement of the machine’s
upper structure, with which the mechanical clamp anchorage also moved, while the
wedge anchorage remained fixed in its original position. At both ends of the cable, the
portions of the protruding cable were preliminary measured, in order to evaluate, at the
end of the test, the actual sliding of the cable itself, with respect to the anchor.

Three short-term tensile tests were carried out with increasing monotonic load. The
load speed was 1 N/mm2 per second. A strain gauges was positioned at the middle of
the CFRP cable to record the evolution of strain with a frequency of 2 Hz.
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Fig. 6. (a) Technical drawings of split wedge anchorage; (b) components of anchorage.

3.1 Results of Experimental Tests

The first experimental test was interrupted at a load value of 21.9 kN due to sliding
along the cable-wedge interface for about 15 mm. In Fig. 9, it can be seen the residues
of fibers accumulated near the end of the anchorage, as evidence of a flaking of the
hollow lateral surface. On the contrary, no sliding occurred in the mechanical clamp
anchor. The split wedge anchorage was then modified by adding a two-component resin
in the cable-wedge interface. However, the test was very similar to the previous one. In
this case the sliding occurred at a load of 21 kN, in the mechanical clamp anchorage,
for an amount equal to 10 mm. The split wedge anchorage equipped with resin, on the
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Table 5. Mechanical properties of each anchorage components.

Components Material Yielding strength
f y (MPa)

Ultimate strength
f u (MPa)

Young’s modulus
E (GPa)

Cable CFRP – 1800 130

Wedge Alluminium
6262-T9

400 430 70

Conical socket Steel C40 450 700 210

Sleeve Alluminioum
6060-T6

200 230 70

Slabs Steel S355 355 510 210

Bolts Steel 640 800 210

Fig. 7. (a) Wedge insertion’s procedure; (b) positioning of the interface cylinder on the anchor.

other hand, has not undergone any sliding. In the third experimental test, however, the
mechanical clamp anchorage was modified, by inserting a double interface aluminum
sleeve, formed by two completely separate half-cylinders, in order to increase the radial
compression tensions and therefore the friction load in the wedge-cable interface.

This modification was made on the same CFRP cable as the second specimen, using
the same wedge anchor with additional resin. Result of tensile test did not allow to reach
themaximum value of the resistant capacity of the CFRP rod but allowed to reach a value
of 40% of the maximum expected failure load without any sliding of the anchorages.
The split wedge anchorages did not undergo any sliding and an elastic modulus of 130
GPa was evaluated with reference to the tension of about 430 N/mm2. The experimental
values of the modulus of elasticity, in agreement with that declared by the supplier,
confirmed the validity of the project path carried out up to this point (Fig. 10).
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Fig. 8. (a) Set-up of tensile tests with (b) steel frame built for test.

Fig. 9. Residues of fibers accumulated near the end of the anchorage, after cable’s slip.
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Fig. 10. (a) Failure mode after third test; (b) strain-stress diagram for the third specimen (in blue),
in comparison with the one declared by the manufacturer (in red).

4 Conclusion

This paper presents experimental experiences on anchorage systems for FRP rods.
Firstly, the behaviour of anchorages adopted in tensile tests of Carbon and Glass FRP
rods is investigated. Then, anchorage for prestressing FRP rods is analysed. Main results
of experimental campaign, that can be considered as the first phase of a wider future
work, are synthesized as follows:

• Results of tensile tests on CFRP and GFRP rods, confirm the reliability of the anchor-
ing system adopted, with resistance values of tested specimens higher than those
declared by the manufacturer.

• Results tensile test on pre-tensioned CFRP rod underline that the split wedge anchor
without resin, was not able to cope with the slow sliding of the cable, which certainly
represents the biggest obstacle for these systems.

• Regarding the split wedge anchor’s design, it is necessary to concentrate in the devel-
opment of further experimental tests, regarding the dynamic and long-term behavior,
with tests of resistance to cyclic load and fatigue.

• The effect of thermal expansion on the anchoring elements and the scalability of the
anchoring for cables of different diameters are some of the aspects that further require
an in-depth research and experimentation program.
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Abstract. The response of masonry walls to loading depends to many facto-
ries: strength of units, thickness of bed mortar, presence of infilled mortar joints,
arrangements of units and joints, and to direction of loads respect to mortar joints.
Nowadays, a common method for improving the mechanical tensile strength of
masonry is to strengthen old masonry structures in seismic areas with externally
bonded (EB) Fiber Reinforced Polymers (FRPs). EB FRP strips are typically
used to increase the historic masonry walls’ shear capacity under in-plane load-
ing although the response of strengthened walls has not been deeply analysed
considering the inclination of FRP strips respect the mortar bed joints. In this
work, the strength of brickwork masonry walls strengthened by Basalt FRP and
Glass-FRP strips with different strengthening inclinations has been experimen-
tally analysed by diagonal compression tests. Finally, discussion and comparison
of results obtained by experimental campaign have been developed to evaluate the
efficiency of the different strengthening configurations in terms of strength and
mechanism of failure.

Keywords: Brickwork masonry · Diagonal compression tests · Glass-Basalt
FRP strips

1 Introduction

The preservation of the cultural heritage of masonry buildings presents one of the most
important objectives in civil engineering hard to pursue due to the complexity of the
geometry of the structures, the variability of the materials used and the loading history
of the buildings [1–4]. In recent decades, especially for reinforced concrete and masonry
structures [5–7], the application of FRPs to existing buildings with the primary goal
of enhancing tensile strength and, secondarily, of raising collapse displacements has
become crucial [8–12].

Externally bonded FRP strips and/or sheets are usually adopted on buildings in seis-
mic areas with the aim to strengthen shear masonry walls. This technology increases the
tensile capacity towithstand combined compression and shear stresses induced during an
earthquake. For FRP strips bonded on historic clay bricks,many experimental campaigns
reported in literature [13–16] underline that a dangerous mechanism of brittle failure
is due to delamination, especially when the clay surface is weak. The delamination of
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FRP strips or sheets has an influence on the safety of the strengthening of unreinforced
masonry shear walls. Recently, innovative technique based on soft computing have been
adopted to civil engineering problems [17, 18]. New frontiers of research are focused on
the implementation of artificial neural network (ANN) models for predicting debond-
ing strength of retrofitted masonry elements [18]. On the other side a correct location
and inclination of glued FRP strips on masonry walls have a relevant influence on the
response under combined compression and shear forces [11, 19].

In this paper, diagonal compression tests have been performed with the aim to exper-
imentally analyze the strength of brickwork masonry walls strengthened by Glass-FRP
and Basalt-FRP strips with different strengthening inclinations. Finally, discussion and
comparison of results obtained by experimental campaign have been developed to eval-
uate the efficiency of the different strengthening configurations in terms of strength and
mechanism of failure.

2 Experimental Diagonal Compression Tests

A strengthened shear wall has to be assessed by both local and global failure modes,
which can occur in combination: the cracking of masonry in tension, the crushing of
masonry in compression, the shear-sliding of masonry, the failure of the fiber-reinforced
composite, and, finally, the delamination of FRP from masonry.

One of main problems in the strengthening of masonry shear wall is to evaluate the
location of FRP strips relatively to principal tensile stress and bed mortar joints [20].
The response of wallets with FRP strips under diagonal compression allowed to evaluate
the increase of strength in the historic full brickwork masonry and the efficient position
of composite strengthening also in relation to the mortar bed joints. The experimental
investigation had the aim of studying the influence of FRP fibers direction to achieve the
best response of masonry in terms of mechanical resistance. Figure 1 shows the possible
dispositions of FRP strips for shear wall models in scale [21] with an inclination of 0°,
30°, 45°, 60° and 90° in relation to the mortar bed joints. These dispositions of FRP
strips have been also taken as reference for the investigation with strengthened wallets
under diagonal compression tests.

Fig. 1. Strengthening of historic shear wall models with different inclination of FRP strips.
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For diagonal compression tests 18 wallets were realized simulating an historic
masonry wall made of historic clay bricks and low-quality mortar layers. The wallets
were built with historic clay bricks in scale 1:3; the dimension of height and length was
equal to 200 mm and thickness of 50 mm. The strengthening of Glass and Basalt FRP
strips were used. Table 1 shows the geometrical andmechanical parameters of the soaked
unidirectional glass and basalt fibers used for the tests. The specimens were subjected
to tensile tests according to ASTM D 3039 [22] and UNI EN ISO 527–1 [23] (Fig. 2).

Fig. 2. Failure mode of (a) GFRP specimens - type AGM (Angled, Gage, Middle - ASTM D
3039) and (b) BFRP specimens - type SGM (Long Splitting, Gage, Middle) subjected to tensile
tests.

Table 1. Geometrical and mechanical parameters of Glass and Basalt FRP strips.

Fiber Tensile
strength f FRP
(N/mm2)

Young’s
modulus EFRP
(N/mm2)

Ultimate strain εFRP
(%)

Thickness
t
(mm)

Density
ρ

(g/m2)

GFRP 1273.3 64030 2.0 1.20 300

BFRP 2098.95 84430 2.11 1.20 396

Eight wallets out of eighteen were strengthened with Basalt FRP; the other eight one
was strengthened with Glass FRP strips, leaving the last two wallet without strengthen-
ing. The inclinations of FRP strengthening consideredwere: 0°, 45°, 90° in one direction,
30° and 60° in the opposite direction. (Fig. 3).
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Fig. 3. Masonry wallets strengthened with B-GFRP strips tested by diagonal compression tests.

Fig. 4. (a) Set-up for diagonal compression tests; (b) Linear Displacement Trasducers LVTD and
(c) Strain Gauges on FRP strip surface.
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Specimens were initially prepared by cleaning and smoothing their surface; then
applying a bi-component primer on the surface of the wallets in order to soak it. After-
wards, epoxy resin was made by mixing two components and then applied along the
pre-established directions. FRP strips were applied on the epoxy resin layer just on one
surface of each specimen. Diagonal compression tests were realized using a contrast
steel frame in order to transfer a diagonal compression load (Fig. 4). Diagonal compres-
sion tests were carried out on wallets which were positioned so that the main direction
of the mortar layers was always 45° inclined in relation to the load direction. In order to
equally transfer the applied load, each specimen was adapted by cutting off two oppo-
site corners; beside a sphere and a 20 mm metallic disc were used in order to uniformly
distribute the load (Fig. 4). Measuring equipment foresaw strain-gauges located on the
FRP strips in order to evaluate strain values during diagonal compression tests; one load
cell for recording of applied diagonal loads; a mechanical transducer (LVTD) in order
to measure the vertical displacement of specimens.

Diagonal compression testwas chosen to evaluate the response of specimenswith and
without strengthening although the test creates a biaxial tensile stress uniform just in the
center of wallet while results are more complex in the rest of wallet. Main experimental
results are presented below. The first experimental test that has been performed is on the
two unreinforced specimens. For both specimens, failure occurs with a clear crack along
the compressed diagonal at a load value equal to about 16.50 kN. Failure conditions of
wallets strengthened with Basalt and Glass FRP strips in different inclination respect
the mortar bed joints are shown in Fig. 5.
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Fig. 5. (a). Failure modes of wallets with different degree inclination of Basalt and Glass FRP
strip inclination: (a) 0°; (b) 90°; (c) 45°; (d) −60°; (e) −30°.
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Fig. 5. (continued)

In Table 2 measures obtained at the ultimate load Pu are reported. Results were
elaborated following the ASTM E519–81 specifications [24]. Assuming a pure shear
stress state at the center of the panel, the value of the average shear stress, τ , equal to
the principal tensile stress σI , was calculated as (Table 2):

τ = σI = 0.70P

An
. (1)

where P is the diagonal compression load and An is the net area of the panel.
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Table 2. Measurements obtained by experimental diagonal compression tests at the ultimate load
Pu.

Wallets
No

Inclination angle of
FRP strips

Ultimate Load
Pu (kN)

Ultimate
Shear stress
τ (N/mm2)

Maximum value of
strain on FRP-strip
εFRP (10–6)

BFRP

1 0° 24.63 1.699 886.80

2 0° 33.5 2.311 1993.44

3 90° 23.2 1.600 1002.48

4 90° 30.5 2.104 117.36

5 45° 31.72 2.188 3562.32

6 45° 25.58 1.765 3996.72

7 –60° 23.7 1.635 –846.48

8 –30° 25.26 1.743 –941.76

GFRP

1 0° 21.20 1.462 493.92

2 0° 21.25 1.466 121.20

3 90° 17.95 1.238 208.32

4 90° 18.61 1.238 336.72

5 45° 21.87 1.509 2550.48

6 45° 18.53 1.278 1059.12

7 –60° 17.784 1.227 –687.60

8 –30° 16.02 1.105 –468.96

3 Discussion on Experimental Results

In Figs. 6 and 7 the experimental diagrams of the average diagonal load,P, versus average
strain, respectively, on BFRP strips, εBFRP, on GFRP strips, εGFRP, are presented for the
different wallets with various inclinations of GFRP strips in relation to the mortar bed
joints.

Experimental results show that maximum resistance is obtained by inclinations of
the strengthening of 0° and/or 45° in relation to bed mortar layers. Inclination in pos-
itive direction that recorded minimum values of resistance was 90°, with the onset of
delamination mechanism.

Therefore, shear resistance ofB/GFRP strengthenedwallettes, demonstrate the better
efficacy of the reinforcementwhen the inclination ranges from0° to 45°. Results obtained
by shear and compression tests on brickwork wall models confirm that the inclination
of the principal tensile strain in relation to mortar layers vary and, generally, it is lower
than 45°.
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Fig. 6. Experimental average diagrams diagonal load vs strain on BFRP strip.

Fig. 7. Experimental average diagrams diagonal load vs strain on GFRP strip.

If we compare the ultimate resistance tests of specimens strengthened with Basalt
and Glass FRP, it can be observed that, in all cases investigated, Basalt fibers allow to
reach higher maximum loads.

An aspect that needs to be stressed is the behaviour of wallets when the strengthen-
ing is placed along the negative direction. In both cases, the strengthening strips were
subjected to a compressive stress state; the specimens reached failure for delamination
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buckling mechanism. In the case of Glass FRP, delamination buckling mechanism dra-
matically impairs the resistance capacity of wall, and the specimen showed an ultimate
load that was even smaller than the unreinforced case. Instead for Basalt Fiber, the ulti-
mate load was not much affected by this mechanism. In both cases, the deformation
capacities were drastically reduced.

4 Conclusion

In this paper an experimental investigation was presented to describe the behaviour of
FRP strips used to strengthen historic brickwork masonry. Experimental tests foresaw
diagonal compression tests on wallets strengthened with Basalt and Glass FRP strips.
Main results are synthesized as follows:

• technique of strengthening by Basalt and Glass FRP strips is convenient to improve
the tensile capacity of masonry;

• inclination of FRP strips between 0 ÷ 45° respect to the bed mortar joints permits to
obtain high values of capacity maintaining the bond of strengthening;

• inclination of FRP strips between –30 ÷ –60° leads to a compressive stress state
along the FRP strengthening that drastically impairs the resistance and deformation
capacities of the system, especially for GlassFRP.

Acknowledgments. The Authors wish to thank all the technicians and students who worked
to carry out the experimental tests. The experimental research was developed through founds
provided by Polytechnic University of Marche, Italy.

References

1. Magenes, G., Calvi, G.M.: In-plane seismic response of brick masonry walls. Earthquake
Eng. Struct. Dyn. 26(11), 1091–1112 (1997)

2. Capozucca, R., Sinha, B.P.: Evaluation of shear strength of historic masonry. In: Proceedings
of the 5th International Conference AMCM 2005, Gliwice, Poland (2005)

3. Haach, V.G., Vasconcelos, G., Lourenço, P.B.: Experimentally analysis of reinforced concrete
block masonry walls subjected to In-Plane cyclic loading. Jour. of Struct. Eng. 136(4), 452–
462 (2010)

4. Salachoris, G.P.,Magagnini, E., Clementi, F.:Mechanical characterization of “Scaglia Rossa”
stone masonry through experimental and numerical analyses. Constr. Build. Mater. 303,
124572 (2021)

5. Bilotta, A., Ceroni, F., Nigro, E., Pecce, M.: Efficiency of CFRP NSM strips and EBR plates
for flexural strengthening of RC beams and loading pattern influence. Compos. Struct. 124,
163–175 (2015)

6. Capozucca, R., Magagnini, E., Vecchietti, M.V.: Experimental static and dynamic response of
RC beams damaged and strengthened with NSM GFRP rod. Composites Struct. 241, 112100
(2020)

7. Capozucca, R., Magagnini, E., Vecchietti, M.V.: Damaged RC beams strengthened with
GFRP. Procedia Structural Integrity 11, 402–409 (2018)



Behaviour of Brickwork Masonry Strengthened with B/GFRP Strips 69

8. Capozucca, R., Magagnini, E.: Experimental response of masonry walls in-plane loading
strengthened with GFRP strips. Compos. Struct. 235, 111735 (2020)
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Abstract. Plates and shells are structural elements present inmany civil construc-
tions. These elements are usually built with reinforced concrete or prestressed
concrete for considerable plane dimensions. The use of FRP rods during casting
instead steel barsmay allow to improve the behaviour under high loading and dura-
bility avoiding corrosion processes of steel. This work presents an investigation
about the behaviour of concrete rectangular plates without steel bars reinforcing in
tension. An experimental campaign was carried out on orthotropic and isotropic
rectangular concrete plates reinforced, respectively, with carbon fibre polymer
(CFRP) rods and carbon/steel fibre (C/SF) strips embedded in concrete in the ten-
sile side. Static load was applied on the centres area of plate models. Evolution
of cracking and deflections were monitored during experimental tests and results
are shown and discussed.

Keywords: Concrete plate · CFRP rods · Carbon/steel fibres · Bending test

1 Introduction

The use of composite material such as Fibre Reinforced Polymers (FRPs) is growing in
civil engineering field especially in the structural rehabilitation of damaged RC beams
or to retrofit RC elements [1, 2].

FRPs systems can be found in the form of lamina, strips, reinforcing bars andmeshes.
The most adopted fibres are Carbon, Glass, Basalt and Aramid; furthermore, in recent
years there is an increasing interest in the use of natural fibres for FRPs systems [3].

The main techniques usually adopted in the RC concrete elements like beams and
columns consist in the use of FRP lamina/strips glued on the concrete surface or FRP
rods/strips inserted into grooves in the cover of sections. This last technique is charac-
terized by near surface mounted FRPs and it represents a convenient method to limit
some problems linked to the use of strengthening externally bonded FRP lamina/strips
[4–6]. Experimental results confirmed availability of strengthening with FRPs [7–13].
Other investigations analysed the possibility to use fibres embedded in cement matrix
[14–17]. Recently, innovative technique based on soft computing have been adopted to
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civil engineering problems [18–20]. New frontiers of research are focused on the imple-
mentation of artificial neural network (ANN) models for structural behaviour prediction
of RC plates strengthened with FRP [20].

This paper describes an experimental investigation carried out to evaluate the bending
behaviour of two concrete thin plates reinforced with carbon and steel fibres (C/SF)
without use of polymeric matrix. In this way the concrete becomes as matrix for fibres
which substitute the steel bars in the tensile zone of plate under loading. Moreover, the
bending behaviour of an orthotropic plate consisting of a grid of beams and reinforced
with CFRP bars is also analysed.

Two concrete thin plate specimens are reinforced, respectively, with carbon and steel
fibres located as a net during the casting of concrete on a plane at 15 mm from concrete
surface. The third concrete plate specimen is characterized by two orders of concrete
beams in the plane principal directions. Beams are reinforcedwithCFRP rods, composite
material represented by carbon fibres in a polymeric matrix of epoxy resin.

These plates were subjected to a same loading path until failure and experimental
results are discussed below.

The behaviour of isotropic plates confirms availability of use of dry fibres as a net in
the tensile concrete zone although the bond mechanisms have a great influence on the
response.

2 Rectangular Plate Model and Bending Tests Setup

2.1 Isotropic Plate Models

Two concrete thin plate models have been built in laboratory with dimensions 1.0 m·1.0
m in plan and thickness 50 mm (Fig. 1. Rectangular isotropic plate models: (a) plate
model with CF strips; (b) plate model with SF strips.) [21]. One of two plates has been
reinforced in the tensile side with a net of orthogonal strips of Carbon Fibre (CF) (Fig. 1.
Rectangular isotropic plate models: (a) plate model with CF strips; (b) plate model with
SF strips.).

CF strips have been located before casting of concrete considering a cover of width
about 15 mm. A net of steel bars with a diameter of 5 mm has been positioned at the
extrados of the plate. The yield strength of steel bars was equal to f y ≥ 380 N/mm2. The
average concrete strength for plate model of Fig. 1(a) was about f c ∼= 20 N/mm2 and the
Young’s modulus equal to Ec ∼= 20 kNmm−2. It was evaluated indirectly by the formula
Ec = 4500

√
fc, where f c is the compressive strength.

The second plate model has been reinforced with strips of steel fibres (SF) embedded
in concrete (Fig. 1(b)). Strips have been orthogonally located on a plane at 15 mm from
surfacewith 15 strips each ofwidth 50mm.The average concrete strength for platemodel
of Fig. 1(b)was about f c ∼= 30N/mm2. The tensile strengthwas evaluated experimentally
equal to f ct ∼= 3 N/mm2.

In both plates the area of fibres was about 12 mm2 for an interval of length of 200
mm. Figure 2 shows carbon and steel fibres used for strengthening the isotropic plates.
Steel fibres were characterized by strand with five wires of area 0.096 mm2 for each
wire and about 2.27 mm2/cm and Young’s modulus equal to Es ∼= 206 kNmm−2.
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Fig. 1. Rectangular isotropic plate models: (a) plate model with CF strips; (b) plate model with
SF strips.

Setup of loading tests for concrete plates is shown in Fig. 3. The plate was disposed
in vertical with a contrast due to a steel frame and subjected to loading applied on a
central surface by a steel plate connected with a hydraulic jack. The instruments used
in the experimental tests were: one loading cell to measure transmitted load, P, on the
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central area of the plate of dimensions 300mm·300mm; five linear transducers (LVTDs)
to measure deflections at five points on the bottom surface of the plate; four strain gauges
located at the centre of the plate along both directions and on both concrete plate surfaces
to measure strains.

Fig. 2. (a) Carbon fibres; (b) steel fibres.

Fig. 3. Setup of tests for isotropic concrete plates: (a) view of intrados and (b) extrados side and
(c) (c) points of measure for deflections.

2.2 Orthotropic Plate Model

One concrete orthotropic plate model reinforced with embedded CFRP Rods has been
subjected to the same load distributed on a square surface of 300 mm·300 mm on the
upper surface of the concrete plate [17].
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Fig. 4. Rectangular orthotropic plate model with CFRP rods.

Fig. 5. Setup of tests for orthotropic plate model: (a) view of intrados and (b) extrados side and
(c) points of measure for deflections.

This experimental plate model is characterized by two orders of concrete beams in
the plane principal directions. The concrete plate measured 1.0 m·1.0 m in plan with
a thickness of 30 mm. The dimensions of main ribs section were 40 mm·80 mm and
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40 mm·60 mm for perpendicular ribs at constant interval of 250 mm (Fig. 4). The
average concrete strength for plate model was about f c ∼= 20 N/mm2. Smooth steel bars
of diameter 5 mm were arranged in the concrete slab as steel net with 100 mm intervals.
The model has been strengthened with CFRP rods of diameter 8 mm in every ribs.

The load was transmitted by a hydraulic controlled jack (Fig. 5). The deflections
were measured by six LVTDs: five of them were positioned in the principal concrete
ribs and one was positioned in the concrete slab on the upper surface; four strain gauges
were located both at the intrados and at the extrados of the concrete slab.

3 Experimental Results

The three concrete plate models were subjected to bending test under an increasing
vertical load until failure. The flexural behaviour of the three plates is shown in terms of
cracking phases and deflection values.

Isotropic Plates
The isotropic thin plates were subjected under increasing load up to failure. For the plate
model reinforced with CF embedded in concrete, first cracks were detected at about P
= 6 kN during the test, while failure was recorded for a load equal to P = 26 kN. This
failure was associated with an increasing cracking in the bottom surface of the plate
(Fig. 6).

Fig. 6. Cracking at failure of plate with carbon fibres.

Table 1 shows some deflection values of the five control points (Fig. 3(c)) at bottom
surface as the vertical load P increases during the bending test.
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Table 1. Deflection values at bottom surface of plate with carbon fibres.

P (kN) w2 – A (mm) w3 – B(mm) w4 – C (mm) w7 – D (mm) w9 – E (mm)

0.00 0.000 0.000 0.000 0.000 0.000

6.00 0.209 0.462 0.224 0.415 0.140

10.00 1.573 2.817 1.873 2.842 1.185

16.00 8.877 15.177 10.186 11.936 9.174

18.00 10.380 17.692 11.867 13.667 10.795

20.00 12.968 21.843 14.634 16.597 13.525

24.00 16.774 27.846 18.733 20.783 17.627

26.00 19.764 32.436 22.033 23.955 20.952

Fig. 7. Cracking phases of plate with steel fibres: (a) at P = 26 kN and (b) at punching failure.

The plate reinforced with steel fibres showed first cracks at about P = 11 kN during
the test and a diffused cracking phenomenon on the bottom concrete surface for load
equal to P= 26 kN (Fig. 7(a)). Failure load was equal to about P∼= 64 kN with punching
(Fig. 7(b)). In Table 2 some deflections values of the five control points (Fig. 3(c)) at the
bottom surface are shown.

Orthotropic Plate
For the orthotropic plate model with embedded CFRP rods, the bending test was devel-
oped by two cycles of loading: at first, the vertical load was applied until the formation
of the first cracks, which were recorded for a load value approximately equal to P ∼=
10.7 kN; then, at the second cycle, the vertical load was monotonically increased until
the failure of experimental model at the value of load equal to P ∼= 30 kN. At this failure
load, cracks totally interested the intrados surface of the concrete plate (Fig. 8). Table 3
shows some deflection values, of the six control points (Fig. 5(c)), recorded for the two
phases of loading.
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Table 2. Deflection values at bottom surface of plate with steel fibres.

P (kN) w2 – A (mm) w3 – B (mm) w4 – C (mm) w7 – D (mm) w9 – E (mm)

0.00 0.000 0.000 0.000 0.000 0.000

9.006 0.287 0.509 0.387 0.315 0.484

10.006 0.565 0.934 0.659 0.528 0.718

12.012 0.571 1.353 0.909 0.709 0.971

18.060 3.759 6.384 3.828 3.959 4.031

20.026 4.553 7.631 4.559 4.775 4.656

26.012 8.100 12.881 7.834 8.409 7.868

40.038 12.671 19.943 11.550 12.928 11.440

42.197 13.134 20.753 11.937 13.659 11.853

60.017 18.059 28.353 15.640 18.606 15.618

63.892 20.528 33.631 17.178 21.934 17.581

Fig. 8. Cracking at failure of orthotropic plate.

4 Discussion

Below are the graphs deduced from the experimental tests related to the three models of
concrete plates. Figure 9 shows a comparison between the experimental curves Load, P,
versusDeflection, w, of the twomodels of isotropic concrete plates. Diagrams present the
deflection values recorded in three points of the plate where the transducers were placed,
points A, C and D respectively. In the experimental curves related to the plate reinforced
with CF strips, it is possible to identify a bilinear trend, with two decreases in slope. The
first stage describes a linear elastic behaviour up to the value of load corresponding to
the cracking of tensile concrete; the second is the inelastic phase, with loss of stiffness
and increase of displacement up to failure load.

The experimental diagrams of the plate reinforced with SF strips show a trilinear
trend, with a third phase characterized by the resistance of the fibres that determine an
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Table 3. Deflection values at bottom surface of orthotropic plate with CFRP rods.

P (kN) w3 – A (mm) w2 – B (mm) w4 – C (mm) w9 – D (mm) w7 – E (mm) w1 (mm)

0.00 0.000 0.000 0.000 0.000 0.000 0.000

1.00 0.037 0.000 0.022 0.053 0.053 –0.003

2.00 0.162 0.034 0.103 0.147 0.162 −0.008

4.00 0.693 0.403 0.566 0.431 0.637 −0.001

7.00 1.743 1.156 1.400 1.087 1.565 0.133

10.70 3.184 2.109 2.422 2.068 2.686 0.454

1.00 1.487 1.153 1.268 0.934 1.384 0.411

2.00 1.671 1.222 1.368 1.072 1.544 0.392

4.00 2.121 1.484 1.650 1.353 1.944 0.414

7.00 2.787 1.881 2.128 1.797 2.468 0.527

13.00 5.006 3.395 3.620 3.262 4.194 0.819

20.00 9.403 6.366 6.556 6.100 7.406 1.026

25.00 12.315 8.496 8.537 7.947 9.844 1.163

30.00 15.256 10.547 10.500 9.810 11.850 1.343

increase in stiffness up to the failure of punching. The plate reinforced with SF strips
exhibited widespread cracking for a load value equal to P = 26 kN, corresponding to
the failure load for the plate reinforced with CF strips. However, from the comparison
between the experimental graphs of Fig. 9, at the load P = 26 kN, the plate reinforced
with SF strips showed deflections about 2.5 times smaller. In Fig. 10 the experimental
diagram, Load, P, versus Deflection, w, at the centre of the orthotropic model reinforced
with CFRP bars is shown.

From the analysis of the flexural behaviour of the beam grid model in terms of
deflections until failure, it can be deduced that three phases describe the response under
load of the reinforced plate model: after an un-cracked first phase, up to P < 4 kN, the
second phase is characterized by an elastic behaviour after cracking of concrete, for load
values approximately between 4 and 11 kN; the deflection values increase in the third
inelastic phase, for a load value P > 11 kN.
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Fig. 9. Comparison of exp. Diagrams load, P, vs. deflection values for isotropic plates, recorded
at the points: (a) w2 – A; (b) w4 – C; (c) w7 – D.

Fig. 10. Exp. Diagram load, P, vs. deflection for orthotropic plate, recorded at the point W3-A.

5 Conclusions

This paper deals about the analysis of the behaviour of concrete rectangular plateswithout
steel bars reinforcing in tension.
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Bending tests were carried out on three concrete plate models: two isotropic and
one orthotropic rectangular concrete plate reinforced, respectively, with carbon fibre
polymer (CFRP) rods and carbon/steel fibre (C/SF) strips embedded in concrete in the
tensile side. From the analysis of the experimental results, the following conclusions can
be drawn:

– The use of dry fibres as a net in the tensile concrete zone is a valid method for
reinforcing concrete thin plates, in place of steel bars.

– The bond mechanisms have a great influence on the response.
– The bending behaviour of the concrete plate reinforced with steel fibres shows smaller
deflections and greater strength than the carbon strips.

– The behaviour of the orthotropic plate model with CFRP rods is adequate to although
width of cracks mostly influences the response under loading.

Acknowledgments. The Authors wish to thank all the technicians and students who worked
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provided by Polytechnic University of Marche, Italy.
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Abstract. This paper presents an application using Radial basis Function with
Neural Network RBF-NN to predict damage identification. Free vibration experi-
ments at various degrees of damage analysis is done to study the complex behavior
of RC beams affected by notches. Both intact and damaged states are analyzed
based on experimental measurement. Different damages degrees concentrated in
the middle area, a beammodel with a notch is built. The frequency response func-
tion (FRF) envelope acquired by the dynamic experimental tests is established and
the changes in normal frequency values are compared with the degree of damage
in the models of the RC beams. The action of damaged beams under free vibration
is improved by implementing analytical models with equivalent stiffness reduc-
tion and identification processes. In order to verify the damage analysis procedure
based on vibration testing and the recommended analytical method, a comparison
of experimental and analytical results is given as the first stage. In the second
stage, the effectiveness of (RBF-NN) is provided for different damage scenarios
to predict the notches depth and width of RC beam. The results showed the robust-
ness of RBF-NN to predict the notches depth and width of RC beam with a high
accuracy.

Keywords: Structural health monitoring · RBF Neural Network · RC Beam ·
Vibration analysis · Damage identification

1 Introduction

A very significant topic in structural engineering is the idea of tracking and identifying
damaged elements to ensure the safety of users. There are many types of damage mea-
surement, such as acoustic or ultrasonic approaches, obviously, the cost of reconstruction
is cheaper than that needed to rebuild the entire building.

The technique of visual inspection has a limited ability to detect damage, especially
when damage lies inside the structure and is not noticeable. The vibratory response-
based methods of damage detection are licensed and are commonly used on many types
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of structures. Applications in industry, for example for aircraft frames Tsyfansky Beres-
nevich 2000 [1], Dron 2004 [2] ball bearings, or Trendafilova 2008 [3], can be listed here.
In specific, in mechanical and civil engineering, vibration techniques are frequently used
for research to detect damage to aircraft wings, bridges and beams [4, 5]. In the presence
of operational and environmental variations, damage detection using vibration-based
damage recognition procedures and machine learning algorithms applied on the basis
of the auto-associative neural network, factor analysis, and decomposition of singular
value. To detect damage in (SHM) applications [6–10], kernel-based machine learning
algorithms have been widely applied. These algorithms have revealed high sensitivity
and accuracy in the classification of damage, mostly based on support vector machines
(SVMs). Mita and Hagiwara suggested a method to detect local damage in a building
structure with a limited number of sensors by using a supervised SVM[11]. In several
studies, this process has been extended. For example, a hybrid technique (wavelet SVM)
can be considered, where damage-sensitive characteristics are extracted and classified
using the SVM through the wavelet energy spectrum [12]. The study of the impact of
damage on the rigidity and durability of materials and systems is also of concern to
modern composite materials [13–17], which reflect a significant proportion of more
recent materials which have also been used in structural engineering in recent years, in
particular as repair materials for reinforced concrete and/or steel structures.

Adifferent inverse analysis focused on optimizationmethods for damage localization
and quantification was proposed by Khatir et al.[18–21] in various systems using modal
analysis. In order to estimate crack length using an intelligent method, experimental and
expanded isogeometric analysis (XIGA) of cracked plates was studied, used to (ANN)
methodology by Jaya algorithm [21].A damage prediction using artificial neural network
(ANN) and cuckoo search algorithm in bridge beam-like is suggested by [22]. ANN also
combined with butterfly optimization algorithm for steel beam crack location and depth
prediction basing on vibration analysis [23]. The improved optimization methodology
based on (RBF) Neural Network Combined with Genetic Algorithm for short-termwind
power forecasting was presented byWen-Yeau Chang et al. [24]. The authors explain the
experimental behavior of damaged beam models in this paper by complex free vibration
experiments, adopting two heterogeneous RC beam models damaged by notches. In the
center of the duration, the damage is placed and the vibration tests cause the fall of
frequencies to be defined due to the rise in the degree of damage. A comparison between
the experimental and theoretical data has allowed us to obtain valuable suggestions on
the introduction of non-destructive vibration testing methods in the identification of RC
beam damage and on the usefulness of analytical models.

2 Principle of RBF Neural Network

For structures with missing knowledge, the RBF neural network is a valuable technique.
It may be used to investigate the connections between a main (reference) sequence and
the other comparative sequences in a series [25]. The RBF neural network’s theory is
explained in this section. The RBF neural network is a forward networks model that has
decent accuracy and global approximation while being free of local minima issues. It
is a multi-input, multioutput system consisting of an input layer, a hidden layer, and an
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output layer The hidden layer performs nonlinear transformations for feature extraction
during data processing, and the output layer produces a linear combination of output
weights [26]. Figure 1 shows the RBF neural network’s composition.

From the input space Rd to the output space Rm, the network performs a nonlinear
projection. RBF neural networks’ mapping relationship between input and output vector
is based on the following function:

RBF Neural Network:

{
Rd → Rm

x → y
(1)

where input vector xi = {xi, for i = 1, 2, . . . , d} ,
output vector yi = {yi, for i = 1, 2, . . . ,m} ,

Fig. 1. Architecture of the RBF neural network.

In the following equation, each hidden neuron computes a Gaussian function:

bj(x) = exp

[−‖xT − μj‖2
2σ 2

j

]
, for j = 1, 2, · · · , q (2)

where μj and σ j are the center and the width of the Gaussian potential function of the
jth neuron in the hidden layer, respectively.

Each output neuron of the RBF neural network computes a linear function in the
following form:

yk =
q∑

j=1

ωkjbj(x), for k = 1, 2, . . . ,m, (3)
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where yk is output of the kth node in the output layer, ωkj is weight between jth node in
the hidden layer and kth node in the output layer, and bj(x) is output of the jth node in
the hidden layer.

3 Proposed Experimental Work

Experimental dynamic tests were carried out on beam models using a special impact
hammer to activate the structural component and accelerometers to calculate device
acceleration,. The LAN-XI TYPE3050 -Brüel&Kjaer data acquisition systemwas used
to conduct the dynamic study of the beammodels (Fig. 2(a)). Via the input channels, the
piezoelectric accelerometer and the impact hammer (Figs. 2(b), (c)) have been attached,
respectively, to the data acquisition system.

Fig. 2. Instruments adopted for vibration tests: (a) LAN-XI TYPE 3050-Brüel & Kjær (b)
Accelerometer 4508 and (c) Impact hammer 8202-2646 - Brüel & Kjær.

It was important to calibrate the acquisition data system in relation to the impact
hammer to achieve accurate results with reduced errors before proceeding with the
experimental investigation. Pulse Labshop - Brüel & Kjær programme was used to pro-
cess the frequency domain signals using the Fast Fourier Transform (FFT) technique and
obtain the effects of the experimental vibration by calculating the FRFs represented in
the frequency domain. A feature known as coherence was considered in order to deter-
mine the measurement’s reliability. Thus, it was verified for each of the measurements
that the value of the coherence was close to one, which permitted control over the results.

3.1 Vibration of RC Beam Without Damage

Experimental free vibration experiments were carried out on RC beam model with free-
free ends. The geometrical and mechanical characteristics of the beam are shown in
Table 1.

The beam type is reinforced longitudinally and transversely by stirrups placed at an
interval of 100 mm as shown in Fig. 3.

For a first approximation, the RC beam model without damage (D0) is assumed as
a uniform slender beam that ignores gravity forces, rotary inertia, shear deformation,
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Table 1. Geometrical and mechanical characteristics of considered beams.

Width b
(mm)

Height h
(mm)

Length L
(mm)

Young’s Modulus E
(KN/mm2)

Density P
(NS

2/mm4 ×
10–9)

Moment of
Inertia
I (mm4.103)

80 120 1100 28.43 2.360 11520

Fig. 3. Considered beam model and section

and damping. Only the element of displacement v(s,t) may be considered for a beam in
bending.

In the case of both ends free, the solution of Eq. (1) allows for the expression of
circular natural frequency ωr

f for generic mode r of vibration:

ω
f
r =

(
ar · rπ

L

)2 ·
√

EI

ρA
(4)

where λr = r.π / L is the eigenvalue for a simply supported beam.
The eigenvalue for a free end beam at the r mode λr

f may be correlated to the value
λr for a simply supported beam [27]: λr f = αr . λr with αr is a coefficient that depends on
the different r modes of vibration, and equals 1.506, 1.25, 1.167 and 1.125, respectively,
for the first four modes.

The first four theoretical frequency values obtained with mechanical parameters
given in Table 1 using Eq. (4) for the undamaged beam model are shown in Table 2.

The experimental dynamic experiments were conducted on a beam model using
a particular impact hammer and the common technique of calculating the structural
element’s acceleration with a fixed point of impact (Fig. 3). The dynamic test registered
the structure’s reaction in nine positions, imparted by impact hammer in one (1) location,
with an average of ten (10) beats. The experimental vibration results were obtained
using FRFs, which were made up of complex matrices and from which the parameters
defining the structure’s dynamic behavior were derived. The most popular type of FRFs
used in experimental techniques is inertance, which uses the FFT method to return a
calculation of amplitude in terms of acceleration beginning from random excitations.
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Table 2. Theoretical and experimental frequency values for RC beam model without damage.

Frequency
values
undamaged
RC Beam D0

f1 [Hz] �f1/f1exp
[%]

f2 [Hz] �f2/f2exp
[%]

f3 [Hz] �f3/f3exp
[%]

f4 [Hz] �f4/f4exp
[%]

Euler
Bernoulli
uniform beam

342 - 942 - 1847 - 3052 -

FEM 317 - 817 - 1474 - 2227 -

Experimental
average
values

323 1.8 835 2.2 1571 6.2 2352 5.3

The experimental program stipulated that the frequency response data file must be re-
elaborated in order to determine the quality of the data collected with eachmeasurement.
As a result, it was agreed to view the data obtained from the experimentation in the form
of the FRFs’ dynamic modulus vs. frequency form.

Figure 4 shows the experimental envelope of FRF diagrams with accelerometer
vibration measurements for each chosen impact mark point, Mi, for beam model.

Fig. 4. Experimental envelope of FRF diagrams for undamaged RC beam model for different
mark points,Mi i = 1,…,5 at damage degree D0.

3.2 Calibration of Experimental Model

Themodel was calibrated using Finite Element (FE) analysis before extracting the exper-
imental data. The ANSYS code was used for the tridimensional modeling with the aim
to analyze the real structure. The mechanical and geometrical properties adopted are



88 A. Khatir et al.

reported in Table 1. The numerical analysis has been developed assuming constraints
adopted in the tests. The beam model was hung by four springs having stiffness K0,
as shown in Fig. 5. The stiffness of springs was selected as updating parameter based
on the experimental frequency measurements. Finally, a value of K0 equal to 1x105

N/mm was assumed. The first four values of frequency obtained by FE analysis are pre-
sented in Table 2. It is possible to notice that the numerical results are in agreement with
experimentation, with variations between 1.8% to 6.2%, in relation to the experimental
results.

Fig. 5. FE model for intact beam

3.3 Vibration of Damaged RC Beam Models

Notches were drilled into the middle segment of an experimental RC beam, with three
damage stage degrees D1, D2, and D3. Damage D1 had a notch width of 5 mm, damage
D2 had a notch width of 10 mm, and damage D3 had a notch width of 15 mm.

The experimental FRFs were evaluated at various damage states Di i = 1,…,6 with
vibration measurements obtained by accelerometers in various impact points Mi for
beam. The average experimental frequency values for undamaged and damaged beams
is shown in Table 3 by three different notches on the concrete cover. It is possible to
observe the progression of frequency reduction at different steps Di due to the width of
the notch being increased.

Table 3. Experimental average frequency values at damage degree Di for RC beam model.

Damage
degree

f1 [Hz] �f1/fD0 [%] f2 [Hz] �f2/fD0 [%] f3 [Hz] �f3/fD0 [%] f4 [Hz] �f4/fD0 [%]

D0 323 – 835 - 1571 - 2352 -

D1 211.72 −34.45 813.08 −2.63 1280.29 −18.50 2241.86 −4.68

D2 187.43 −41.97 797.47 −4.49 1266.66 −19.37 2145.19 −8.79

D3 178.54 −44.72 786.59 −5.80 1261.72 −19.69 2141.76 −8.94
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4 Proposed Experimental Work

In this section RBF-NN is provided to estimate the depth and width of notched in RC
Beam. After extracting the data, the performance of training is computed as presented
in Fig. 6. Four scenarios are considered to test the accuracy of RBF-NN as mentioned
in Table 4.

Fig. 6. Training performance using RBF-NN.

Table 4. RBF frequency values at damage degree Di for RC beam model.

Damage scenario Depth Width

Exact Estimated Exact Estimated

1 1 0.9975 1 1.0002

2 9 9.0063 7 6.9433

3 3 3.0983 17 16.9382

4 11 11.0055 19 19.1656

Figures 7 and 8 present estimated Depth and width. The provided results showed
that RBF-NN can predict both parameters with more accurate.
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Fig. 7. Estimated notches depth using RBF-NN.

Fig. 8. Estimated notches width using RBF-NN.

5 Conclusion

RBF-NN is used to predict damage identification in RC beam based on the free vibration
experiments. Both healthy and damaged cases are performed based on experimental
analysis. Different damages degrees concentrated in the middle of the RC beam. The
frequency response function (FRF) envelope acquired by the dynamic experimental
tests is established, and the changes in normal frequency values are compared with the
degree of damage in the models of the RC beams. The action of damaged beams under
free vibration is improved by implementing analytical models with equivalent stiffness
reduction and identification processes. In order to verify the damage analysis procedure
based on vibration testing and the recommended analytical method, a comparison of
experimental and analytical results is given as the first stage. In the second stage, the
robustness of RBF-NN is provided for different damage scenarios to predict the depth
and width of the RC beam. The results showed the RBF-NN can predict the depth and
width of RC notches correctly.
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Abstract. Since laminated composite structures have many high-speed and
lightweight applications, they are subjected to various damages. Thus, damage
detection on laminated composite structures is an essential task. In this paper,
a novel damage detection method called the Acoustic-wavelet transform (AWT)
technique is proposed for damage detection on laminated composite structures.
In this way, first, a graphite/epoxy laminated composite plate is constructed using
the vacuum infusion processing (VIP) method. Then, several real crack-form and
slot-form damage scenarios are considered to evaluate the efficiency of the pro-
posed method for damage detection in real-world applications. One dimensional
continuous wavelet transform is applied to detect damages in the measured acous-
tic signals produced from impacts on laminated composite structures. Findings
show that the proposed method is efficient for sound-based crack-form and slot-
form damages detection on laminated composite structures. Also, results demon-
strate that the proposed AWT technique can detect damaged locations under noisy
conditions.

Keywords: Acoustic-wavelet method · Composite structures · Damage
detection · Experimental damage detection

1 Introduction

Composite structures, from nano size to macro size, have been vastly employed in many
engineering fields such as mechanical engineering, civil engineering, marine engineer-
ing, and aerospace engineering because of their unique characteristics like high strength
and stiffness, lightweight, and fatigue resistance [1–7]. Laminated composite plates
are considered famous composite structures that numerous investigations have been
performed about their vibrational responses [8–10].

So far, many studies have been accomplished about damage detection on various
structures. In some studies, natural frequencies or frequency responses are used as initial
data in damage detection. For example, Zenzen et al. [11] used frequency response and
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an optimization technique called particle swarm optimization to detect damages on truss
and beam-like structures. One of the most practical frequency-based damage detection
methods is the neural network or machine learning algorithms. These algorithms can use
the frequencies data of the damaged structures to predict damage location and severity.
For example, Tran-Ngoc et al. [12] presented a method of damage detection based
on a combination of a hybrid optimization algorithm and artificial neural networks to
detect damages on laminated composite structures. The natural frequencies of the first
eight modes in the laminated composite plate were selected as the inputs of the neural
network, and the location and level of damage were considered as the output of the
neural network. Saadatmorad et al. [13] used five natural frequencies as input data of
a multilayer perceptron neural network for fixed damages to determine the severity of
damages. Saadatmorad et al. [14] used five natural frequencies for feeding an adaptive
network-based fuzzy inference system.

Also, many damage detection techniques are based on mode shapes signals. An
earlier study on mode shape-based damage detection was conducted by Wahab et al. in
1999 [15]. They used the concept ofmode shapes’ curvature to detect damages in bridges.
Sha et al. [16] studied multiple damage detection of laminated composite beams using
data fusion and Teager energy operator-wavelet transform of mode shapes. Gomes et al.
[17] developed a two-step damage detection technique based on mode shape’s curvature
and optimization. Qiao et al. [18] applied mode shape’s curvature for damage detection
of composite laminated plates.

In addition to the above damage detection techniques, some of them are based on
waves and acoustic waves. For instance, Klepka et al. [19] used the impact damage
detectionmethod for detecting damages in laminated composites using non-linearVibro-
acoustic wave modulations. Kumar et al. [20] investigated damage detection on compos-
ite materials based on the Lamb Wave method. James et al. [21] applied impact-based
damage detection on composite plates. In this way, acoustic emission signal signature
identification was used for damage detection. Muszkats et al. [22] investigated dam-
age detection of brittle materials based on wavelet transform and entropy evaluation of
acoustic emission signals.

In this paper, a novel method called the acoustic-wavelet-based damage detection
technique is proposed for detecting defects on laminated composite structures. The effect
of types of damages, severity of damages, existence of single or multiple damages, and
direction of applying impacts on the efficiency of the proposed technique are evaluated.
The rest of this paper is organized as follows. Section 2 deals with the theory of the
one-dimensional continuous wavelet transform. In Sect. 3, the proposed technique is
introduced. Experimental tests and results are presented in Sect. 4, where five differ-
ent experimental damage detection scenarios are considered to evaluate our proposed
technique’s effectiveness and efficiency. Finally, the paper concludes in Sect. 5.

2 One Dimensional Continuous Wavelet Transforms

Wavelet transforms as efficient tools have been used for various structures’ damage
detection. In terms of dimension, wavelet analyses can be divided into threemain classes:
one-dimensional, two-dimensional, and three-dimensional wavelet analyses. Based on
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the dimension of the processing signal, the dimension of wavelet transform is selected.
In the current study, the one-dimensional wavelet analyzes the acoustic signals resulting
from impacts. On the other hand, the continuity or discontinuity of wavelet analysis
can be divided into two main classes: continuous wavelet analysis and discrete wavelet
analysis. This work uses continuous wavelet analysis to analyze the acoustic signals
resulting from impacts on laminated composite structures.

Assume the one-dimensional signal A(t) having a subtle discontinuity or damage. In
order to identify this discontinuity, it is required to transform its values into another coor-
dinate system using a wavelet function called ψ(t). The following expression indicates
a family of wavelets [23]:

ψ(t)u,s = 1√
s
ψ

(
t − u

s

)
(1)

where t shows the spatial variable related to the signal A(t), u is shifting factor, and s is
scaling factor. Note that the mean value of the wavelet function has to be zero. By using
the inner product on the wavelet functionψ(t)u,s by the signal A(t), wavelet coefficients
WCoeff(u, s) can be calculated as follows [24]:

WCoeff (u, s) = 〈Aex, ψ(t)u,s〉 = 1√
s

∫ +∞

−∞
Aex(t)ψ

(
t − u

s

)
dt (2)

The primary aim ofwavelet coefficients is to exaggerate subtle changes in the domain
u through scales s.Wavelet coefficients are calculated in the form of convolution product:

C(u, s) = 〈Aex, ψ(x)u,s〉 = 1√
s
Aex ∗ ψ

(−u

s

)
(3)

Note that the precision of results obtained from the wavelet coefficients is severely
related to the vanishingmoments. Awavelet functionwith n vanishingmoments satisfies
the following relation [25]:

∫ +∞

−∞
tkψ(t)dt = 0, k = 0, 1, 2, . . . , n − 1 (4)

By re-writing (4) in terms of n th order derivation of the smooth function θs(t) =
1√
s
θ
(−t

s

)
proposed by Mallat [26], the following equation is expressed:

C
(u, s) = sn√

s

∫ +∞

−∞
Aex(t)

dn

dtn
θ

(−(u − t)

s

)
dt

= sn√
s

dn

dun
Aex ∗ θ

(−u

s

)
= sn

dn

dun
(Aex ∗ θs)(u)

(5)

Wavelets are expressed by the scaling functions ϕ(t) (i.e., the father wavelets) and
the wavelet functions ψ(t) (i.e., the wavelet functions) in the time domain. In this study,
Daubechies wavelets developed by Ingrid Daubechies are used to process acoustic sig-
nals. The equations for n = 1, n = 2, n = 3, and n = 10 are expressed with (6)–(9),
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respectively.Also, Figs. 1, 2, 3 and 4 show the scaling functions and thewavelet functions
for n = 1, n = 2, n = 3, and = 10, respectively.

∫ +∞

−∞
tkψ(t)dt = 0, k = 0 (6)
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Fig. 1. The scaling function and the wavelet function for n = 1 (db1)
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Fig. 2. The scaling function and the wavelet function for n = 2 (db2)

Fig. 3. The scaling function and the wavelet function for n = 3 (db3)

Fig. 4. The scaling function and the wavelet function for n = 10 (db10)

Table 1 shows the general characteristics of the Daubechies wavelet family.
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Table 1. General characteristics of the Daubechies wavelet family [27]

Family Daubechies

Short name db

Order n n is a positive integer from 1 to 45

Examples db1, db3, db10

Bi-orthogonal Yes

Compact support Yes

Orthogonal Yes

DWT Possible

CWT Possible

Number of vanishing moments n

Support width 2n − 1

Filters length 2n

Symmetry Far from

3 Proposed Technique

In this research, a newmethod called the acoustic-wavelet transform (AWT) technique is
proposed by combining impact-based acoustic signals and one-dimensional continuous
wavelet transform. Figure 5 shows a schematic of the experimental setup in the current
study. As seen in Fig. 5, the damaged composite structure is exposed to impact by the
impact hammer to produce an acoustic wave. Then, the produced acoustic waves or
sounds are converted into electrical signals. Then, electrical signals are processed in
Matlab software through the one-dimensional continuous wavelet transform.

Fig. 5. Schematic of the experimental setup in the present study
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This paper investigates laminated composite plates to evaluate the proposed method-
ology’s effectiveness. The rectangular laminated composite plate creates single andmul-
tiple crack-form and slot-form damages. Similar impacts (in terms of their severity) are
applied to given structure points. Based on the dimension of the studied structure, in this
study, similar impacts are applied on five different locations (five different points) of
the structure. A suitable structure health monitoring is performed by having five impact
points for the current structure’s dimension.

4 Experimental Tests and Results

This section presents experimental tests and results to examine our proposed AWT
damage detection method. At the first step, a graphite/epoxy laminated composite plate
is constructed using the vacuum infusion processing (VIP) method in the following
section.

Fig. 6. The rectangular graphite/epoxy composite’s construction process using VIP method:
a) deploying graphite fibers, b) flowing the mixture of resin and hardener through fibers by
vacuuming.

VIP is a method that uses vacuum pressure to insert a resin into the mold. In this
way, dry fibers (Fig. 6a) are placed inside the mold with a sealed vacuum bag and the
vacuum is applied to the bag. The resin is drawn into the mold through a duct when a
complete vacuum is created. This method is used to make large-scale composite parts
with high quality and low production volume, and where high strength and low weight
are necessary.

After constructing the rectangular graphite/epoxy composite plate, various damage
scenarios are considered in the experimental tests and results section. Figure 7 indi-
cates the arrangement of the rectangular laminated composite plate, microphone, impact
hammer, and boundary conditions for the current study.
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Fig. 7. Deploying the rectangular laminated composite plate, microphone, impact hammer, and
boundary conditions.

4.1 Scenario 1

In Scenario 1, single circular-shape damage is applied on the rectangular laminated
composite plate. As shown in Fig. 8, five points (i.e., 1, 2, 3, 4, and 5) are specified as
impact locations on the rectangular laminated composite plate. Impacts are applied in
these points, respectively. The microphone receives the acoustic signals, converts them
into electrical signals, and sends them to the computer processing unit.

Figure 5 shows the acoustic signal obtained from the experiment for Scenario 1.
There are five predominant peaks in this signal corresponding to five impact points.
Also, there is a local peak when the time is equal to 8. It exists because of creating
chaos after applying impact. As shown in Fig. 9, it is impossible to identify the obtained
damaged peak through observing the acoustic signal. However, using our proposedAWT
method, the location of the damaged peak is detected by high accuracy, as seen in Fig. 10.

4.2 Scenario 2

In Scenario 2, single circular-shape damage is applied on the rectangular laminated
composite plate. As shown in Fig. 11, seven points (i.e., 1, 2, 3, 4, 5, 6, and 7) are
specified as impact locations on the rectangular laminated composite plate. Impacts are
applied in these points, respectively. In this scenario, the direction of impact points is
diagonal to investigate the effect of the direction of impacts on the accuracy of the results
obtained fromour proposedAWTmethod. Themicrophone receives the acoustic signals,
converts them into electrical signals, and sends them to the computer processing unit.
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Fig. 8. Five points specified on the rectangular laminated composite plate as impact locations for
Scenario 1.

Fig. 9. Acoustic signal obtained from the experiment for Scenario 1

Figure 12 indicates the acoustic signal obtained from the experiment for Scenario 2.
As seen in Fig. 13, it is impossible to detect the damaged peak by observing the acquired
acoustic signal. Nevertheless, utilizing our proposed AWT technique, the location of the
damaged peak is detected by high accuracy, as seen in Fig. 14.
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Fig. 10. Result of our AWT proposed method for Scenario 1

Fig. 11. Seven points specified on the rectangular laminated composite plate as impact locations
for Scenario 2.
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Fig. 12. Acoustic signal obtained from the experiment for Scenario 2

Fig. 13. Result of the AWT proposed method for Scenario 2.

4.3 Scenario 3

Scenario 3 is amultiple damages scenario applied on the rectangular laminated composite
plate since our structure has two damages. The first damage is circular damage on the
rectangular laminated composite plate, and the second is crack-shape damage, as seen in
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Fig. 14. This scenario is tested to evaluate the effect of types of damages on the efficiency
of damage detection by our proposed AWT method.

Fig. 14. Multiple damages applied on the rectangular laminated composite plate for scenario 3.

As indicated in Fig. 15, six points (i.e., 1, 2, 3, 4, 5, and 6) are determined as impact
locations on the rectangular laminated composite plate. Impacts are imposed in these
points, respectively. In this scenario, the direction of impact points is diagonal.

Fig. 15. Six points on the rectangular laminated composite plate as impact locations for Scenario
3.

Figure 16 indicates the acoustic signal obtained from the experiment for Scenario
3. As seen in Fig. 16, it is apparent that it is impossible to detect the damaged peak by
observing the acquired acoustic signal. Nevertheless, utilizing our proposed AWT tech-
nique, the location of the damaged peak is detected by high accuracy, as seen in Fig. 17.
It is seen that the proposed AWT method can detect slight damages with reasonable
accuracy.
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Fig. 16. Acoustic signal obtained from the experiment for Scenario 3

Fig. 17. Result of our AWT proposed method for Scenario 3.

4.4 Scenario 4

Scenario 4 is amultiple damages scenario applied on the rectangular laminated composite
plate since our structure has two damages. The first damage is circular damage on the
rectangular laminated composite plate, and the second is crack-shape damage, as seen
in Fig. 18. However, the size of the crack-shape damage has been increased compared
with scenario 3. This scenario is tested to evaluate the effect of the size of damages on
the efficiency of damage detection by our proposed AWT method.
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Fig. 18. Multiple damages applied on the rectangular laminated composite plate for scenario 4.

As shown in Fig. 19, five points (i.e., 1, 2, 3, 4, and 5) are specified as impact
locations on the rectangular laminated composite plate. Impacts are imposed in these
points, respectively. In this scenario, the direction of impact points is diagonal.

Fig. 19. Five points specified on the rectangular laminated composite plate as impact locations
for Scenario 4.

Figure 20 shows the acoustic signal obtained from the experiment for Scenario 4.
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Fig. 20. Acoustic signal obtained from the experiment for Scenario 4.

Fig. 21. Result of our AWT proposed method for Scenario 4.

As seen in Fig. 21, two highly-accurate damages are detected using our proposed
AWTmethod.Also, it is seen that as the size of damage increases, the accuracy of damage
detection increases. Also, by comparing Figs. 20 and 21 and considering the results of
prior scenarios, this scenario shows no relation between the amplitude of sound waves
and the location of the damage. The reason is that the wavelet transform is sensitive
to local singularities in acoustic signals. The existence of damages creates these local
singularities or discontinuities in or sound signals.
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In order to assess the performance of the proposed for showing results of wavelet
coefficient as two-dimensional, the results of scenario 4 are used as seen in Fig. 22. It is
demonstrated that the proposed AWT has very high accuracy as a two-dimensional plot.

Fig. 22. Results of damage detection by proposed AWT in two dimensions for scenario 4.

4.5 Effect of Noise

In this section, the effect of noises on the performance of the proposed methodology for
damage detection is investigated. First of all, the signals obtained from the noisy and
noise-free conditions are compared to check the accuracy of the obtained signals using
our signal acquisition operation. Figure 23 shows the signal obtained from laboratory’s
environment under noise-free conditions. As seen in this figure, the maximum variation
in amplitude of sound signal is 0.04. Figure 24 shows the laboratory’s environment’s
signal under noisy conditions. This figure shows that the maximum variation in sound
signal amplitude is 1, indicating a signal disturbance significantly greater (about 25
times) than the noise-free condition. Therefore, this study applies this condition for
damage detection under noisy conditions.
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Fig. 23. The signal obtained from laboratory’s environment under noise-free conditions.

Fig. 24. The signal obtained from laboratory’s environment under the noisy conditions.

For testing the performance of the proposed AWT damage detection method under
the noisy conditions, six points on the rectangular laminated composite plate as impact
locations, as seen in Fig. 25.
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Fig.25. Six points on the rectangular laminated composite plate as impact locations for the noisy
conditions.

Fig. 26. Acoustic signal obtained from the experiment for the noisy conditions.

As seen in Fig. 26, the acoustic signal obtained from the experiment for the noisy
conditions includesmanynoses comparedwith the previous four signals.Also, according
to Fig. 27, the proposed AWT method can detect damaged locations with high accuracy
even under noisy conditions.
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Fig. 27. Result of the proposed AWT method for the noisy conditions.

5 Conclusions

This paper introduces a novel, and efficient damagedetectionmethod called theAcoustic-
wavelet transform (AWT) for damage detection on structures. The studied structure is
a rectangular laminated composite plate of graphite-epoxy and constructed using the
vacuum infusion processing (VIP) method. Concluding remarks of the present study are
summarized as follows:

• TheproposedAcoustic-wavelet transform (AWT) is a high-accuracydamagedetection
method.

• The AWT has high performance in all the considered damage scenarios.
• It is impossible to detect the damages fromobserving the peaks of the acquired acoustic
signal.

• Nevertheless, utilizing the proposed AWT technique, the location of the damaged
peak is detected with high accuracy.

• There is no relation between the amplitude of sound waves and the location of the
damage.

• The AWT is sensitive to local singularities in acoustic signals; as a result, it detects
damages with high precision.

• As the size of damage increases, the accuracy of damage detection increases.
• The proposedAWThas very high accuracy as the two-dimensional wavelet coefficient
views.
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Abstract. This investigation presents damage identification in thin steel beams
containing a horizontal crack using artificial neural networks. In this way, finite
elementmodeling of the cracked beam is developed to generate natural frequencies
corresponding to various horizontal cracks scenarios. Then, the artificial neural
network is used to create a predictor model for localizing horizontal cracks in
steel beams. Results of the current paper show that The proposed technique is
an effective method for detecting horizontal crack damage in steel beams. The
regression index obtained in this study is equal to 0.979.

Keywords: Structural health monitoring · Damage identification · Artificial
neural networks · Steel beams · Horizontal cracks

1 Introduction

Structural analysis and structural health monitoring are two essential issues in struc-
tural engineering from nano size to macro size [1–10]. The objective of structural health
monitoring is to prevent the failure of structures [11–14]. As a result, structural health
monitoring prevents additional costs for repairing and reconstruction of damaged struc-
tures [15–17]. In this regard, vibration-based analysis of damaged structures plays an
essential role in structural health monitoring [18–22]. Generally, there are two main
types of analysis of damaged structures: Forward analysis and inverse analysis [23–28].

The forward analysis deals with modeling damages to provide modal characteristics
of structures such as mode shapes and their corresponding natural frequencies [29–
32]. Also, the forward analysis may use to obtain dynamic responses of the damaged
structures [33–36]. In this field, much research has been conducted.

In reverse analysis, on the other hand, the goal is to obtain the position or extent of
the damage by having the vibrational properties of the system. So far, much research
has been done in this area. Some of these approaches are based on optimization, a
part of them are based on the mode shapes, the others are based on machine learning
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algorithms. In this research, one of the machine learning algorithms called the artificial
neural network algorithm is used to detect horizontal cracks in steel beams, including a
vertical crack. In this way, first, the modeling of finite components of horizontal cracks
in steel beams is described in the next section. Then the artificial neural network is
introduced, the technique proposed in this paper, and then numerical examples and
results are presented, and finally, conclusions are presented.

2 Basic Mathematical Formulations

2.1 Geometry

In order to investigate the damage identification problem, a thin isotropic beam of length
L with a rectangular cross-sectional area A, width b, and thickness h is modeled in
the same procedure as [37]. As shown in Fig. 1-b, the damaged beam is modeled by
the combination of four intact sub-beams, which is separated by a through-the-width
horizontal crack of length L2 which is located at the midplane and a distance L1 from
the left end of the beam. In this manner, each sub-beam has a length and thickness of
Li × hi(i = 1− 4) where i represents the number of sub-beams, h1 = h4 = h, L2 = L3,
and L4 = L − L1 − L2.

Fig. 1. a. The geometry of isotropic beam, b. Representation of beam into four sub-beams.

2.2 Finite Element Modeling

To study the vibration analysis of the presented beam, in this paper, the Euler-Bernoulli
beam theory is adopted to establish vibration equations. Therefore, a higher-order beam
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element as demonstrated in Fig. 2 with three nodes and six degrees of freedom, including
vertical displacement w and slope w′ is introduced.

Fig. 2. (a) Higher-order beam element. (b) intrinsic coordinate of the element

The displacement field equation for the higher-order beam element can be inter-
polated via the Hermite interpolation function and in terms of the intrinsic coordinate
as:

w =
3∑

i=1

[
w2i−1(η)wi + �2i(η)w

′
i

]
= [�]{d} (1)

where η is the intrinsic coordinate, i.e. η = x
Le

and Le is the length of the respective
element. As well, {d} indicates the vector of DOFs and �i(η) are the shape functions
associated with i th degrees of freedom which are given as:

�1(η) = 1 − 23η2 + 66η3 − 68η4 + 24η5

�2(η) = Le(η − 6η2 + 13η3 − 12η4 + 4η5)

�3(η) = 16η2 − 32η3 + 16η4

�4(η) = Le(−8η2 + 32η3 − 40η4 + 16η5)

�5(η) = 7η2 − 34η3 + 52η4 − 24η5

�6(η) = Le
(
−η2 + 5η3 − 8η4 + 4η5

)
(2)

{d} = {w1 w
′
1 w2 w

′
2 w2 w

′
3} (3)

The energy approach is utilized to obtain the element stiffness and mass matrices,
which is not described in detail here [38, 39]. Hence, the potential and kinetic energy of
an element can be stated in terms of displacement vector as follows [40]:

Ue = 1

2
{d}T [Ke]{d} (4)
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Te = 1

2

{
ḋ
}T

[Me]
{
ḋ
}

(5)

Thus, the element stiffness matrix can be obtained as:

[Ke] =
∫ 1

0
(EI)e

[
Λ,xx

]T [
Λ,xx

]
Ledη (6)

Likewise, the element mass matrix can be expressed as follows:

[Me] =
∫ 1

0
me[Λ]T [Λ]Ledη (7)

In which, me and (EI)e are the density and flexural stiffness of the typical element,
respectively.

Equations (6) and (7) give the element stiffness andmassmatrices of each sub-beams.
To obtain the total corresponding matrices [K] and [M], the stiffness and mass matrices
are assembled.Todo this, the displacement continuity conditions havebeen established at
the junction of sub-beams (1-2-3) and (2-3-4). Regarding Fig. 3, the deflection and slope
of the connecting nodes at the tips of the crack are equal. Therefore, the corresponding
entries of the stiffness and mass matrices of connected sub-beams are superposed to
constitute the whole beam’s total stiffness and mass matrices.

Fig. 3. Delamination boundaries

2.3 Solution Method

The free vibrations equation of motion for the entire structure is acquired as follows:

[M ]
{
�̈

} + [K]{�} = {0} (8)

where [�] Indicates the nodal DOFs of the whole model. Considering a general solution

of {�} = {�0}ei
∧

ωt for Eq. (8), and assuming λ = ω2 yields eigenvalue problem as:

([K] − λ[M ]){�0} = {0} (9)

Which gives natural frequencyω and corresponding mode shapes of the system {�}.
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2.4 Artificial Neural Network

This study uses a feed-forward ANN to localize damage levels in beams with horizontal
cracks. Figure 4 indicates that our MLP contains the input, hidden, and output layers.
Nodes in hidden and output layers utilize a non-linear function.

The weighted sum of input data is calculated as following [41]:

inputk =
∑n,m

i,k=1
bk + wik ∗ xi; k = (1 : m); i = (1 : n) (10)

wherewik showweight between the ith neurons and the kth neurons, bk indicates the bias
ratio of hidden layers and inputs; xi show the output in ith neurons in the input layer;
m and n are the number of the neurons in hidden layer and input layer, respectively.
Furthermore, inputk are the input of k

th neurons in the hidden layer.

Fig. 4. Architecture of an MLP [41]

In this article, after calculating the inputk of a neuronon a layer, the nonlinear function
is applied through the following relation to compute the output for the jth neuron [41]:

ouputj =
(

2

1 + 1
e2inputq

)
− 1 (11)

The function is called the Tan-Sigmoid transfer function. The diagram of such a
function is shown in Fig. 5.
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Fig. 5. Tan-Sigmoid activation function [41]

Note that, in Eq. (11), inputq is input of qth neuron in the output layer, and ouputj
denotes jth neuron related to the output layer.

3 Proposed Approach

The current study uses a machine learning-based approach to damage detection in steel
beam structures with a horizontal crack. Figure 6 shows the flowchart of the proposed
technique used in the present study. As seen, the finite element method performs prob-
lem modeling using the equivalence technique of a damaged beam with a horizontal
crack approximated with four intact beams. A database is then created to perform the
interpolation by the Artificial Neural Network.

Fig. 6. Flowchart of the proposed technique used in the present study
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In this way, the artificial neural network inputs are the first five natural frequencies.
The artificial neural network output is the location of the horizontal crack of the desired
size in the considered steel beam. In the next section, results are presented.

4 Results and Discussion

The results of this study is presented in this section. The characterisitcs of the considered
beam are presented in Table 1. Three hundred samples of the first five natural frequencies
and their corresponding crack positions are used as databases to evaluate the method’s
performance presented in this paper.

Table 1. The characterisitcs of the considered beam

Characterisitcs Values

Length 100 (cm)

Thickness 1 (cm)

Width 1 (cm)

Young modulus 200 (Gpa)

Density 7800 (Kg/m3)

Crack length 0.3 (cm)

Number of element 500

The distribution of the Artificial Neural Network outputs (horizontal crack positions)
is shown in Fig. 7. As can be seen, the distribution of artificial neural network outputs
used in this research is uniform. Also, the horizontal crack length of the beam in this
research is 0.3 cm, which is small enough to detect damage.
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Fig. 7. The distribution of artificial neural network outputs

Fig. 8. Result of training process of ANN

Result of training process is shown in Fig. 8. Also, Result of test process is shown
in Fig. 9.

Figures 8 and 9 show that the regression indices for training and testing processes are
0.954 and 0.979, respectively, demonstrating our predictingmodel’s good approximation
and efficiencies. Figure 10 shows the accuracy of the model created in this research.
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Fig. 9. Result of training process of ANN

Fig. 10. The accuracy of the model created in this research

Figure 11 presents the accuracy of the predictive ANN model for seventeen damage
scenarios. As can be seen, ANN identifies the approximate location of the damages with
sufficient certainty for the considered damages.
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Fig. 11. Seventeen damage scenarios for evaluating the accuracy of the predictive ANN model

Also, to imagine the quantified numerical differences between the actual location of
the crack and the location of crack detected by ANN, Table 2 is presented.

Table 2. The quantified numerical differences between the actual location of the crack and the
location of crack detected by ANN

No. Actual location of crack (cm) Location of crack detected by ANN (cm)

1 34.8745477050543 44.3000000000000

2 54.8354852050543 54.8000000000000

3 42.5893914550543 38.9000000000000

4 68.1792352050543 71.3000000000000

5 6.21048520505428 10.1000000000000

6 31.3589227050543 30.2000000000000

7 68.1792352050543 71.3000000000000

8 73.7651727050543 78.2000000000000

As listed in Table 2, the location of cracks detected by ANN is well compatible with
the actual location of cracks.

5 Conclusions

Structural health monitoring is one of the most critical efforts to prevent the failure
of the structures before it occurs. Various methods have been proposed to monitor the
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structure’s health, many of which are considered non-destructive tests. One of the most
popular non-destructive tests is vibration-based non-destructive tests. These tests are also
known as vibration-based damage detection techniques. In this research, the detection
of damage to steel beams with a horizontal crack is investigated using artificial neural
networks. In this way, first, a beam is equated with a horizontal crack with four intact
beams. In this way, the finite element method is used. After modeling, they are using
the finite element method, databases consisting of the first five natural frequencies and
the position of the horizontal crack in the steel beam are created and fed to the artificial
neural network. The results of this study show that the neural network created in this
paper can predict the crack position with acceptable accuracy by having the first five
natural frequencies.
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Abstract. The aim of this work is to study the effect of the exposure of a polycar-
bonate (PC) to the simultaneous effects of heat and ultraviolet radiation. PC is an
amorphous polymer widespread in commerce. Transparency, impact resistance,
and low density are just a few of the many intriguing properties of this material,
this is why it is used like a material of greenhouses, windows of headlights, body
parts, anti-shock windows, anti-vandal panes. However, long exposure to the heat
and radiation makes it fragile and translucent. In this study, we have submitted
the PC to the simultaneous action of ultraviolet (UV) with wavelength of 253nm
combined to temperature of 120 °C for 72, 144 and 2016 h. The effects were
highlighted by the physico-chemical analyzes and mechanical tests. Thus, the
modification of chemical bonds was revealed by spectrometry by spectroscopy
FTIR and changes of the mechanical properties was revealed by the compression
and traction tests.

Keywords: Polycarbonate · Thermal aging · Irradiation · FTIR ·Mechanical
properties

1 Introduction

Recently, very expensive conventional inorganic materials for optical components like
glasses and semiconductors have been gradually replaced by polymeric materials which
are cost effective with ease of processing [1]. Polymers are also used in food, cosmetics,
cement, and even further in oneof the challenges outlinedby the humanbeingwhich is the
involvement of these materials in the human body. Indeed, in biomedical applications
polymers seem interesting because of their properties such as chemical inertia, low
molecular weight, ease of processing, etc. [2].

The PC is appreciated for its transparency, impact resistance and ease of implemen-
tation. It is used in several applications such as building materials, displays, and vehicle
components, as well as agriculture. However, exposure to inclement weather causes
physical and chemical [3, 4] aging. As a result, these mechanisms provoke changes in
the structural within time, consequently, the properties of the material [5, 7].

In this article, we have studied mixed aging, which consists of exposure of polycar-
bonate samples to a combined action of UV and temperature. For this, aging under UV-C
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(λ = 253 nm) combined with isothermal treatments 120 °C for 72, 144 and 216 h, were
carried out on the polycarbonate of bisphenol A. Then, a physico-chemical analyzes
such as FTIR and mechanical tests were carried out in order to demonstrate the effects
of aging on the various properties.

2 Experimental Techniques

2.1 Aging

Polycarbonate samples were aged in a specific heating chamber and under ultraviolet
radiation. This is equipped with two Philips type UV lamps producing radiation with a
wavelength of 253 nm and energy of 4.3 eV. They are mounted and ventilated under the
vault to prevent degradation under the effect of heat. Inside the enclosure, an electrical
resistance is used to heat the samples to a controlled temperature. A sheet is installed
above the resistance to properly distribute the heat in the enclosure. The samples are
placed on a metal grid allowing rapid homogenization of the temperature. A sensor
records the temperature in the vicinity of the specimens and transmits the information
to a Eurotherm type regulator which allows the heating rate and the set temperature to
be controlled by means of a power dimmer. Thermal insulation is provided by a layer
of alumina wool placed on the walls and the floor of the enclosure. Note that only one
side of the samples is exposed directly to UV radiation.

2.2 Different Analyzes and Tests Used

Fourier Transform Infrared Spectroscopy (FTIR). The analysis mode used is trans-
mission with a resolution of 2cm−1, scanning intervals ranging from 650 to 4000cm−1,
and a number of scans set at 25. The samples are obtained by superficial scraping from
the face directly exposed to UV radiation (EF). The transmission mode was adopted
since polycarbonate is a transparent material.

The FTIR of bland PC reveals the molecular chains of this material, such as double
bonds C = C and C = O as well as mono-bonds C-C and C-H.

Tensile Test. Tensile tests were carried out on dumbbell-shaped specimens until frac-
ture, using an MTS Criterion Model 43 type tensile machine. These tests were driven by
the strain rate of the sample recorded by a 0.55 m Tacron type CCD camera, from four
spots carried on the useful part of the specimens, two in the longitudinal direction and
two in the transverse direction. The initial distances between these spots are respectively
6 and 3 mm. Thus, the instantaneous deformations are deduced from the modification
of these distances, during the test. The strain rate is fixed at 0.0012/min. The objective
of these tests is to determine the mechanical properties of the material in the virgin state
and after aging.
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The nominal stresses σn and εn strains are calculated by the relations (1) and (2):

σn = F / S0 (1)

εn =� l / l0 (2)

where F is the applied force and S0, �l and l0 are, respectively, the initial section, the
elongation and the initial length of the useful area of the test specimen.

The tensile specimens were cut according to the ASTM D638 standard. The
dimensions are shown in Table 1.

Table 1. Standard dimensions of tensile specimens.

Test Norm Dimensions

Traction
(M-I)

ASTM
D638

L3 L1 b1 b2 h L0 L

>150 60 ± 0,5 10 ± 0,5 20 ± 0,5 <10 50 ± 0,25 115 ± 5

To avoid any stress concentration at the specimen shoulders, we optimized the shape
of the working area using finite element simulation, using Solid Works. The final shape
of the sample, obtained by milling, is shown in Fig. 1.

Fig. 1. Optimized shape of tensile specimens.

Compression Test. The samples are compressed by applying a gradual and continuous
force until they break. The sample is placed on the profile face so as to orient the aged
surface in the direction of the application of the force. The dimensions of the specimen
are 10 × 10 × 4.5 mm. The recording of the deformations in the axial and transverse
directions is provided by a CCD camera type Tamron 0.55 m oriented on one of the faces
with four spots. Two spots are arranged in the direction of application of the force and
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separated by 8mm while two others, arranged in the transverse directions, are separated
by 2 mm. The results of the compression tests are analyzed in large deformations.

The true stress and the true strain are calculated using the following relations:

σTrue = σ_n (1− εn) (3)

εTrue = ln (1− εn) (4)

With negative nominal strain: εn = �l/l0 < 0.

Fig. 2. Direction of loading of the sample in monotonic compression.
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The camera loses visibility of the spots from the first minutes of compression as the
material has a barrel effect. This is why we programmed the machine to switch from
video control to crosshead control, beyond 10% deformation. We have not reached the
total rupture of the virgin and temperature aged material because the maximum load
necessary for their rupture exceeds the maximum capacity of the machine, which is 10
kN.

3 Results and Discussions

3.1 Fourier-Transform Infrared Spectroscopy (FTIR)

Figure 3 shows the spectra of virgin PC and aged under UV combined to a temperature
of 120 °C, for 72, 144 and 216 h.

Fig. 3. Transmission IRTF spectra of PC aged under UVcombined to 120 °C for 72, 144 and
216h.

This figure shows a gradual attenuation of the IRTF peaks as the aging time increases.
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Fig. 4. Zoom of IRTF spectra, a) O-C-O band, d) C = O band, c) C-H band, d) O-H band.
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Fig. 4. (continued)

The IRTF peaks (relating to the CH, C = O, OCO and OH bonds) of the PC aged
under UV, at 120 °C, decrease for 72 and 144 h then increase again for 216 h of exposure
as shown in Fig. 2. This corresponds to an increase in transmittance which testifies to a
rupture of a number of these bonds for durations of 72 and 144h. On the other hand, for
216 h of exposure, a growth of the peaks (Fig. 4) justifies the formation of new bonds
by the phenomenon of recombination and by oxidation. [8].

Fig. 5. Traction curves of virgin and aged PC under UV combined to 120 °C, for 72, 144 and
216h.
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3.2 Tensile Test

Figure 5 represents the curves of monotonic traction of the virgin and aged PC under
UV combined to 120 °C.

Table 2 groups the values of the Young’s modulus (E), true stress at break and the
true strain at break as a function of aging time.

Table 2. Mechanical properties virgin and aged PC under UV + 120 °C in monotonic traction.

Mechanical properties Young’s modulus E (Mpa) Rupture Stress (Mpa) Rupture Strain

Virgin PC 2969 48.6 0.028

Aging over 72 h 2689 23 0.009

Aging over 144 h 2912 20 0.007

Aging over 216 h 2546 19 0.007

Young’s modulus decrease for 72 h of aging time then increases gradually for 144
and 216 h. Also, the stress and strain at rupture values of have a sudden decrease from
virgin value to aged material at 72 h. Then, they decrease slowly for 144 h and 216 h
(Table 2).

Fig. 6. Compression curves of virgin and aged PC under UV combined to120 °C, for 72, 144 and
216h.



Polycarbonate Degradation Under Heat and Irradiation 135

3.3 Compression Test

The curves monotonic compression of the virgin and aged PC under UV combined to
120 °C are presented in Fig. 6.

Table 3 groups the values of the mechanical properties of virgin and aged PC under
UV combined to 120 °C compression test. We note a decrease in Young’s modulus and
an increase in flow threshold constraint as a function of aging time.

Table 3. Mechanical properties virgin and aged PC under UV + 120 °C in monotonic
compression.

Mechanical properties Young’s modulus E (Mpa) Flow threshold constraint Se (Mpa)

Virgin PC 4232 76,6

Aging over 72 h 3449 73

Aging over 144 h 2872 80

Aging over 216 h 2482 77

Figure 7 shows the change inYoung’smodulus of agedPC in tension andcompression
as a function of aging time. We notice that Young’s modulus gradually decreases in
traction and a fluctuation in compression where it decreases at 72 h, increases at 144 h
and decreases again at 216 h.
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Fig. 7. Evolution of Young’s modulus of the aged PC in compression and in tension test.

4 Conclusion

PC subjected to the combined action of UV and temperature undergoes a significant
deterioration of its properties. The modification of these properties is a consequence of
the splitting of molecular chains induced by the action of UV energy and temperature.
After aging, we noted:

• Splitting in chemical chains revealed by IRTF.
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• An increase in the yield point.
• A decrease in the Young modulus of the material.

Thus, this study shows a degradation of the properties of polycarbonate following
aging under UV combined to 120 °C for 72, 144 and 216 h.
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Abstract. In this paper, we present a case study that illustrates the detrimental
effects decarburization has on the resistance of high chromium cast iron to erosion
and corrosion.Two samples are analysed: thefirstwas extracted fromaheat-treated
impeller used for phosphoric acid slurry pumping. This resulted in decarburization
and a gradual change in microstructure from the surface to the core of the material
where zones closer to the surface not only had a smaller CVF (Carbide Volume
Fraction) but formed a continuous carbide network which facilitated cracking
propagation. This led to a significant drop in surface hardness. The second sample
was extracted from an unused, non-treated pump made using a similar chemical
composition to the failed impeller. This sample had amicrostructure that is uniform
across its regions. Samples were subjected to corrosion testing in a phosphoric
acid solution at 80 °C, and then cleaned and eroded using a sand jet impingement
erosion tester, and corrosion-tested again in the same conditions. A comparison is
made each time between the mass losses and polarization curves of the samples
as well as a microstructural analysis of their cross-sections to evaluate the erosion
and corrosion resistance of the high chromium cast irons at their two different
states.

Keywords: Erosion · Corrosion · Decarburization · Chromium carbides · High
chromium cast iron · Microstructure

1 Introduction

The wet process of phosphoric acid production starts with the reaction of sulfuric acid
and crushed phosphate rocks slurry at 80 °C [1, 2]. This generates a phosphoric acid
slurry at a concentration around 29%which is then sent to the filtering stage using slurry
pumps. Although pure phosphoric acid is only mildly corrosive, the slurry contains
impurities such as chlorides and sulfides which aggravates corrosion conditions [3, 4].
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The impellers are also affected by erosionwear from the constant flowof phosphogypsum
andunreacted rock particles aswell as cavitation erosion. The synergy that exists between
erosion and corrosion leads to accelerated damage [5–8] and further reduces the service
life of impellers and multiplies lengthy maintenance shutdowns. A careful choice of the
alloys used for such application and their fabrication processes is, therefore, essential.
High-chromium cast irons are an example of such materials, as they have high resistance
to both wear and corrosion [9]. There exist several variants of those alloys depending on
the microstructure and alloying elements, but they all share a composite microstructure
made of a network of hard chromium carbides in a softer matrix. These carbides are what
confers to the material its high wear resistance and it is why some researchers chose to
focus their optimization efforts on the increase of the carbide volume fraction (cvf) [10]
or the precipitation of additional secondary carbides in thematrix through destabilization
heat treatments [11]. These heat treatments have the additional advantage of leading to
a partially or fully martensitic matrix which is harder and more wear resistant [9, 12].
They can however cause decarburization, whichmay lead to higher wear rates and loss of
fatigue resistance [13]. Decarburization is a phenomena that occurs at high temperatures
and leads to the oxidation of carbon. This, in turn, leads to the carbide dissolution and
carbon diffustion through the matrix [14]. If no environment control is done during heat
treatment and decarburization is observed, machingin is often the tool used to remove
the surface layer affected by it [13].

The alloy studied in this paper is a high chromium cast iron of the ferritic variant.
These variants are generally more corrosion resistant due to the higher cr/c ratio [15].
However, there are still vulnerable to the same micro-galvanic form of corrosion that
affects multi-phases caracterised by high corrosion potential differences between their
phases [16, 17]. There isn’t enough literature about the effect of heat treatments on this
particular variant of high chromium cast irons, as they don’t experience any phase trans-
formations [15]. Carbon restoration is another convenient tool. It consists of coating the
component in a carbon-rich layer and exposing it to the same heat treatment conditions
as before [18].

The Impeller, Studied in This Paper, Operates in the Same Phosphoric Acid Slurry
Environment at 80 °C Described Above Which Additionally Contains Phosphogypsum
Particles [19, 20]. in a Previous Study, the Authors Have Examined the Failure of the
Impellers Used in This Environment [21], and Have Identified Decarburization as One
of the Mechanisms Leading to Its Early Failure. In This Paper, This is Analysed Further,
and the Effects of Decarburization on the Loss of Resistance to Erosion and Corrosion
is Investigated as Well as Resistance to the Corrosive Effect of Chlorides.

2 Methodology

To study the effect decarburization had on the erosion and corrosion resistance of the
impeller, two sets of samples were extracted: the first from a standard non-decarburized
ferritic high chromium cast iron, henceforth called “Sample A”, and the second from
the failed impeller itself, called “Sample B”, which was cast using a similar alloy.

From each set, one sample was taken for the determination of the alloys’ chemical
compositions using spark emission optic spectrometry using an SEOS 2.
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Another set of samples was used for surface and cross-sectional examination using
SEM microscopy coupled with EDX analysis, as well as determining surface hardness
and Vickers microhardness values along their cross-sections. To that extent they were
polished usingmultiple SiC emery papers up to a 1200-grit aswell as solutions containing
diamond particles with sizes of up to 1μm. Etchingwas done using a 10%Nital solution.
The SEM-EDX analysis was done using FEI Tecnai G2 120kV SEM equipped with an
EDX analyser and operated at an accelerating voltage of 20.0 kV, at a high vacuum, for
a working distance of 10 mm, and a spot size of 3. The hardness tests were done using
an AFRI WIKI 90JS hardness tester equipped with a Vickers indenter according to the
ISO6506 standard.

The third set of samples was used for successive erosion and corrosion tests. For
that purpose, copper cables were then used to provide an electrical connection to the
potentiostat and were fixed to the samples using silver conductive paste. Cold-setting
resin was then poured and the samples were polished using 1200-grit emery paper.
Error! Reference source not found. shows the assembly of the samples mounted in
cold-setting resin with the sample holder Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10.

Fig. 1. Schematic of the sample-sample holder assembly.

These sampleswere then used for corrosion testing in a 29%phosphoric acid solution
at 80 °C that is extracted from the impeller’s working environment which was located
after the reaction of sulfuric acid and crushed phosphate rocks slurry. The same samples
were then cleaned first in demineralized water, then in 99% ethanol. They were then air
dried, weighed, eroded using a jet-impingement sand erosion tester, cleaned, weighed
once more, and then used for corrosion testing in the same conditions.

The jet-impingement erosion tester [22] used for this study was designed for the
simulation of sand reflectors’ erosion and operates by ejecting sand particles at a fixed
speed using compressed air. For this study, a 3D printed sample holder was made to hold
the samples that were smaller compared to the ones the sand erosion tester was designed
for.

Error! Reference source not found. Shows the erosion test bench used in this study
(left), a 3D model of the sample holder (top right corner) and the sample holder set up
inside the test bench (bottom right corner).
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Fig. 2. Left – experimental erosion test bench, Top right corner – 3D model of the sample holder,
Bottom right corner - the sample holder set up inside the test bench.

The erosion testing was done by ejecting 2 g of silicon carbide particles five times
against the sample at a 90° angle and a velocity of 15 m.s−1. The particles’ size ranged
between 500 and 710 μm.

As for the corrosion testing, the samples were kept in a phosphoric acid solution,
extracted from the impeller’s working environment, for 60 min, or until the potential-
versus-time curve stabilized. This was followed by potentiodynamic measurements
which were performed at 20 mv/min. The solution was kept at 80 °C during the
entire testing time. These tests were performed and monitored using a BioLogic SP-50
potentiostat.

Asmentioned in the previous section, chlorides are present in the phosphoric solution
and as it represents a risk factor for the impellers, further testing was done to characterize
their effect on the alloys, in both states. This was done by embedding samples in resin
on all but one surface and submerged in a 3.5% NaCl solution for 24 h. Samples were
then cleaned using 99% ethanol, air dried, and examined using SEM-EDX.

3 Results and Discussion

The compositions of both samples are given in Table 1 below:

Table 1. Chemical composition of samples A and B in terms of mass percentage.

C Si P S Mn Cr Mo Ni Fe

Sample A 1.1 0.67 0.027 0.028 0.17 26.37 2.31 2.56 Balance

Sample B 0.86 1.15 0.025 0.019 0.38 29.65 1.94 0.2 Balance

Both alloys are variants of the high chromium cast irons family of stainless steel.
They present a dual microstructure where a matrix contains a network of hard chromium
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Table 2. Electrical parameters determined after corrosion testing.

icorr (μA/cm2) Ecorr (mV) iP (μA/cm2) βA (mV) βC (mV)

Sample A
(decarburized)

Before
erosion

284.838 127.324 1013.45 52.7 87

After
erosion

348.947 99.411 1158.95 63.6 86.6

Sample B Before
erosion

1.024 341.316 21.685 47.7 20.7

After
erosion

1.592 347.172 29.715 67.1 31.2

carbides. In the case of sample B (Error! Reference source not found. – a), the non-
decarburized sample, the matrix is ferritic in nature and no change occurs from the
surface of the sample to its interior. In sample A, however, changes are observed (Error!
Reference source not found. – b). On the surface, almost no carbides are detected, but as
we move deeper into the core, a network of long and thin chromium carbides enveloping
the grains is observed with noticeable decohesion with the matrix (Error! Reference

Fig. 3. Circular BackScatter SEM micrographs of high chromium cast iron samples: (a) – Non-
decarburized samples (Magnification = 500x), (b) – Decarburized sample from the sample to the
core (Magnification= 60x), (c) – Decarburized sample near the surface (Magnification= 2400x),
(d) – Decarburized sample at its core (Magnification = 600x).
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source not found. – c). At the core, colonies of smaller carbides form the characteristic
microstructure of a high chromium cast iron (Error! Reference source not found. – d).
This sample’s microstructure as well as the decarburization effect on it is described in
more detail elsewhere [21].

After being exposed to the sand particles impingement, visible erosion pits can be
seen on the samples’ surfaces as seen in Error! Reference source not found.. Mass
losses of 1.48% and 0.6% were registered for the decarburized and non-decarburized
samples respectively.

Fig. 4. Image of a non-decarburized sample before erosion (left) and after erosion (right)

The results of the corrosion testing provided the alloys’ electrical parameters, given
in Error! Reference source not found., as well as the potentiodynamic curves shown
in Error! Reference source not found..

Fig. 5. Image of a non-decarburized sample before erosion (left) and after erosion (right)

Pitting was more severe in the case of the decarburized sample as shown by the SEM
observations on the surface of both samples (Error! Reference source not found. – a).

EDX analysis also show that the decarburized sample retained high content in
chlorides even after cleaning (Error! Reference source not found.).
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Fig. 6. CircularBackScatter SEMmicrographs of the surfaces of both samples after submersion in
a 3.5%NaCl solution (Magnification= 500x): (a) – SampleA (decarburized sample), (b) – Sample
B (Non-decarburized sample)

Fig. 7. SEM micrograph and corresponding EDX diffractogram of an elemental analysis at one
of the corrosion pits

Surface hardness, as determined in the previous study, reached a value of around 20
HBW. In this study, microhardness curves were done for each sample’s cross-section
starting 0.3 mm from its surface and moving into the core material. The results (Error!
Reference source not found.) show that, unlike the decarburized sample where a sharp
loss of hardness occurs between the surface and the corematerial, sample A is unaffected
and presents a nearly constant hardness value.

Microstructurally, it can be seen that unlike sample B, sample A was exposed to
a heat treatment which lead to its decarburization. The decarburized layer itself reach
depths of only up to 1.2 mm, but the effects of heat treatment are noticeable until the
2mmmark. In this intermediary layer, heat treatment led to the formation of a continuous
network of thin carbides that facilitate cracking propagation [21], [23]. An outer layer
can also be observed around the carbides where carbon content lowers by 49% due to
the decarburization effect (Error! Reference source not found.).

Resistance to corrosion was also affected. Sample B, the non-decarburized sample,
exhibited similar electrochemical behavior before and after erosion as both curves were
almost superposed one on top of the other. The curves were characterized by a short-
lived oxide layer following the corrosion potential that was almost identical in both cases.
This is followed by a pseudo-passive state where the current density increase is small
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Fig. 8. Microhardness curve measured on the cross-section of decarburized sample

Fig. 9. SEM micrograph and corresponding EDX diffractograms of the elemental analysis done
at the carbide (blue) and at its outer layer (red)

starting from a minimum value of 21.685 μA/cm2 in the case of the non-eroded sample
and 29.715 μA/cm2 in the case of the eroded sample. Beyond 1 V, the passive layer is
destroyed in both cases. In the zones where some difference was noticeable, such as the
zone between 500 mV and 700 mV, current densities were lower in the uneroded case.
As for sample A, although the overall shapes of both curves are also similar, differences
in the electrochemical parameters were more pronounced. The overall resistance to the
environment is lower as well. A significant increase in the corrosion current density, Icorr,
was detected after erosion testing as well as an increase of the passive current density,
iP, to a value of 1.15 mA/cm2. An active-passive transition peak can be seen after the
Tafel region, followed by a less protective pseudo-passive layer. In that region, current
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densities were two orders of magnitudes higher than they were in the non-decarburized
case. The layer’s stability only lasted in the vicinity of the 600mVmark.Current densities
increased at a larger rate than they were for sample B reaching values above 5 mA/cm2

just before reaching the water oxidation potential at around 1.1 V.
This difference, before and after erosion, is due to the well-known erosion-enhanced

corrosion mechanism where the local acidification that happens in the generated erosion
pits causes accelerated corrosion rates and makes passive layer formation harder to
establish in Ref [7]. Next, The removal of work hardened surfaces (caused by continuous
particle impingement) by corrosion is another synergy mechanism that is worth noting
as it exposed unhardened surfaces to more erosion.

Finally, the detachment of grains and the intensive cracking at the carbide-matrix
interface provided paths for the corrosive agents to penetrate deeper into the material
which accelerated corrosion. This can be seen from a cross-sectional SEM examination
of sample A shown in Error! Reference source not found. below. It shows that, even
after polishing was done carefully, carbides were absent and left a porous layer that acts
similarly to erosion pits and further accelerates corrosion rates.

Fig. 10. SEM micrographs of a decarburized high chromium cast iron sample at a magnification
of:(a) – x2400, (b) – x600

Furthermore, surface hardness values affect those synergy mechanisms as well as
the lower surface hardness value in the case of the decarburized sample, which was
caused by the reduced carbide volume fraction, which means that its surface is more
vulnerable to sand impingement which could result in deeper erosion pits. This will in
turn accelerate corrosion rates and make passivation harder to establish in this case as
was observed in the polarization curves.

4 Conclusion

The effect of decarburization on the erosion-corrosion resistance of a high chromium cast
iron has been investigated in this study. It has been found that several erosion impinge-
ments on the surface of the studied alloys reduced its corrosion resistance properties
through increased corrosion and passive current densities and a reduced passive domain.
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It has also been found that decarburization in these alloys further reduces those parame-
ters, as well as causing a higher susceptibility to pit and that the effect of erosion on those
samples is more pronounced than their non-decarburized counterparts. Further study of
the erosion-corrosion resistance of these alloys can be of use to slurry pump manufac-
turers and their clients, and the use of an experimental test bench that is designed with
the various currents inside a slurry pump in mind will be the subject of future studies.
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Abstract. The paper describes experimental research voted to verify the mechan-
ical characteristics of very sustainable geopolymer mortars and to try to improve
their mechanical characteristic using natural fibers.

Particularly, there were used and tested geopolymer mortars using a geopoly-
mer matrix obtained from very cheap and sustainable fly ashes (as they come from
the waste recycling). About the natural fibers, they were used hemp short fibers
as they are very durable and sustainable.

It was designed and performed a bending test program for twelve reference
samples of geopolymer mortar beams (without fibers) divided into two group of
six samples with different proportions between fly ashes and sand. Then, it was
designed and performed the bending test program for the geopolymer mortars
with the addition of hemp short fibers: twelve samples with a lower percentage of
fiber and twelve samples with a higher percentage of fibers. Each group of twelve
samples was divided into two group of six samples with different proportions
between fly ashes and sand.

Then it was designed and performed a compression test program: there were
used the same beams, after their cracking in the bending tests, to obtain cubic
samples (after a regularizationof the faces). Thus, therewere twenty-four reference
cubic samples without fibers and forty-eight cubic samples with fibers for the
compression tests.

Keyword: Sustainable mortars · Geopolymer mortars · Fly ashes · Natural
fibers · Hemp fibers · Experimental laboratory tests ·Mortars mechanical
characteristics

1 Introduction

1.1 The Research Background Philosophy

To improve human sustainability on our planet, the buildings construction and the
buildings use sectors are also involved.
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In the last decades the attention was mainly oriented to the reduction of energy
demand during the use of the buildings and to the reduction of a building footprint
considering all its life, from the construction up to the demolition. But for the building
footprint the attention was initially focused only on the non-structural materials and
elements. It is time to consider that the structural materials are a big part of the total
material used in a building.

In all the buildings’ structural typologies, today in use, there is a large use of steel
and Portland cement mortars and concretes. Both steel and Portland cement, have a large
footprint in terms of CO2 emissions during their production processes. Thus, improv-
ing of sustainability is directly related to a reduction of the use of steel and Portland
cement. The Portland cement may be substitute with natural hydraulic cements (like
the pozzolanic cement) or geopolymers. Geopolymers may be obtained starting from
pozzolanic or tufa rock powder or by fly ashes produced in waste incinerators.

1.2 The Research Specific Target

The specific target of the research was to verify the mechanical characteristics of a
geopolymer mortar and to try to improve their mechanical characteristic. For this last
aim it was interesting to use a dispersion of short natural fibers.

Particularly they were used and tested geopolymer mortars using a geopolymer
matrix obtained from very cheap and sustainable fly ashes (as they come from the waste
recycling).

2 Background Knowledge

2.1 Materials Defined “Geopolymers”

The term “geopolymer” identifies a vast class of inorganic materials with a polymeric
structure, (both synthetic andnatural). In the broadest sense of the term, they are inorganic
materials whose structure resembles that of classic organic polymers. However, the same
term can also refer to ceramic materials formed by chemical reaction at relatively low
temperatures (below 350 °C), whose mechanical resistance is comparable to that of
many traditional high temperature consolidated ceramics [1].

Geopolymers are therefore synthetic materials which, obtained by chemical reaction
between an activating solution and a reactive powder, are consolidated at low temper-
atures from the environment to a maximum of about 120 °C, obtaining a material with
excellent chemical and physical properties and with a wide range of potential applica-
tions [2]. Depending on the raw materials, extremely different geopolymer products are
obtained.

2.2 Historical Notes About Geopolymers

In the 40s of the last centuries, it was discovered that alkaline activation was an efficient
method to accelerate the latent pozzolanic activity of aluminosilicate minerals rich in
calcium such as blast furnace slag. In these systems the water-mineral interactions are
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accelerated by the presence of alkali in the solution, with a consequent rapid hardening
[3–5]. These “alkali-activated slag cements” or Trief, were used on a large scale in
building materials until the early 1950s.

Between 1960 and 1970, Victor Glukhovsky, a scientist of Ukrainian origin active
at the Kiev Institute of Civil Engineering (KICE, USSR), made the greatest contribution
in the identification of hydrated calcium silicates and calcium and sodium alumino-
silicates hydrates as phases which formed during the above process [6]. In his studies,
he also noticed how the clays reacted during the alkaline treatment to give sodium
aluminosilicates hydrates. Glukhovsky called the cements producedwith this technology
“silicate concrete soil” (1959) and the binders “cement soil” (1967).

Flint et al. [7], in 1946, at the National Bureau of Standards, developed an alumina
extraction process starting from a bauxite with a high silica content, in which one of
the intermediate stages involved the precipitation of a compound simil-hydrosodalite.
Only three years later, Borchert and Keidel prepared hydrosodalite by reacting kaolinite
with a concentrated solution of NaOH at 100 °C. In 1963, Howell achieved the synthesis
of zeolite “A” using calcined kaolin instead of kaolinite. In 1969, Bessons, Caillér and
Hénin [8], at the French museum of natural history in Paris, developed the synthesis
of hydrosodalite starting from various phyllosilicates (kaolinite, montmorillonite and
halloysite) at 100 °C in concentrated caustic soda.

Thegeopolymers properly namedweredevelopedonly in 1976by JosephDavidovits.
The great interest on these materials developed as a result of numerous catastrophic fires
that occurred in France between 1970 and 1972; events amplified by the extensive use
of common organic plastics. The development of non-combustible and non-flammable
plastic materials thus became the main target of Davidovits’ career, who developed
aluminosilicate materials with amorphous to semi-crystalline networks, which he called
“geopolymers” [9, 10].

These newmaterials saw their first application as fire resistant construction products,
between 1973 and 1976, for example, as chipboard panels coated on both sides with
geopolymer nanocomposite material produced in a single stage [11]. However, the real
turning point came between 1978 and 1980, when the Davidovits’ company developed a
geopolymeric liquid binder by reacting a meta-kaolin with an alkaline silicate solution.
The patent for this discovery was filed in 1979 and was called “Geopolymite” [12]. From
the first Davidovits patent to today, interest in these materials has grown enormously,
especially since the early 21st century, with a relative increase in scientific publications
and congresses on the subject.

3 Experimental Research

3.1 Experimental Tests Program

It was designed a bending test program for twelve reference samples of geopolymer
mortar beams (without fibers) divided into two group of six samples with different
proportions between fly ashes (Fig. 1a) and sand. Then, it was designed the bending test
program for the geopolymer mortars with the addition of hemp short fibers (Figs. 1b,
1c): twelve samples with a lower percentage of fiber and twelve samples with a higher
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percentage of fibers. Each group of twelve samples was divided into two group of six
samples with different proportions between fly ashes and sand.

Fig. 1. Fly ashes (a), different type of natural (not treated) hemp fibers (b) and (c).

Thus, it was also designed to use the same beams, after their cracking in the bending
tests, to obtain cubic samples (after a regularization of the faces) for compression tests.
The program was to have up to a maximum of twenty-four reference cubic samples
without fibers and forty-eight cubic samples with fibers for the compression tests.

3.2 Sample Preparation

Two variants of geopolymer mortar samples with the addition of natural mixed fibers
(dry) and reference samples without the addition of fibers were made. The samples were
made in the form of 4 × 4 × 16 cm, 6 pieces of each batch:

1) samples based on fly ash (70%), general construction sand (30%);
2) samples based on fly ash (50%), general construction sand (50%);
3) samples based on fly ash (70%), general construction sand (30%) and natural fibers

in the amount of 1% by weight;
4) samples based on fly ash (70%), general construction sand (30%) and natural fibers

in the amount of 3% by weight;
5) samples based on fly ash (50%), general construction sand (50%) and natural fibers

in the amount of 1% by weight;
6) samples based on fly ash (50%), general construction sand (50%) and natural fibers

in the amount of 3% by weight.

All the samples solidification was activated with 10M r-r NaOH and sodium glass
in a ratio of 2.5 by weight at a temperature of 75 °C for at least 16 h. Then the samples
were disassembled and left in the same conditions (ambient temperature 20 °C and 50%
air humidity) for 28 days of seasoning. In the case of samples with fibers, the fibers were
added just after a first mixing with the activator solution.

3.3 Experimental Tests

There were carried out two typologies of test:
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a) four-point bending test on beams 40x40x160mm3, based on the standard EN 12390–
5,

b) compression test on cubic samples (halves beam, 40x40x40mm3) obtained cutting
the cracked sample after the bending test.

There were calculated the mean and the characteristic values of strengths. The char-
acteristic values were determined according to EC0 Annex D (values of kn factor are
taken from Table D1).

Bending Tests. In Table 1 are reported the bending test results, for the reference samples
based on fly ash (70%) and general construction sand (30%). Data are provided in terms
of tensile strength by bending (f.t.fl) and the evaluations of the mean value (f.t.fl.mean),
the standard deviation (SD) and the characteristic value (f.t.fl.k).

Table 1. Bending tests (1) reference samples. Fly ash (70%), sand (30%): tensile strength by
bending (f.t.fl), mean value (f.t.fl.mean), standard deviation (SD) and characteristic value (f.t.fl.k)

Sample Fmax f.t.fl f.t.fl.mean SD CV kn EC0 f.t.fl.k

N N/mm2 N/mm2 N/mm2 N/mm2

7030_0p1 2014.375 4.72119

7030_0p2 2530.448 5.93074

7030_0p3 3530.756 8.27521

7030_0p4 2565.255 6.01232

7030_0p5 2390.918 5.60371

7030_0p6 3415.918 8.00606 6.42 1.41 0.22 2.18 3.36

In Table 2 are reported the same bending test results for the reference samples based
on fly ash (50%) and general construction sand (50%). In Fig. 2a and b are reported,
respectively, the fracture surfaces in reference samples basedonflyash (70%) andgeneral
construction sand (30%) (a) and based on fly ash (50%) and general construction sand
(50%) (b).
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Table 2. Bending tests (2) reference samples. Fly ash (50%), sand (50%).

Sample Fmax f.t.fl f.t.fl.mean SD CV kn EC0 f.t.fl.k

N N/mm2 N/mm2 N/mm2 N/mm2

5050_0p1 4006.95 9.39129

5050_0p2 3196.602 7.49204

5050_0p3 3440.173 8.06291

5050_0p4 3540.54 8.29814

5050_0p5 3760.65 8.81402

5050_0p6 3843.399 9.00797 8.51 0.69 0.08 2.18 7.00

Fig. 2. Fracture surface in a reference sample based on: fly ash (70%) and general construction
sand (30%) (a); fly ash (50%) and general construction sand (50%) (b).

In Table 3 is reported the summary of the bending test results, in terms of tensile
strength by bendingmean value, standard deviation and characteristic value, for each dif-
ferent sample typology: “7030_0p” fly ash (70%), general construction sand (30%) and
fibers (0%); “5050_0p” fly ash (50%), general construction sand (50%) and fibers (0%);
“7030_1p” fly ash (70%), general construction sand (30%) and fibers (1%); “5050_1p”
fly ash (50%) and general construction sand (50%) and fibers (1%);“7030_3p” fly ash
(70%), general construction sand (30%) and fibers (3%); “5050_3p” fly ash (50%) and
general construction sand (50%) and fibers (3%).

Table 3. Summary of the bending tests results.

Type of sample f.t.fl.mean SD f.t.fl.k. (EC0)

N/mm2 N/mm2 N/mm2

7030_0p 6.42 1.41 3.36

5050_0p 8.51 0.69 7.00

(continued)
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Table 3. (continued)

Type of sample f.t.fl.mean SD f.t.fl.k. (EC0)

7030_1p 7.30 0.87 5.40

5050_1p 8.31 0.41 7.43

7030_3p 6.70 0.35 5.92

5050_3p 7.76 0.99 5.59

In Fig. 3a, b, c and d are reported, respectively, the fracture surfaces in samples based
on: fly ash (70%), general construction sand (30%) and fibers (1%) (a); fly ash (50%),
general construction sand (50%) and fibers (1%) (b); fly ash (70%), general construction
sand (30%) and fibers (3%) (c); fly ash (50%) and general construction sand (50%) and
fibers (3%) (d).

Fig. 3. Fracture surface in a sample based on: fly ash (70%), general construction sand (30%)
and fibers (1%) (a); fly ash (50%), general construction sand (50%) and fibers (1%) (b); fly ash
(70%), general construction sand (30%) and fibers (3%) (c); fly ash (50%), general construction
sand (50%) and fibers (3%) (d).
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CompressionTests. In Table 4 are reported the compression test results, for the reference
samples based on: fly ash (70%) and general construction sand (30%). Data are provided
in terms of compression strength (f.c) and the evaluations of the mean value (f.c.mean),
the standard deviation (SD) and the characteristic value (fck).

The final letter L and R in the sample name simply indicate that they are obtained
two sample, “half Right” and “half Left”, from the same sample used in the previous
bending test. The mean value, the standard deviation and the characteristic value are
calculated on all the samples, L and R together.

Table 4. Compression tests (1) reference samples. Fly ash (70%), sand (30%): compression
strength (f.c), mean value (f.c.mean), standard deviation (SD) and characteristic value (fck).

Sample Fmax f.c f.c.mean SD CV kn EC0 fck EC0

kN N/mm2 N/mm2 N/mm2 N/mm2

7030_0p1L 89.27 55.79

7030_0p1R 88.05 55.03

7030_0p2L 100.02 62.51

7030_0p2R 98.25 61.41

7030_0p3L 93.65 58.53

7030_0p3R 91.16 56.98

7030_0p4L 99.18 61.99

7030_0p4R 98.02 61.26

7030_0p5L 97.71 61.07

7030_0p5R 96.32 60.20

7030_0p6L 90.87 56.79

7030_0p6R 100.85 63.03 59.5 2.79 0.05 1.87 54.3

In Table 5 are reported the same compression test results for the reference samples
based on fly ash (50%) and general construction sand (50%).

Table 5. Compression tests (2) reference samples. Fly ash (50%), sand (50%).

Sample Fmax f.c f.c.mean SD CV kn EC0 fck EC0

kN N/mm2 N/mm2 N/mm2 N/mm2

5050_0p1L 99.52 62.20

5050_0p1R 102.34 63.96

(continued)
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Table 5. (continued)

Sample Fmax f.c f.c.mean SD CV kn EC0 fck EC0

5050_0p2L 96.81 60.51

5050_0p2R 103.59 64.74

5050_0p3L 105.04 65.65

5050_0p3R 97.92 61.20

5050_0p4L 107.61 67.26

5050_0p4R 103.42 64.64

5050_0p5L 109.86 68.66

5050_0p5R 108.14 67.59

5050_0p6L 108.89 68.06

5050_0p6R 102.96 64.35 64.9 2.68 0.04 1.87 59.9

In Fig. 4a and b are reported, respectively, the photo of the compression test on a
reference sample based on fly ash (70%) and general construction sand (30%) (a) and
based on fly ash (50%) and general construction sand (50%) (b).

Fig. 4. Compression collapse in a reference sample based on: fly ash (70%) and general
construction sand (30%) (a); fly ash (50%) and general construction sand (50%) (b).

In Table 6 is reported the summary of the compression test results for each type of
sample typology, in terms of compression strength mean value, standard deviation and
characteristic value.
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Table 6. Summary of the compression tests results.

Type of sample f.c..mean SD fck. (EC0)

N/mm2 N/mm2 N/mm2

7030_0p 59.5 2.79 54.3

5050_0p 64.9 2.68 59.9

7030_1p 54.7 4.49 46.3

5050_1p 53.8 3.84 46.6

7030_3p 41.7 3.36 35.4

5050_3p 43.9 2.73 38.8

In Fig. 5a and b are reported, respectively, the compression collapses in samples
based on fly ash (70%), general construction sand (30%) and fibers (1%) (a); based on
fly ash (50%), general construction sand (50%) and fibers (1%) (b).

Fig. 5. Compression collapse in a sample based on: fly ash (70%), general construction sand
(30%) and fibers (1%) (a); fly ash (50%), general construction sand (50%) and fibers (1%) (b).

In Fig. 6a and b are reported, respectively, the compression collapses in samples
based on fly ash (70%), general construction sand (30%) and fibers (3%) (a); based on
fly ash (50%) and general construction sand (50%) and fibers (3%) (b).

4 Observations on the Geopolymer Mortars Tests Results

The results show a general better performance in the case of 50% - 50% proportions
between fly ashes and sand. Moreover, in the case of that 50%-50% proportions, the
reference samples show a higher tensile resistance which is only 1/8,5 of the respective
compression strength, against a ratio 1/16 (between tensile and compression strength)
in the case of 70%-30% proportions between fly ashes and sand. But what is more
noticeable, it is a very high compression strength in both cases: fck = 54,3N/mm2 (for
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Fig. 6. Compression collapse in a sample based on: fly ash (70%), general construction sand
(30%) and fibers (3%) (a); fly ash (50%), general construction sand (50%) and fibers (3%) (b).

70%-30% proportions) and fck = 59,9N/mm2 (for 50%-50% proportions), the double of
the better traditional mortars. These geopolymer mortars may be considered very “super
mortars” and named “M50” in comparison to the normal ones.

Adding a 1% of fibers by weight, there is an increment in tensile resistance in both
cases of proportions between fly ashes and sand. On the contrary, adding a 3% of fibers
there is an increment in tensile resistance in case of 70%-30% proportions, while there
is a decrement in case of 50%-50% proportions. On the contrary to that was expected,
adding hemp fibers, the compression strength decreases in any case: fck = 46,3N/mm2

and fck = 46,6N/mm2, respectively in case 70%-30% and 50%-50% proportions and 1%
of fibers, while they are fck = 35,4N/mm2 and fck = 38,8N/mm2, respectively in case
70%-30% and 50%-50% proportions and 3% of fibers. This means that the increment in
tensile strength don’t give a confinement effect to themortar (with a consequent supposed
increment in compression strength) as it generally happens with normal mortars. These
resultsmay be explainedwith a differentmechanical behavior of the geopolymermortars
respect to the traditional ones and it may be related to the higher performances of the
binder basic geopolymer material.

In any case the geopolymermortars with fibers have very high compression strengths
in comparison to the traditional ones and may be considered “M40” in case of 1% of
fibers and “M30” in case of 3% of fibers by weight. Moreover, there is a better ratio
(respect to the normal mortars) between the tensile and compression strength: they are
1/8,5 and 1/6,3 respectively with 70%-30% and 50%-50% proportions between fly ashes
and sand, with 1% of fibers; while they are 1/6 and 1/7 respectively with 70%-30% and
50%-50% proportions, with 3% of fibers.

5 Conclusions and Future Research

The results show as the geopolymer binder material has a very different behavior respect
the Portland binder or the pozzolanic or others natural hydraulic mortar binders. The
future research may follow some different paths and purposes:
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a) to research of higher mechanical performances for the geopolymer mortars, without
adding fibers,

b) to use geopolymer mortars as matrix for FRCM like reinforcements for historical
masonries (to bond natural fiber fabric to masonry surfaces),

c) to search a better use of the short fibers, that may be useful to obtain lighter structural
geopolymer materials.

In the (a) case, the research has to be oriented to find the better mix design in terms of
proportions between fly ashes and sand and in terms of the better calibration of diameters
of the sand granules or in terms of a good mix of different sand diameters; moreover,
the research has also to find the better proportions among the activator, the fly ashes and
the sand, in relation of the different porosity of different sands.

In the (b) case, using an improved geopolymer mortar (from case (a)), it may be
interesting to study the debonding strength of FRCM like reinforcements.

In the (c) case, it may be useful to explore the field of prefabricated structural and
non-structural elements.
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Abstract. The present work is aimed at evaluating the mechanical performance
of pultruded beams subjected to bending stresses through experimental tests. Such
beams are intended to be used in a curtain wall construction system as a variant
to a patent application (n.102020000025636) which includes wood columns. This
variant wants to meet the need of smaller dimensions of the columns and keep
guaranteeing the mechanical performance. The columns are made of pultruded I-
beams, reinforcedwith gluedmetal plates and twoprestressed threaded bars placed
in the central axis of symmetry of the section. First, the materials (pultruded,
steel plates, threaded bars and structural glue) are mechanically characterized;
then, three types of columns are tested by means of a 3-point bending test and 3
loading/unloading cycles: (i) n. 1 beamwith no reinforcement plates or pretension
bars, (ii) no. 2 beams with reinforcement plates and no pretension bars, (iii) no. 2
beams with reinforcement plates and pretension bars. The maximum deformation
in the elastic range for all reinforced beams (11.48 mm) is measured by applying
a load of approximately 10 kN, corresponding to a wind pressure of more than
double the requirement for windows (2000 Pa). The contribution of the threaded
bars to the maximum applicable load is negligeable, which can be ascribed to their
placement in the middle of the section. This first solution is chosen because of the
small dimensions of the GFRP profile section.

Keywords: Pultruded columns ·Mechanical performance · Curtain wall

Nomenclature

Et Young’s modulus in tension
εt Tensile strain
εy Yielding strain
εmax Tensile strain at failure
σt Tensile strength
σy Yielding stress
σys Tensile yield strength
σmax Tensile strength at failure
τ Shear strength
k Stiffness
Wt Working temperature
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At Application temperature
Tg Glass transition temperature
St Service temperature

1 Introduction

Within the curtain wall market segment, the current demand is increasingly oriented
towards large glazed surfaces and transparent casing supported by lean frames (typically
stainless steel or aluminum), to which the load of the glass panels is transferred [1, 2].
This trend leads to the need, also confirmed by the latest regulatory developments, of
ever-growing high-performance (mechanical, energetic and environmental) materials
and components.

Glass Fiber Reinforced Polymer (GFRP) pultruded profiles are a good solution to
satisfy these requirements, thanks to their light, strong and durable features. GFRP
matrix also has low thermal and electrical conductivity. All these characteristics made
GFRP profiles started being used in many branches of civil engineering by the end of
last century. Significant applications have been made in the field of windows frames
[3, 4] but also bridges and building structures [5]. Thanks to their increase in structural
applications, GFRP pultruded profiles have been widely investigated in their mechanical
properties.Anumber of studies havebeen carriedout on samples [6–9], also under critical
conditions [10, 11], as well as on full-scale elements such as joints [12, 13], profiles [14]
or panels [15]. Some studies also focused on GFRP behaviour when coupled with other
materials [16–19].

In this work the mechanical performance of pultruded GFRP beams subjected to
bending stresses is evaluated through laboratory tests. These beams are included in
the patent n. 102015000087569 “Sistema per la realizzazione di facciate per edifici”,
concerning smaller-section columns for curtain wall systems, reinforced with pretended
bars or strands. They are intended to be used in a curtain wall construction system as
a variant to a patent application (n.102020000025636) which involves wood columns
(Fig. 1). Such curtain wall system has been designed to be structurally simpler, more
flexible and rapid to assemble compared to the solutions available on themarket, allowing
effective and robust support even in the case of very large glazed panels (i.e., 3.00 x 3.00
m). Supplementary features are: low environmental impact thanks to the lower number
of components compared to analogous solutions available on the market, good thermal
insulation, possibility of both industrial and handcrafted production. In addition to the
mentioned characteristics, the variant with the pultruded columns tested in this piece of
research wants to meet the need of smaller dimensions of the columns, guaranteeing a
comparable mechanical performance.
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Fig. 1. Curtain wall system prototype.

2 Materials and Methods

The tested columns are made of pultruded GFRP I-beams (section 15.5 x 7.5 cm),
reinforced with 2 mm thick metal plates (covering the entire upper surface of the wing)
and two prestressed threaded M16 bars (Fig. 2). The steel plates, bonded to the beams
at the upper surface of the wings with structural epoxy glue in the transversal direction,
have the dual purpose of limiting the deformation of the GFRP and facilitating the use
of bolted joints to fix the glazed panels. This avoids the insertion of bolts directly in
pultruded profiles, which interrupts the fibres of the material and reduces its mechanical
performance.

Fig. 2. Tested GFRP I-beams: picture (left) and sketch of the cross section (right)
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The bars, bonded to the beam with two L-shaped steel profiles, have the purpose of
to increasing the GFRP bearing capacity and limit its deformations in order to contain
the dimensions and better respond to the market demand requiring almost seamless
surfaces. Because of the small dimensions of the profile section, and to make the curtain
wall structure resistant to both wind pressure and depression, as a first solution the bars
have been placed in the central axis of symmetry of the section. This solution is easy-to-
make, though placing the rods closer to the profile wings would improve the mechanical
response.

2.1 Material Characterization

This section describes the mechanical characteristics of the materials used in the exper-
imental campaign, i.e., GFRP beams, steel plates, threaded bars and structural glue.
GFRP pultruded profiles are manufactured by Fibrolux (Germany), S275JR steel plates
are manufactured by Termoforgia (Italy), the structural adhesive is a two-component
epoxy (2K) EPX (3M™ Scotch-Weld™ Epoxy Adhesive 7260). The properties of the
materials, as reported by the manufacturers in their technical sheets, are reported in
Tables 1 and 2.

Table 1. Technical and mechanical parameters of the GFRP profiles and steel plates as reported
by manufacturers.

GFRP profiles* Steel plates**

Et (GPa) σt (MPa) εt (%) Et (GPa) σys (MPa) σt (MPa) εt (%)

26 400 1.5 210 326.7 385.5 29.1

* according to EN 755–2
**according to EN 10025–2:2004.

Table 2. Technical and mechanical parameters of the adhesive as reported by manufacturer.

Adhesive EPX

Chemical base Two-part epoxy

Viscosity Thixotropic

Wt (min) 16

At (°C) 15 ÷ 25

Tg (°C) 66.87

St (°C) -40 ÷ 80

τ*(MPa) 29.40*

Et (MPa) 1500

(continued)
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Table 2. (continued)

Adhesive EPX

εt **(%) -

Use Semi-Structural

* On aluminium-steel adherends
** At failure.

The mechanical properties of the threaded rods (M16, CL 8.8) have been previously
experimentally characterized [18, 20] using tensile tests according to UNI EN 10002-1.
The tensile tests were performed with a Zwick-Roell ZMART.PRO universal tensile
machine with a loading speed rate of 1.27 mm/min. Table 3 shows the mechanical
parameters measured by the tensile tests.

Table 3. Mechanical characteristics for M8 rods (experimental) [20].

Material Et
(GPa)

σmax
(MPa)

εmax
(%)

σy
(MPa)

εy
(%)

M16 rods 214 ± 14.24 663.17 ± 7.45 0.65 ± 0.00 600 ± 9.01 0.28 ± 0.02

2.2 Test Settings

A 3-point bending test simulating the wind load to which the structural parts of a facade
or windows can be subject, is carried out according to UNI EN ISO 14125 [21] on three
types of columns: (i) n. 1 beam with no reinforcement plates or pretension bars (N),
(ii) no. 2 beams with reinforcement plates and no pretension bars (R1, R2), (iii) no. 2
beams with reinforcement plates and pretension bars (RB1, RB2). The vertical force
is applied by means of a hydraulic jack (maximum load 500 kN). A settling load of
about 4 kN is first applied on the middle axis and then, removed. Next the transversal
displacements are measured with 3 LVDT devices (whose position is shown in Fig. 3
and detailed in Table 4) by applying a load until a maximum deflection of L1/250 is
reached for each column, where L1 is the span of the beam. The beam is then unloaded.
The loading/unloading cycle is repeated 3 times for each tested column. Figure 3 shows
a sketch of the test setup and Table 4 reports the specifications of the tested columns.
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Fig. 3. Test setup: sketch (left) and picture /right). In the sketch, red triangles indicate the position
pf the LVDTs, red circles stand for the supports.

Table 4. Characteristics of the tested columns.

Column type L
(cm)

S
(cm)

L1 =
L-2s
(cm)

L2
(cm)

L3
(cm)

δlim_L/2
=
L1/250
(mm)

GFRP with no reinf.
plates or pretens.
bars (N)

305 7 291 152.5 100 11.64

GFRP with reinf.
plates with and
without pretens. bars
(R and RB)

301 7 287 150.5 100 11.48

3 Results

Figure 4 shows the results of the 3-point bending test on all tested GFRP pultruded
columns. The blue lines indicate data acquired by the LVDT placed at L/3-left side,
green lines are for L/3-right side, orange lines indicate LVDT in the central axis (L/2).
Red bar stands for the limit deformation of L1/250 for each column. Results are also
summarized in Table 5. For N type column, only the L/3-right side curve is displayed
since, for a technical issue, the L/3-left side measurement is not acquired.

The curves show a global linear trend for both loading/unloading phases. A nonlinear
behavior is locally registered after the load changes its direction. The maximum applied
load is comparable for all reinforced configurations (Ri and RBi), with a maximum
difference of 0.53 kN (5.3%) recorded between the two configurations reinforced with
steel rods (RB1 and RB2). The stiffness, calculated as the average on the three load
cycles for each column, is comparable for all configuration (except the N type, for
which the shape of the load/displacement diagram made useless its calculation). These
observations seem to show that in this case the contribution in strength of the threaded
bars is negligeable, which can be ascribed to the positioning of the rods in the central
axis of the column. To improve the contribution of the bars, it is sufficient to move them
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Fig. 4. Results of the 3-point bending test.

towards the section fibres under tension. This solution responds to the higher possibility
that the structure is subject to pressure stress rather than depression; on the other hand, a
double bar solution would satisfy both stress conditions, but requires larger dimensions
of the profile.

In any case, no residual deformation is recorded, which confirms that all measure-
ments are performed in the elastic range.Within the latter, the maximum deformation for
all reinforced beams (11.48 mm) is measured by applying a load that settles around 10
kN, corresponding to a wind pressure of more than double the requirement for windows
(2000 Pa).
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Table 5. Main results of the 3-point bending test.

Column type δmax L/2 Max load k

(mm) (kN) (kN/mm)

N 11.24 7.40 -

R1 11.48 9.57 0.82 ± 0.017

R2 9.54 0.82 ± 0.009

Mean Values 9.56 0.82

RB1 9.97 0.86 ± 0.004

RB2 9.44 0.81 ± 0.013

Mean Values 9.71 0.83

4 Conclusions

In this study, an experimental campaign to analyze the mechanical performance of
reinforced pultruded columns intended for curtain walls is carried out.

Three types ofGFRP columns are subject to a 3-point bending test with 3 load/unload
cycles.

GFRPcolumns are a valid alternative to obtain slender frames andmaybe an effective
variant to wooden column used in the patent application n.102020000025636.

Results show that adding threaded bars to GFRP columns reinforced with steel plates
placing them in the central axis of the beam has no influence on the maximum applicable
load, being equal the ultimate deformation.

Possible future developments will focus on similar loading tests carried out on
columns with the threaded bars placed in the area of the tensile fibres of the I-section.
This will require the design of an appropriate technical-constructive solution in order to
keep small the dimensions of the section and, at the same time, increase the contribution
of pre-tensioned bars, (i.e., the configuration reported in Fig. 5). In addition, a variant
having double pretension bars (in order to respond to both pressure and depression stress)
and slightly greater dimension of the section is currently under development for a future
experimental test campaign.
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Fig. 5. Hypothesis for a double bar profile section
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Abstract. Structural damage assessment is of a crucial importance issue in civil,
mechanical and aerospace engineering. In this study, an approach based on Local
Frequency Change Ratio (LFCR) as a damage indicator and optimization tech-
niques as a tool of damage identification is proposed. Firstly, simple and multiple
damage locations are detected using the concept of LFCR. Secondly, to determine
the extent of the damage accurately, an optimization problem is investigated using
an objective function based on the LFCR indicator. Five recent optimization algo-
rithms are presented, namely, Prairie Dogs Optimization (PDO), Tasmanian Devil
Optimization (TDO), Artificial Ecosystem-based Optimization (AEO), Student
PsychologyBasedOptimization (SPBO) andFlowDirectionAlgorithm (FDA). To
test the performance of the proposed approach, two structures are studied, includ-
ing a 20-Bar 2D Truss and a 28-Bar 3D Truss with different scenarios of damage.
The numerical results show that the LFCR can detect and locate the damage pre-
cisely and the presented optimization techniques can define its severity accurately.
Moreover, the convergence and the CPU time analysis are discussed, where a com-
parison between the algorithms reveals the supremacy of the SPBO over the other
optimization techniques. In terms of convergence, the PDO algorithm provides
less competitive outcomes.

Keywords: Damage identification · Local frequency change ratio ·
Optimization · SPBO · TDO · AEO

1 Introduction

The need to enhance the safety and reliability of structures during their functional time
and the advances in computing systems and algorithms have led to the increase and
development of new methods and strategies in Structural Health Monitoring (SHM).
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The vibration-based damage assessment approaches have been proven to be effective.
It is based on the change in modal parameters of the structure such as frequencies and
mode shapes [1]. This approach has been widely studied [1, 2]. As stated by Rytter [3],
damage detection methods include four categories: detection, localization, assessment
and prognosis of the remaining life of the structure. Manymethods have been introduced
for level 1, level 2, and level 3 in vibration-based SHMduring the two last decades. Level
4 is generally related to the fields of fatigue, fracture mechanics and structural design
assessment [1]. Several approaches of damage inverse identification have been suggested
using metaheuristic approaches [4–9].Gomes et al. [10] reviewed the vibration-based
damage detection and identification methods with inverse problems, using algorithm
optimization and artificial neural networks. Zenzen et al. [11] used a damage identifica-
tion technique based on FRF and a new optimization technique namely, Bat Algorithm
(BA) in beam-like and truss structures. Benaissa et al. [6, 12, 13] suggested a mthod
based on Radial Basis Functions for quick structural response calculation and different
optimizationmethods for identifying crack size and poition, based on boundary displace-
ment. Zhou and Abdel Waheb [14] suggested two new damage indicators through the
mathematical interrelationship between themodal assurance criterion (MAC) and cosine
similarity measure, called the cosine-based indicator (CI) and the extended transmissi-
bility damage indicator ETDI. Lately, Khatir et al. [8, 15] presented a two steps approach
based on an improved Frequency Response Function (FRF) method and optimization
algorithms including GTO, DOA, AVOA and GBO to identify the damage in complex
truss structures. The obtained results revealed that the enhanced indicator can detect the
damage even with the noise of 2% and the four optimization techniques can assess the
damage extent precisely. Tiachacht et al. [16] proposed a modified Cornwell indicator
combined with a Genetic Algorithm (GA) to detect, localize and quantify damage in 2D
truss and 3D frame structures. The numerical results showed that the proposed method
affords more accurate results than similar past research. The LFCR indicator was used
by Khatir et al. [17, 18] to locate the damage in three-layer laminated composite plates.
They conclude that LFCR can predict the damage accurately with a noise of 2%.

So far, many methods have been introduced to detect, localize and assess the extent
of damage in structures. This paper investigates the use of LFCR indicators in 2D and
3D truss structures. Following that, an objective function is used based on the same
indicator to quantify the damage in five recent optimization algorithms after excluding
healthy elements to speed up the process of damage identification. The results reveal that
the LFCR can detect and localise single and multiple damages in truss structures and the
optimization algorithms discussed perform well in identification in terms of accuracy.

2 Local Frequency Change Ratio Indicator

The local frequency change ratio (LFCR), first suggested by Shi et al. [19] to detect
and locate the damage in structures. Mathematically, structural damage reveals itself in
the stiffness and mass matrices, and physically by changes in the modal properties of
structures [20]. Using mode shapes for a damaged and an undamaged structure, the local
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frequency of the jth element to the ith mode shape can be calculated as:

LFu
ij =

∅
T
uiKj∅ui

∅
T
uiMj∅ui

(1)

LFd
ij =

∅
T
diKj∅di

∅
T
diMj∅di

(2)

The basic idea is that the damage in the jth element reduces the stiffness in this
element only and that the mode shape ∅i is considered not to be sensitive to a small
change in the local stiffness. The Local Frequency of the jth element indicates a large
change in the presence of a damage, while other elements will only change a bit [17].
Thus, if the damage occurs in element j of the structure its LFCR value becomes larger
than the other elements. LFCR is defined as:

LFCRij =
|LFd

ij − LFu
ij|

|LFu
ij|

(3)

3 Metaheuristic Algorithms

In this study, five metaheuristic algorithms are used for quantifying the damage in 2D
and 3D truss structures.

3.1 Artificial Ecosystem-Based Optimization (AEO)

Zhao et al. [21] introduced Artificial Ecosystem-based Optimization which is a new
nature-inspired metaheuristic optimization algorithm. It is a population-based optimizer
based on the flow of energy in an ecosystem on the earth; Artificial Ecosystem-based
Optimization mimics three unique behaviours of living organisms, namely production,
the consumption, and the decomposition.

3.2 Tasmanian Devil Optimization (TDO)

TheTasmanianDevilOptimization is a novel bio-inspiredmetaheuristic algorithmdevel-
oped by Dehghani et al. [22] to mimic the behaviour of the Tasmanian Devil in nature.
TDO is inspired by the Tasmanian devil feeding mechanism in two strategies of live
prey hunting and then the carnivore eating.

3.3 Prairie Dogs Optimization (PDO)

The Prairie Dog Optimization Algorithm is a new natural-inspired population-based
metaheuristic algorithm developed by Ezugwu et al. [23], this algorithm mimics the
behaviour of Prairie dogs. After the initial random distribution of the PDO algorithm
repetitively the same search processes to explore near-optimal solutions. And updated
the best solutions found in each iteration [23].
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3.4 Flow Direction Algorithm (FDA)

The Flow Direction Algorithm is a new search approach designed by Karami et al. [24].
FDA is inspired by the flow direction in lower altitudes and attempting to reach the
lowest height in a drainage basin. The main FDA assumptions are listed as follows:

1. Each flow has a position defined by a height.
2. There exist β positions around each flow, each of which is defined its height.
3. The flow velocity is directly related to the slope.
4. The flow direction is toward the lowest altitude.
5. The outlet point is the position corresponding to the optimal objective function.

3.5 Student Psychology Based Optimization (SPBO)

Das et al. [25] created a novel population-based optimization algorithm named, student
psychology-based optimization (SPBO) for solving optimization problems. The SPBO
is inspired by the psychology of the students who are giving more effort to obtain
the highest grade and become the best student in the class. The authors studied the
psychology of different students in schools and universities in India over four years.
Basedon this investigation, the students of a classmaybe categorized into four categories,
best students, good students, average students and students who try to improve randomly.

It assumes that the top student will always try to remain at the top of the class rank.
Thus maintaining higher marks in the class. This algorithm performs this by having the
top student give more effort in each of the subjects than any other student. The following
equation implements the improvement of the best student. Xbest are the marks of the
best student, and Xj is a randomly selected student j in a particular subject. rand is a
randomly generated number between 0 and 1. k is another randomly selected parameter
but it’s either 1 or 2.

Xbestnew = Xbest + (−1)k × rand × (
Xbest − Xj

)
(4)

There exist another type of student, that is focused on one particular subject, their
improved effort is expressed by the following equation.

Xnew i = Xbest + rand × (Xbest − Xi) (5)

The above-average type of student tries to spendmore effort compared to the average
students in the class as well as tries to follow the effort given by the best student. Their
behaviour is simulated by the following expression, where Xi are the marks obtained by
the ith, and Xmean is the average performance of the class in that particular subject.

Xnew i = Xi + [rand × (Xbest − Xi)]+ [rand × (Xi − Xmean)] (6)

Each student is assigned an interesting value in each subject. Their spent effort is
proportional to their interest. The student is assumed to give an effort equivalent to the
average class effort if the student has a low interest. But there exists a type of student
that will try to balance by giving higher effort to other subjects in order for the overall
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marks to improve. Called the subject-wise average student. These different student types
or psychologies, are selected randomly and expressed as follows, where Xi are the marks
obtained by student i andmean is the averagemarks obtained by the class in that particular
subject.

Xnew i = Xi + [rand × (Xmean − Xi)] (7)

Except for these three mentioned types of psychologies, there exists the last type of
student that try to improve their performance by themselves. They do that by spending
effort on a random subject. Their performance is guided through the following equation
where, Xmin and Xmax are respectively the minimum and the maximum limit of marks
of the subject.

Xnew i = Xmin + [rand × (Xmax − Xmin)] (8)

4 Numerical Examples

In this section, two structures were chosen namely, a 20-Bar 2D truss and a 28-Bar 3D
truss to verify the robustness of the proposed approach. The 20-Bar planar truss as shown
in Fig. 1 was used in various works; it was used in topology optimization by Tejani et al.
[26] and Kaveh and Zolghadr [27] and in damage detection by Khatir et al. [15]. The
material properties of this structure are presented in Table 1. Two scenarios of damage
are applied to this structure by reduction of stiffness as clarified in Table 2. And the
natural frequencies of the damaged and undamaged cases are presented in Table 3.

Fig. 1. 20-Bar planar truss with two scenarios of damage.
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Fig. 2. 28-Bar space truss with two scenarios of damage.

The 28-Bar space truss indicated in Fig. 2 was used in the damage identification field
by Mohan et al. [28] and Khatir et al. [15].

The material properties are shown in Table 4. Details about damage scenarios
related to this structure are illustrated in Table 5. And the healthy and damaged natural
frequencies are presented in Table 6.

Table 1. Material properties of the 20-bar planar truss.

Material property Value

Modulus of elasticity (Gpa) 69

Material density (kg/m3) 2740

Number of DOFs 14

Table 2. Damage scenarios for the 20-Bar planar truss.

Case Element no Reduction in stiffness

Case 1 8 15%

Case 2 6 20%

11 25%

Table 3. Healthy and damaged natural frequencies of the 20-Bar planar truss.

Mode Healthy (Hz)
[26]

[27] [15] Actual FEM Damaged (Hz)

Case 1 Case 2

1st 120.0 119.1877 120,0965 120,0965 120,0225 119,8230

2nd 192.1 191.3607 200,2618 200,2618 200,2618 199,8201
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Table 4. Material properties of the 28-bar space truss.

Material property Value

Modulus of elasticity (kN/m2) 2.1

Material density (kg/m3) 2740

Cross sectional area (m2) 0.01

Table 5. Damage scenarios for the 28-Bar space truss.

Case Element no Reduction in stiffness

Case 3 14 20%

Case 4 3 15%

22 25%

Table 6. Healthy and damaged natural frequencies of the 28-Bar space truss.

Mode Healthy (Hz)
[28]

[15] Actual FEM Damaged (Hz)

Case 3 Case 4

1st 24.5266 24.5266 24.5266 24.5265 24.5265

2nd 51.7618 51.7618 51.7618 51.7618 51.7544

3rd 65.2664 65.2664 65.2664 65.2616 65.2493

4th 100.0528 100.0528 100.0528 100.0143 100.0069

5th 114.2814 114.2814 114.2814 114.2197 114.2564

4.1 Damage Localization Based on LFCR

In this section, the LFCR indicator is implemented in order to detect and localize the
damaged elements in 2D and 3D truss structures with single and multiple damage sce-
narios. As mentioned above, if damage occurs in an element, its LFCR value becomes
larger than the other ones. In Fig. 3 and 4 before truncation, we can distinguish between
healthy and damaged elements clearly. Therefore, the results show that the LFCR can
be used to localize the damaged elements accurately. Next, we eliminate the healthy ele-
ments as shown in Fig. 3 and 4 after truncation to use only damaged ones in optimization
algorithms to assess their rate of damage.
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Fig. 3. Damage localization in 20-Bar planar truss: (a) and (c) case 1 and case 2without truncation.
(b) and (d) case 1 and case 2 with truncation.
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Fig. 4. Damage localization in 28-Bar space truss: (a) and (c) case 3 and case 4without truncation.
(b) and (d) case 3 and case 4 with truncation.
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4.2 Damage Quantification Using Optimization Algorithms

AEO, TDO, PDO, SPBO and FDA are used to quantify the damage in the located
elements by LFCR using an objective function based on the indicator defined in Eq. (3).
The number of iterations is set to 200 for all cases in view of convergence. The population
size is set to 50 for all algorithms and cases investigated in this paper; this size provided
very high precision results in optimizing engineering problems by the five techniques
[21–25]. The obtained results are illustrated in Fig. 5, 6, 7, 8 and 9.

According to Fig. 5, in the case of single damage in the 20-Bar planar truss, it
can be seen that the damage is quantified with high precision by the five optimization
algorithms; AEO, TDO, PDO, SPBO and FDA. The convergence is achieved by the five
techniques. However, SPBO converged after 77 iterations, while TDO, AEO and FDA
converged after 80, 111 and 136 iterations respectively.
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Fig. 5. Case 1 of the 20-Bar planar truss: (a) Fitness, (b) Damage quantification.
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For the case 2 shown in Fig. 6, the level of damage is evaluated correctly by
all algorithms, SPBO excels in convergence over the other algorithms indicating its
robustness.
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Fig. 6. Case 2 of the 20-Bar planar truss: (a) Fitness, (b) Damage quantification.

In case 3, the 28-Bar space truss is subjected to single damage scenario. According
to the results illustrated in Fig. 7, we can see that AEO, TDO, PDO, SPBO and FDA can
assess the severity of damage with high accuracy. As well, SPBO converged first after
105 iterations.

In the last case, the multiple damage in the 28-Bar space truss is identified precisely.
SPBO showed its reliability in convergence over the other optimization approaches as
illustrated in Fig. 8.
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Fig. 7. Case 3 of the 28-Bar space truss: (a) Fitness, (b) Damage quantification.

In Table 7, the damage severity in all cases identified by the five algorithms for
different values of iteration is summarized. The results show that the SPBO is more
accurate than the other techniques.

SPBO displays its outperformance in term of CPU time as show in Table 8. Its
superiority can be observed in case 1 and case 3. Despite.
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Fig. 8. Case 4 of the 28-Bar space truss:: (a) Fitness, (b) Damage quantification.

Table 7. Damage index comparison for all cases

Case Element Iteration 1 30 100 150 200

1 8 AEO 14.6056935 15.0000000 15.0000000 15.0000000 15.0000000

TDO 14.8312891 14.9999987 15.0000000 15.0000000 15.0000000

PDO 15.2365219 15.0000138 15.0000105 14.9999921 15.0000000

SPBO 14.2346841 15.0000000 15.0000000 15.0000000 15.0000000

FDA 14.3576191 14.9997062 15.0000000 15.0000000 15.0000000

2 6 AEO 14.41192907 19.99999864 20.00000000 20.00000000 20.00000000

TDO 20.78743141 20.00307263 20.00000000 20.00000000 20.00000000

PDO 17.73976832 19.96251951 20.01645984 20.00523821 20.00000000

SPBO 14.77186278 19.99999793 20.00000000 20.00000000 20.00000000

FDA 19.09834600 19.98797797 19.99999995 20.00000000 20.00000000

(continued)
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Table 7. (continued)

Case Element Iteration 1 30 100 150 200

11 AEO 26.89408112 24.99999815 25.00000000 25.00000000 25.00000000

TDO 20.71184128 24.99506170 25.00000000 25.00000000 25.00000000

PDO 29.99992195 24.98402785 25.02612214 24.99690938 25.00000000

SPBO 26.92671286 25.00000556 25.00000000 25.00000000 25.00000000

FDA 22.82396041 25.08878203 25.00000005 25.00000000 25.00000000

3 14 AEO 20.29352758 20.00000000 20.00000000 20.00000000 20.00000000

TDO 20.49707259 19.99999425 20.00000000 20.00000000 20.00000000

PDO 19.87691356 19.99996026 20.00000265 20.00000265 20.00000000

SPBO 19.95977937 19.99999999 20.00000000 20.00000000 20.00000000

FDA 20.34148939 19.99997059 20.00000000 20.00000000 20.00000000

4 3 AEO 14.97647462 15.00000009 15.00000000 15.00000000 15.00000000

TDO 8.86629671 14.99950483 15.00000002 15.00000000 15.00000000

PDO 14.84021149 15.11786472 15.00106890 15.00106890 15.00000000

SPBO 13.85055623 14.99999910 15.00000000 15.00000000 15.00000000

FDA 12.63813044 15.07306547 14.99999973 15.00000000 15.00000000

22 AEO 24.04963444 24.99999954 25.00000000 25.00000000 25.00000000

TDO 25.96052115 25.00433509 25.00000001 25.00000000 25.00000000

PDO 23.62037944 24.97602713 25.00235710 25.00235710 25.00000000

SPBO 20.44753904 24.99999849 25.00000000 25.00000000 25.00000000

FDA 11.44786372 25.02290960 25.00000008 25.00000000 25.00000000

The SPBO has been shown to outweigh the other algorithms in CPU time in case
1 and 3 as show in Table 8. Despite its outperformance in convergence in all cases, the
SPBO comes third in case 2 and 3 in terms of CPU time.

Table 8. CPU time for all cases.

- Case 1 Case 2 Case 3 Case 4

SPBO 101.6621 208.9543 200.2409 403.5311

TDO 151.7568 157.4523 300.6136 304.1386

AEO 203.5734 209.4044 399.6174 404.4210

FDA 202.8542 209.3159 399.4498 404.0336

PDO 101.9066 105.2952 200.5830 202.7063
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5 Conclusion

In this paper, we proposed the use of LFCR combined with five recent metaheuristic
optimization algorithms for single and multiple damage identification in 2D and 3D
truss structures. FEMmodels were built in MATLAB for 20-Bar planar truss and 28-Bar
space truss to obtain modal parameters. LFCR was shown to localize the damage with
precision in the studied structures. As well, the damaged elements localized by LFCR to
eliminate the healthy elements were investigated in an optimization problem using AEO,
TDO, PDO, SPBO and FDA algorithms with an objective function based on LFCR. The
results showed that the optimization techniques used can quantify the damage accurately.
Moreover, the convergence and theCPU time analysis are discussed,where a comparison
between the five algorithms revealed the outperformance of the SPBO over the other
optimization approaches.
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Abstract. This paper presents an improved Artificial Neural Network (ANN) for
structural health monitoring of composite materials. Simply supported three-ply[
0◦ 90◦ 0◦] square laminated plate modeled with a 9 × 9 grid is provided and
validated based on the literature review.Modal strain energy change ratio (MSEcr)
is used to localize the damaged elements and eliminate the healthy elements.
Next, improvedANNusing theArithmetic optimization algorithm (AOA) used for
structural quantification. AOA aims to optimize the parameters of ANN for better
training. Several scenarios are considered to test the accuracy of the presented
approach. The results showed that the approach can localize and quantify the
damage correctly.

Keywords: Artificial intelligence · Inverse problem · Damage detection ·
Structural quantification · Metaheuristic optimization

1 Introduction

All mechanical structures under vibrations are subject to local damage. This is one of
the major factors that influence the laws related to maintenance, as it is determinant
of the lifetime of a mechanical piece and is indicator for pursuing piece change in a
regular fashion. These rules allow us to take a passive role in avoiding danger and to
avoid financial risks. Moreover, structural health monitoring (SHM) is the discipline of
actively watching the integrity of mechanical structures through sensors at the first place,
then modeling and damage detection on the second place. This maintenance approach
can be costly and is mainly used for expensive structures. But the rapid development of
such methods attracted more adoption in recent years [1–3].
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Based on research literature, there exist three levels of damage identification. Thefirst
is to recognize the presence of damages [4]. The second level is to identify its position and
the last is to estimate its severity [5–7]. To achieve all three levels, researchers use inverse
analysis to compare the actual vibrational response of the structure to several other
responses issued from simulation through an optimization algorithm [8–12]. Researchers
study various structural responses and build multiple damage indicators based on them
[4, 13–17]. On the other hand, the challenge of the ill-posed inverse problem appears
in many indicators when one structural response may correspond to complete damage
parameters.Metaheuristic optimization algorithms are well placed to solve this problem.
They can explore the search space and overcome the local minimums traps, thus finding
the correct damage parameters in these cases [5, 6, 8, 9, 18–20].

The inverse analysis can be very demanding computationally, as it requires the simu-
lation of the problem several times in each iteration [4]. Several times here means a value
equal to the population size in modern metaheuristic algorithms. So, using a suitable
optimization algorithm is critical in terms of computational cost. Moreover, the perfor-
mance ofmetaheuristic algorithms is guided by their tuning parameters, like themutation
chance and crossover rate in the genetic algorithm, for example. Each problem requires
specific tuning of these parameters to take full advantage of the algorithm potential. But
as opposed to most metaheuristic algorithms, the Jaya algorithm does not contain such
parameters, which makes it flexible in solving various engineering problems [11].

Significant studies were presented in the field of the structural response of damaged
structures, such as truss structures with the use of a flexibility-based approach [21]. The
modal analysis of laminated compositewith different boundary conditions [9, 14, 22, 23].
The power spectrum and time-frequency analysis are used to identify vibration modes
damages in beam-like structures using [7, 24]. And the swept-sine acoustic excitation
are used for estimation of natural frequencies in Ref [25]. Rao et al. [26] studied the high-
frequency wave characteristic in steel anchor-concrete composite, for damage detection.
Non-mechanical crack detection techniques are also investigated in research studies [27,
28]. Hakim and Razak [29] indicated that the methods based on natural frequency can
detect global changes, but the method that are based on mode shape data are more
accurate for detecting local changes. Researchers created several damage indicators
throughout the last two decades. Petrone et al. [30] presented and analyzed various
damage identification techniques in different damage scenarios. One of the earliest is the
Flexibility Strain Energy-Based Index (FSEBI), Guo [19] proposed a two-stage method
based on the Genetic Algorithm (GA) to detect the damage region and the severity.

An improved method for damage identification has been introduced based on assess-
ing the nonlinearity of cracked structures [31]. Another indicator was suggested in [32],
called the Response Vector Assurance Criterion (RVAC). Ref [1] investigated the use
of the transmissibility technique function instead of FRF in the RVAC. This technique
was extended in[33] where it was employed for damage detection in metro tunnel struc-
tures. The Residual Force Vector was also found useful for damage identification in truss
structure in [34].

Arefi et al. [35] suggested a modified Modal Strain Energy Damage Index (MSEDI)
and studied its performance in different structures. And in Ref [36] an indicator based on
mode shapes reconstruction was proposed, using an improved reduction system (IRS).
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A generalized flexibility matrix change was proposed by for damage identification. And
[37] presented the approach of wavelet transform (WT) and Teager Energy Operator
(TEO), considering multiple damage identification cases in a composite structure. Ref
[38] presented the method of damage detection using sparse sensors installation by
System-Equivalent Reduction and Expansion Process (SEREP). Damage identification
in beam-like structures using deflections obtained by modal flexibility matrices was
presented by [13].

2 AOA-ANN

The Arithmetic algorithm is a population-based metaheuristic search algorithm. It uses
Four basic search behaviors, each of which is based on the basic arithmetic operators
(division, multiplication addition, and subtraction). The exploitation phase is charac-
terized using the two operators of subtraction and addition, according to the following
equations:

Xi,j(C + 1) =
{
best

(
Xj

) − MOP × [(
UBj − LBj

) × μ + LBj
]
if rand < 0.5

best
(
Xj

) + MOP × [(
UBj − LBj

) × μ + LBj
]
f rand > 0.5

(1)

where Xi,j(C) is the ith solution at the jth position, and best
(
Xj

)
best

(
Xj

)
is the historical

best position found by the jth solution. LBjLBj and UBjUBj are the lower boundary and
the upper boundary of solution j. μ is a tuning parameter for this algorithm, it is set
by the user, 0.5 is a commonly used value for multimodal problems. Rand is a random
value between 0 and 1 generated at the instance of checking the logical statement. Lastly,
MOP MOP is the Math Optimizer Probability, calculated at each iteration according to
the following expression:

MOP = 1 − C
1/α

M
1/α

(2)

where C is the current iteration, M represents the maximum number of iterations, and α

is the second tuning parameter for this algorithm, called the sensitive parameter and it
tracks the search’ exploitation accuracy, it is commonly fixed at a value of 5.

The exploration phase of the AOA algorithm is characterized using the two operators
of multiplication and division, this behavior is expressed by the following equations,
where ε is an integer of a small value.

Xi,j(C + 1) =
{
best

(
Xj

) ÷ (MOP + ε) × [(
UBj − LBj

) × μ + LBj
]
if rand < 0.5

best
(
Xj

) × MOP × [(
UBj − LBj

) × μ + LBj
]

f rand > 0.5
(3)

Figure 1. Denotes the structure of the AOA algorithm. Where MOA is a term called
Math Optimizer Accelerated calculated at each iteration using the following expres-
sion, where min and max are respectively, the minimum and maximum values of the
accelerated function.

MOA(C) = min+C ×
(
max−min

M

)
(4)
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Fig. 1. AOA algorithm structure.

3 Theoretical Background

In this section, we describe the preliminaries and essential definitions.

3.1 Modal Strain Energy Change Ratio

Nel is the number of elements with reduced stiffness. The damage parameter
δi(i = 1, 2, . . . , nel) is presented in the following equation:

Kd =
nel∑

i=1

(1 − δi)k
e
i (4)

The matrix Kd represents the damaged stiffness, where kei is the stiffness of the ith

element and δi is a damage parameter with a value between 0 and 1; i.e., 0 for intact and
1 is fully damaged structures.

Themodal strain energy (MSE) for undamaged and damaged structures are presented
in the following formulation:

MSE h
ij = 1

2

(
φ h

i

)T
Kj φ

h
i ; MSE d

ij = 1
2

(
φ d

i

)T
Kj φ

d
i (5)
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ith is the mode number and jth is the index number of element. Kj presents the stiffness
matrix. h and d represents the healthy and damaged systems, respectively, and φ i is
mode shape, T is the vector transpose. (MSEcr) is the modal strain energy change ratio,
it is proposed in this paper to predict the exact location of the damage. It can be expressed
by the total energy in the structure, as the sum of MSE’s of all elements:

MSEcrj = 1

m

m∑

j=1

MSEcr ij
MSEcr max

ij
(6)

where

MSEcr ij =
∣
∣
∣MSE d

ij−MSE h
ij

∣
∣
∣

MSE h
ij

; MSEcr max
ij = maxk{MSEcr ik} (7)

The damage identification experiment is performed on a three-ply [0◦ 90◦ 0◦] com-
posite plate, with square dimensions, and under the simply supported boundary condi-
tions. We assume that all layers of the laminate are made of the same linearly elastic
composite material, have the same thickness, and the same density. With the following
characteristics: E1/E2 = 40, G12 = G13 = 0.6E2; G23 = 0.5E2; υ12 = 0.25, where the
index 1 and 2 are for the directions parallel and perpendicular to the fibre orientation.
The plate is modeled in two methods. First, in the Finite Element Method, with three
discretization levels for each square side, 9 elements. 15 elements and 20 elements.
Figure 1 shows the considered composite and the 9 × 9 meshing. And in the Isogeomet-
ric Analysis method, with the discretization of 9 and 14 for each square side. The choice
of the number of elements is made based on the related research by Ritz [39] and Reddy
[40], to be able to compare our simulation results for the same conditions. We compare
the vibrational modes in the undamaged structure in Table 1.

Lx

Ly

90°
0°

0° 1
2

9

10
11

18

73
74

81

8
17

64
65

72

Fig. 2. Simply supported three-ply
[
0◦ 90◦ 0◦] square laminated plate modeled with a grid of 9

× 9.

The simulation results show that IGA simulation is more close to reference results
than the Finite Element Method (FEM), in terms of precision, the vibrational modes
error is within the uncertainty margin and within the difference between the Ritz results
in [39] and Reddy results in [40]. In terms of discretization levels, the vibrational modes
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Table 1. Natural frequencies of the undamaged plate structure.

Grid Mode 1

1 2 3 4 5 6 7 8

Intact FEM 9 × 9 10.16 27.23 32.62 41.55 69.58 69.58 74.28 78.85

14 × 14 7.44 17.28 24.98 29.85 44.76 44.76 55.40 58.09

20 × 20 6.62 14.00 22.85 26.41 37.25 37.25 50.38 51.31

IGA 9 × 9 6.60 9.42 16.23 24.78 27.25 27.25 30.00 37.90

14 × 14 6.60 9.42 16.15 24.77 26.55 26.55 29.96 37.40

Liew
(p-Ritz)
[39]

9 × 9 6.63 9.45 16.21 25.11 26.69 26.69 30.32 37.81

14 × 14 6.63 9.45 16.21 25.11 26.66 26.66 31.31 37.79

Reddy
[40]

9 × 9 6.62 9.44 16.20 25.11 26.65 26.65 30.31 37.78

Damaged Case 1 9 × 9 6.60 9.41 16.19 24.76 27.16 27.16 29.84 37.57

Case 2 9 × 9 6.54 9.30 16.17 24.27 27.16 27.16 29.84 37.71

Case 3 9 × 9 6.40 9.42 15.87 24.72 27.14 27.14 29.94 37.83

Case 4 9 × 9 6.59 9.41 16.22 24.72 27.23 27.23 29.84 37.75

Case 5 9 × 9 6.60 9.41 16.22 24.74 27.23 27.23 29.88 37.78

are found equivalent, with the same number of elements, Ie. 9 and 14. However, the
FEM errors are very high in the same discretization level and could reach equivalent
vibrational modes 1 and 4 with the discretization of 20 × 20 elements. The rest modes
cannot be considered correct, as they are very far from the references. The FEM requires
a higher number of elements, however, in the study of damage identification by damage
indicators, the number of elements is very important, as the damage is simulated as the
change in the rigidity of selected elements.

Table 1. Also, show the vibrational modes of the plate in the presence of five different
damage scenarios using IGA. These damage scenarios vary in terms of positioning from
corner edge like in scenario 1 (element 8) to center in scenario 3 (element 41) to side
edge like scenario 4 (element 64). They also vary in severity, between 10% reduction of
rigidity to 30%. As shown in Table 2. These choices are made to create to test the ability
of the suggested method in identifying variable damage cases in terms of their position
and also in terms of their similarity of vibrational mode responses, like cases 4 and 5,
which have very close modes, and case 1 and 5, that have close first four modes. And
cases 1 and 2 have the same 6th and 7th modes.
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Table 2. Damage scenarios for laminated composite plate structure.

Case 1 Case 2 Case 3 Case 4 Case 5

Damaged element 8 21 41 64 72

%Reduction in stiffness 30% 20% 10% 15% 25%

The damage identification results by strain energy change ratio are shown in Fig. 2,
along with 9 × 9 meshing of the composite plate, where the actual damaged elements
are marked in red. The result shows that the indicator successfully predicts the region
of the damage. However, the neighboring elements are assigned a damage value in all
cases, even though they are not damaged. And we notice that the central element is the
least affected by this error (3 false damages). And the most affected in case 2. Where
the damage is near the edge of the plate, with 15 false damages, the other edge cases
have a relatively similar number of false damaged elements (4 to 5). On the other hand,
the predicted damage severity error of this method is very high.

3.2 Damage quantification using AOA-ANN

ANN in this paper is used to model the vibrational characteristics of the undamaged
composite plate and the presence of damages in various positions. It can learn such
characteristics from a learning dataset by optimizing the weights and biases of the net-
work nodes. Because the vibration output can be very close for different damages, it
is critical to distinguish the right damages corresponding to each response. We inves-
tigated the network training using the AOA algorithm. For its higher ability to reach
the global optimum than classical training algorithms. The objective is to minimize the
Root-Mean-Square Error of the network, which is expressed by Eq. 5. With lil i denotes
actual output as considered in the target set. Oi O i is the output corresponding to ith

ith data point in the training set, and d is the number of data points considered in the
training dataset.

Error =
√∑n

i=1 (O i − l i)
2

d
(8)

Figure 3. Shows the regression results, comparing the real and estimated responses
in the five testing cases of damaged plates, indicating that the suggested technique can
reproduce the vibrational response in an accurate manner. With lowerest R-value equal
to 0.998 in the first testing case. Notice that the estimated responses in close response
are accurately distinguishable. Like cases 4 and 5. And cases 1 and 2.
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Fig. 3. Identification of damage for different damage scenarios using IGA-MSEcr.
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Fig. 4. The regression plot for each damage case.
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Table 3. Damage scenarios.

The best solution fitness CPU Time [s]

At iteration 50 At iteration 100

Case 1 0.00005496800 0.00003356700 68.94327

Case 2 0.00005604700 0.00001602000 69.52839

Case 3 0.00005124800 0.00001628000 69.81313

Case 4 0.00003781200 0.00003781200 68.41801

Case 5 0.00003981600 0.00003981600 69.1692

After establishing the improved ANN model, we use it to identify the damage prop-
erties in the testing cases. And the fitness convergence results are shown in Table 3.
Indicating the estimated damages fitness value reached a low error value, with most of
the progress being made within 50 iterations. CPU time indicates equivalent results in
all cases. Figure 4. Compares the damage characteristics corresponding to these error
values, summarizing the five test cases in one graph. All the damages are identified
accurately, With the first case corresponding with the highest error between real damage
severity and estimated damage severity equal to 4.4%. Indicating that the accuracy in
this problem in terms of fitness value should be very high, as a fitness value of 0.00003
can be equivalent to a 5% error in damage estimation. Table 4. Provides the details of
the estimated damages.
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Fig. 5. Actual and predicted damage for all cases.
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Table 4. Damage scenarios.

Case 1 Case 2 Case 3 Case 4 Case 5

Actual Damage 30% 20% 10% 15% 25%

Predicted 30.444% 20.027% 9.855% 14.837% 24.723%

4 Conclusion

This paper investigates damage identification in the laminated composite plate using an
improved Artificial Neural Network with the AOA algorithm. The composite plate is
simulated using the FEM method and validated against other methods from litterature.
In the first section, we examined the performance of the Modal Strain Energy Change
Ratio indicator, where we found its good performance in estimating the area in which
the damage can be located, but it has limitations in terms of precise damage severity
estimation. In the next stage, we suggested using the ANN to improve the damage
identification results. The network is trained using the AOA algorithm, and its results
showed a significant improvement in estimation quality. The suggested method can
distinguish between close vibrational responses corresponding to various damages. The
results showed that ourmethod overcomes the challenge by predicting the exact damaged
element with maximum error of about 4.4% of the actual damage.
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Abstract. Nowadays, the application of externally bondedFRP (FiberReinforced
Polymer) material to reinforcement projects for existing buildings has become
quite usual. In the applications of masonry structures, the curved masonry mem-
bers, including arches, vaults, domes, etc., as common bearing components in
masonry structures, have also received attention. The curvature of the substrate
will introduce additional normal stress to the FRP-masonry interface, leading
to different bond behaviors according to experimental observations. This paper
attempts to reproduce the behavior of FRP strengthened curved masonry prism
under shear, under the assumption of a classical model including three parts of an
elastic FRP strip, a zero-thickness interface, and a rigid substrate. By simplifying
the interface stress-slip law into a three-stage linear relationship, i.e., the initial
elastic stage, the softening stage, and the residual strength stage, the analytical
solutions of the stress and strain along the full length of the FRP can be obtained.
The effect of the normal stress appearing along the interface is manifested by the
change in the interface relationship. The effectiveness of the analytical model is
verified by comparison with existing experimental data and numerical model. Due
to the fast and stable calculation procedure, this model can explore the influence of
various parameters on the model behavior at a small computational cost, and give
some insight into the bonding mechanism of FRP reinforced curved structures.

Keywords: FRP strengthening · Masonry · Closed-form solution · Bond-slip
model

1 Introduction

In recent years, the strengthening approach of externally applying FRP (Fiber Reinforced
Polymer) onto structure surface has been proved to be efficient and holds several advan-
tages such as fast and flexibility, small space occupation, and little effect on structure
self-weight. This composite material has also been widely applied in masonry structures
when the issues regarding material compatibility are not serious, and the reversibility
controversy regarding architectural heritages doesn’t exist. There have been many prac-
tical engineering cases and related research [1, 2]. One topic received less attention yet
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quite common is that, the reinforcement of curved structures such as arches, vaults, and
domes, which are important and common load-bearing members. When adopting an
externally bonded approach for such structures, the curvature of the substrate will bring
additional normal stress along the FRP-masonry interface, and it can be predicted that
the effect of bonding will be affected to a certain extent.

At present, an experimental approach to test the bond behavior of FRP strengthened
curved masonry structures on the basis of the classic shear test was developed [3, 4],
meanwhile loading tests directly on reinforced arches or vaults were carried out as well
[5–7]. Furthermore, some predictive models were developed, either based on the anal-
ysis model [8, 9] or using numerical modeling methods [10–12]. The single-lap shear
tests conducted by Rotunno et al. [3] can be unutilized as a starting point for model-
ing assumptions, and an approach to verify the current research. In this experimental
campaign, a modified experimental set-up (see Fig. 1) was developed to test the bond
behavior of five sets of carbon-FRP reinforced curved masonry prisms. Both internal
and external strengthening approaches were considered, and each approach was tested
with one higher and one lower substrate curvature, as well as flat prisms, were tested for
comparison. Cohesive failure (CF), interface failure (IF), prismatic failure (PF), and fiber
failure (FF) were observed during the testing. For most intrados cases, the combination
of CF (near the loading edge) and IF (near the free edge) modes occurred, it can be
explained that, the peeling effect brought by the substrate curvature became prominent
after part of the FRP strip was detached. While for extrados cases, the most common
failure mode is CF.

Fig. 1. The shear test set-ups for strengthened curved masonry prisms [3]

These experimental facts give us the opportunity to consider an FRP strip with
elastic behavior, a rigid substrate in our model, and an interface that lumped all the
non-linearities being the only position where the failure can occur. Furthermore, the
experimental results also reveal that the load-bearing capacity is promoted for the extra-
dos strengthening case, while deduced for the intrados case compared to the flat one.
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And the load-bearing capacity for extrados (intrados) cases increases (decreases) with
the curvature, indicating that the curvature of the substrate plays an important role in the
curved cases. After we lumped all the non-linearities along the interface, the influence of
curvature can be taken into account in the interfacial relationship by the effect of normal
stress on friction.

In this article, an analytical model to reproduce the bond behavior under the
first experimental approach will be introduced. Compared to some existing modeling
approaches, this approach only asks for a few simple and clearly-defined parameters
while can quickly and steadily produce results of both global and local bond behavior,
which allows for exploration of the theoretical bondmechanismwith little computational
effort. The article is structured as below: the second section will illustrate the mathemat-
ical model and analytical solutions; the third section will present the validation against
existing experimental data and numerical models; the fourth sectionwill perform a series
of sensitive analyses regarding interface and substrate parameters.; the last section will
summarize main conclusions draw in this article.

2 The Analytical Model and Solutions

2.1 The Analytical Model

A simplified mathematical model is presented in this section as sketched in Fig. 2a. It
is assumed that the external force F is applied at the end of the unbonded reinforcement
strip in a direction tangential to the strip axis. Materials and external forces are assumed
to be uniform across the width of the reinforcement. As discussed previously, the model
consists of three components: (i) a linear elastic FRP strip; (ii) a rigid and fixed masonry
substrate; (iii) a zero-thickness interface that obeys a piecewise linear tangential stress-
slip relationship dependent on the local normal stress (Fig. 2b), including three stages:
the first linear elastic stage, the second linear descending softening stage, and the third
constant residual tangential strength. It can be easily obtained by force analysis that, for
the extrados case, the interface normal stress will be compressive thus a positive factor
for friction, while the opposite for the intrados case. The mathematical expressions for
the interface law are:

⎧
⎨

⎩

τ1(s) = Ks (0 < s ≤ se)
τ2(s) = K1s + τ ∗

max(1 − K1
K ) (se < s ≤ sr)

τ3(s) = τr (sr < s)
(1)

in which τ(s) is the tangential stress at the interface, a dependent variable of the slip
of the FRP strip, s. Parameters K and K1 indicate the slope of the elastic and softening
stages, se is the maximum slip value of the elastic phase, su is the ultimate slip value for
the flat case, se and sr are the maximum slip value for the elastic and softening stages,
respectively.

The maximum bond strength τ ∗
max and the interface residual strength τr depends on

the interface normal stress σn:

τ ∗
max = τmax+σntanφ (2)
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τr = σn tan φr (3)

in which φ is the friction angle, and φr is the residual friction angle of the interface, τmax
is the maximum bond strength for the flat case. The values of these parameters usually
can be inferred and presumed from experimental data.

Fig. 2. The simplified mathematical model (a), and the interface law adopted (b).

2.2 Derivation of the ODE

For both extrados and intrados cases, an infinitesimal portion of the FRP strip is consid-
ered to gain the governing ODE. The longitudinal direction of the FRP strip is assumed
to be x1. The independent variable x (0 ≤ x ≤ L) defines the position of any point
along the glued length L, and the abscissa x = 0 identifies the position of the free edge.
The equilibrium of the infinitesimal portion of the reinforcement along the tangential
direction x1 can be written as follows for both the extrados and intrados cases:

tF
dσF

dx
=τ(s) (4)

where σF is the tensile stress of the FRP strip along its longitudinal direction. The
constitutive law for the elastic FRP material is:

σF=EFεF (5)

in which EF is the elastic modulus, and εF is the normal strain of the FRP strip. With
the assumption of the rigid substrate and subjected to no displacement, the interface slip
value is equal to the elastic displacement of the FRP, i.e.:

εF= ds

dx
(6)
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The governing ODE can be derived by substituting Eqs. (5) and (6) into Eqs. (4):

d2s

dx2
= τ(s, σn)

EFtF
(7)

To calculate the interface normal stress σ n, write the equilibrium along the normal
direction x2:

d2s

dx2
= τ(s,σn)

EFtF
(8)

With the substitution of σ n into the interface stress-slip law, Eq. (7) is a second-order
non-linear differential equation with s and the dependent variable x. The following
calculations will be given based on the extrados strengthening case, for the intrados
case, it would be easy to replace the sign of the normal stress to gain the corresponding
solutions.

2.3 The Closed-Form Solutions

To derive a closed-form solution for the previous ODE, it is necessary to assign a gradu-
ally increasing slip value s0 at the free edge, so the following Initial Condition (Cauchy)
problem can be written with the boundary conditions:

⎧
⎪⎪⎨

⎪⎪⎩

d2s
dx2

= τ(s,σn)
EF tF

ds
dx

∣
∣
∣
x=0

= 0

s(0) = s0

(9)

The slip value s(x)willmonotonically increasewith x along the interface, considering
three stages of the interface law, five possible situations will arise regarding the whole
interface state: (i) only stage 1; (ii) stages 1 and 2; (iii) stages 1, 2 and 3; (iv) stages 2
and 3; (v) only stage 3. The following contents will present the closed-form solutions
under the three different interface law stages, as well as the transformation points among
different states that can be determined via the principle of continuity. The given slip value
as the free end to trigger different situations can be reversibly determined by the known
slip conditions for different interface states. Finally, the analytical procedure can be
implemented into MATLAB to realize automatic calculation via any given material and
geometric parameters. The calculation procedure will be terminated if a negative value
appeared for the slope of the s-x relationship.

The First Stage. Let us assume that the first stage is active from the free edge up to xe.
A point with abscissa x1 belonging to the elastic interface stage and its slip s1(x1) can
be obtained by solving the Cauchy problem Eq. (7) with τ (s,σ n) = Ks:

s1(x1) = s0
2

(
eγ x1 + e−γ x1

)
(0 ≤ x1 ≤ xe) (10)
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where, γ = √
K/(EFtF ). If xe ≤ L, the value of xe can be determined assuming that at

xe the tangential stress is equal to the maximum bond strength:

xe = 1

γ
arcosh(Xa) = 1

γ
arcosh

(
τmax

α1 − α2

)

(11)

in which:
⎧
⎪⎨

⎪⎩

xa = α1
α1−α2

α1 = EFtFs0γ 2

α2 = EFtFs0γ
tan φ
R

(12)

The Second Stage. The solutions at this stage can be obtained similarly:

s2(x2) = eβx2
(
C1 sin

√
αx2 + C2 cos

√
αx2

) − 1 − K1/K

K1
τmax(0 ≤ x2 ≤ xr) (13)

in which:
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

α = −
(
K1
K − 1

)2 tan2 φ

4R2
− K1

EF tF

β = 1
2

(
1 − K1

K

)
tan φ
R

C1 = 1√
α

[ s0
2

(
eγ xe − e−γ xe

) − C2β
]

C2 = 1−K1/K
K1

τmax + s0
2

(
eγ xe + e−γ xe

)

(14)

The constants C1 and C2 can be determined via the continuous conditions at xe:
{

s2(0) = s1(xe)
ds2
dx2

|x2=0 = ds1
dx1

|x1=xe
(15)

The Third Stage. To solve the Cauchy problem for the third stage, the following ODE
with initial conditions is considered, where x2 = xr:

⎧
⎪⎨

⎪⎩

d2s3
dx2

= τr
EF tF

s3(0) = s2(xr)
ds3
dx3

|x3=0 = ds2
dx2

|x2=xr

(16)

3 Validations

3.1 Approaches for Validation

The experimental campaign conducted by Rotunno et al. [3] and the numerical model
proposed by Milani et al. [12] were utilized for validation of the present model. The
numerical model is based on the same experimental facts and adopts a similar mathe-
maticalmodel as in this presentmodel.Only for a stable and robust calculation procedure,
the numerical model assumes a smooth exponential function for the interface law. The
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interface law also allows the incorporation of the interface normal stress, exhibiting an
infinite ductility and an asymptotic residual strength in terms of the interface behavior.

The parameters needed in the present model are selected as the same in the numerical
model proposed byMilani et al. As discussed in the literature [12], two approaches were
developed to calibrate the parameters: the first one is a manual procedure adjusted by
trial and error; the second more rigorous one is based on a least-square optimization.
The comparisons of the gained values of parameters indicate that the two procedures
provided similar results, leading to small differences from an engineering point of view.
Thus, the first manual procedure was adopted out of convenience here.

The parameters involved are listed in Table 1. For the flat case, when assuming a
large enough value for the substrate radius, the present model can be utilized as well. As
an important parameter that controls the behavior of the residual strength stage, there is
not enough experimental data to calibrate the parameter φr . In this study, it is assumed
to be equal to the friction angle φ, due to the hypothesis that the friction angle defining
the residual strength cannot be larger than that of the undamaged interface.

Table 1. Parameters adopted to validate the present model.

Label R [mm] EF [MPa] tF [mm] BF [mm] L [mm] τmax [N/mm2] se [mm] su [mm] φ [°] φr [°]

CAE 1500 250000 0.165 100 382 1.37 0.093 0.324 35 35

CBE 3000 250000 0.165 100 354

CAI 1500 250000 0.165 100 330 0

CBI 3000 250000 0.165 100 330

Flat 108 250000 0.165 100 330 - -

3.2 Results of the Analysis

Global Responses. As presented in Fig. 3, the results gained by the present analytical
model (the black lines) are compared with the numerical results (the red line) and exper-
imental data (the blue envelope). Thanks to the clear definition needed in the analytical
solutions, the different stages situation of the interface can be indicated in the global
curved via different line types. An increase after Stage 3 appeared on the interface is
clearly expressed for the extrados strengthened cases (cases CAE and CBE), due to the
non-zero residual friction strength. And this increase is more obvious under the higher
substrate radius (Case CAE), due to a higher interface normal stress.

Compared with the numerical model, the results are quite similar in terms of the
ultimate strength and slip values. The present model always exhibits slightly smaller
strength values, due to the smaller shear stress values adopted in the assumed interface
laws. And a major difference lies in the post-peak behavior, in our model, a snap-back
phenomenon can be observed. The snap-back phenomenon indicates the unloading of
the fiber strip due to the softening of the interface, which normally appears under a
sufficiently long bond length. This phenomenon requires specific experimental set-ups
to avoid the brittle sudden failure of the specimen after peak load is reached, the detail
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and typical experimental results can be found in the literature [13]. The numerical model
doesn’t exhibit such behavior since, in that model, the ODE system is solved as a BVP
(Boundary Value Problem), rather than an IVP (Initial Value Problem) in this analytical
model. One boundary condition is the increasing known load applied at the loading edge
of the FRP strip, naturally, the decrease of load and the snap-back phenomenon won’t
appear.

Comparedwith the experimental data, it can be concluded that themodeling curved is
satisfactory in terms of the trend and ultimate load, however always yield an obviously
smaller ultimate slip. This problem is identified in the numerical model. This can be
attributed to the simplifications existing in the model which ignore the ductility of the
strengthened system, for example, the possible internal slippage and damage of the FRP
strip, the damage propagation inside the substrate, the interlocking effect due to the
uneven surface around the mortar joints.

Fig. 3. Load-slip curves gained via the present model, numerical model [12], and shear tests [3]
for case CAE (a), CBE (b), CAI (c), CBI (d).

Local Responses The current analytical procedure also allows determining the stress
and displacement distributions along the interface. Take the case CAE as an example,
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the results are presented in Fig. 4. The appearances of different interface stages are also
available by the different colors and types of lines. The distinct divisions of the color
(the interface stages) in the slip distribution (Fig. 4a) give a perfect verification of the
correctness of the calculation. As can be normally observed in shear tests, the peak of the
shear stress will gradually transfer from the loading edge to the free edge (Fig. 4b), and
the stress level gradually declines towards the end of the loading procedure (Fig. 4c).

Fig. 4. Distributions of interface slip (a), shear stress (b), and normal stress (c) for case CAE.

4 Sensitive Analysis

For this present model dedicated to the curved substrate, it would be interesting to
investigate the effect of substrate curvature on the relative parameter sensitivity. In the
present model, the substrate curvature will affect the interface normal stress, and further
influence the shear stress via the friction angles φ and φr by Mohr-Coulomb law. From
common sense, when the curvature of the substrate is larger (closer to the flat case),
the normal stress along the interface is smaller, which is consistent with the trend of the
calculation results displayed in Fig. 5. And as the curvature of the substrate increases, the
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bond strength will increase; the effect of friction angles on the intrados strengthening is
smaller than that of the extrados strengthening, due to the smaller normal stress appearing
intrados case.

Fig. 5. Influences of φ (a) and φr (b) on bond strength for different substrate curvature radii.

5 Conclusions

In this article, a fast and stable analytical model was proposed to describe the bond
behavior of FRP applied on curved substrates. The mathematical model was developed
based on the shear test set-ups for FRP strengthened curved masonry prism. The non-
linearities were all lumped at the interface, and a three-section line was adopted for the
interface stress-slip law which will vary according to the interface normal stress. After
comparing with the experimental load-slip curves, it can be considered that this present
model can ideally reproduce the trend and ultimate strength. And the investigations on
the influences of the parameters showed consistency with experimental observations
as well. Moreover, compared to the numerical model solved as BVP, this model can
reproduce the snap-back phenomenon.

However, both the present model and the numerical model exhibit a smaller ultimate
strength due to the simplifications that ignored the ductility of the strengthened system.
Further studies may take into account the deformation and damage of the substrate,
or change the mathematical formula for describing the post-peak interface behavior, to
improve the ductility of the model.
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Abstract. In this paper, the standard formulation for rigid block limit analysis
is extended to simulate the effect of innovative strengthening (FRP/FRCM), with
a suitable modification of the constitutive constraint that governs the behavior
of contact joints. The proposed modeling is applied to both associated and non-
associated sliding. The change of the failure surface of a representative contact
joint after the reinforcement is first derived. Casting it into a standard matrix form,
the constitutive constraint in the lower bound theory is thenmodified to account for
the strengthening effect.After that, the proposed technique is also extended to solve
a non-associated problem. Utilizing this technique, the collapse of a 9-block 2D
arch with FRP reinforcement is analyzed to compare predictions from associated
and non-associated formulations. Detailed parametric studies are carried out to
understand the influence of the critical parameters on the difference in the results
from these two formulations. The results show that when analyzing the arch with
reinforcement, the associated limit analysis may predict an incorrect collapse
mechanism as well as an overestimated collapse load. Such overestimation could
reach 70.5% in some cases. Employment of non-associated formulation is very
necessary for more precise collapse analysis of reinforced masonry arches.

Keywords: Rigid block limit analysis · Reinforcement · Masonry arch ·
Associated sliding · Non-associated sliding

1 Introduction

Historical masonry building is a widespread type of architectural heritage in the eastern
and western world. To preserve these valuable constructions, their structural behavior
should be primarily investigated. Recent boom of computational Operational Research
give rise to the popularity of rigid block limit analysis. This approach is becoming
a standard tool to quickly understand the collapse performance of block structures,
precisely taking into account the real arrangement of the bricks in the structure at the
same time [1–5]. Based on some pioneering works [6–9], such analysis now has been
applied to complex and large-scale collapse problems [10–15].
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Fig. 1. Typical sliding model for rigid block limit analysis: (a) associative (“sawtooth”) sliding;
(b) Coulomb friction, non-associated sliding.

On the other hand, thanks to the development of composite materials, innovative
strengthening techniques have been widely adopted to retrofit these historical masonry
buildings (e.g. external FRP strips or FRCMgrids).Many numerical scientists attempted
to simulate such a strengthening effect through the aforementioned rigid block limit
analysis. In these contributions, most of them did not accurately consider the sliding
behavior among the bricks, where an associated sliding model was employed [16, 17].
Such a model will be correct if the collapse only involves flexural hinges while once
sliding among the bricks is triggered, an obvious separation (dilation) at the contact
joint will appear due to the associativity. As mentioned by Drucker [18], such a dilation
fit the reality only when friction is sawtooth (Fig. 1a). For a classical Colomb friction
(Fig. 1b), the associated slidingmodel may lead to an incorrect prediction of the collapse
mechanism.

This workwill develop a simplemodeling approach to consider the reinforcement, as
an extension of standard rigid block limit analysis. Such modeling will not only apply to
associated limit analysis but is also convenient to be used in Sequential Linear Program-
ming (SLP) procedure which is a promising iterative scheme to solve non-associated
problems [12]. We first analytically investigate the change of the limit surface after
the reinforcement of a reprehensive contact joint. The constitutive law in the standard
associated limit analysis (Lower Bound theory), is then updated to implicitly model the
reinforcement layer. Finally, we illustrate how to apply this modeling strategy to solve
non-associated sliding collapse, utilizing the SLP procedure.

The collapse of a 2D FRP-reinforced arch with both associated and non-associated
sliding is analyzed to compare the collapse mechanism and the ultimate load predicted
by these two sliding models. Then, a detailed parametric study is carried out to observe
the influence of critical parameters on those differences. Based on these results, the
accuracy and applicability of the associated formulation are discussed.

2 Methods

Before the derivation of the limit surface for the interface after the reinforcement, we
would first recall the formulation of classic associated rigid block limit analysis. Such
a formulation can be deduced from both static and kinematic points of view, namely
Lower Bound (LB) and Upper Bound (UB) theories (Eq. (1) and Eq. (2)), respectively
[11]. These two formulations are a pair of dual Linear Programming (LP) problems,
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which always give a consistent optimal solution.

maximize α

subject to Ax = αfL + fD
Nx − c0 = z
z ≤ 0

(1)

minimize −fTDu + cT0 p
subject to fTL u = 1

ATu = q
NTp = q, p ≥ 0

(2)

Among all the constraints in the above two LP problems, the second constraint in
Eq. (1) defines a limit surface for the resultant forces at contact joints (Fig. 2). All the
possible interfacial resultants should remain within the limit surface and any force state
that reaches the edges will imply discontinuous velocities at the joint.

Fig. 2. Limit surfaces for the interface resultant forces (no reinforcement but with a small normal
cohesion c0): (a) m-n limit surfaces; (b) s-n limit surfaces.

Fig. 3. (a) flexural hinge failure; (b) sliding failure (c) interface resultant forces after strengthening
and equivalent description

|e| =
∣
∣
∣
m−F in

t tan η+Fex
t tan η

n−F in
t −Fex

t −c0

∣
∣
∣ ≤ tan η

(

n − F in
t − Fex

t − c0
)

tan ϕ + |s| − F in
s − Fex

s ≤ 0
0 ≤ F in

t ≤ F in
t,max, 0 ≤ Fex

t ≤ Fex
t,max

0 ≤ F in
s ≤ F in

s,max, 0 ≤ Fex
s ≤ Fex

s,max

(3)
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Intuitively, the above limit surface will definitely change once accounting for the
reinforcement. If a flexural hinge is triggered (Fig. 3a), the reinforcement strip will
produce extra tensive forces (Fex

t and F in
t ) at the separation (Fig. 3c), because of the

its debonding failure against the substrate. Two sliding cohesions Fex
s and F in

s will also
be involved when sliding happens due to the peeling failure (Fig. 3b). Therefore, the
formulation of the updated limit surface then becomes Eq. (3).

Plotting the updated failure surfaces defined in Eq. (3), we can observe a significant
expansion of the original failure surfaces due to the strengthening. Specifically, both
m–n and s–n surfaces are translated along the positive direction of n axis, resulting in a
larger area for tensile normal forces (Fig. 4a); s–n surface is also moved along the s axis
(Fig. 4b).

Fig. 4. Change of the failure surfaces due to the reinforcement: (a) m–n limit surfaces; (b) s–n
limit surfaces.

Equation (3) can be transferred into a standard matrix form Eq. (4). Compared with
the formulation in classical limit analysis (Eq. (1)), we merely need to add a spuri-
ous cohesion term cm, implicitly modeling the reinforcement layer. Specifically, the
components of cm at a specific interface j are majorly dependent on four extra ultimate
cohesion forces brought by strengthening (Eq. (5)). Those cohesion forces can be simply
computed based on the properties of the reinforced material.

Nx − c0 − cm = z, z ≤ 0 (4)

cm,j =

⎡

⎢
⎢
⎢
⎣

cr+m,j

cr−m,j

cs+m,j

cs−m,j

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎣

(

F in
t,max + Fex

t,max

)

sin ϕj +
(

F in
s,max + Fex

s,max

)

cosϕj
(

F in
t,max + Fex

t,max

)

sin ϕj +
(

F in
s,max + Fex

s,max

)

cosϕj

2F in
t,max sin ηj

2Fex
t,max sin ηj

⎤

⎥
⎥
⎦

(5)

As a consequence, the updated LB/UB associated formulations to take into account
the strengthening effect are given as Eqs. (6) and (7), respectively.

maximize α

subject to Ax = αfL + fD
Nx − c0 − cm = z
z ≤ 0

(6)
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minimize −fTDu + cT0 p + cTmp
subject to fTL u = 1

ATu = q
NTp = q, p ≥ 0

(7)

We proceed to extend such a technique to solve a non-associated sliding problem.
The SLP procedure is commonly employed to tackle this difficult problem [12]. This
procedure breaks a non-associated problem into a series of associated limit analyses
which can be managed through a robust LP solver. Iteratively solving these LP prob-
lems, the dilation angles for the discontinuous velocity will be gradually reduced while
the constraints for the interfacial resultants remain (Fig. 5). The solution for these associ-
ated problems will eventually converge to a non-associated one. The proposed modeling
technique for the strengthening effect is quite convenient to be applied to the SLP pro-
cedure. Similarly, a spurious cohesion term cm computed according to the properties of
reinforced material is supplemented in the associated analysis of each iterative step.

Fig. 5. Change of the limit surfaces and reduction of the dilation during the iterations.

3 Results

In this section, we take a 9-block 2D arch with both-side FRP reinforcement as an
example for further collapse analysis based on the proposed modeling approach (Fig. 6).
Table 1 lists the properties of the FRP and the bricks. Two ultimate cohesion forcesFt,max
andFs,max are computed based on the codeCNR-DT200 [19] and the peel strength testing
[20], respectively.



Collapse Analysis of Reinforced Masonry Arches 215

Table 1. Several parameters for the FRP and the bricks.

FRP Thickness tf [mm] 0.16

Young’s Module Ef [GPa] 230

Ft, max [kN] 29.7

Fs, max [kN] 9.86

Brick Width/Height/Depth [mm] 500/400/400

Compressive strength f bc [MPa] 8

Tensive strength f bt [MPa] 0.8

Frictional angle ϕ [°] 30

Fig. 6. Case study: a 9-block 2D arch with both-side FRP strengthening.

The differences in the collapse results from associated and non-associated formu-
lations are mainly concerned in this section. Therefore, detailed parametric studies are
carried out to observe the influence of critical parameters, including frictional angle
ϕ and two cohesion forces Ft, max and Fs, max, on those differences. Associated and
non-associated collapses are predicted through LP and SLP procedures, respectively.

Figure 7 illustrates the variationof theultimate load aswell as the collapsemechanism
along with the change of the friction angle ϕ (ranging from 20° to 40°). Generally, the
ultimate load for the collapse will grow if ϕ increases, for both associated and non-
associated collapse.When the ϕ increases, we observe three collapsemechanisms: local-
sliding, hinge-sliding-mixing, and 4-hinge mechanism. In the observed range of ϕ, the
associated formulation tends to produce a collapse purelywith flexural hinges, indicating
that the associated sliding model may overly restrict the sliding at contact joints. The
non-associated formulation always predicts a smaller load multiplier. This means that
associated limit analysis may overestimate the collapse load. Such an overestimation
significantly rises with a decrease of ϕ. The maximum can reach 48.6%.
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Fig. 7. Load multiplier α vs. frictional angle ϕ: comparison of associated and non-associated
sliding.

The impact of the tensile cohesion force Ft,max is then investigated on the collapse
performance of the arch (Fig. 8). The growth of the Ft,max will give rise to the increase
of load multiplier. Note that only standard 4-hinge collapse is produced by associated
formulation while the sliding appears in themechanisms predicted by the non-associated
limit analysis. In the condition of large tensile cohesion, sliding is more likely to take
place because flexural failure is almost forbidden by the reinforcement layer. As a result,
when Ft,max is large, the collapse turns into a local-sliding one. In this case, the load
multiplier predicted by non-associated analysis is much smaller than the associated
prediction (with a maximum difference of 60.7%), ascribed to their different failure
mode.

Finally, we conduct a parametric study regarding the sliding cohesion force Fs,max
(Fig. 9). The collapse of the arch with an associated sliding does not change when the
ultimate cohesion force varies. When Fs,max is low, the non-associated limit analysis
gives a local-sliding collapse with a very small ultimate load. In this case, the overesti-
mation of the associated limit analysis thus becomes critical, with a maximum of 70.5%.
The ultimate load from the non-associated formulation grows with the increase of the
sliding cohesion force because the sliding among the bricks is gradually prevented by
the FRP strips. If Fs,max is large enough, the collapse predicted by the non-associated
limit analysis turns to a pure-hinge failure, in line with the results from the associated
formulation.
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Fig. 8. Loadmultiplier α vs. ultimate cohesion force for tensionFt,max: comparison of associated
and non-associated sliding.

Fig. 9. Loadmultiplier α vs. ultimate cohesion force for sliding Fs,max: comparison of associated
and non-associated sliding.
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4 Conclusions

This paper extends the classical rigid block limit analysis to consider the innovative
strengthening effect, applied to both associated and non-associated sliding problems.
The constitutive constraint defining the failure surface in the standard formulation is
updated to consider such a strengthening effect, with the addition of a spurious cohesion
term. A 2D arch with both-side FRP reinforcement is taken as an example to compare
the collapse results with associated and non-associated sliding. Detailed parametric
studies are conducted to observe the influence of the critical parameters on the difference
between associated and non-associated predictions. The main conclusion can be drawn
as follows:

• The associated sliding model may give rise to an incorrect collapse mechanism of
the arch once the reinforcement is taken into account. According to the parametric
studies, associated limit analysis tends to give a standard 4-hinge collapse, indicating
the sliding among the bricks is overly restricted due to the associativity.

• The associated formulation may also overestimate the collapse load. According to
the parametric studies, such an overestimation increases with the growth of tensile
cohesion and drop of the friction angle and sliding cohesion. The maximum could
reach 70.5% for the associated prediction.

• The associated and non-associated formulations give a consistent prediction only if
the collapse is a standard 4-hinge mechanism.

• Therefore, we suggest to employ a non-associated limit analysis for general collapse
prediction. Associated formulation can only remain to be used if there is no sliding
involved in the collapse, to save computational cost.
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Abstract. The efficiency of deep neural networks has been proven in several
research fields. In this study, we suggest using this method of inverse crack identi-
fication based on the structural response of boundary displacement. This structural
response is particularly challenging for surrogatemodelling due to the overall sim-
ilarity in the effect of different cracks. From the inverse problem perspective, this
corresponds to a problem of many local minima. To solve this problem we use
the newly suggested search technique of the dynamic search space reduction by
the YUKI algorithm, build to solve this type of problem. We compare the per-
formance of the suggested approach of the RBF modelling technique in terms of
direct problem prediction and inverse problem identification accuracy. Deep Neu-
ral Networks are found to have better performance in both problems, although the
computation time is significantly higher than RBF.

Keywords: YUKI algorithm · Crack identification · Deep ANN · Inverse
problem

1 Introduction

In the framework of inverse crack identification the goal is to predict the unknown
crack, defined by its parameters P [1, 2], based only on accessible structural response
measurements u(P0). The most commonly used are the vibrational response and the
mechanical responses. However, they face the challenge of the ill-Posedness [3–8], as
themeasured structural responsemay be insensitive to different cracks, and very different
values of P can correspond to close measurements. Additionally, from the optimization
problem perspective, this is a non-differentiable problem.

The crack identity P is dictated by the considered inverse problem. Thus, the correct
numerical simulation of the problem is very important. The second difficulty is related
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to structural response characteristic in relation to variation to the crack parameters [9].
The existence of local minima is inevitable is these type of problems. Where local
optimization algorithms cannot guarantee to attain the globalminimum. Plus they require
the problem to be differentiable. For these reasons, global optimization algorithms are
needed [3, 10, 11].

An efficient algorithm is capable of finding the global minimum, regardless of the
starting point in the search field. Global methods simulate a sample of parameters by
exploiting only the information provided by the calculation of f (P). To get the global
minimum of a function using global methods, it would be necessary to go through
all the space of the independent variables, which is generally impossible for classical
optimization methods, given the size of the space and the number of variables.

In the inverse problem stage, the optimization algorithm is applied. Its goal is to find
the closest response to one consequence of the crack to be identified [6]. The structural
response is measured at the reference specimen. The optimization algorithm will then
search for the crack parameters that correspond to themeasured response, By calculating
the structural response u(P) corresponding to a possible crack P. The fitness function
value is the error between this vector and the reference structural response u(P0) caused
by the real crack parameters. [12]. Figure 1 depicts the inverse crack identification
approach. Where the optimal crack identity is the one that provides a fitness function
value less or equal to a limit. This limit varies from one case to another and also on the
nature of the crack parameters. It is decided after knowing the fitness function equivalent
to the wanted precision. The stopping criterion is considered based on the number of
iterations. Thenumber of iterations depends on the optimization algorithm, so the optimal
crack identity can be reached if the optimization algorithm is fast enough.

Select the initial parameters to start the 
identification

Solve the direct problem

Comparison of the difference between 
calculated and measured values

Solutions found

Changing parameters to minimize the 
difference between calculated and measured 

values

YES

NO
The difference tends to 

zero?

Fig. 1. Inverse crack identification approach
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The structural response researchers have suggested several approaches based on
ANN [13], Weinstein et al. suggested. One of the early deep learning works in this
field of vibration analysis is made by Barai et al. [14] in damage identification Zang
et al. [15] suggested an approach based on frequency response functions as input to
ANN. Abdeljaber et al. [16] designed a real-time damage identification strategy based
on one-dimensional convolutional neural networks. In the studies based on the mechan-
ical response, Stavroulakiset al [17, 18] created a crack identification method based on
backpropagation neural networks for structural response generation, using the boundary
elementmethod to create the training data.Khaleghi et al. [19] suggested an inner fracture
characteristics approach based on artificial neural networks under noisy measurement.

2 Numerical Simulation

In elastostatics, the sum of all forces on the structure is equal to zero, and the dis-
placements are not a function of time [20–22]. The equilibrium equations are stated
as:

σij,j + bi = 0, i, j = 1, 2, 3 (1)

σij is the Cauchy stress tensor. bi represents the body-force components. And the strains
εij are defined by:

εij = 1

2

(
ui,j + uj,i

)
, i, j = 1, 2, 3 (2)

ui,j are the displacement component.Considering that thematerial is elastic, homogenous
and isotropic, Eqs. (1) and (2) are related by Lamé’s equation:

σij = λεkkδij + 2μδij, i, j, k = 1, 2, 3 (3)

The Kronecker-delta function δij is written as follows:

δij = {1 i = j, 0 i �= j} (4)

λ = 2νμ

(1 − 2ν)
(5)

μ = E

2(1 + ν)
(6)

where λ Lamé constant, and μ is the shear modulus. The strains have to satisfy the
following compatibility equations:

∂εij

∂xi∂xk
− ∂

∂xi

(
−∂εjk

∂xi
+ ∂εik

∂xj
+ ∂εij

∂xk

)
= 0, i, j, k = 1, 2, 3 and i �= j �= k (7)

The problem is defined as follows. Let � denote an open set with boundary 	 subject
to the boundary conditions:

u = ui onΓu, (8)
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t = ti onΓt (9)

Where

Γ = Γu

⋃
Γt, Γu

⋂
Γt = ∅ (10)

And

Ω− = �
⋃

Γ (11)

The problem is: given ui
_
, ti
_
and bi; find ui(y), y ∈ �

_
. Furthermore, the plane strain is

assumed and therefore:

εzz = εxz = εyz = 0 (12)

Fig. 2. Display of meshing around the crack tips and Von Mises constraint

The simulations in this paper are made using Abaqus. It is a powerful finite element
simulation tool used in many fields of mechanical studies. It has special features ded-
icated to fracture mechanics, which makes this tool very advantageous, such that the
crack segment model, the calculation of J integral, and different crack propagation laws.

In this section, we present a simulation of a cracked plate of a rectangular shape with
1 mm thickness, having dimensions of 30 mm height and 10 mm width, it is subjected
to traction force from the upper and the lower sides. The Young modulus and Poisson
coefficient of the material were respectively E = 210GPa and ν = 0.3. The vertical
sides have meshed with 80 quadrilaterals and the horizontal side with 30 elements. The
meshing of the crack has been divided into two main areas; the area of the crack tip,
covering both crack endings, and the area of the middle of the crack. The sweep function
is used to mesh the crack tips, with radius of the circle is 0.5 mm. 20 elements along
the contour of the circle, and 10 elements along the radius of the circle, resulting in a
total of 200 elements at each crack tip as shown in Fig. 2. Along with the the Von Mises
constrain.

The majority of crack identification studies are based on boundary data because
boundaries are considered the only accessible part of the structure. In the case studied
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in this paper, the horizontal boundaries (upper and lower boundaries) are subjected to
boundary conditions, in real cases; it means interaction with other structures of solicita-
tions, which makes them inaccessible for measurements, leaving the vertical boundaries
to be the only source of information.

3 Radial Basis Functions Modelling

Radial Basis Functions (RBF) are very efficient for interpolation between existing data
[23, 24]. To approximate a function f (x), where x is an M-dimensional vector, RBF
requires the information in a form of a set of N nodes xi, for which the values of the
function are known. For any new value of x the interpolation is performed involving just
a few nearby nodes. The approach of RBF performs it one continuous function, defined
over the whole domain. The approximation is written as the combination of gi functions:

f (x) ≈
∑N

i=1
αigi(x) (13)

This equation is defined once the basis functions gi are selected and the coefficients αi

are known. Where αi are the combination coefficients. For the radial basis functions, the
Euclidian distance is considered in this paper.

gi(x) = gi(‖x − xi‖), i = 1, 2, . . . ,N (14)

To determine the coefficients αi, the interpolation needs to be exact in all N nodes,
therefore, the system of N equations defined by:

f
(
xj

) = yj =
∑N

i=1
αigi

(
xj

)
, j = 1, . . . ,N (15)

where yj are known values of the function in the nodes. Introducing the following matrix
notation

G =
⎡

⎣g1(x1) . . . gN (x1)
.
.
.
. . .

.

.

.g1(xN ) . . . gN (xN )

⎤

⎦; α = [
α1, α2, . . . , αN

]T ; Y = [
y1, y2, . . . , yN

]T (16)

The system can be written as:

α · G = Y (17)

Matrix Eq. (15) is solved for the interpolation coefficients αi. The interpolation coeffi-
cients are computed once and for all, and involve the known values at the nodes. Once
this is achieved, we can approximate the function at any given point [23]. Considering
that the results of Eq. (13) are exact in the nodes, and gives interpolated results for any
new value of x. The RBF represents one approximation valid for the whole domain in
which the original data were situated.

The results is a model that is able of reproducing the original data field, plus inter-
polated values for any new set of parameters within the initial variables domain. The
results of extrapolation outside this domain may be of poor accuracy [23]. We use the
RBF model to retrieve the values of the unknown geometric crack parameters in this
study. And employed to provide the structural response, representing the direct model.
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4 Deep Artificial Neural Network

Deep ANN has been used widely in a wide range of engineering problems [25, 26].
Theoretically, it has the power to connect the problem’s input and target features in
nonlinear and complex spaces, given enough neurons in the hidden layers. With the
wide availability of ANN tools and open source codes, engineers only have to solve the
issue of the number of layers, and the number of neurons in each layer [27].

The information is stored in the node’s weights. Thus for the network to approximate
the system’s output, these weights are optimized in a process called training. Figure 3.
Illustrates the Deep ANN network. Training of collected data is used to model the
characteristics of the system. During the training, the process uses a smaller set of data
called the validation dataset is used test the quality of the network predictions, and
change the parameters to achieve high precision [28].

Fig. 3. Von Mises constraint ANN structure to determine damage level

TheDeepANN is characterized bymultiple hidden layers, besides the input layer and
the output layer. The number of hidden layers is denoted in the figure by D, the number
of input and output neurons are denoted by n and m respectively, and the number of
neurons in each hidden layer is denoted by l. Each neuron is connected to all the neurons
in the next layer, and the strength of the connection is weighted though wk

ij. Each neuron
is assigned a bias value β. In the training phases, the optimization algorithm will find the
optimal weights and biases combinations that correspond to the lowest prediction error,
according to the testing data set.

5 YUKI Algorithm

YUKI algorithm is a newly suggested method [20], with an innovative search space
reduction technique. It uses simple steps to focus on interesting search areas, and dynam-
ically changes the size and position of the search focus. The first idea of YUKI algorithm
is to create a local search area smaller than the search domain, it is positioned around
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the absolute best solution at the current iteration Xbest , and its size is calculated as the
distance between this point and theXMeanBest . WhereMeanBest is the centre of the point
cloud representing the historical best founts found by each solution. LT and LB are the
top and bottom boundaries of the local search area respectively. They are calculated as
follows:

D = |Xbest − XMeanBest | (1)

LT = Xbest + D (2)

LB = Xbest − D (3)

The second idea of this algorithm is to dedicate two parts of the population to explo-
ration and exploitation simultaneously, by splitting the population. One part is assigned
to exploration outside the local search area, and the other is assigned to focus on search-
ing inside the local search area. The size of the population dedicated to each part is
determined by the EXP parameter, which should be between 0 and 1. 0.6 for example,
means 60% of the population will be dedicated to exploring outside the focus area, and
40% will focus the search inside the local search area.

Fig. 4. Illustration of the focus zone exploration strategy

This is done by first, generating a randomdistribution of points inside the local search
area, then assigning the dedicated search populations selected for exploration outside
the local search area. Exploration spread is directed to look toward the historical best
points as follows:

E = Xloc − Xbest (5)
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where Xloc denotes a position of the selected point to be directed toward exploration,
and Xbest is the historical best point found by this individual particle. The next position
will then be calculated as follows:

Xnew = Xloc + E (6)

For the solutions dedicated to the exploitation inside the local search zone, we first
calculate the distance from the centre Eq. (7), then calculate the next position as in
Eq. (8). Where rand here is the random value between 0 and 1. And for each solution.
Figure 4 illustrates the YUKI algorithm ideas.

F = Xloc − Xbest (7)

Xnew = Xloc − rand × F (8)

These simple steps lead to the complex behaviour of the local search area, as it can
dynamically reduce its size if new solutions are found inside, or increase the size signif-
icantly if better solutions are found outside. The location of this focus area also changes
automatically throughout the search. With the progress of iterations, the local search
area tends to reduce in size leading to focusing on the optimal position at the end of the
search.

6 ANN and RBF for Direct Problem Representation

The boundary displacement responses are collected from 67 simulations. The boundary
conditions are constant but crack sizes and positions vary. The size of the crack varies
between 0 and 5 mm, and its position is located between –10 and 10 on the Y-axis and
–2 and 2 on the X-axis (Fig. 5). Each node in the vertical boundaries is considered a
sensor point, thus the total number of 162 data points, 81 from the left side and 81 from
the right vertical side boundary.

Fig. 5. Illustration of the simulated problem with crack parameters.
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Fig. 6. Displays the training results for the deep ANN network.

These results are used to build surrogate models using RBF and ANN networks.
Several ANN designs have been investigated. After statistical analysis, the backpropa-
gation architecture with these layers (60:150:250:200:180) has been selected for further
study. Figure 6 displays the training results for this deep ANN network, using conjugate
gradient backpropagation with Fletcher-Reeves updates.

Fig. 7. Boundary displacement prediction error, using deep ANN and RBF networks.

Figure 7 Shows the boundary displacement prediction error using deep ANN and
RBF. Where the considered example is a crack at the lower left side with center coordi-
nates (–1.75, –9.5) and a size of 3.2 mm. The left side graph compares the predictions
to of the real displacement field. And on the right side graph the prediction errors of
deep ANN and RBF. These figures show an advantage for Deep ANN in terms of overall
accuracy, it also indicates that although RBF has a smoother displacement field, more
appropriate in this case than the results found by deep ANN, RBF faces a challenge in
predicting the displacement at that boundary node in the proximity of the crack. These
results are found in other examples and are indicative of the overall predictions.
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7 Crack Identification Results

The crack identification is formulated as an optimization problem, as suggested in Fig. 1,
the goal is to find the crack corresponding to the boundary displacement response most
close to the measurement, the closeness is calculated as described in Eq. (9). We consid-
ered 4 segments of the displacement field, representing the four quarters of the vertical
boundaries.

Fig. 8. Crack size prediction based on boundary displacement using Deep ANN and RBF.

Due to the unsymmetric nature of the problem, we assume that this approach help
identify the region in which the crack exists more efficiently than if we consider the
boundary displacement field as awhole. Three cost functionswere considered, expressed
in Eqs. (10), (11) and (12).

f i(P) =
∥
∥ui(p0) − ui(p)2

∥
∥

∥∥ui(p0)2
∥∥ with i = 1, 2, 3, 4. (9)

F1
(
Popt

) = min(f 1(P), f 2(P), f 3(P), f 4(P)) (10)

F2
(
Popt

) = Mean(f 1(P), f 2(P), f 3(P), f 4(P)) (11)

F2
(
Popt

) = F1 + F2 (12)

The first function takes into consideration only the boundary quarter corresponding
to the minimum fitness value. This is designed to isolate the noisy effect created by the
rest of the data points. The second function is similar to the case where we consider the
whole boundary displacements, it has the advantage of having better knowledge of the
effect of each particular crack on the boundary displacement field.
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The last function takes into consideration the advantages of both functions, and it
is assumed in this case, that the fitness of wrong crack identities will be amplified due
to having the error considered twice. Tables 1, 2 and 3 show the identification errors in
terms of crack size and position, the error is calculated as the Euclidian distance between
the real crack centre and the centre of the predicted crack. The first crack is C1 with
centre coordinates (–1.7, –9.5) and a size of 3.2 mm, the C2 centre is at (1.6, 3.8) and a
size of 3.1 mm. C3 is positioned at (–0.15, 0.15) and has a size of 4.6 mm.

Table 1. Identification results based on the first fitness function (Eq. 10).

ANN Error (mm) RBF Error (mm)

Fitness Function F1 Size Position Size position

C1 0.32 0.877268 0.81 1.203703

C2 0.4 0.297321 0.26 0.766877

C3 0.09 0.632456 0.28 0.764003

Table 2. Identification results based on the second fitness function (Eq. 11).

ANN Error (mm) RBF Error (mm)

Fitness Function F2 Size Position Size position

C1 0.94 1.216306 1.07 1.66331

C2 0.95 1.097315 0.25 1.02

C3 0.63 0.45607 0.48 1.17047

Table 3. Identification results based on the third fitness function (Eq. 12).

ANN Error (mm) RBF Error (mm)

Fitness Function F3 Size Position Size position

C1 0.11 0.494975 0.78 1.203703

C2 0.19 0.221359 0.21 0.408534

C3 0.05 0.284253 0.21 0.550818

The crack identification error varies between 0.22 mm and 1.6 mm in terms of
position, and between 0.05 and 1.07 mm in terms of crack size. The results suggest that,
overall, the third fitness function corresponds to the highest identification accuracy for
both crack size and location. Figure 8 Shows this advantage in crack size prediction. It
also shows that DeepANN is favourable inmost cases compared to RBFmodelling. This
is due to the higher boundary displacement accuracy. However, the fitness evaluation
usingDeepANN is very costly compared toRBF. Figure 9 depicts the difference between
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Deep ANN and RBF in the computational cost of a single identification run using the
YUKI algorithm, with a population of 20 and the maximum number of iterations is 100.

Fig. 9. Computation cost using Deep ANN and RBF.

8 Conclusion

In this paper, damage identification in steel plates is presented, using the inverse problem
approach. The approach uses the boundary displacement response measured in the pres-
ence of an inner crack with different sizes and positions. The finite element method is
used to simulate these boundary displacement responses. The inverse problem requires an
iterative search with thousands of response evaluations, crack identification researchers
investigate alternative solutions to FEM simulation, due to the very expensive computa-
tional cost. As well as suggest better-performing search algorithms that require a lower
number of iterations.

The performances of Deep ANN and RBF networks for the inverse problem evalu-
ation have been investigated in this work. Using the newly suggested YUKI algorithm.
We found that Deep ANN is favourably placed to simulate the boundary displacement
response, as it has good stability to unknown crack parameters compared to the RBF
method, providing a more consistent prediction error. However, the computation time
for RBF is significantly better, which may justify the use of this method.

Boundaries most close to damage are subjected to higher displacement than farther
away boundaries. The use of the whole boundary displacement sensors is not favourable
for the objective function, because that does not consider the above-mentioned fact, we
investigated the segmentation of the boundaries and use cost functions that take into
consideration the regional effect of the cracks, and found that the best results are found
when considering the average error in all segment plus error in the segment corresponding
to the minimum error. This approach will amplify the error in the wrong output, which
helps reduce the ill-Posedness of this problem.
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Abstract. This study investigates the potential application of the random decre-
ment (RD) technique for condition assessment in beam-like structure based on
energy dissipation of material, when only acceleration responses are available
for use. First, an analytical model of viscoelastic beam with various levels of
energy dissipation was used, based on modal superposition principle, to obtain
the response of systems to input force. Then, RD technique is employed to calcu-
late to transform the random structural response into the free decay response. RD
technique is only based output measurements, whereas other traditional methods
need requirement of both input and output ones. In structural engineering, input
ambient excitations (wind, earthquake and traffic load, etc.) are difficult to deter-
mine. Finally, a new feature established from the Power Spectral Density (PSD)
of Randec signature, call the Displacement Loss Factor function (DLF), is used
to assess structural condition. Numerical simulations of a linear beam loaded by
white noise are used to verify the effectiveness of the method in assessing the
structural condition.

Keywords: Energy dissipation · Random decrement · Power Spectral Density

1 Introduction

Nowadays, Damage Identification (DI) and Structural Health Monitoring (SHM) are
becoming some of the most important issues in civil infrastructures, such as buildings
and bridges [1]. Damage can cause a structure to produce irregular changes, generally
demonstrated in vibration responses [2]. The vibration signals of the structure thus can
be measured to consider the influence of damage on the mechanical parameters of the
structure, as change in mechanical parameters leads to a variation in the vibrational
characteristics of the mechanical system. The ability of SHM to perform assessment of
the bridge during its operation is a great strength. However, the effect of the environment
and traffic loads cannot be controlled or measured in a simple way [3]. Doebling et al. [4]
conducted a literature review of the DI and SHM studies concerning dynamic properties.
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From extracting irregularities (or features), damage can be identified in a structure.
Traditional vibrational features, such as natural frequencies, damping and mode shapes,
can also be used to update the physical parameters of models. While natural frequencies
and mode shapes have been used extensively in detecting damage associated with a
reduction in local stiffness of the structure, the use of damping to detect damage has not
been supported, primarily due to the difficulty of damping measurement and analysis
[5].

One of dynamics properties is energy dissipation of material which has been rarely
applied to identify structural condition [6–8] because of the complex mechanism. In
terms of mechanism, the damping represents the physical property that dissipates vibra-
tional energy in the mechanical system [9]. Types of damping mechanisms include
molecular dislocations, joint clamping pressure, viscosity of materials, interactions
between fluids and structures, etc. [10]. In general, damping is basically divided into
three main types such as material damping, structural damping, fluid damping [10].
Material damping is difficult to determine because it is caused by complicated inter-
actions of molecule within the material. While it has been showed that the change of
damping parameters caused by damage and deterioration can be more sensitive than nat-
ural frequencies, the accuracy of damping identification by measured vibration signal is
not high [11]. If the factors affecting the damping are varied, the physical explanation
of the damping change is very difficult. In addition, under-standing about damping of
real structures is not clear [12].

In this study, a new scheme for assessing structural condition employing transient
loss factor identification using viscoelastic material model is presented. In addition to
the elastic modulus E in Hooke’s law, the viscous coefficient C as in Newton’s law [13]
is also used to represent the properties of the material. The viscous coefficient C is a
novel parameter which shows material damping of structures [14, 15]. A feature called
the Displacement Loss Factor function (DLF) is used to evaluate energy dissipation in
the structure. The DLF is only determined from the power spectral density (PSD) of
the output signal. In fact, the vibration response of the structure is often random by the
ambient load. In order to limit the influence of unknown components in the dynamic
response of the structure, random signal is converted to free decay signal containing only
modal parameters through the Random Decrement (RD) technique [16]. Then DLF is
extracted from PSD of Randec signatures.

2 Material and Method

The general linear relationship between stress and strain of a viscoelastic material [17]
is described as follows:

n∑

i=0

ai
d iσ(t)

dti
=

m∑

j=0

bj
d jε(t)

dtj
n,m = 0, 1, 2, ... (1)

The material damping properties is simply described by the Kelvin-Voigt model
which is used in some previous studies [18]. This model is performed in terms of a
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combination in which an elastic spring is parallel with a viscous damper. Therefore,
normal stress (σ ) is relative with longitudinal strain (ε) as the following form:

σ(t) = Eε(t) + C
dε(t)

dt
= E

[
ε(t) + μ

dε(t)

dt

]
(2)

where μ, E, C are damping factor, young modulus and viscous coefficient of materials,
respectively.Governing equationof theEuler-Bernoulli beamassociatedwith theKelvin-
Voigt model is expressed as bending vibration [19].

EJ (x)

(
∂4w(x, t)

∂x4
+ μ

∂5w(x, t)

∂x4∂t

)
+ ρA(x)

∂2w(x, t)

∂t2
= f (x, t) (3)

wherew – horizontal displacement; J – inertia moment of cross-section; x – longitudinal
coordinate; t – time; ρ – density of beam; A – cross-section area; f – external load.

In the modal analysis, the displacement function w of the beam [18] is found in the
form as a linear superposition of N modal responses by Eq. (4).

w(x, t) =
N∑

r=1

Xr(x)Tr(t) (4)

where Xr(x) are rth shape functions that satisfy boundary conditions, and Tr(t) are
rth generalized displacements. Equation (4) is used to convert Eq. (3) to a set of N
generalized equations as the following form:

T̈r + Cω2
r

E
Ṫr + ω2

r Tr = Fr(t) (5)

where ωr is the natural frequency and Fr(t) is generalized load of the rth generalized
coordinate. If Fr is a wideband load, the response of structure performs a zero-mean
Gaussian process which consists of two components: deterministic part and stochastic
part. The RD technique will limit the influence of stochastic part by averaging the time
history segments of random signals determined by the trigger condition a as:

mr(τ ) = E[Tr(t + τ)|Tr(0) = a] = RTr (τ )

RTr (0)
a (6)

where E[|] is defined as the conditional expected value, R(τ ) is auto-correlation function
of the displacement response and a is the trigger level. Because of the average in time
domain, vibration response only obtains the deterministic part without stochastic part.
Finally, the equivalent governing equation of structures can be derived from the stationary
random vibration with the zero-mean load as follows:

m̈r(t) + Cω2
r

E
ṁr(t) + ω2

r mr(t) ≈ 0 (7)

Fourier transform (FT) of free decay response mr(t) in Eq. (7) is displacement
spectrum Mr(ω) showed as:

Mr(ω) = 1/ω2
r√[

1 −
(

ω
ωr

)2]2 +
(
Cω
E

)2
(8)
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Dimensionless displacement spectrum is presented by comparing the displacement
spectrum with the maximum amplitude of the displacement PSD.

Mr

Mr,max
(ω) ≈

√√√√√√√

(
Cωr
E

)2

[
1 −

(
ω
ωr

)2]2 +
(
Cω
E

)2
(9)

In Eq. (9), C/E is prevented as energy dissipation ofmaterials. In vibration ofmaterial
with frequency ω, the loss factor η is defined as the ratio between the dissipated energy
D and the initial strain potential 	.

ηr = D

2π
∏ = Cωr

E
(10)

Form Eq. (9) and (10), Displacement Loss Factor function (DLF) is calculated in
frequency domain as:

DLF(ω) =

(
1 −

(
ω
ωr

)2)2

(
Mr,max
Mr

)2 −
(

ω2

ω2
r

) (11)

DLF is simple to determine form PSD of output displacement. DLF is a novel feature
to estimate dissipated energy based on the vibration signal of structures. This study will
principally estimate the variation of the DLF with two material parameters E and C of
the structures.

3 Exemplary Results

In order to investigate the proposed model, a s viscoelastic beam subject to random
load have been performed. Boundary condition of beam is simply supported. The basic
parameters of the viscoelastic beam are show into Table 1.

Table 1. Parameters of the viscoelastic beam.

Dimension Material density Young Modulus Loss factor

24.5 m x 20.6 m x1.3 m 2663 kg/m3 34 GPa 0.01

With the random load f(x,t), the beam will operate with many different vibration
mode as bending and torsion (Table 2) and the displacement response is also random
(Fig. 1).

To estimate the changes of the DLF with material parameters of the beam structure,
PSD of vibration response in material states (Table 3) with elastic modulus Ei and
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Table 2. Natural frequencies of beam.

Mode Frequency (Hz)

1st bending 3.509

1st torsion 5.817

2nd torsion 11.664

2nd bending 14.036

3rd torsion 17.451

Fig. 1. History of random response.

viscous coefficient Ci have been performed (Fig. 2). When C increases, amplitudes
of high frequency domain tend to decrease gradually in all position of beam. Besides,
amplitudes at natural frequencies aremostly higher than ones at surrounding frequencies.
The phenomenon of amplitude attenuation at high frequencies also occurs in positions
with gradually decreasing modal stiffness on the beam.

In practice, the vibrational responses of engineering structures are affected by ex-
citation by many external loads. The vibration response consists of two parts (a deter-
ministic part and a stochastic part). The stochastic part will make the evaluation of the
structural substance more complicated and imprecise. Therefore, estimating energy dis-
sipation ofmaterial fromPSD of themeasured responsewill be affected by the stochastic
part leading to create bias in the analysis results. In this study, the RD technique is used
to minimize the effect of stochastic part in the dynamic response of the structures.

This technique was proposed based on the idea of a uniform mean to release a free
response signature of a structure. This idea was performed by creating multiple sub-
records of an extended output signal and adding them together. Threshold level is the
most general criterion to identify trigger point of sub-records. The moment crossing the
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Table 3. Description of material states

State Young Modulus Viscous coefficient

1 E1 = E C1 = C

2 E2 = 0.9 E C2 = 1.2 C

3 E3 = 0.8 E C3 = 1.4 C

4 E4 = 0.7 E C4 = 1.6 C

5 E5 = 0.6 E C5 = 1.8 C

6 E6 = 0.5 E C6 = 2 C

(a) (b)

(c) (d)

Fig. 2. PSD of response with different viscous coefficients: (a) point 1/8 of beam, (b) point 2/8
of beam, (c) point 3/8 of beam, (d) point 4/8 of beam

selected threshold of the signal is marked as the start of the sub-record to add up, thereby
the average of the sub-records will remove the stochastic part from measured response.

An important factor of RD technique is the trigger condition. In general, it is positive
to use a large number of trigger points, but time points with small value will suffer from
large noise. Therefore, in order to balance between multiple starting points and high
threshold levels, a trigger point in square root of two times the variance of the original
signal is used [20]. Furthermore, another significant factor in using the RD technique
is to decide the time length of segments. To apply time domain methods, the Randec
signature must need a number of points enough to define the equational process. For
applying modal domain methods, the Randec signature requires a sufficient number of
points to perform complete decay process. Generally, this requirement is more important
than that for time domain method [21]. Previously, the 10-s Randec signature for each
20-s vibration response is chosen (Fig. 3).
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Fig. 3. Randec signature of random response with different material states

The Randec signature show the free-decay response of the structure by minimizing
the stochastic part of signal. Therefore, the PSD of Randec signature carries the modal
parameters of the structural vibration. DLF extracted from PSD of Randec signature
(Fig. 4) will reflect material properties effectively.
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Based on Fig. 4, the value of DLF increases with the energy dissipation of material
(decreases of E and increases of C) in the frequency domain. Therefore, DLF is a novel
feature in monitoring the material deterioration of structures. The average of the DLF
at each material level is shown in Fig. 5. The DLF is change rapidly in positions with
gradually increasing modal stiffness on the beam.

Fig. 4. PSD (left) and DLF (right) of RD with different material states
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Fig. 5. The DLF value in other location of beam with different material states

4 Conclusion

In this study, the viscoelastic model has been used to investigate the material degradation
more consistent with reality. With this model, the vibration amplitude of the high-order
mode decrease when the material degradation increases.

This paper also presented the novel feature DLF to estimate the changes in the
material property of structure. This DLF value is based only on the Randec signature of
the output signal of the system, so it is without effects of the stochastic part of load.

The greater the degradation level of beam, the more increasing the DLF value in
frequency domain. The higher the positions of beam have modal stiffness, the more
rapidly the DLF value changes with material deterioration. The proposed method will
be further developed to for health monitoring of beam-like structure such as bridge.
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Abstract. As a newly emerged strengthening material, FRCM (Fiber Reinforced
Cementitious Matrix) has attracted the attention of many engineers and scholars
due to the higher compatibility of the cementitious matrix with masonry structures
compared to traditional organic matrix. Different from FRP (Fiber Reinforced
Polymer) material that similarly can be externally applied onto the structures for
strengthening, FRCM exhibits more complex failure modes due to the weaker
performance of the matrix. To investigate the complex failure mechanism, the
tensile test on FRCM coupon is a simple and intuitive method commonly used,
in which the failure of both material and interface can be observed. In this article,
an analytical model was proposed to reproduce the tensile behavior of FRCM,
with the possibility to consider all the failure modes. A simplified mathematical
model consisting of the components of the mortar layer, the fiber layer, and a
zero-thickness interface gives the basis of force analysis, and from which the
ODE system presenting the model behavior can be deduced and solved. This
model was then validated against existing experimental results in terms of the
global stress-strain relationships. It can be concluded that the proposed model is
fast and stable, while able to reproduce the failure mode, global and local behavior
of FRCM under tension.

Keywords: FRCM · Tensile test · Closed-form solution · Cracking

1 Introduction

For many existing masonry buildings, due to various damages caused by natural and
human factors, as well as the poor seismic performance of the masonry structure itself,
intervention and strengthening are often necessary. As a new strengthening strategy, the
external application of composite materials to components can improve the load-bearing
capacity and seismic performance of the structure without greatly increasing the weight
of the structure and occupying space. Among them, FRCM (Fiber Reinforced Cement
Matrix) has attracted attention in recent years in the area of masonry structure reinforce-
ment. This is because, unlike the organic matrix used in FRP (Fiber Reinforced Polymer)
strengthening systems, the inorganic matrix of FRCM ensures better compatibility with
masonry materials, and facilitates the discharge of salt and moisture. For building her-
itages, an important advantage of FRCM is the reversibility of the interventions. An
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important issue about the application of FRCM is the complex failure modes, not only
failure will appear as the matrix-substrate debonding, but in the FRCM composite itself.
That is, the mortar may crack, the fiber strip may slip inside the mortar, and even the
fiber strip may break, due to the lower strength of the mortar matrix.

The tensile test is widely used as a simple and intuitive test [1–4], which can well
characterize the various failure modes that FRCM may appear, although the test set-up
and specimen preparation may have a large impact on the results. Therefore, in the case
of limitations in comparing data from different experimental campaigns [2], the devel-
opment of reasonable prediction models can be very meaningful, which can provide
insights into explaining some experimental phenomena from a theoretical perspective.
Numerical models have been developed specifically to describe the behavior of FRCMs
under tension, such asmodeling using finite elementmethods [4–6], or springs to charac-
terize the interaction between materials [7]. In contrast, the model proposed in this paper
has a faster calculation speed, and stable output due to the use of analytical solutions,
while asking for only a few parameters.

To describe the FRCMcoupon under classical tensile tests, a simplifiedmathematical
model is established, including three parts, meaning the mortar layer, the fiber strip,
and a zero-thickness interface. Three cases are separately considered to investigate the
influence of failure for different components: 1) Case 1, which only considers the failure
of mortar; 2) Case 2, which only considers the failure of the interface bond; 3) Case 3,
in which both failures of mortar and interface will be considered. Then the situations
where failures of both mortar and interface will appear can be discussed based on these
two cases. The analytical approach is based on the closed-form solution of the ODE
system derived from the equilibrium conditions of an infinitesimal part of the coupon,
as well as the constitutive and geometric relationships. At different analysis moments
and failures of components, different boundary conditions can be obtained to derive the
closed-form solutions. This approach is then validated against existing experimental data
for all cases considered. Good agreement can be found in terms of the global stress-strain
relationship and bond strength. The occurrence of mortar cracking can also be presented
by the model, however, due to the inhomogeneity of mortar mechanical properties and
specimen geometry, manufacturing quality, etc., the location of cracks in the experiment
cannot be exactly simulated.

2 The Analytical Model and Solutions

2.1 The Analytical Model

The analytical model is expected to describe the typical non-linear behavior of FRCM
under tension. Based on the experimental phenomena, a simplified mathematical model
was proposed, including three parts: (i) the mortar layer characterized by a perfectly
elastic-brittle behavior; (ii) the fiber strip characterized by a fully elastic behavior
throughout the analysis procedure; (iii) the zero-thickness interface characterized by
a perfectly elastic-brittle shear stress-slip relationship which takes into consideration of
the residual strength.

To assume that thematerial properties (mechanical and geometry) distributions along
the width of the coupon are uniform, considering the symmetric loading conditions, we
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can take only a quarter of the whole FRCM coupon for analysis at the beginning of
the simulation as shown in Fig. 1 (a). Take an infinitesimal part of the FRCM for force
analysis, according to the equilibrium condition we can write:{

tf
dσf
dx = τ(s)

tm
dσm
dx =−τ(s)

(1)

in which tm is the thickness of themortar layer, tf is half of the thickness of the fiber strip.
The tensile stress of mortar and fiber are denoted by σm and σ f respectively. The shear
stress along the mortar-fiber interface is denoted by τ (s), we assume an elastic-brittle
behavior with a constant residual strength:{

τ=Ki · s (s ≤ τm/Ki)

τ=τr (s>τm/Ki)
(2)

in which Ki is the initial elastic stiffness assumed for the interface, τm and τ r are
the maximum and residual shear strengths of the interface. And s is the difference of
displacements between mortar (um) and fiber (uf ):

s = uf − um (3)

The constitutive laws of the materials at the elastic stage yield:{
σf = Ef

duf
dx

σm = Em
dum
dx

(4)

in which Em and Ef are Young’s moduli of the mortar and fiber respectively. The ODE
system can be obtained by combining Eq. (4) and Eq. (1).

Fig. 1. The simplified mathematical model (a), and force analysis for the infinitesimals (b)

We will consider two moments to highlight in the global response the occurrence of
unloading when crack generating:

1) Moment A, at which the tensile stress inside mortar reaches its maximum tensile
strength;

2) Moment B, at which a crack appears at the same position mortar just gained its
maximum strength, and the tensile stress at this position shifted to zero.
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After the mortar cracks, we can take the uncracked mortar segment as a new object
for analysis. And considering whether the model components enter the plastic stage,
three cases might occur in each analyzed segment:

InCase 1, the interface behaves fully elastic untilmortar cracking. Since it is assumed
that the interface maintains elasticity before and after cracking, the same analytical
method can be adopted for all the uncracked mortar segments under symmetrical con-
ditions. At moment B, displacement translation will be performed to make the displace-
ment of the new symmetric center (the center of the new uncracked segment) zero, thus
making it possible to always take a quarter part of the segment for analysis.

In Case 2, the interface behaves fully plastic before mortar cracking. This situation
may occur when the mortar length is too small, and the residual friction distributed along
the interface is not able to provide enough energy to fracture the mortar. Thus, in Case
2, no further analysis will be performed, and the tensile procedure will be terminated
when the fiber fractures. Two interface models with (Case 2-b) and without (Case 2-a)
residual strength were considered in Case 2, to investigate the influence.

For Case 3, where both failures of mortar and interface will occur, the symmetric
condition will no longer exist due to the interface entering partially before mortar crack-
ing, and it is not possible for the failed interface to return elastic. The calculations will be
more complex but still the same methodology to solve the ODE system. The simulation
will be terminated when the fiber fractures, normally before this happens, Case 2 will
appear for the mortar section without enough long length.

2.2 The Closed-Form Solutions

Case 1. In this case, we assume that the mortar matrix and the interface all behave as
elastic before mortar cracks. We take the analysis for intact FRCM coupon as step i =
1; after the first crack appears in the middle, we denote the next analysis on the half
segment as step i = 2, and so on. Combining Eq. (4) and Eq. (1), the following ODE
system can be obtained:

⎡
⎢⎢⎢⎣

duf
dx
dσf
dx
dum
dx
dσm
dx

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

0 1
Ef

0 0
Ki
tf

0 −Ki
tf

0

0 0 0 1
Em

−Ki
tm

0 Ki
tm

0

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎣
uf
σf

um
σm

⎤
⎥⎥⎦ (5)

The general solution of the ODE system can be obtained as below:

⎡
⎢⎢⎢⎣
uf
σf

um
σm

⎤
⎥⎥⎥⎦ = C1

⎡
⎢⎢⎢⎣
1
0
1
0

⎤
⎥⎥⎥⎦ + C2

⎛
⎜⎜⎜⎝

⎡
⎢⎢⎢⎣
1
0
1
0

⎤
⎥⎥⎥⎦x +

⎡
⎢⎢⎢⎣

0
Ef

0
Em

⎤
⎥⎥⎥⎦

⎞
⎟⎟⎟⎠ + C3

⎡
⎢⎢⎢⎣

−tmα

−tm/tf
tmβ

1

⎤
⎥⎥⎥⎦eλ3x + C4

⎡
⎢⎢⎢⎣

tmα

−tm/tf
−tmβ

1

⎤
⎥⎥⎥⎦eλ4x (6)
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in which: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λ3 =
√
Ki(

1
Emtm

+ 1
Ef tf

)

λ4 = −
√
Ki(

1
Emtm

+ 1
Ef tf

)

α =
√

Emtm
Ef tf Ki(Ef tf +Emtm)

β =
√

Ef tf
EmtmKi(Ef tf +Emtm)

(7)

For determining the constants of integration, the boundary conditions of describing
moment A are: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

uf |x=0 = 0

um|x=0 = 0

σm|x=0 = ftm

σm|x=Li = 0

(8)

in which Li is the length of the quarter of the coupon under analysis, and we have Li =
L/2i for step i.

After displacement translation, for moment B we can write the following boundary
conditions: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

uf |x=0 = −uiAfLi

uf |x=Li = 0.5uiAfLi

σm|x=0 = 0

σm|x=Li = 0

(9)

in which uiAfLi is the fiber displacement at the loading edge solved in moment i-A.

Case 2. In this case, we assume that the mortar will not break, while the interface will
enter the plastic stage before the fiber fractures. Assume the local abscissa of the point at
which the interface transforms from elastic to plastic stage is xr , which will be assigned
gradually from Li to 0, to simulate the procedure of increasing interface slip until the
fiber fractures.
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For the elastic range (0 ≤ x ≤ xr), the ODE system is the same as Eq. (5), which can
be solved with different boundary conditions:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

uf |x=0 = 0

um|x=0 = 0

(uf − um)|x=xr = se

σm|x=xr = τr(Li−xr)
tm

(10)

For the plastic range (xr < x ≤ Li), the displacements of fiber and mortar at a certain
point along the plastic range are:

uf = uf |x=xr + x∫
xr

σf

Ef
dx (11)

in which σf is the tensile stress of fiber at x. The equilibrium condition of the plastic
section gives:

σf = σf |x=xr + τr(x − xr)

tf
(12)

Combining the constitutive laws of mortar and fiber, the integration of Eq. (11) gives
the solutions along the plastic range:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

uf = ftf
Ef
x + τr

Ef tf
( 12x

2 − Lix)

σf = ftf − τr(Li−x)
tf

um = τr
Emtm

(Lix − 1
2x

2)

σm = τr(Li−x)
tm

(15)

3 Validation

In this section, the experimental results of the FRCM coupon under the tensile test
provided by Bertolesi et al. [4] were adopted to verify the reliability of the developed
analyticalmodel. In this experimental campaign carried out at the PolytechnicUniversity
ofMilan, the FRCMcoupon cast by cementitiousmortar on thePBOfiber gridwas tested,
as well as the geometrical and mechanical properties of both two components, giving
the possibilities to assume the parameters for validation as listed in Table 1.

It is now generally accepted that the constitutive behavior of FRCM composites in
tension can be idealized as a trilinear relationship [5, 8]. In the first stage, the material is
not cracked and the stiffness of the composite should ideally be the stiffness of themortar.
In the second stage, multiple cracks began to form, and the load-displacement (or stress-
strain) curve oscillated multiple times. In the third stage, the cracks will propagate until
the fibers fracture, the mortar layer has almost failed and the composite should ideally
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Table 1. Parameters adopted to validate the present model.

Em [MPa] tm [mm] f tm [MPa] EF [MPa] f tf [MPa] tF [mm] BF [mm] L [mm] τm [N/mm2] K [N/mm3] τ r [N/mm2]

6000 5 3.65 215900 3397 0.035 40 280 2.5 166.67 0.35

reproduce the elastic modulus of the dry fibers. The results in terms of the global coupon
stress-strain curves obtained by the present model and experimental data are compared
in Fig. 2. It can be concluded that the results generated by the present model are in
good agreement with the experimental results in terms of trend and range, fitting into
the generally recognized three-stages constitutive model. Similar ultimate strength and
strain can be gained, as well as the beginning of the second stage, which should ideally
be the moment mortar reaches its tensile strength.

Fig. 2. The stress-strain relationships until fiber fracture for Cases 1 and 3 (a), and Case 2 (b)
gained via the present model and experimental tests

The proposed analytical method can also provide the local behavior of FRCM under
tension, including stress and displacement distributions of fibers and mortar along the
length of the specimen. Due to the limitation of the length of the article, here only gives
an example of the tensile stress distribution of the mortar until the specimen fails (the
fibers fracture), as shown in Fig. 3. For Cases 1 and 3, the solid line represents the
mortar stress at moment A (the mortar reaches its maximum tensile strength), while
the dashed line represents moment B (the mortar breaks). While For case 2, the graphs
in Fig. 3-c and Fig. 3-d show the distribution of mortar tensile stress with the increase
of external force, the difference lies in the residual friction along the interface after
interface failure. For Case 1 in Fig. 3-a, a clear symmetry pattern can be identified,
thanks to the assumption of material and geometry symmetries, and the calculation
process of constantly changing the symmetric center. For Case 3, the distribution of
mortar stress is no longer symmetrical regarding the cracks, due to interface debonding
that occurs first at the loading edge.
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Fig. 3. Distribution of mortar tensile stress until fiber fracture for Case1 (a), Case 3 (b), Case 2-a
(c), and Case 2-b (d)

4 Conclusions

This study presents an analytical model which can consider all the failure modes of the
FRCM coupon under tension. A classical mathematical model which consists of the
mortar and fiber layers and zero-thickness interfaces was considered. A multi-segment
linear relationship was chosen to describe the interface relationship, allowing us to gain
the solutions analytically. This method can satisfactorily reproduce the tensile behavior
of the FRCM coupon with little calculation effort and few parameters. The obtained
results are in good agreement with the experimental results in terms of range and trend,
fitting into the generally accepted trilinear constitutive law. Moreover, the local behavior
of the entire system can be determined, as well as the locations of mortar cracking.
But except for the one crack appearing at the center of the specimen, the locations of
mortar cracking in the actual specimen is rather random due to internal flaws or eccentric
loading.
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Abstract. The work addresses the retrofitting of masonry columns with fiber
reinforced polymers (FRP) jackets. Experimentation is still at a higher level and
the study tries to enrich the set of available numerical models to estimate the
capacity of squaredmasonry columns with a periodic arrangement. The numerical
procedure assumes a strain-based incremental formulation relying on equilibrium,
compatibility, and kinematic equations and precluding strenuous integration of
FEs. An elastic-perfectly plastic response with a Mohr-Coulomb failure criteria
has been assumed for both brick units and mortar joints. Failure of the FRP is
governed by limited tensile strength and tearing (in the corners of the columns). An
associated plastic flow-rule is followed. The numerical strategy has been validated
with data fromseveral experimental campaigns,with existing literature approaches
and code-based formulas. A good agreement has been found and the strategy
demonstrated fast (1–2 s).

Keywords: Masonry columns · FRP jackets · Masonry compressive strength ·
Retrofit masonry columns

1 Introduction

Most existing masonry constructions have been built to withstand vertical loads. Unre-
inforced masonry tends to exhibit low tensile strength and quasi-brittle response, which
somehow has determined its employment in structural elements whose stability is gov-
erned by compressive stresses [1–3]. From a logical extension, masonry compressive
strength is then of utmost importance when designing and assessing the structural
safety of such buildings. European normative EN 1052–1 [4] include principles for
the experimental determination of masonry compressive strength (perpendicular to bed
joints).

The construction and testing of stacked masonry prisms, or even larger setups, is
yet found in the literature to estimate this property [5], as it allows a good correlation
with results from code-based tests [5, 6]. To cope with the associated experimentation
costs (and corresponding time), several alternatives have been presented in the literature
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to assess the masonry compressive strength. These may be grouped in semi-empirical,
analytical, or numerical approaches; however, these need to be validated by experimental
data.

Semi-empirical laws, as the ones presented by Haseltine [7] and more recently by
Sarhat and Sherwood [8] are used in masonry code provisions [9, 10]. Limited infor-
mation is retrieved on the masonry response, but those allow giving a rational and
conservative basis for design. On this regard, the pioneering work of Hilsdorf [11] led to
important experimental contributions that nurtured the onset of novel formulations. Hils-
dorf proposed that an applied uniaxial compression stress leads to a tri-axial stress state
within the masonry; latter exploited byMcNary and Abrams [7] who reported a compre-
hensive testing program for the tri-axial characterization of units and mortar. Analytical
approaches that consider the effect of both masonry components have been then devel-
oped. A valuable research work has been presented by Drougkas et al. [12], in which
a mechanistic-based micro-model was proposed. Results were compared with exper-
imental data on compressed masonry elements and a promising accuracy was found.
More sophisticated analysis, such as those retrieved from continuous Finite element
(FE) method, have been also explored and with good results. For instance, the works
fromBrencich et al. [13], Shrive and Jessop [14] and Pina-Henriques and Lourenco [15].

Nowadays, it is generally consensual – with experimental evidence – that masonry
compressive failure is governed by the interaction between units and mortar. Again,
it bears stressing that this was especially due to Hilsdorf [11] disruptive idea, whose
formulation has been later improved by Khoo and Hendry [16] to solve the limita-
tion of assuming that units and mortar have a similar strain at failure. Perhaps due to
the existing solid background on masonry compressive behavior, one can explain the
unravel of new and exciting techniques being applied to this aim, as for instancemachine
learning-based methods [17]. Although the behavior of masonry under pure compres-
sion is well documented, the assessment of strengthened elements still deserves more
insight. A typical retrofitting strategy is the use of composite materials such as FRP
(Fiber-Reinforced Plastics). FRP material systems are composed of fibres within a poly-
meric matrix, being possible to mention, for instance, the use of reinforced polymers
made from glass (GFRP), carbon (CFRP) and aramidic fibers (AFRP).

The present research focuses on the structural performance of masonry columns. Its
behavior can be easily improved by adequate strengthening, such as the use of innovative
materials as FRPs. Data retrieved from experimental works allow the development of
analytical and numericalmodels to compute the confined strength.Although the confined
compressive strength of masonry columns is typically obtained either via conservative
empirical laws or experimental campaigns, numerical analysis can be also an alternative.
ComplexFEmodelsmayallow to reproduce compressive failure considering localization
of deformation and damage propagation (with spitting and shear cracks). Nonetheless,
the computational time required blurs its practicability, hence are seldomused in practice.
In such a context, the present work intends to demonstrate a mechanistic-based approach
that allows computing the confined compressive strength of masonry columns. The
numerical model can reproduce the nonlinear behavior of masonry and the failure of
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units, mortar, and composite wrap (with a polymeric base, such as FRP, GFRP, etc.).
To circumvent the latter underlined concern, the strategy allows obtaining a solution in
a pair of seconds and will be made available to extend its use to engineering design
practice.

2 Simplified Numerical Model for Squared Masonry Columns

A numerical model to compute the compressive strength of squared masonry columns
is proposed in this section. The main theoretical assumptions will be addressed, which
include both the case of unreinforced and reinforced squared masonry columns and for
the case of a periodic arrangement.

2.1 Unreinforced Squared Masonry Columns

A good basis of work is already present in the literature to characterize the compressive
behaviour of unreinforcedmasonry [15]. From the pioneeringwork byHilsdorf [11], it is
well accepted today that masonry compressive failure is mainly governed by the interac-
tion between units and mortar. In specific, it relies on the evidence that the compressive
strength of brick units is higher than the one of mortar joints; and, in converse, that the
lateral expansion given by the Poisson’s ratio is higher for mortar joints in respect to
brick units. In this regard, when a masonry column is subjected to a compressive load,
the bed mortar joints tend to expand laterally. To fulfil the compatibility conditions, such
deformation is restrained by units owing its lower deformability, thence leading to a pure
tri-axial compression state in mortar joints and a compression-tension-tension state in
brick units. Such behaviour is presented in Fig. 1.

3

2
1

Unit
comp-tension-tension stress state

Mortar bed joint
comp-comp-comp stress state

N

σ1

BB

Non-strengthened masonry
squared column

σ2

σ3

σ3

σ2

σ1

σ1

σ1

σ1

σ2

σ2

σ3

σ3

Fig. 1. Squared unreinforced masonry column and stress state in the masonry components.
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2.2 FRP-Strengthened Squared Masonry Columns

Several experimental campaigns have been developed in literature in the use of modern
and innovative interventions. In specific, the use of polymeric-based composites such
as FRP (Fiber-Reinforced plastics) and GFRP (Glass-Fiber) are becoming a general
solution. The adoption of such polymeric-based solutions allows increasing the ultimate
capacity in terms of both strength and ultimate displacement.

Nonetheless, numerical works are still scarce and are typically based on complex
micro-modelling approaches that have high cost in bothmodelling and processing stages
[18]. Here, in order to decrease the required computational time costs, the numerical
model is formulated accounting with the stress state addressed by Hilsdorf theory [11].
Regarding the latter, the model is enriched with kinematic compatibility conditions
between masonry and the polymeric FRP wrap.

2.3 Constitutive Laws and Failure Criteria

A constitutive model based on an elastic-perfectly plastic assumption was considered
for both masonry components. Failure of masonry components is governed by a Mohr-
Coulomb behaviour. These assumptions are depicted in Fig. 2. In specific, the elastic
limit for a given increment (i) is written such as:

f (σi) = �σ(i)
v − k = 0 (1)

Inwhich k defines theMohr-Coulomb failure surface that, following the assumptions
made, remains fixed in the stress space. For the polymeric-based and owing the high
tensile strength and stiffness to weight ratio, an elastic behaviour with limited tensile
strength was adopted:

σFRP = EεFRP such that σFRP ≤ ft,FRP (2)

in which σFRP, εFRP, EFRP, and f t,FRP are the tensile stress, tensile strain, Young’s
modulus, and tensile strength of the polymeric base, respectively (Fig. 2).

(a) mortar (b) brick (c) polymeric base (FRP)

Fig. 2. Constitutive models for materials.
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(a) mortar (b) brick

Fig. 3. Failure surface in the principal stress space (plane σ2 = σ3).

For both masonry components, an associated plastic flow rule has been assumed. In
this regard, the plastic strain rate tensor for brick (�εb,pl) and mortar (�εm,pl) reads as:

�ε(·),pl = λ(·)
p

∂f

∂σi
i = 1, 2, 3 and (·) = b,m (3)

in which (�ε(·)pl)T = [�ε
(·)
xx , �ε

(·)
v ]. For the present numerical model, only one failure

surface f (σi) is active for each masonry component as depicted in Fig. 3.

2.4 (a) Computational Details

Abrief presentation on the used compatibility, constitutive, and equilibriumequations are
given herein. The formulation is written in a way that allows solving, through a vertical
incremental strain approach, the solution to the unknown variables of the system. In
specific, the system has a total of fifteen unknowns that are given next and depicted in
Fig. 4.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

brick : �εbxx , �εbv , �σ b
xx , �λb , �ε

bpl
xx , �ε

bpl
v

mortar : �εmxx , �εmv , �σm
xx , �λm , �ε

mpl
xx , �ε

mpl
v

FRP : �σFRP , �εFRP

load : �σv

(4)

In which �εbxx and �εmxx are the horizontal elastic strain increments for brick and
mortar; �εbv and �εmv are the vertical elastic strain increments for brick and mortar,

respectively. Following an additive decomposition for strain terms, thence�ε
bpl
xx , �ε

bpl
v

are the corresponding plastic strain increments for brick; and �ε
mpl
xx , �ε

mpl
v the corre-

sponding plastic strain increments for mortar joints. The stress quantities are expressed
using a similar notation, such that �σ b

xx and �σm
xx are the horizontal stress in brick and
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FRP thickness
(tFRP) 2H

tjoint

3

2

1

σ1 = σv σ2

, 

, , 
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, , 

, , , , 

Mortar bed joints, m:

Brick units, b

R

Fig. 4. Description of the geometric parameters and the stress-state components for the FRP-
strengthened masonry column.

mortar bed joint, being �λb and �λm the corresponding plastic multipliers. The elastic
strain and stress values in the FRP wrap are defined by �σFRP and �εFRP , respectively.

Constitutive relations are defined for both brick and mortar according to:

[�ε(·)
xx , �ε(·)

v ]T = 1

E(·)

[
1 − v(·) −v(·)
−2v(·) 1

][
�σ

(·)
xx

�σ
(·)
v

]

(·) = b,m (5)

In which the plastic relations for the masonry components are described through an
associated plastic flow rule such that, following the assumptions ascribed in Sect. 2.3,
one finds:

{
�ε

(·),pl
xx = �λ(·)

fc(·)
ft(·)

�ε
(·),pl
v = −�λ(·)

(6)

Compatibility relations between the bed joint and brick interface in the horizontal
and vertical directions are, respectively, given as:

�εbxx + �ε
b,pl
xx = �εmxx + �ε

m,pl
xx (7)

�εv(2H + t) = 2H (�εbv + �ε
b,pl
v ) + t(�εmv + �ε

m,pl
v ) (8)

and between the polymer wrap with the brick surface as:

�εbxx + �ε
b,pl
xx = �εFRP (9)

The increment of stress in the masonry components is, for the current iteration i,
given as:

�σ(i)
v = fc(·)

ft(·)
�σ (·) (i)

xx − fc(·) − σ i−1
v + fc(·)

ft(·)
σ (·) (i−1)
xx (10)
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and for the polymeric wrap:

�σFRP = EFRP�εFRP (11)

Being the global equilibrium in the horizontal direction guaranteed if:

2HB�σ b
xx + tB�σm

xx + tFRP(2H + t)σFRP = 0 (12)

The uncertainty of the mechanical properties of masonry components is generally
significant. This is well document in experimental campaigns and, therefore, uncertainty
is also modelled through a forward propagation approach. Coefficient of variation (Cov)
values are eligible to be assigned to each mechanical parameter, for which the numerical
model may provide results of a lower bound, a mean value, and an upper bound.

3 Experimental Data for Validation

The accuracy of the proposed numerical model is evaluated based on two experimental
campaigns. In particular, the works from Faella et al. [19] and Krevaikas et al. [20] on
the strengthening of squaredmasonry columns were selected. The results are provided in
terms of ultimate capacity for both non-strengthened and strengthened cases, and values
retrieved from the expressions of Eurocode 6 [10], ACI [9] and Italian code [21] are also
presented.

The works selected from Faella et al. [19] gather tests on 28 clay-brick masonry
squared columns confined by 1 or 2 layers of GFRP. The test series is indicated with
the letter ‘B’ and are made with two different cross-sections equal to 380x380 mm2

and to 250x250 mm2, as indicated in Table 1. The masonry prisms were casted with
weak mortar, composed by pozzolan, with low compression strength and that tries to
reproduce a mortar type used in historical buildings in the Mediterranean area.

Table 1. Experimental tests from Faella et al. [19].

Test
code

B
(mm)

R
(mm)

tmortar
(mm)

tlayer,wrap
(mm)

nlayers,wrap EFRP
(MPa)

f t,FRP
(MPa)

B#01UR 371.5 25 10 – – – –

B#02UR 377.5 25 10 – – – –

B#03UR 371 25 10 – – – –

B#04G1 381.5 25 10 0.23 1 65000 1600

B#05G1 381 25 10 0.23 1 65000 1600

B#06G1 378.5 25 10 0.23 1 65000 1600

B#07G2 380.5 25 10 0.23 2 65000 1600

B#08G2 377.5 25 10 0.23 2 65000 1600

(continued)
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Table 1. (continued)

Test
code

B
(mm)

R
(mm)

tmortar
(mm)

tlayer,wrap
(mm)

nlayers,wrap EFRP
(MPa)

f t,FRP
(MPa)

B#09G2 378.5 25 10 0.23 2 65000 1600

B#10UR 244 25 10 – – – –

B#11UR 243.5 25 10 – – – –

B#12UR 244 25 10 – – – –

B#13G1 249 25 10 0.23 1 65000 1600

B#14G1 249.5 25 10 0.23 1 65000 1600

B#15G1 248.5 25 10 0.23 1 65000 1600

B#16G2 247.5 25 10 0.23 2 65000 1600

B#17G2 246.5 25 10 0.23 2 65000 1600

B#18G2 248.5 25 10 0.23 2 65000 1600

B#19UR 250 10 10 – – – –

B#20UR 250 10 10 – – – –

B#21G1 250 10 10 0.48 1 80700 2560

B#22UR 250 10 10 – – – –

B#23UR 250 10 10 – – – –

B#24UR 250 10 10 – – – –

B#25G1 250 10 10 0.48 1 80700 2560

B#26G1 250 10 10 0.48 1 80700 2560

B#27G2 250 10 10 0.48 2 80700 2560

B#28G2 250 10 10 0.48 2 80700 2560

For brick units, and considering the experimental information available, an Eb =
15000 MPa, vb = 0.15, fcb = 17.5 MPa (CoV = 15%) and ftb = 1.75 MPa (CoV =
15%) were assumed.

Similarly, for mortar it was considered Em = 1000MPa, vm = 0.3, fcm = 1.027MPa
(CoV = 15%), ftm = 0.1027 MPa (CoV = 15%).

The works selected from Krevaikas et al. [20] gather tests on 8 clay-brick masonry
squared columns confined by 1,2,3 or 5 layers of polymeric-wrap. In specific, the clay
brick masonry was strengthened with a carbon and glass-based fiber polymer. The tests
series are indicatedwith the letter ‘C’ and aremadewith a cross-section of 115x115mm2,
as indicated in Table 2. For brick units, and considering the experimental information
available, a Eb = 15000 MPa, vb = 0.15, fcb = 23.5 MPa (CoV = 15%) and ftb =
2.35 MPa (CoV = 15%) were assumed. Similarly, for mortar it was considered Em =
300 MPa, vm = 0.3, fcm = 2.85 MPa (CoV = 15%), ftm = 0.285 MPa (CoV = 15%).
The CoV values are assumed in this study.
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Table 2. Experimental tests from Krevaikas et al. [20].

Test
code

B
(mm)

R
(mm)

tmortar
(mm)

tlayer,wrap
(mm)

nlayers,wrap EFRP
(MPa)

f t,FRP
(MPa)

C1_1_R10 115 10 10 0.118 1 23000 3500

C1_1_R20 115 20 10 0.118 1 23000 3500

C2_1_R10 115 10 10 0.118 2 23000 3500

C2_1_R20 115 20 10 0.118 2 23000 3500

C3_1_R20 115 10 10 0.118 3 23000 3500

C3_1_R20 115 20 10 0.118 3 23000 3500

G5_1_R10 115 10 10 0.183 5 70000 2000

G5_1_R20 115 20 10 0.183 5 70000 2000

The results for the Faella et al. [19] and Krevaikas et al. [20] tests are provided in
Fig. 5. Regarding the former, the experimental data fits well with the envelope of the
proposed numerical model. Larger differences are yet found for the last four batches,
i.e. for the squared column strengthened with Glass-fiber polymer. Nonetheless, the
proposed model offers a conservative margin. Results from the Eurocode 6 [10] and
ACI formulas [9] are too conservative for all the un-strengthened cases. On the other
hand, the IT CNR DR 200 (2004) [21] leads to good estimations for the strengthened
batches (when assuming the following parameters α1 = 0.5, α2 = 1.0 and α3 = 1.0).

Concerning the latter, the numerical results lead to good estimations with the data
from Krevaikas et al. [20]. The larger discrepancy is related with the C21R10 batch
(~26%).

In general, the model fits well, even in the absence of adequate measures for the COV
values. In this case, the IT CNR DR 200 (2004) normative is too conservative (when
assuming the following parameters α1 = 0.5, α2 = 1.0 and α3 = 1.0).
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4 Conclusions

The tensile low strength and quasi-brittle response characterizes the typical behavior
of unreinforced masonries. These features somehow determined the employment of
masonry in structural elements whose stability is governed by compressive stresses.
Although the behavior of masonry under pure compression is well documented, the
assessment of strengthened elements still deserves better comprehension. This need led
to the development of a simple numerical model, based on the Hilsdorf’s assumptions,
which allows giving estimations on the capacity of squared masonry columns. Both un-
strengthened and strengthened columns, i.e. with polymeric-based composites such as
FRP (Fiber-Reinforced plastics) andGFRP (Glass-Fiber), are considered. The numerical
model provides solutions within two seconds, and the results fit well with experimental
data collected from clay-brick masonries. The importance of propagating uncertainty
has been also demonstrated, especially since the compressive strength of brick units has
generally a high CoV value. The numerical tool can be put at disposal to the commu-
nity especially for retrofitting studies. Several improvements to the model can be also
addressed, such as the adding of a cap in compression within the failure criteria for
mortar joints, and the modification of the failure criteria for bricks, i.e. to a so-called
Modified Mohr-Coulomb criteria.
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Abstract. This article’s primary objective is to investigate the topological opti-
mization of soft robotic grips, using hybrid topology optimization. For the goal
of creating light weight and porous soft gripper designs. This task is constituted
of two design problem, for which we developed a hybrid SIMP-ESO approach,
where SIMP solves the macroscale and ESO solves the microscale optimization.
We formulate themicrostructure as themaximumallowable youngmoduli that can
be achieved for high weight minimization for the microscale, considering the case
of orthotropic materials. To examine the performance of the suggested method we
evaluate several macro scale and microscale combinations. The results attained
robust and 3D printable designs.

Keywords: Soft robotics · Porous structure · Multiscale · Hybrid topology
optimization

1 Introduction

Soft robotics has been the subject of a strong interest in the last few years, both from
researchers and industry. Roboticist is considered as a potentially whole new class of
machines that perform better in the real world and are more versatile [1–4]. Soft robotics
is intending tomake robots that are, flexible, and soft like biological organisms. Like nat-
ural tissue, the main frame of a soft robot is distributing the energy to attain the action so
it is deformed due to the action based on its reaction to the action fields rather than relying
fully on linkage movements and gears as in traditional robotics. In the other words, it is
seeking to expand the scope of robotics beyond the limited scope of dynamic rigid bodies.
Designing an ultralightweight and stiff soft robotic gripping hand that attains gripping
with a single actuation point is the main goal of this paper. This task is approached by
adopting two aspects; the first one is implementing a structure that redistributes the strain
energy to attain a precise prescribe displacement control. The second aspect is tomake it a
porous structure, to achieve extreme light weighting withmaintaining high performance.
Furthermore, the pore will be designed to have the maximum martial’s property (i.e.,
axial and/or shear stresses resilience). In order to attain such structure, non-parametric
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optimization is utilized in this research. One of the most efficient non-parametric opti-
mization methods for attaining profound designs with the extremum of the user-defined
objective is topology optimization. Through the discretization of the design space, this
general technique applies conventional optimization algorithms to the topology of struc-
tures. In order to solve the optimization problem for static loading scenarios, load steps,
design variables, responses, constraints, and objectives must be defined [5–8]. Associ-
ated with additive manufacturing, topologically optimized structures are shown robust
design and showed good performance [9–11]. Furthermore, topology optimization gave
the opportunity to create lightweight, highly functional structures.

In order to maximize structural performance to weight ratio while satisfying various
design requirements, structural topology optimization seeks to identify the best andmost
reliable material distribution within the design domain. One of the earliest continuum
topology optimization techniques for developing compliant systems was the homoge-
nization approach. This method converts computationally expensive structural topology
optimization problems into an effective multiscale optimization problem by introducing
a material density function in each discretized element, which is made up of an infinite
number of randomly distributed holes. The homogenization theory is used to determine
the mechanical properties of materials.

There are two different approaches to adding microstructures: those based on rank
laminate composites and those based on hollow microcells. In the former case, the
homogenization equation can be solved analytically, whereas in the latter case, the
homogenization problem is frequently solved using numerical techniques. With the
homogenization method, theoretical structural performance can be mathematically con-
strained [12]. Ananthasuresh et al. [13] has extended the homogenization to perform
compliantmechanisms designs.However, because the resultingmechanisms are not flex-
ible enough, the results appear to be a mean compliance design rather than a compliant
mechanism design. As a result, Nishiwaki et al. [14] developed a homogenization-based
topology optimization method for the design of compliant mechanisms that includes
flexibility. In their method and in order to effectively describe the flexibility, the creation
of a multi-objective function using mutual mean compliance was used. SIMP (solid
isotropic microstructure with penalization) has been used to design compliant mecha-
nisms as a direct descendant of the homogenization method [15–18]. Additionally, the
evolutionary structural optimization (ESO) method was developed on the straightfor-
ward tenet of gradually removing wasteful material from a structure in order to get the
optimum structure conceivable.

The fundamental tenet of ESO is the elimination of the so-called “inefficient materi-
al” directly from the building in order to create the best design and it is firstly introduced
by Min and Steven [19]. The cost function sensitivity is used to update the decision
variables [20, 21]. Updates are based on the element sensitivity number that is generated
by differentiating the objective function so that the elemental sensitivity and zero are
identical for solid and soft elements, respectively. And as for SIMP, ESO was investi-
gated for designing compliant mechanisms [22–25]. Due to the challenges in creating
robust designs, the multiscale compliant mechanism has received little attention from
researchers. In addition, due to the fluctuating effective properties for the grayscale ele-
ments at the start of the optimization process, the grayscale nature of such a problem
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when it is optimized using the SIMP method significantly restricts attaining extrema.
The research of Sivapuram et al. [26] suggested an improved compliant mechanism
optimization using level-set method. The Binary element idea in zero-level-set method
was shown to be effective for robust soft compliant mechanism design.

The idea of concurrent multiscale optimization of compliant mechanisms has not
been investigated so far. Moreover, the hybrid method of SIMP and ESO has not been
implemented in the concurrent design of the multiscale compliant mechanism. n this
research, we investigate this idea of hybrid design methods of SIMP for macroscale
and ESO for designing microscale to design porous displacement inverter, for robotic
grip. We developpe a dedicated finite element model to solve the homogenization for
microstructure. We calculate the macrostructure using a different finite element model.
The concurrent design function’s sensitivity analysis is implemented through the adjoint
approach, which significantly lowers the computational cost.We discussed in the second
section the mathematical modelling of the multiscale problem. And in Sect. 3 we discuss
the studied design cases. Finally, we conclude this study in Sect. 4.

2 The Mathematical Modelling of Concurrent Multiscal Hybrid
Topology Optimization

In order to simultaneously optimize the objective function on both the macro xM and
microscales xm, concurrent multiscale topology optimization was carried out. Two dis-
tinct finite element systems are used to discretize the macro and microscale design
domains. For both systems in this paper, we used a bilinear structured mesh. According
to Eq. (1), when is equal to 1, the corresponding element is a solid, while when it is zero,
the element represents a void.

xM, xm =
{
1 solid material
0 Void

(1)

The utilization of a homogenization approach is required for concurrent design of
multiscale problems for two reasons. The effective properties of themacrostructure must
first be determined. The microscale objective function is use inverse homogenization to
simultaneously create the macrostructure as well as the microstructure. Starting from
the investigation for the evaluation of the effective elastic tensor by assuming that the
Hooks law.

σ = Eε (2)

To evaluate overall (i.e., effective) elastic tensor EH
ijkl of the representative volume

element (RVE) Eq. (3) is used:

EH = 1

|V |
∫
V

Eijqp

(
ε0(kl)qp − ε∗(kl)

qp

)
dV (3)

where Eijqp is the elastic tensor of the composite materials that consisting the RVE,

ε
0(kl)
qp is the linearly independent unit strain test [27]. ε

∗(kl)
qp is characteristic periodic
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strain which is obtained by solving Eq. (4)∫
�m

Eijqpε
∗(kl)
qp ∂γndV =

∫
�m

Eijqpε
0(kl)
qp ∂γndV (4)

where ∂γn is the arbitrary virtual displacement associated with unit strain case. Equa-
tion (3) is solved for the three cases of (i.e., kl = 11, 22, 12 respectively), within Eq. (4).
On the other hand, the structure compliance in terms of the micro and macro design
variables (xM and xm respectively) is given by:

Cmech(xM, xm) = 1

2

N∑
i=1

UT
i Ki(xM, xm)Ui (5)

where Ui and Ki represents the nodal displacement, and the stiffness matrix of the ith
element with respect to themacrostructure of theN number of the elements. The stiffness
matrix is taking the form [27]:

K =
∫
V

BTEBdV (6)

where E is the element’s elastic tensor and B is the strain displacement matrix. The
elastic modulus of the microstructure Eijqp that is consisting of void and solid material
is connected to the elastic tensor of the based solid material E0 as:

Eijqp = xmE0 (7)

The effective elastic tensor of the microstructureEH that is calculated by implement-
ing Eq. (3) is used to make the macroscale of the elemental elastic tensor Emacro with
a similar material interpolation scheme but with the difference of adopting the relaxed
penalization of the macro design variables. The relaxation and penalization principles
are utilized in SIMP in order to solve many problems that face the early version of it
such as the non-existence and grayscale [28, 29]. However, these modifications are seri-
ous limitations for attaining design with global extrema of the traditional SIMP method
[30–32]. This issue will be discussed later in the discussion section, so returning to the
formulation part of the research, the elastic tensorEmacro is formulated by penalizing the
macro design variable xM to power (p ≥ max[ 2

1−υ
, 4
1+υ

]) [33]. Here υ is the Poisson
ratio of the solid materials. In this research p is chosen to be 3. The elastic modulus of
the macrostructure is taking the final form of:

Emacro = (1 − α)x3MEH (8)

where α is an infinitesimal value. By assuming that the actuator is subject to linear strain
limits, a spring of stiffnessKin, and a force Fin at the input pointA, the generalizedmodel
of the mechanically activated compliant mechanism problem is linearly implemented.
As shown in Fig. 1, the goal is to maximize the displacement at the output point B.
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Fig. 1. The soft robotic gripper mechanism design problem

max
ρ

: Uout

s.t. {KU = F∫
�dM

x d�dM ≤ v , x ∈ (0, 1] ∀x ∈ �dM (9)

The goal of is to attain porous soft gripper with maximizing the porous robustness
to withstand the different loading condition. As such, in this research, we investigated
the two cases of maximizing the bulk modulus and maximizing the shear modulus, of
the microstructure. Therefore, the optimization is addressing also, the maximization of
EH. The concurrent multiscale optimization algorithm will be:

find xM, xm (M = 1, 2, ..,NM ; m = 1, 2, ..,Nm)

max
ρM,ρm

: Uout(xM), Cellular stiffness =
{
Bulk modulus = EH

11(xm) + EH
22(xm)

Shear modulus = EH
33(xm)

s.t.

⎧⎨
⎩

K(xM )U = F

EH = 1
|V |

∫
V
Eijqp(xm)

(
ε
0(kl)
qp − ε

∗(kl)
qp

)
dV

∫
�dM

xMd�dM ≤ vM , xM ∈ (0, 1] ∀xM ∈ �dM
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∫
�dm

xmd�dm ≤ vm , xm = 0|1 ∀xm ∈ �dm (10)

Here,NM andNm stand for themacro- andmicroscale structures’ corresponding element
numbers. vM and vm are the volume fraction of the design variable xM and xm within the
macro and micro design domains (�dM and �dm respectively).

2.1 Sensitivity Analysis and Optimization Method

The sensitivity analysis is given in equation, taking into account that the mechanical
loading vector F is design independent in our linear analysis (11)

∂C

∂x
= UT

in
∂K
∂x

Uout (11)

while ∂K
∂x is only depending of the macroscale, therefore; the derivative of will take ethe

form:

∂K
∂xM

=
∫

|�M|
BT ∂EH(xM)

∂xM
B d�M (12)

The microstructure objective function is independent of the macrostructure design
variables xM, and only depending on the microstructure xm [34]. Therefore, the

sensitivity of the homogenized material’s elastic tensor ∂EH(xm)
∂xm

is taking the form:

∂EH(xm)

∂xm
= p

|�m|
∫

�m

(
xp−1
m

)
E0
ijqp

(
ε0(kl)qp − ε∗(kl)

qp

)
d�m (13)

The macrostructure in this work is optimized with the SIMP approach, and the
microstructure with the ESO method. This hybrid approach to optimization made it
possible to produce solid and understandable design concepts while also drastically
lowering the computing expense. The optimality criteria approach is also used to update
the design variables[35, 35]. In order to ensure that solutions to the topology optimization
problem exist and that the checkerboard problem doesn’t emerge, a sensitivity filter is
included to alter the sensitivities. Ċ(xM) and Ċ(xm) as follows:

ˆ̇C = ∂C

∂xe
= 1

xe
N∑
f =1

Hf

N∑
f =1

Hf xf
∂C

∂xf
(14)

whereHf is the convolution operator to perform themodification,xe is the design variable
at which the sensitivity is calculated, and xf [27, 27]. The Hf is defined as:

Hf = r − dist(e, f ), {f ∈ N |dist(e, f ) ≤ r} (15)
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Fig. 2. Flowchart of concurrent multiscale optimization for soft gripper

After modifying the sensitivity, the following is a heuristic updating technique:

xupdatede =
⎧⎨
⎩
max(0, xe − ε) if xeBω

e ≤ max(0, xe − ε)

max(0, xe + ε) if xeBω
e ≥ max(1, xe − ε)

xeBω
e Otherwise

(16)

where ε denotes a positive search step. Moreover, ω which is equal to 1/2 denotes a
numerical damping coefficient, and Be denotes the optimality condition:

Be = − ∂C

∂xe

/
L

∂V

∂xe
(17)

where L here is a Lagrangian multiplier, and ∂V
∂xe

is the volumetric topological derivative.
The general algorithm for concurrent multiscale and hybrid topology optimization for
soft robotic gripper is illustrated in Fig. 2.
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3 Numerical Examples and Discussion

In this section, we are investigating several examples of soft gripper. The first model
is having 80 and 80 mm in the x and the y directions (As shown in Fig. 3 (a)). The
microstructure has 100 by 100 elements in the x and y directions. The volume faction
condition for microscale was 0.3, and 0.4 for the macroscale. For all cases, elastic tensor
for solid material (E0) is given in Eq. (18).

E0 =
⎡
⎣3 1 0
1 3 0
0 0 1

⎤
⎦ (18)

The first case of study is maximizing the bulk modulus [37] of the microscale (EH
11+

EH
22 for 2D case). The microscale design is shown in Fig. 3 (b) and (c). The macroscale

design is shown in Fig. 3 (d). To address the shear resistance maximization of the
microscale, shear modulus (EH

33) is maximized for the problem mentioned earlier. The
microscale design is shown in Fig. 3 (3) and (f). The macroscale design is shown in
Fig. 3(g). The second macro design domain of 80 and 160 mm in the x and the y
directions (As shown in Fig. 3 (h)). The gripper design results with maximizing the
bulk modulus are shown in Figs. 3 (i), (j),and (k). For the case of maximizing the shear
modulus, the results are presented in Figs. 3 (l), (m), and (n).

Fig. 3. Concurrent multiscale designs cases
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In order to evaluate the computational cost of the suggested hybrid (SIMP-ESO)
topology optimization method compared to the topology optimization using the SIMP
method, we performed SIMP topology optimization for the second example (i.e., Fig. 3
(h)). The iteration numbers of the SIMP and hybrid (SIMP-ESO) methods are shown
in Fig. 4. The results showed attaining robust design in a shorter time for the suggested
hybrid method compared to the SIMP method (almost 3 times faster for the Hybrid
topology optimization method).

Fig. 4. Concurrent multiscale design of first numerical case of soft robotic in action

Fig. 5. The number of iterations for the hybrid topology optimization and SIMP method.

The output displacement (Uout) of our hybrid multiscale concurrent topology opti-
mization (as shown in Fig. 5 (a)), also showed better results (1.2 times better) than using
SIMP method alone (as shown in Fig. 5 (b)).

It is important tomention that Bendsoe and Sigmund [38] after performing a series of
investigationswithDOCOand the SIMPmethod, stated that whenmodeling the problem
of the compliant mechanism using linear analysis (which is the analysis that is used in
this research for all cases) often gives bad or useless designs compared to the results that
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obtainedwith considering the nonlinear analysis instead.Moreover, they emphasized that
for using linear analysis, in the best-case scenario, one only gets erroneous findings; in the
worst-case scenario, the results are useless for a compliant mechanism. Consequently,
it is imperative (As they stated) for designing compliant mechanisms with topology
optimization, to adopt geometrically non-linear finite element modeling [38].

Fig. 6. The comparison of the output displacement for the suggested hybrid topology optimization
and SIMP method.

The numerical examples that Bendsoe and Sigmund used, were built considering a
simplistic gradient descent algorithm in mind (i.e., optimality criteria method (OCM)).
The OCM’s drawback is that it can fall into local extremum easily, therefore; careful
attention to the gradient decent parameters is a must [20, 30]. Later several researchers
make use of the method of moving asymptotes (MMA) [39, 40]. It is a general-purpose
algorithm that can accommodate different kinds of optimization problems. It is based on
a convex approximation that is appropriate for topology optimization, but the asymptote
and move limitations have a significant impact on how effective it is [41]. Due to their
nature, OCM and MMA methods are single-point search algorithms, which make them
fall easily into local minima [42], especially with increasing the penalization power of
the SIMP method. These points necessitate the investigation of the cause of nonlinear
analysis promotion under further scrutiny. As such, after performing several investiga-
tions, our research has proved the first section of Bendsoe and Sigmund’s statement,
that the linearized modeling of maximizing the displacement as an objective function
for attaining a compliant mechanism will give questionable design (as shown in Fig. 6
(b)).

In a previously performed research, a nonlinear finite element modeling of piezo-
electric gripper was successfully attained [43]. And this is validating the second part
of the statement of Bendsoe and Sigmund. However, in this research, we are showing
robust design with good hinges formations (Fig. 6 (a)) in the case of hybrid topology
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optimization. From the results, we deduce that the linear analysis is not the problem
of not attaining good hinges for compliant mechanism design. Also, we extend our
deduction that in the nonlinear analysis, the nonlinearity consideration is overcoming
the huge alteration of the design variables by the penalization (and less severity in the
mesh independency filters).

In Fig. 7, the Young modulus of elasticity is jumping as a function of third order so
it will impact values of nodal displacements in the scope of linear elastic finite element
analysis (especially with the use of bilinear element). As such, rigid elements (the design
variables become unity) will aggregate around the hinges that should be existed. In non-
linear analysis, the iterative methods are sensitive to the coupled analysis, therefore; the
small fields (due to the low value of the penalized design variables) will appear strongly.

While in our hybrid multiscale topology optimization, the optimization is starting
with a high value for the elastic tensors and then gradually decreases for all elements.
This is put the macro design variables in a situation that is similar to modified Rational
Approximation of Material Properties (RAMP) optimization. As such, the solution did
not fall into local minima. Under these results, we deduce that the key element of the
failure that the SIMP method is facing for the displacement control problems is in the
method itself, and not in the objective or the finite element analysis. Moreover, the SIMP
method can give great results if associatedwith some problem-relatedmodifications, and
parametrizations such as using ESO for concurrently designing the microscale in this
research.

Fig. 7. The effect of the penalized design variable on the elemental young modulus of elasticity.

4 Conclusions

The numerical examples demonstrated that the microscale design responded well to the
spatial configuration and the design domain’s boundary conditions on both macro and
microstructure. In relation to macrostructure design, the spatial arrangements for the
various scenarios showed an elaborated method for distributing strain energy on the
macroscale. Microstructure, on the other hand, has shown optimized material distribu-
tion to maximize the moduli of elasticity in the case of optimizing the bulk modulus of
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elasticity. For maximizing the shear modulus, the material distribution showed a good
response to maximize the overall response especially the shear resistance (by increasing
E33). Our hybrid approach of using SIMP formacroscale design and ESO formicroscale
design simultaneously allowed us to achieve good designs while also significantly reduc-
ing the computational cost. As a result, the suggested design process has the potential
to create new, innovative, lightweight, porous soft robotic gripper designs that are both
durable and elastically flexible.
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Abstract. Low-rise buildings are common types of construction in the Southern
region of Vietnam, which have from one to three stories and one or two sloped
roofs. The roofs usually are coveredwith corrugatedmetal sheets roofs, and purlins
are cold-formed steel. In this region, most people have limited economic condi-
tions, and then they build houses by traditional methods based on experience.
Therefore, many buildings do not comply with constructed standards, which will
affect structural safety. This southern region is considered to be less affected by
storms. However, in the rainy season (from August to December), high winds
often appear and cause significant damage to the roofs of buildings. Therefore,
in this study, the roof structure will be analyzed using the reliability theory. The
author uses the Monte Carlo method to simulate random design parameters such
as wind load, steel strength, and cross-sectional dimensions. The analysis results
will show the safety level of the roof structure according to random variables.
From this, the necessary recommendations are proposed to users and construction
designers.

Keywords: Low-rise building · Reliability Theory · Wind load · Cold-formed
steel · Vietnam

1 Introduction

Vietnam is a developing country with many economic difficulties, so low-rise housing
is famous for living and working in rural areas or the periphery of cities. The typical
house type is 1–2 stories, with one or a pitched roof. The roofs are usually covered with
corrugated metal sheets and cold-formed steel (CFS) purlins. With such roof construc-
tion, they are affordable, durable, and lowmaintenance. Such low-rise houses are mostly
built by local builders who do not have much knowledge of structural design.

In low-rise buildings with sloping roofs and large roof areas, the wind is one of the
loads that significantly affect the safe working of the building [1]. According to [2, 3],
storms have a lower impact on the southern region (Region IIA). Still, by the rainy season
(August to December), statistics in recent years have thousands of houses damaged [4].
The damage caused by high winds to buildings in Vietnam has been studied by Giang
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L.T [5].With the assessment of wind storms as a frequent hazard for construction works,
there have been many studies on this issue, such as the Institute of Building Science and
Technology (IBST), which has proposed some storm prevention solutions for low-rise
buildings [6]. However, these solutions may be appropriate only for storms with wind
strength from 10 to 12 [7]. In Minh’s research [7], it was stated that, due to the influence
of climate change, storms are increasingly appearing with higher frequency than before,
with unpredictable direction and increasing intensity. In recent years, storms with gusts
of level 14 and above have been recorded in Vietnam [7]. Meanwhile, the Southern
regions belong to Region IIA, wind speed of 132 km/h, and storm level of 12 [3]. The
variations and trends of maximum wind speed in the period 1961–2007 were studied by
Huong C.T [8].

Many studies have investigated the reliability of low-rise structures such as Elling-
wood et al. [9] developed a fragility analysis method to assess the response of light-
frame wood construction exposed to stipulated extreme windstorms and earthquakes.
Lee et al. [10] presented a fragility assessment for roof sheathing in light frame construc-
tions built-in high wind regions. Elshaer et al. [11] used Computational Fluid Dynamic
(CFD) simulations to study the progressive stages of building damage for wind azimuth.
M. Amini [12] presented a methodology for the reliability assessment of roof sheathing
panels in low-rise structures for predicted wind pressure distributions. T. Acosta [13]
investigated the prominent failure modes of educational facilities by using field obser-
vations. Prasad et al. [14] tested low-rise building models in the wind tunnel with flat,
gabled, and hip roof configurations. From the overview studies, it is found that there
is a need for more studies on the safety of the roof structure of low-rise buildings in
the Southern region of Vietnam to have more warnings and instructions for builders to
reduce future damages. Therefore, in this study, a method of evaluating the reliability of
low-rise roof structures is proposed by Monte Carlo simulation. State function defined
according to EC3 [15], its reliability simulation based on random effects of wind load,
the influence of roof slope, cross-sectional size of purlins, steel strength, construction
site location built in the southern region, characteristically Ho Chi Minh City.

2 Material and Methods

2.1 Load and Action

In this study, the roof structure of a typical low-rise building in the southern region
(specifically, Ho Chi Minh City) is calculated according to Eurocode [15], and its safety
is analyzed.

The loads used to design the structure were from Vietnam standard [3] and included:

a) Dead load, which includes self-weight of the roof sheeting, purlin, and celling;
b) Live load on the roof;
c) Wind load: The formula determines the calculated value of the wind load static

component W :

W = n.nt.W0.k.c (1)
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where: n- coefficient of wind load reliability; nt- factor of wind load for various assumed
service lifetime of structure; W0- the standard wind pressure; k - the height-dependent
wind pressure variation factor; c – the aerodynamic factor;

From [3], W0 = 0.613V 2
0 .10−3 is the conventional figure for wind pressure. The

statistical features and coefficient of variation (CV ) ofwind pressure have been simulated
in [16] with mean μWt = ntμW0 and the standard deviation is σWt and nt = 0.83 under
the assumption that the building will last for 20 years.

2.2 Materials

Cold-formed steel for purlins andmetal sheets,which has high strength and is lightweight
and straightforward to install, is a suitable material for the roof structure. In Vietnam,
commonly used is relatively high-strength steel (fy = 310 ÷ 400 MPa, fu = 450 ÷
540 MPa) for instance G350–G450 [17].

2.3 Evaluation of System Reliability and Limit State Design

Finding the criteria for its limited state and evaluating the probability of failure pf are
the main goals of reliability theory. Thus, pf can be written as follows:

pf = P(U > B) (2)

In which: U− load impact; B− structural strength.
Assuming randomness for variablesU andB [18]. The reliabilitymargin’s difference

M then has a normal distribution:

M = B − U (3)

And μM = μB − μU , standard deviation (σM ) and probability density (f (m)).

f (m) =
∞∫

−∞
g(m + u)f (u)du (4)

Thus, the probability of failure is given:

Pf = P(M < 0) = 1 − Ps =
0∫

−∞
f (m)dm ≈ �(β) (5)

The Monte Carlo approach generates a set of values for independent representations
of xi, i = 1, 2, . . . , n. It determines the safety margin [19] for the analysis of the proba-
bility of failure indicated by statement (4) (5), with the state function being complicated
and having a large number of variables.

m = f (x1, x2, . . . , xn) = f (x) (6)
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Fig. 1. Monte Carlo simulation flowchart

Consequently, the probability of failure is calculated:

Pf = 1 − Ps = P(M ≤ 0) = limn→∞
k

n
(7)

where: n - the overall number of tests, k - the total of trials with f (x) ≤ 0, Ps – reliability.
Consider the working cases of the roof structure to determine the limit state function

and its failure probability:
a) Working of the joints between the roof and the end-wall under wind uplift: for

anchoring the purlins, the use of dowels (12 mm rebars) that protrudes from the masonry
was used to tie down the purlin to the masonry wall. Limit state function is the tensile
strength of dowels:

g1(X ) = 1 − Fp,Rd/Ft,Rd (8)

The probability of failure is Pf 1.
b)Working of roof screws due to tensile forces, tensile strength significantly affected

by screw properties and corrugated roof sheets. The area receiving wind pressure from
the purlins and corrugated galvanized roof sheets is impacted by the screw spacing. The
fastener spacing in the surveys ranged from 150 mm to 250 mm, with a mean of 200 mm
separation. Limit state function is the tensile strength of screw:

g2(X ) = 1 − P/Fn,Rd (9)
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The probability of failure is Pf 2.
c) Purlin working under load combination (wind uplift + static load). The limit state

function is bending moment resistance:

g3(X ) = 1 − MEd/Mc,Rd (10)

The probability of failure is Pf 3.
From the failure probabilities of the above three cases, the failure probability of the

roof structure is calculated as follows (Fig. 1):

Ps = 1 − Pf = (1 − Pf 1)(1 − Pf 2)(1 − Pf 3) (11)

The third class (RC1), in which the target of reliability index (β1) is selected at 4.2
for the reference period ttref = 1 year, can be applied to the roof structure, according to
[20]. Following is how the reliability level for a particular remaining working life might
be expressed:

βtref = �−1{[�(β1)]
tr} (12)

As a result, the roof structure’s lifetime shouldbe consideredβ ≈ 3.34with t20tref = 20
years [16].

3 Numerical Example

3.1 Description of an Example

Consider a low-rise building with a double pitch roof, and the roof structure consists
of purlin and corrugated galvanized roof sheets (Fig. 2). The building is located in the
wind region II-A. Dimensions of building H = 6.2 m, L = 7.8 m, B = 2 × 7.8 m, roof

L

B
HC =+0.8e

C =+0.8e

Ce1 Ce2

Ce3

Ce3

α

i(%)i(%)

a)

b)

Wind
direction

Fig. 2. Wind load on a low-rise building with pitch roof; Ce,Ce1 ÷ Ce3 - aerodynamic factor



284 B. A. Hoang

angle α = 11.31o (roof slope is i = 0.2). Cold-formed channel purlin section C180 ×
50 × 20 × 1.5 (depth h = 180 mm, flange width b = 50 mm, lips c = 20 mm, thickness
t = 1.5 mm), assume that the purlins are simply supported with span length, L = 7.8m,
equally spaced at 1.25 m. Impact load: self-weight of the roof structure. Material steel:
fy = 350 MPa, E = 2.1 × 105MPa, υ = 0.3 (Fig. 3).

x
x

y

y
Gk

Wk
Wind uplift

Purlin

Corrugated
metal sheet

End wall

a) b)

Gky

Gkx

α

Fig. 3. The connection between metal sheet – purlin – end wall; load on purlin

3.1.1 Load and Static Analysis

The load combination, which included wind uplift and dead load, will be considered to
design members.

Dead load:

Wind load:
The calculated wind pressure to the roof:
W1 = n.nt .k.W0.ce1=1.2 × 0,83 × 0.93 × 0.83 × (−0.656) = −0.609 kN/m2.
At a spacing of 1.25m; Wk= −0.609 × 1.25 = 0.7613 kN/m.
The total load is combined from dead load and wind load:
Pk = Wk − Gkcos11.310 = −0.6558 kN/m.

3.1.2 Verification of the Structural Elements According to Eurocode [15]

Verification of Bending following
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Verification of screw loaded in tension

Verification strength of the bolted shear joint

3.2 Aspects of Random Variables Statistics

The mean (μ), standard deviation (σ ) and coefficient of variation (CV = σ/μ) are
the characteristics of random variables in statistics, in which: standard deviation of
the dimension of the purlin section σh,b,c,t = (0.05 ÷ 0.3)μh,b,c,t , coefficient variation
CVh,b,c,t = 0.05 ÷ 0.3; the standard deviation of wind speed is increased from σVo =
0.9 ÷ 6.1 m/s, then CVVo is 0.024 ÷ 0.166 [16] and correspondingly CVWt increases
from 0.05 ÷ 0.3; the standard deviation of the yield strength CV fy = 0.05 ÷ 0.3; roof
slope according to values i = 0.2, 0.25, 0.3, 0.4,0.5 (Table 1).

Table 1. Statistic parameters of random variables

S.no Property Random
variables

Mean,μ Std. Deviation,σ CV Probability
Distribution

1 Yield strength,
MPa

fy 350 (0.05 ÷ 0.3).μfy 0.05 ÷ 0.3 Lognormal
[21]

2 Section
parameters, mm

h 180 (0.05 ÷ 0.3).μh 0.05 ÷ 0.3 Normal [18]

b 50 (0.05 ÷ 0.3).μb 0.05 ÷ 0.3 Normal [18]

c 20 (0.05 ÷ 0.3).μc 0.05 ÷ 0.3 Normal [18]

t 1.5 (0.05 ÷ 0.3).μt 0.05 ÷ 0.3 Normal [18]

3 Wind
pressure,daN/m2

Wt =
ntW0

68.89 (0.05 ÷ 0.3).μWt 0.05 ÷ 0.3 Gumbel
[18][16]

4 Roof slope i, 0.2 ÷ 0.5

3.3 Structural Reliability Cases Estimation

Evaluate the working conditions of the roof by following cases: the connection of the
purlin and end wall; the connection of the roof plate and purlin; the bending resistance
of the purlin.
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Finding that if the connection details are guaranteed according to the structure (safety
working capacity with a margin of 0.184, 0.172, β index > 5.2, does that mean Pf 1 ≈
Pf 2 ≈ 0, Ps1 ≈ Ps2 ≈ 1), now the reliability of the roof structure only depends on
the working capacity of the purlin. The following section conducts a reliability analysis
of purlins with random variables. The analysis results show that the most dangerous of
purlin is the bending resistance, with a limit state function (10).

To investigate the reliability of the structure when considering the influence of the
random factors in the following cases (Table 2):

Case 1: the influence of each dimensional quantity of the section and all the
dimensional quantities of the cross-section simultaneously (σh, σb, σc, σt);

Case 2: due to variation of wind load (σWo).
Case 3: effect of the standard deviation of yield strength

(
σfy

)
;

Case 4: roof slope ratios i=0.15, 0.2, 0.3, 0.4, 0.5;
Case 5: Consider the simultaneous influence of cross-sectional dimensions

(σh, σb, σc, σt), wind load (σWo), yield strength with roof slope i = 0.2;
Each case is surveyed with gi (which varies with different M values), where gi =

μMi/μMc,Rd .γ0/γn) is the ratio between the mean of M and mean of Mc,Rd , where
i = 1, 2, 3 is the sequence number for the value of Mi has changes (Table 2).

Table 2. Cases of analysis

S.no Survey
cases

Coefficient of variation,CV

CVh,CVb,CVc,CV t CVW0 CV fy CV i

1 Case 1: g1 =
0.1

0.05 ÷ 0.3

g2 =
0.2

0.05 ÷ 0.3

g3 =
0.3

0.05 ÷ 0.3

2 Case 2: g1 =
0.1

0.05 ÷ 0.3

g2 =
0.2

0.05 ÷ 0.3

g3 =
0.3

0.05 ÷ 0.3

3 Case 3: g1 =
0.1

0.05 ÷ 0.3

g2 =
0.2

0.05 ÷ 0.3

g3 =
0.3

0.05 ÷ 0.3

(continued)
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Table 2. (continued)

S.no Survey
cases

Coefficient of variation,CV

CVh,CVb,CVc,CV t CVW0 CV fy CV i

4 Case 4: g3 =
0.3

0.15,0.2,
0.3, 0.4,
0.5

5 Case 5: g1 =
0.1

0.05 ÷ 0.3 0.05 ÷ 0.3 0.05 ÷ 0.3 0.2

g2 =
0.2

0.05 ÷ 0.3 0.05 ÷ 0.3 0.05 ÷ 0.3 0.2

g3 =
0.3

0.05 ÷ 0.3 0.05 ÷ 0.3 0.05 ÷ 0.3 0.2

Used the MATLAB program to assess the system reliability by implementing a
Monte Carlo simulation, with N = 105 samples (Figs. 1).

4 Result and Discussion

The analysis results reliability of the purlin have the density of wind load (W 0), depth
(h), flange width (b), lip (c), thickness (t), yield strength (f y), roof slopes (i), safety
margin M , reliability Ps, and probability of failure Pf , reliability index β. Figure 4,

Fig. 4. Probability density function (PDF) of Yield strength (fy), Wind pressure (W0), Depth (h),
Flange width (h), Lip (c), Thickness (t)
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5 presented the density of random variables of case 5 with the coefficient variation of
parameters CV = 0.1, g3 = 0.3, roof slope i = 0.2

Fig. 5. PDF of Moment resistance (Mc,RD) and Moment (MEd ); PDF of Safety margin (M )

Table 3a. Characteristics of reliability of case 1 with variable CV h

S.no Characteristic
reliability

Coefficient variation of depth, CVh

0.05 0.1 0.15 0.2 0.25 0.3

1 g1h =
0.1

Ps = 0.95320 0.79770 0.71172 0.66080 0.62845 0.60504

β = 1.67671 0.83343 0.55842 0.41465 0.32775 0.26641

2 g2h =
0.2

Ps = 0.99996 0.97190 0.89738 0.82026 0.78057 0.74127

β = 3.92834 1.90949 1.26678 0.91636 0.77411 0.64726

3 g3h =
0.3

Ps = 1.00 0.99797 0.96842 0.91612 0.83613 0.81484

β = > 5.2 2.87386 1.85813 1.37942 0.97868 0.89587

Notes: β from 5.2 then Ps = 0.9999999 ≈ 1

Table 3a, b, c, and Fig. 6 display the evaluated results, where, reliability index
(β), reliability (Ps) due to the influence of each cross-sectional dimensions such as
h (Table 3a), b (Table 3b), c (Table 3c), t (Table 3d), and all four parameters h, b, c, t
(Table 4) for three cases of the safetymargins. Sort by order of influence on the reliability
of purlins is depth h, flange width b, lips c, thickness t. The influence of the factors
depends on the safety margin (M ). Ratio g1 = 0.9 and CV = 0.05, the reliability of
purlins is very low with β = 0.86514, Ps = 0.806; g2 = 0.8 and CV = 0.05, the
reliability of purlins are pretty low, is β = 2.0697 and Ps = 0.98; g3 = 0.3 and CV =
0.05, the reliability of purlins are on average β = 3.09, Ps = 0.999; when CV from 0.1
the reliability of purlins is very low in all cases.

Tables 4 and Fig. 8 show the reliability results of purlins under variations of param-
eters of the cross-section that reliability of purlin is very low and not acceptable: CVDim
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Table 3b. Characteristics of reliability of case 1 with variable CV b

S.no Characteristic
reliability

Coefficient variation of flange width, CVb

0.05 0.1 0.15 0.2 0.25 0.3

1 g1b =
0.1

Ps = 1.00000 0.99515 0.96110 0.90530 0.85170 0.80995

β = > 5.2 2.58634 1.76360 1.31236 1.04375 0.87771

2 g2b =
0.2

Ps = 1.00000 1.00000 1.00000 0.99190 0.97175 0.94600

β = > 5.2 > 5.2 > 5.2 2.40438 1.90716 1.60725

3 g3b =
0.3

Ps = 1.00000 1.00000 1.00000 0.99824 0.98948 0.97348

β = > 5.2 > 5.2 > 5.2 2.91825 2.30727 1.93460

Table 3c. Characteristics of reliability of case 1 with variable CV c

S.no Characteristic
reliability

Coefficient variation of lips, CVc

0.05 0.1 0.15 0.2 0.25 0.3

1 g1c =
0.1

Ps = 1.00000 0.99890 0.97905 0.93830 0.89150 0.84965

β = > 5.2 3.06181 2.03451 1.54066 1.23454 1.03493

2 g2c =
0.2

Ps = 1.00000 1.00000 1.00000 0.98745 0.96870 0.94485

β = > 5.2 > 5.2 4.88652 2.23986 1.86202 1.59685

3 g3c =
0.3

Ps = 1.00000 1.00000 1.00000 0.99962 0.99763 0.99227

β = > 5.2 > 5.2 > 5.2 3.36697 2.82464 2.42126

Table 3d. Characteristics of reliability of case 1 with variable CV t

S.no Characteristic
reliability

Coefficient variation of thickness, CV t

0.05 0.1 0.15 0.2 0.25 0.3

1 g1t =
0.1

Ps = 0.85425 0.69950 0.63945 0.60355 0.58145 0.57150

β = 1.05484 0.52296 0.35699 0.26255 0.20560 0.18019

2 g2t =
0.2

Ps = 0.99225 0.88740 0.78260 0.72935 0.68065 0.65695

β = 2.42048 1.21282 0.78100 0.61085 0.46952 0.40415

3 g3t =
0.3

Ps = 0.99978 0.96275 0.88906 0.82142 0.77724 0.73980

β = 3.52065 1.78349 1.22155 0.92080 0.76291 0.64273
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Fig. 6. The reliability of the purlin according to the variations of dimensions cross-section Notes:
gij - i=1,2,3 for g1, g2, g3; j - is the index for random variables h, b, c, t, respectively;

Table 4. Reliability characteristics of case 1 with variable CVDim

S.no Reliability
characteristics

Coefficient variation of dimmensions,CVDim

0.05 0.1 0.15 0.2 0.25 0.3

1 g1Dim =
0.1

Ps = 0.8065 0.62716 0.55404 0.49720 0.46216 0.4366

β = 0.8651 0.32434 0.13588 −0.0070 −0.0949 −0.1594

2 g2Dim =
0.2

Ps = 0.9807 0.83592 0.71304 0.63116 0.57340 0.5256

β = 2.0697 0.97783 0.56229 0.33493 0.18504 0.06441

3 g3Dim =
0.3

Ps = 0.9990 0.93664 0.82200 0.72804 0.65376 0.5964

β = 3.0902 1.52716 0.92301 0.60690 0.39549 0.2440

Notes: giDim – i = 1, 2, 3 for g1, g2, g3;Dim - is the index showing the simultaneous consideration
of the random variables of the cross-section

= 0.05, with g1Dim = 0.1, β = 0.865 and Ps = 0.806; g2Dim = 0.2, β = 2.069 and Ps =
0.98; g3Dim = 0.3, β = 3.09 and Ps = 0.999; when CVDim from 0.5, the reliability drops
to very low.

Tables 5 and Fig. 8 show the reliability results of purlins when considering the
influence of wind load with three cases of safety margin. That the reliability of the purlin
is relatively low:
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Table 5. Reliability characteristics of case 2 with variable CVW

S.no Reliability
characteristics

Coefficient variation of wind load,CVW

0.05 0.1 0.15 0.2 0.25 0.3

1 g1W =
0.1

Ps = 0.96370 0.81750 0.72250 0.67225 0.63630 0.61950

β = 1.79534 0.90588 0.59028 0.44613 0.34859 0.30417

2 g2W =
0.2

Ps = 1.00 0.98880 0.93020 0.86680 0.81495 0.77625

β = 4.50122 2.28352 1.47728 1.11139 0.89629 0.75959

3 g3W =
0.3

Ps = 1.00 0.99993 0.99447 0.97228 0.93670 0.89838

β = > 5.2 3.81066 2.54081 1.91540 1.52768 1.27235

- Ratio g1W = 0.1, CVo = 0.05 ÷ 3 then β = 1.795 ÷ 0.3041 and Ps = 0.963 ÷
0.619, purlin is unsafe;

- Ratio g2W = 0.2, CVW = 0.05, the reliability of the purlin is guaranteed with β =
4.5 and Ps = 1, when CVW is from 0.05, the purlin is unsafe;

- Ratio g3W = 0.3, CVW = 0.05, 0.1, the reliability of purlins is guaranteed with β

= > 5.2, 3.81 respectively with Ps = 1, 0.9999, when CVW from 0.1, the reliability of
purlins is low, no guarantee of safety.

Table 6. Reliability characteristics of case 3 with variable CV f y

S.no Reliability
characteristics

Coefficient variation of yield strength, CV fy

0.05 0.1 0.15 0.2 0.25 0.3

1 g1fy =
0.1

Ps = 0.99700 0.91610 0.81970 0.75940 0.70955 0.67720

β = 2.74778 1.37931 0.91422 0.70437 0.55207 0.45988

2 g2fy =
0.2

Ps = 1.00 0.99760 0.97150 0.92160 0.87610 0.83205

β = >5.2 2.82016 1.90331 1.41592 1.15571 0.96230

3 g3fy =
0.3

Ps = 1.00 1.00 0.99914 0.98859 0.93870 0.90063

β = >5.2 4.94013 3.13580 2.27639 1.54395 1.28517

Tables 6 and Fig. 8 show the reliability results of purlins when considering the effect
of yield strength that:

Ratio g1fy = 0.1, reliability of purlin very low with β = 2.747 ÷ 0.0.459 and Ps = 0.997
÷ 0.677;
g2fy = 0.2, CVfy=0.05, the reliability of the purlin is β ≥ 5.2 and Ps = 1, when CV_W
is from 0.05, the purlin is unsafe;
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g3fy = 0.3, CVfy = 0.05, 0.1, the reliability of purlins is guaranteed with β ≥ 5.2, 4.94
respectively with Ps = 1, when CVfy from 0.1, the reliability of purlins is low, no safe.

Table 7. Reliability characteristics of case 4 with variations of slope ratio i and wind load

S.no Reliability
characteristics

Coefficient variation of wind load, CVW

0.05 0.1 0.15 0.2 0.25 0.3

1 i = 0.15 Ps = 1.00 0.99988 0.99000 0.96120 0.91828 0.87484

β = >5.2 3.67270 2.32635 1.76478 1.39359 1.14957

2 i = 0.2 Ps = 1.00 0.99993 0.99447 0.97228 0.93670 0.89838

β = >5.2 3.81066 2.54081 1.91540 1.52768 1.27235

3 i = 0.3 Ps = 1.000 0.99996 0.99664 0.98120 0.95044 0.91310

β = >5.2 3.94440 2.71041 2.07919 1.64913 1.36009

4 i = 0.4 Ps = 1.000 1.00 0.99980 0.99716 0.98416 0.96320

β = >5.2 5.41880 3.54008 2.76570 2.14843 1.78909

5 i = 0. 5 Ps = 1.000 1.00 1.00 1.00 0.99988 0.99916

β = >5.2 >5.2 >5.2 4.75342 3.67270 3.14165

Table 7 and Fig. 7 show the β index, Ps of purlins with slopes ratio i = 0.15, 0.2, 0.3,
0.4, 0.5 corresponding to pitch angle is ∝= 8.53o, 11.3o, 14.04o, 19.25o, 24.23o, the
safety margin for durability are all taken as g3 = 0.3. As the slope of the roof increases,
the aerodynamic coefficient c decreases, leading to a decrease in the wind load on the
roof, so the purlin of the roof has reliability.

Considering the CVW from 0.0 to 0.1, the reliability of the purlin reduces slowly;
When CVW = 0.1, purlins are still reliable with β = 3.672 and Ps = 0.99988 for roof
slope ratios;

CVW = 0.15, the roof has a slope ratio i = 0.15 ÷ 0.3, and purlins have decreasing
reliability β = 2.71÷ 2.32 and Ps = 0.9944÷ 0.99; the roof has a slope ratio i = 0.4,0.5,
and the purlins are safe with β = 3.54 ÷ > 5.2 and Ps = 0.9998;

CVW increases from 0.2 ÷ 0.3, only roofs with slope ratio i = 0.5 then purlins
are safe; for the remaining slopes, purlins have decreasing reliability β = 2.76 ÷ 1.14
corresponding to Ps = 0.997 ÷ 0.874 working of purlin is not reliable.

Notes: g1W - reliability of case 1 due to wind load (W ); g1fy - reliability of case 1
due to yield strength; g1Dim - reliability of case 1 due to cross-sectional dimensions; g1
- reliability of case 1 due to simultaneous influence of factors.
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Fig. 7. Effect of roof slope ratios and wind load variation on purlin reliability

Table 8. Reliability characteristics of case 5 with variable CV

S.no Reliability
characteristics

Coefficient variation,CV

0.05 0.1 0.15 0.2 0.25 0.3

1 g1 =
0.1

Ps = 0.76730 0.60357 0.53187 0.48210 0.45148 0.42944

β = 0.72998 0.26259 0.07996 −0.0448 −0.1042 −0.1778

2 g2 =
0.2

Ps = 0.96356 0.79704 0.67432 0.60532 0.55076 0.50340

β = 1.79358 0.83109 0.45187 0.26714 0.12758 0.00852

3 g3 =
0.3

Ps = 0.99804 0.90532 0.78572 0.69632 0.62284 0.55760

β = 2.88453 1.31247 0.79166 0.51385 0.31295 0.14489

Table 8 and Fig. 8 show the reliability characteristics of purlins when considering
the simultaneous influence of factors (h, b, c, t, W , fy) and roof slope ratio i = 0.2.
The results express the impact levels of factors on the reliability of purlins, shorted in
ascending order of yield strength, wind load, and then cross-sectional size. The reliability
of purlins is very low even with a reserve of 30% bending moment resistance (g3), with
CV = 0.05, β = 2.884, and Ps = 0.998, not guaranteed.
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Fig. 8. The reliability of purlins when considering the simultaneous effects of random factors

5 Conclusions

In this study, the safety of the roof structure in the southern region was evaluated con-
cerning various random parameters, including the purlin section properties, wind load,
yield strength, and roof slope. The results of statistical characteristics of these parameters
are developed in Sects. 3 and 4.

The main factor that sets the roof at risk is wind load, which shows that under
unexpected climate change conditions, uncertainwind speed changes result in significant
wind pressure changes. In order to accurately justification for wind loads and structural
calculations, the designer should consider the roof’s slope and utilize the additional
coefficients like Minh. N.D [7] suggested 1.1 to 1.15.

The analysis also shows that if the connection between purlins and roof structure,
between screws and roofing corrugated iron ensures the correct structure, they have high
reliability and guarantee. The reliability of the roof structure depends on the reliability
of the purlin capacity.

Established the state function as the condition of moment capacity of the purlin, then
determined the relationship between the reliability and the margin of safety due to the
influence of the random variables by using the Monte Carlo simulation.

In addition, the analysis of other factors such as low-rise roof shape (slope, roof eleva-
tion, Etc.), load types (wind dynamics, live loads, Etc.), connections in the roof structure,
shape of other forms of purlins (Z-shaped, top-hat, Etc.), other working conditions such
as shear resistance, stability, Etc. of purlins will also be analyzed.
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To maintain the safety of society, state management organizations must have more
research, rules, and directions on how to plan and develop low-rise buildings in various
locations.
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Abstract. Up to now, the field of Structure Health Monitoring (SHM) is always
a topic of interest to many researchers around the world. One of the core types of
research in SHM is to apply and validate different state-of-art scientific and tech-
nological advances, especially optimization algorithms (OA), to improve the dam-
age detection capability of the SHM system. Among the different OAs, natural-
inspired OAs have emerged to be widely preferred due to their robustness and
high level of accuracy thanks to their redundancy of being trapped in local min-
ima. The non-stop evolution of natural-inspired OAs has led to the discovery of
many advanced algorithms in the last twenty years, though many of them have
not been assessed in solving the more complex optimization problems, notably in
civil engineering structures. In this study, the authors will review the effectiveness
and practicality of a recently introduced optimization algorithm called the Prairie
Dog Optimization algorithm (PDO) in solving damage identification problems
of engineering structures. To evaluate its efficiency, the PDOA algorithm will
be compared with some other natural-inspired algorithms such as Cuckoo Search
(CS), andGenetic Algorithm (GA) in a damage detection case of a bridge structure
in Vietnam.

Keywords: Nature-inspired optimization algorithms · Prairie Dog
Optimization · Damage identification · Swarm intelligence

1 Introduction

During the exploitation process, engineering structures such as bridges and dams usually
have to endure many different loads, varying from the vehicular loads to the ambient
and possible catastrophic loads from natural disasters, which may affect the structure’s
operation as well as their service life. Structural inspection to detect damage and provide
warnings and reparation is usually carried out periodically or only unexpectedly when
structural damage has already occurred. Therefore, early damage identification helps the
structure to work not only safely and efficiently but also significantly reduces the overall
maintenance cost of the structures. Much research has been conducted in the last two
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decades which focuses on the techniques to improve the efficacy of structural damage
detection in structural health monitoring [1–9].

Of all the currently used techniques for damage detection, optimization algorithms
(OAs) have proven to be among the most effective tools which are able to not only
locate the position of failure but also identify the level of failure in the structure effec-
tively. For instance, Nguyen-Ngoc et al. [10] proposed a hybrid method combining the
Particle Swarm Optimization algorithm (PSO) and Artificial Neural Network (ANN) to
detect structural damage of a truss bridge structure. PSO is used to optimize the weight
of the ANN network, which provides a high level of accuracy in solving the damage
detection problem of the given case study. Ho et al. [11] combined the Marine Predator
algorithm with a feedforward neural network to detect failures of a laboratory-free-free
beam and a full-scale bridge deck model. The result shows that the proposed method
accurately detects the single and multiple structural damages with a low computational
cost required. The neural network is also used by Khatir et al. [12] with Arithmetic
Optimization Algorithm (AOA) to detect damages in a composite plate. The proposed
method outperforms the other traditional method in detecting structural failures in a
shorter amount of time. Zenzen et al. [13] applied the bat algorithm with the frequency
response function (FRF) to identify damages on beam-like and truss structures with a
high level of effectiveness. The above researches are just one of the many successful
applications of optimization algorithms in solving structural damage detection prob-
lems. However, not all OAs are effective in solving this kind of problem, especially for
complex structures. It is essential to review beforehand the practicality of an OA before
it can be applied to a specific type of structure.

In this study, the practicality of a recently proposed OA- Prairie Dog Optimization
algorithm (PDO), which is inspired by the behavior of Prairie Dog in the wild, is per-
formed. The algorithm is proven to be effective in dealing with mathematical problems;
however, its effectiveness in solving damage identification problems in structure will be
validated in this study, notably in a case study of a real-life truss bridge span. Hypothesis
damages are generated on the structure model by adjusting the stiffness of the respective
truss elements. The accuracy and efficiency of PDO are be compared and discussed with
other well-known OAs: Cuckoo Search (CS) and Genetic Algorithm (GA).

2 Methodology-Prairie Dog Optimization

The PDO algorithmwas first introduced in 2022 by Absalom et al. [14], which simulates
the habits of the prairie dog – a family of rodent, non-carnivorous species that mainly
inhabited the deserts of Northern America. In order to survive in one of the most wilder-
ness areas on Earth, the prairie dogs have developed multiple survival characteristics
traits such as strong arms, long-nailed toes, and short-distance fast runner, which enable
them to run and escape from the predators by hiding in their connected burrows [15].
Prairie dogs also live in a communal colony consisting of many coteries-families of
small groups of prairie dogs, which help them to survive more effectively by foraging as
a group and avoiding predators through group communication through different kinds
of sounds, notably the foraging call and the alarming sound when a predator threat is
nearby. The mathematical model of PDO consists of two main phases: Exploration and
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exploitation, which are inspired by the foraging, burrow building, and their response to
the source of communications respectively.

Phase 1: Exploration
In the exploration phase, the mathematical model is constructed based on the foraging
and burrow-digging activities of prairie dogs to initiate the search in the optimization
problem space. In real life, when an existing food source is no longer suitable to feed the
whole colony, prairie dogs will search for a new food source that is presumably more
abundant than the previous one. A system of burrows is then constructed near the new
food source to create hiding places for the different coteries. The updated position of the
foraging food source is mathematically modeled as in the Eq. (1) below:

PDi+1,j+1 = GB i,j − 0.1 × (GBi,j × � + PDi,j × mean
(
PDn,m

)

GB i,j × (
ubj − lbj

) + �
) − (1− rPD i,j

GB i,j
) × Levy(n) (1)

where PD i,j indicates the position of the jth dimension of the ith prairie dog in a coterie,
GB is the global best position obtained, rPD is a randomposition of prairie dog generated,
m and n are the numbers of coteries and prairie dogs in a colony, respectively ub and
lb are the upper and lower boundary of the optimization problem, � is a small number
indicates the difference between the prairie dogs, Levy(n) is a Levy distribution [16].

When a food source is located, the prairie dogs start to construct burrows nearby.
The number of burrows is identified based on the digging strength of the prairie dogs,
which shall be reduced with the increased number of iterations. The updated position of
the burrow constructed is given in equation number (2) as follows:

PDi+1,j+1 = GBi,j × rPD × 1.5 × k ×
(
1 − iter

Maxiter

)2 iter
Maxiter × Levy(n) (2)

where iter andMaxiter are the current iteration and the maximum number of iterations,
respectively, k = -1 when the current iteration is an odd value and k = 1 when the current
iteration is an even value, the introduction of k is to add the stochastic property to the
exploration phase.

Phase 2: Exploitation
The exploitation phase is simulated based on the two unique responses of prairie dogs
when communicating for food foraging or for predator warning. When the communica-
tion is about the food, the colony shall converge at the location of the food source. When
the communication is to warn about the presence of predators, the nearest individual will
hide in the burrows while the others await from their burrows, waiting for the possible
coming alarm to decide if they should hide or not. The exploitation phase of PDO is
modeled in Eqs. (3) and (4) as follows:

PDi+1,j+1 = GB i,j − μ × (GB i,j × � + PDi,j × mean
(
PDn,m

)

GB i,j × (
ubj − lbj

) + �
) − (1− rPD i,j

GB i,j
) × β (3)

PDi+1,j+1 = GBi,j × rPD × 1.5 ×
(
1 − iter

Maxiter

)2 iter
Maxiter × β (4)
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where μ is a small number indicating the quality of the food source, β is a random
number between 0 and 1.

It is to be noted that the phases of exploration and exploitation phases are decided
based on the number of iterations: For exploration, when iter≤Maxiter

4 , foraging activities
will be executed, and when Maxiter

4 ≤ iter≤ Maxiter
2 , the burrow digging is performed. For

exploitation, when Maxiter
2 ≤ iter ≤ 3×Maxiter

4 , the prairie dogs’ response to food signal
will be conducted and finally when 3×Maxiter

4 ≤ iter ≤ Maxiter, the burrow digging is
performed.

The flowchart of PDO is shown in Fig. 1 as follows:

Fig.1. Flowchart of PDO algorithm



300 L. Ngoc-Nguyen et al.

3 Practical Review for Damage Identification-Nam O Bridge

3.1 Case Study Introduction

To review the practicality of the PDO algorithm in solving damage identification prob-
lems of structures, a real-life case study of a railway bridge is selected. The chosen
bridge is the Nam O railway bridge, which is in Da Nang province, Vietnam. The bridge
lies on the main North-South Railway Line, which is the busiest and the most important
transportation railway route in Vietnam. The bridge consists of four simply supported
spans of 75 m in length equally. The load-bearing superstructure is made of steel with
different section types connected by the truss bolts. For this research, only the first span
will be considered for the validation of the optimization algorithm (Fig. 2).

Fig. 2. Nam O railway bridge

3.2 Finite Element Model

The Finite Element (FE) model of the considered bridge span is constructed usingMAT-
LAB toolbox Stabil [17], which was developed by KU Leuven for structural modeling
and analysis. The constructed model consists of 45 nodes and 146 beam elements of 06
degrees of freedom (DOF) originally: three translational displacements and three rota-
tional displacements in the Cartesian coordinate space. The material properties of the
bridge model are assumed to be the same for all the truss components with the follow-
ing: Young’s modulus = 196 GPa, Poisson’s ratio = 0.3, and density = 7850 kg/m3. In
this model, non-structural components of the bridge are considered as additional loads
(Fig. 3).
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Fig. 3. FE model of the truss arch span

To validate the correctness of the FEmodel, experimental measurement of the bridge
was carried out in 2017 to obtain the dynamic properties of the real-life bridge.During the
measurement, two main excitation sources were considered: the ambient wind load and
the free vibration of the superstructure after a train passed. 32 vibration-sensitive points-
all located at the truss joint positions along the span are considered for the modal testing.
High sensitivity accelerometers typed PCB393B12 (ranging from 965 to 1083mV/m/s2)
with the magnet base are attached to the mentioned position for the response signal
acquisition. A measurement grid was performed for the vibration measurement of the
span, as shown in Fig. 4 below.

Fig. 4. Measurement grid of the first span. Blue: roving points; Red: reference points [18].

Once the vibration measurement finishes, the raw data is collected and analyzed
using the modal identification program MACEC [19]. Fast Fourier Transform (FFT)
converts the signal from the time domain to the frequency domain. The obtained signal
is then filtered to remove noise and distortion by a fifth-order Chebyshev Type I filter
with a lowpass frequency of 20 Hz. Subspace Stochastic Identification (SSI) [20] is
then employed for the system identification of the operational modal analysis (OMA)
of the bridge to obtain the dynamic properties, notably the natural frequencies and the
mode shapes of the measured bridge span. Once the measurement results are obtained,



302 L. Ngoc-Nguyen et al.

model updating is performed to correlate the initial FE model with the measured one.
The updating parameters are the Young’s modulus of the different truss elements and the
stiffness of the additional spring under the bearings. The model updating of the structure
is detailed in [18]. Table 1 show the result of model updating for the first 05 natural
modes of the bridge.

Table 1. Natural frequencies and modal assurance criterion (MAC) value before and after model
updating

No Measured
frequency (Hz)

Initial FE
model’s
frequency (Hz)

Updated FE
model’s
frequency (Hz)

Initial MAC
values

Updated MAC
values

1 1.45 1.18 (18.6%) 1.47 (1.4%) 0.87 0.96

2 3.11 2.76 (11.3%) 3.14(1.0%) 0.85 0.92

3 3.28 3.11(5.2%) 3.32(1.2%) 0.86 0.95

4 4.62 3.79 (17.7%) 4.80 (3.7%) 0.63 0.94

5 6.05 3.94(34.9%) 6.96 (13.0%) 0.66 0.91

3.3 Validation of Damage Identification Using PDO

In this section, to validate the practicality and effectiveness of PDO in solving dam-
age identification problems of the considered bridge structure, two hypothesis damage
scenarios are generated on the FE model of the bridge span. Damage is simulated by
reducing the stiffness of the truss member according to the percentage level of damage
(Fig. 5):

Fig. 5. Damage elements of Nam O bridge
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• First scenario: 25% damage level is introduced to the truss element number 1000 of
the model.

• Second scenario: 25% and 42% damage levels are introduced to the truss elements
number 1000 and 1006 of the model accordingly.

The objective function for the two scenarios above is denoted in Eq. (5) as follows:

ObjectiveFunction = ∑5
i=1

(
fi−

∼
fi

)2

/f̃ 2i +
5∑

i=1

[1 − MAC

(
�i−

∼
�i

)
] (5)

where fi, f̃i, �i,
∼
� i are the natural frequencies and mode shapes of the simulated and

measured values for considered 05 mode shapes of the bridge span. PDO is applied to
optimize the above objective function with the initialization consisting of 150 population
sizes and 50 iterations. To evaluate the effectiveness of PDO, the algorithm is compared
against two other well-known optimization algorithm-Cuckoo Search (CS) and Genetic
Algorithm (GA). The results obtained are shown in the two Figures below:

For the first damage scenario:

Fig. 6. Convergence of fitness function (left) and damage detection result for the first sce-
nario(right)
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For the second damage scenario:

Fig. 7. Convergence of fitness function (left) and the damage detection result of the second
scenario (right)

From Fig. 6 and Fig. 7, we can see that in the first damage scenario, PDO has a faster
and better convergence rate than CS and GA. While all the three considered are able to
quantify the damage at the first element (the element number 1000 in the model) quite
closely with PDO has the higher accuracy, CS and GA provide false damage location
with false damage locations at elements 4,6 and 7 for CS and elements 6 and 10 for GA.
In the second damage scenario, the slope for the convergence of PDO is also better than
CS and GA. False damages are also appeared at the faux location in the case of CS and
GA, while PDO identifies correctly both the location and level of damage. The results
of the two scenarios show that PDO can detect and quantify structural damage with a
higher level of accuracy in comparison with CS and GA.

4 Conclusion

In this paper, a practical review of a recently developed optimization algorithm-PDO
in solving the damage identification problem of engineering structures is performed.
PDO has proven its superiority in solving mathematical and engineering problems in its
original work. To validate its effectiveness and practicality, a case study of a truss bridge
span is considered. Two damage scenarios are generated individually on the baseline FE
model of the bridge by modifying the stiffness of the respective truss members. To test
its accuracy, the proposed PDA is compared with two other well-known algorithm-GA
and CS. The obtained results show that the proposed algorithm can locate and identify
structural damages with a higher level of accuracy than the compared algorithms, thus
confirming its practicality in dealing with the damage detection problems of bridge
structures. In future research, PDO can be improved to further improve its efficiency,
as well as its application in more complex structures such as large-scale infrastructures
like bridges, dams, skyscrapers, etc.
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Abstract. The polygonal finite element method (PFEM) is one of the most well-
known and reliable numerical techniques used to solve various engineering issues.
And in the last decade, the development of PFEM for fluid flow computation issues
has been the subject of several noteworthy research. Therefore, it could quickly
mention several PFEM developments, mainly a novel mixed polygonal finite ele-
ment (PFE). They are specifically mixed polygonal finite elements, such as the
low-order mixed PFE - Pe1Pe0, the equal-order mixed PFE - Pe1Pe1, and the
high-order PFE - MINIPe. Consequently, the primary objective of this work is
to provide an overview of recent advancements in PFEM for fluid flow calcula-
tion issues. In this paper, the techniques used to enhance the PFEs for fluid flow
problems are detailed and compiled.

Keywords: Polygonal finite element method (PFEM) · Fluid flow computation

1 Introduction

In recent years, PFEM has become well-known as one of the most reliable numerical
approaches with a high degree of flexibility and other desired benefits. For instance, the
features of Voronoi diagrams and the advantage of using mesh generation techniques to
build arbitrary element forms are discussed [1]. A further benefit of PFEM is that it is
more accurate than its triangular and quadrilateral pioneers without requiring a sizeable
total mesh size [1]. It indicates that PFEs may deliver superior solutions compared to
quadrilateral elements or triangles.

It is well-known that the Navier-Stokes (N-S) equations, functions of fluid velocity
and pressure (u, p), may be utilised to simulate fluid flows mathematically. So, the first
approach used to create novel PFEs is the verywell-knownmixed schememethod (MSM
- see Refs. [2]) since it allows for the simultaneous combination of both variables of fluid
velocity and pressure (u, p) inside the same discretisation system. To further complicate
matters, MSM allows for introducing a wide range of new variables (e.g., heat or energy
transfer, etc.), most of which are dependent on the original ones.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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In addition, it was understood that for element geometries with more than four sides,
appropriate first-order shape functions did not exist. Therefore, the second core technique
relies on actual foundation shape functions that may be applied to polygons. These shape
functions are derived from basic concepts in perspective geometry, which is given by
the system of Wachspress presented in Refs.. Rational functions are used to generate
linear relationships within shape functions for elements with more than four nodes. By
using rational functions, linear relations are able to derive within-shape functions for
any polygons.

Furthermore, a novel stabilisation strategy is applied to deal with the potential insta-
bility issue of MSM. This technique, which is based on the work of Bochev et al. (2004)
and is an enhanced projection approach, enables one to eliminate the residual term of
the stabilisation process while maintaining the global system’s symmetry [3]. It allows
the local stabilisation term of each element to adjust automatically to the varying forms
and sizes throughout the whole discrete polygonal domain.

The following sections provide the whole detailed context for building innovative
PFEs. Section 2 presents the idea of mixed PFEs. Then, the shape functions of PFEs are
detailed in Sect. 3. Besides, Sect. 3 shows the advanced stabilisation method for PFEs.
The conclusions and some future works are given in the Sect. 5.

2 2D Polygonal Finite Elements

2.1 Polygol Definition

Polygons, as everyone knows, are made by joining together n straight lines to form a 2D
object. See 0 for an illustration of several common types of regular polygons, including
triangles, quadrilaterals, pentagons, hexagons, etc. A polygon’s name figures out how
many sides it has and its number of edges, vertices, and nodes (Fig. 1).

(a) Triangle. (b) Quadrilateral. (c) Pentagon.

(d) Hexagon. (e) Heptagon. (f) Octagon

Fig.1. Samples of polygons.
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2.2 Low-Order PFE (Pe1Pe0)

Cameron Talischi et al. introduced this PFE in 2014, see Ref. [1]. It is called a low order
with the chosen approximation spaces defined over the domain’s convex polygonal
partitions that naturally satisfy the inf-sup condition. It does not admit spurious pressure
modes or exhibit locking. The pressure field is constant within each element, while
the velocity is represented by the standard iso parametric transformation of a linearly-
complete basis, see 0 (Fig. 2).

Fig. 2. The mixed low-order polygonal scheme, Pe1Pe0 [1].

This PFE has a conspicuous restriction: the instability performance on the triangular
and quadrilateral meshes [1]. It means that Pe1Pe0 cannot satisfy the inf-sup condition
in the case of such families of mesh.

2.3 Equal-Order PFE (Pe1Pe1)

A fresh equal-order mixed scheme of polygons, Pe1Pe1, for the pair of pressure and
velocity on the convex polygons, was created in 2020 to alleviate the limitations of
Pe1Pe0 [4]. This implies that, as shown in 0, both the velocity field and the pressure
field may be expressed in terms of polygonal basis shape functions. When compared
to the current low-order mixed system of polygons, Pe1Pe0, where the pressure field is
governed by element-wise constant functions, this is themost notable difference (Fig. 3).

Fig. 3. A mixed equal-order mixed polygonal scheme, Pe1Pe1, [4].

The benefit of this PFE is the ability to compute with any mesh family. In addition,
the fluid pressure performance of this PFE exceeds that of the current Pe1Pe0.
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2.4 A High-Order PFE (MINIPe)

Another novel advanced high-order mixed PFE for fluid flow problems was introduced
in 2019; see 0. First, polygonal basis functions are collected to model the pressure field
in this PFE. Then, polygonal basis functions and a polygonal bubble function are used
to calculate the velocity approximatively (Fig. 4).

Fig. 4. A high-order mixed scheme of the MINIPe, [5].

3 Polygonal Shape Functions

3.1 Wachpress Basis Shape Functions

The Wachspress system of polygonal shape functions have the following intriguing
properties:

– Characteristics of the Kronecker delta include: φi
(
xj

) = δij;
– Polygonal domain with a smooth C∞ interior and a smooth C0 border;
– Advantages of being linear:

∑n
i=1 φi(x)xi = x;

– The partitional unity:
∑n

i=1 φi(x) = 1; positive: φi(x) ≥ 0;
– When subjected to an affine transformation, Wachspress coordinates remain
unchanged, α : R2 → R

2 is applied to the points x1, x2, . . . , xn and x of the element
Ωe.

Thus, the basis function φi(αx, αx1, αx2, . . . , αxn) = φi(x, x1, x2, . . . , xn) of the
ith vertex of a polygon Ωe ∈ � is established with counter-clockwise ordering as:

φe
i = ϕi∑nne

j=1 ϕj
= ϕi

ψ
with ϕi = S(xi−1, xi, xi+1)

S(v, xi−1, xi)S(v, xi, xi+1)
(1)

where, S(xa, xb, xc) represents the area of the triangle [xa, xb, xc], see 0 (a). Besides,
one may use a Wachpress coordinator that considers the perpendicular lengths between
an internal point v and the polygon’s edges, see 0 (b). In 0 (b), hi(x) denotes the per-
pendicular distance of v to the edge ei; then parameter pi(x) is defined by the quotient
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of ni and hi(x). And, ni is the outward normal vector of the edge ei = [
xi, xi+1

]
. Then,

the shape functions become:

φe
i = ϕi

ψ
= ϕ̃i∑nne

j=1 ϕ̃i
with ϕ̃i = det

(
pi−1, pi

)
(2)

and the gradients are:

∇φe
i = φe

i

[
ϑi −

∑nne

j=1
ϕe
j ϑj

]
where ϑi = pi−1 + pi (3)

Therefore, the set of shape functions for every convex polygon may be generated by
Eqs. (2) - (3) (Fig. 5).

Fig. 5. Wachspress polygonal shape function for a hexagon.

3.2 Bubble Shape Function of Polygons

The definition of the bubble shape function for a convex polygon, developed by the work
of Malsch and Dasgupta, is presented here. See 0 to see how the bubble shape function
has a value of 1 at an inner node and zero at the border. A function A(x) that can get
from the ratio of products of Eq. (1) or Eq. (2) as (Fig. 6):

A(x) = 1

ψ
= 1

ψ̃
. (4)

Then, as Eq. (4), B(x) is given by:

B(x) = ‖x − xb‖2�e (5)

where xb is the centroidal coordinates in Ωe. Hence, the indication of the bubble shape
function φe

b ∈ Bh is:

φe
b = 1

1 + ‖x − xb‖2�eψ̃
(6)
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Fig. 6. The demonstration of bubble shape function.

and its gradient is:

∇φe
b = ‖x − xb‖2�e∇ψ̃ + ∇‖x − xb‖2�eψ̃

(
‖x − xb‖2�eψ̃ + 1

)2 . (7)

4 Stabilisation Method

The projection technique developed by Bochev et al. [3] is improved to eliminate the
residual term of the stabilisation process and maintain global system symmetry. As a
bonus, this stabilising for the polygonal discretisations is simple and perfect for any shape
and size of convex polygons. The adjustment starts with the operator

∏
h : L2(Ω) → R0

with the chosen test function of pressure q ∈ L20. Then,
∏

h q = qh ∈ R0 when and only
when:

∫

Ω

(∏

h
q − qh

)
dΩ = 0. (8)

This approach is modified so that it can handle the challenge of the arbitrary shape of
an element in the polygonmesh. It is well-known that a simplemethod of local averaging
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may be used to calculate a pressure projection [2]:

∏

h
q|Ωe = 1

|Ωe|
∫

Ωe

qhdΩe, ∀Ωe ∈ �h. (9)

Substituting the standard test functions to a polygonal mesh, {ψi}nnei=1, by a the local

term, qh|Ωe = ∑nne|Ωe
i=1 qiψi, into Eq. (9), we get [6]:

∏

h
q|Ωe =

∑nne
i=1 q

e
i

nne
. (10)

Equation (10) shows that the projected pressure is the mean of the vertex values of
polygons. In fact, the local stabilisation matrix, ce, of elements on the polygonal mesh
is found by solving Eq. (8) and (9):

ce(qh, ph) = 1

ν

∫

Ωe

(
qh −

∏
qh

)(
ph −

∏
ph

)
dΩ

=
nne∑

i,j=1

1

ν
qi ∫

Ωe

(
ψi − 1

nne

)(
ψj − 1

nne

)
dΩ qj, (11)

for all Ωe ∈ �h. In this case, the ψi and ψj do not disappear on Ωe. Assembling the
global stabilisation matrix C for PFE from contribution matrices ce is, therefore:

C = ne
A
e=1

nne∑

i,j=1

1

ν

∫

Ωe

(
ψi − 1

nne

)(
ψj − 1

nne

)
dΩ, (12)

where A is the assembly operator, e is the eth element, ne is the total number of the
elements in the domain �h.

5 Conclusions and Future Works

This study concludes by providing an overview of the strategies employed to improve
the PFEs for fluid flow simulations throughout the last decade. Specifically, they are
mixed polygonal finite elements, such as low-order mixed PFE - Pe1Pe0, equal-order
mixed PFE - Pe1Pe1, and high-order PFE - MINIPe. The advanced techniques which
are applied to construct the present PFEs are the mixed scheme method, the polygonal
shape functions of Wachpress, the bubble shape function for convex polygons given
by Malsch and Dasgupta, the stabilisation technique offered by Bochev et al. Besides,
although the current novel mixed PFEs have success in fluid flow computations, they
only pause in the 2D problems. Hence, one of the further priority works is the application
to 3D problems. Then another future task would be the other higher-order PFEs using
novel quadratic serendipity shape functions suggested by Rand et al. in 2014. Finally,
the next task could be the fluid-structure interaction computations.
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