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Preface

We are delighted to introduce the proceedings of the 15th European Alliance for
Innovation (EAI) International Conference on Mobile Multimedia Communications
(MOBIMEDIA) 2022. With the commercialization of 5G communication technol-
ogy, multimedia services and applications in the mobile environment have grown
at an extraordinary rate. The conference EAI MOBIMEDIA 2022 brought together
researchers, developers and practitioners from around the world who are studying new
technologies, applications and standards for mobile multimedia processing, such as
content features analysis and coding, media access control, multimedia flow and error
control, cross-layer optimization, Quality of Experience (QoE), media cloud as well as
mobility management and security protocols.

The technical program of EAI MOBIMEDIA 2022 consisted of 29 full papers,
including 3 best papers in technical sessions at different conference tracks. The confer-
ence tracks were: Track 1 - Internet of Things, Wireless Communications and Commu-
nication StrategyOptimization; Track 2 - Cyberspace Security on Cryptography, Privacy
Protection, Data Sharing, Access Control and Task Prediction; Track 3 - Neural Net-
works and Feature Learning; and Track 4 - Object Recognition and Detection. Aside
from the high quality technical paper presentations, the technical program also featured
four keynote speeches. The four keynote speakers were Prof. Yan Zhang from the Uni-
versity of Oslo in Norway, Prof. Shiwen Mao from Auburn University in USA, Prof.
JingyuYang fromTianjin University in China and Prof. Zhangjie Fu, Nanjing University
of Information Science&Technology in China. The four keynote speeches presented the
deeper development and wider use of novel mobile multimedia processing technologies,
which captured and held the audience’s attention and inspired in-depth discussions.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. It was
also a great pleasure to work with such an excellent organizing committee team, we
note their hard work in organizing and supporting the conference. In particular, the
Technical Program Committee, led by our TPC Co-Chairs, Zhidong Zhao, Jilin Zhang,
Xun Cao, Lei Chen, Jianhua Tang, Jinbo Xiong and Yiming Wu, who completed the
peer-review process of technical papers and made a high-quality technical program. We
are also grateful to the Conference Manager, Veronika Kissova for her support and all
the authors who submitted their papers to the EAI MOBIMEDIA 2022 conference and
workshops.

We strongly believe that the EAI MOBIMEDIA 2022 conference provided a good
forum for all researcher, developers and practitioners to discuss all science and technol-
ogy aspects that are relevant to mobile multimedia processing.We also expect that future
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EAI MOBIMEDIA conferences will be as successful and stimulating, as indicated by
the contributions presented in this volume.

August 2022 Zefei Zhu
Chenggang Yan
Wang Honggang

Lin Yun
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A Novel Cross-Resolution Image Alignment
for Multi-camera System

Kuo Chen1(B), Tianqi Zheng1, Chenxing He1, and Yeru Wang2

1 Chongqing University of Posts and Telecommunications, Chongqing 400065, China
chenkuo@cqupt.edu.cn

2 Hangzhou Dianzi University, Hangzhou 310018, ZJ, China

Abstract. In complicated computer vision tasks, themulti-camera system ismore
effective than a single camera owing to the image fusion of multiple cameras,
in which the image alignment is the essential first step. Especially, the cross-
resolution image alignment caused by focal length difference has been extensively
studied. A usual solution is using pyramid based local feature matching to create
the mapping between input images with high and low-resolution. However, this
kind of algorithmhas high time and space complexity and is not applicable to front-
end equipment such as the multi-camera system. Therefore, this paper proposes a
fast and novel cross-resolution image alignment method based on the approximate
focal length difference, including the coarse feature matching in low-resolution
and the matching model estimation in high-resolution. At last, two types of test
experiments are carried out using the industrial camera and SLR camera respec-
tively. And the experimental results show that the proposed method performs well
for cross-resolution image alignment, which can be widely used for multi-camera
system.

Keywords: Local feature matching · Image alignment · Multi-camera imaging

1 Introduction

Powered by computer vision and artificial intelligence technology, more visual infor-
mation and higher-quality images can be obtained by multi-camera system [1], which
has been widely used in medicine, industry, remote sensing and other fields. By reason-
ably fusing the image information between different cameras, higher-quality composite
images can be obtained, and panoramic imaging, high dynamic range imaging, extend
depth of field imaging, night vision and so on can be realized with multi-camera system
[2, 3].

In the process of image fusion between different cameras, the image alignment is the
essential first step, which is limited by the possible differences between cameras, such
as attitude difference, focal length difference and spectral difference [4]. Currently, the
general solutions are pixel based, patch based and local feature basedmethods [5], among
which the most flexible one is local feature based matching. It has a robust alignment
effect.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022
Published by Springer Nature Switzerland AG 2022. All Rights Reserved
Y. Chenggang et al. (Eds.): MobiMedia 2022, LNICST 451, pp. 3–14, 2022.
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This paper focuses on cross-resolution image alignment, which is image alignment
between the long-focus camera and the short-focus camera. For this problem, benefiting
from the image pyramid technology, accurate feature points can be extracted on the
cross-resolution images by feature detection algorithms such as Scale-Invariant Feature
Transform [6] (SIFT), Speeded-Up Robust Features [7] (SURF) and Oriented Fast and
Rotated Brief [8] (ORB). Then the final homography matrix can be estimated by using
inlier filtering algorithms such as Random Sample Consensus [9] (RANSAC).

However, in order to achieve scale invariance, the existing technologies have
designed a complex feature description method, which leads to high time and space
complexity. Therefore, this paper studies a novel cross-resolution image alignment
method.

2 Related Work

To realize cross-resolution image alignment, local feature detection and outlier removal
technologies are involved. This paper briefly discusses the related works of these two
aspects.

For local feature detection, many excellent algorithms have been developed. For
example, SIFT detects the sub-pixel feature point using difference of Gaussians on
pyramids with different scales, and generates the robust feature descriptor by gradient
histogram. But its time complexity and space complexity are extremely high. There-
fore, SURF uses box filtering, wavelet transform, lower dimensional vector and other
techniques to reduce the complexity of SIFT. But there are still some shortcomings in
real-time performance.WhileORBeffectively combines the detection of local extremum
feature and binary descriptor and realizes real-time local feature matching. However, to
deal with the cross-resolution problem, a complicated pyramid structure is still required.

In the aspect of outlier removal, a global transformation is usually used to judge
inliers or outliers, such as RANSAC, in which similar transformation, affine transfor-
mation, projective transformation and so on can be used. There are also a series of later
improvements of RANSAC [10, 11]. Or the probability of sampling inliers is increased,
the speed of iteration is accelerated, and the threshold of inlier discrimination is opti-
mized, etc. In addition, with the development of deep learning technology, there are
many excellent feature detection and outlier removal algorithms based on deep learning,
such as LF-Net [12], Superpoint [13] and SuperGlue [14], which can only achieve high
real-time performance on GPU at present, and cannot meet the application requirements
of multi-camera system which needs edge computing.

Inspired by the related works, this paper focuses on the image alignment of long-
focus camera and short-focus camera. According to the approximate ratio of spatial
resolution between multi-camera images, the high-resolution images are downsampled
to the low-resolution scale to realize coarse matching. Then the feature points are filtered
and matched iteratively on the high-resolution scale to achieve final accurate alignment.

3 The Proposed Method

As shown in Fig. 1, a narrow field-of-view image with high-resolution is captured by the
long-focus camera, defined by Is, and a wide field-of-view image with low-resolution is
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captured by the short-focus camera, defined by Ir . Considering the difference in image
resolution caused by focal length, this paper designs a method consisting of matching
feature point on the low-resolution scale and estimating the alignmentmodel on the high-
resolution scale. It is worth mentioning that in the practical application of multi-camera
imaging, the non-overlapping areas of images Is and Ir can be marked in advance to
reduce their influence on the final alignment. The approximate ratio of spatial resolution
between images caused by focal length can be estimated by geometric measurement and
defined by integer k.

In this paper, the image Is is downsampled to the image Is_d , and the feature points
are extracted without complex pyramid structure, as shown in Fig. 1. In order to realize
more accurate alignment result, the feature points of the image Is_d are restored to a
high-resolution scale after the coarse feature matching, and then the alignment model is
estimated in high-resolution.

Normally, restoring feature points from low-resolution scale to high-resolution scale
involves two aspects: image texture and spatial coordinate. For the former, it still requires
reconstructing the missing image information under high-resolution, which consumes
a lot of time and space. Therefore, this paper only restores the spatial coordinates of
feature points to high-resolution, which greatly reduces the time and space complexity.
And then finds the best alignment in the alignment model estimation stage. For specific
implementation methods and steps, please refer to Sect. 3.1 and Sect. 3.2 respectively.

Fig. 1. The flow chart of proposed cross-resolution image alignment. The upper half is the
pyramid-based solution, and the lower half is the proposed solution.

3.1 Coarse Matching in Low-Resolution

Firstly, the high-resolution image Is is downsampled by k to obtain the low-resolution
image Is_d , where k is an integer. And the downsampling process does not need interpo-
lation and has high time efficiency. Then, on the low-resolution scale, the feature points
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on image Is_d and image Ir can be detected using any one fast detection operators without
scale invariance. And then the feature point sets Ps_d and Pr are obtained respectively.
Although the true resolution ratio of images Is and Ir is not equal to integer k absolutely,
which may cause mismatch in sets Ps_d and Pr , it can be compensated in Sect. 3.2.

According to the practical application of multi-camera system, descriptor without
scale can be used flexibly to get the feature vectors Vs_d and Vr corresponding to the
feature point set Ps_d and Pr . Following the general steps of feature matching, the
matching quality is measured by the ratio of maximum and submaximum of feature
vector distance, and the search process is accelerated by kd-tree, and then the matched

point pair
{
P

′
s_d ,P

′
r

}
of image Is_d and image Ir is obtained. It only represents the

correspondence of input images on the low-resolution scale. So, in this paper, the feature
point P

′
s_d of image Is_d is upsampled k times on the spatial coordinate to get P

′
s, as

shown in Fig. 2, which represents the coarse matching of images on the high-resolution
scale.

Fig. 2. Coarse matching result. A feature point on low-resolution image is corresponding to a
patch on high-resolution image.

3.2 Model Estimation in High-Resolution

As shown in Fig. 2, due to the difference of spatial resolution, coarse matching in low-
resolution establishes the correspondence between a feature point of Ir and a patch of
Is. In order to estimate the accurate alignment model, it is necessary to find the pixel-
wise correspondence between high-resolution image Is and low-resolution image Ir .
Therefore, this paper designs the following iterative algorithm to estimate the alignment
model.
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Algorithm1 

1. Input:         
2. : Wide field-of-view image with low-resolution
3. : Narrow field-of-view image with high-resolution
4. : Approximate ratio of spatial resolution
5. Function:      
6. Downsample high-resolution image
7. Feature detection using FAST and others
8. Feature descriptor using BRIEF and others
9. Get the initial matched point pair { _′ , ′ }

10. Upsample feature point _′ to ′
11. for =1 to do
12. Select randomly feature points in ′ , and the

corresponding patches in ′
13. Select one feature point for each patch
14. Estimate the alignment model 
15. Find all inlier sets and projection error 
16. If the number of is large enough and the

value is small enough
17. Update current alignment model 
18. Update current projection error 
19. Update 
20. Output:
21. : Optimal cross-resolution alignment model

In order to solve the optimum solution, this paper designs an iterative approach
to estimate the alignment model inspired by RANSAC. Specifically, firstly randomly
select m matched points on the low-resolution image Ir and corresponding m patches
on the high-resolution image Is. And then estimate an alignment model Hi according
to these m matching relationships. Decide whether all feature points meet the current
mapping relationship of model Hi, except the selected m points, and obtain the inlier
set Pin and the projection error Ein based on a threshold. Because a feature point in
the low-resolution image Ir is corresponding to a patch in the high-resolution image Is,
this paper selects the smallest projection error point in a patch as the inlier point. After
getting the set of inliers, decide whether to update the alignment model according to the
inliers number and projection error until the end of the iteration process, and output the
optimal cross-resolution alignment model H .

4 Experiments

In order to verify the validity of the proposed method, this paper designs three test
experiments. In test experiment No. 1, a multi-camera system is built, including a 5-
megapixel Daheng industrial camera with an 8mm focal length lens, and a 12-megapixel
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Daheng industrial camera with a 16 mm focal length lens. Five groups of wide field-of-
view images with low-resolution and narrow field-of-view images with high-resolution
images are captured, with resolution ratio 7.4, named as H1, H2, H3, H4, and H5. In
test experiment No. 2, a Nikon D7100 SLR camera with an 18–105 mm zoom lens is
used. Two groups of cross-resolution test images with resolution ratio 3 are captured,
named as D1 and D2. Two groups of cross-resolution test images with resolution ratio
3.89 and 4.17 are captured, named as E1 and E2. Two groups of cross-resolution test
images with resolution ratio 5.11 are captured, named as F1 and F2. Two groups of
cross-resolution test images with resolution ratio 5.83 are captured, named as G1 and
G2. In test experiment No. 3, we used the SLR camera in Experiment No. 2 to capture
images of the same resolution with slight displacement, rotation, etc., and then obtain 9
sets of images with resolution differences of 1–9 times by downsampling, named as A.

4.1 Implementation

In the specific implementation process, this paper selects the simple FAST feature extrac-
tion operator [15] and BRIEF feature descriptor [16]. And other two cross-resolution
image alignment algorithms are compared in this paper. The specific descriptions are as
follows. To verify the effect of model estimation in Sect. 3.2, Algorithm 1 only extracts
feature points and estimates the alignment model on low-resolution scale. Algorithm 2 is
the pyramid basedORB algorithm. Algorithm 3 is the proposedmethod. Considering the
comparability of experimental results, the above three algorithms keep the same param-
eters in the processes of feature extraction, coarse feature matching, outlier removal and
iteration.

In addition, although the real resolution ratio of high-resolution and low-resolution
images are mostly decimals, the integer k is always used for upsampling and downsam-
pling in our experiment. This can further save time and space cost in particular, and the
parameter k has a certain tolerance and has no significant impact on the final alignment
result. As shown in Fig. 3, the resolution ratio of the test image is 5.83 times. When the
parameter k is set as 4, 5, 6, 7 and 8, the alignments can still be successful. And the
closer the integer k is to the real resolution ratio, the better the alignment effect is, which
can be seen from the fused image and the distribution of inlier points.

Fig. 3. Influence of approximate ratio k on alignment result
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4.2 Results

The results of test experiment No. 1 are shown in Fig. 4 and Table 1. Considering the
limited space for this article, Fig. 4 only shows the image alignment results of groups
H1 and H5, and Table 1 shows the final projection errors of all five groups.

It can be seen from Fig. 4 that Algorithm 2 and our method both have a better effect
in detail than Algorithm 1, such as the outdoor region of the air conditioner, in which
Algorithm 1 has obvious artifacts. We know that Algorithm 1 directly performs feature
extraction and matching on low-resolution scale, that results in inadequate accuracy
of feature points. While the proposed model estimation in high-resolution can fix this
problem.

Furthermore, the projection error of Algorithm 1 is much bigger than Algorithm 2
and our method, and our method perform better than Algorithm 2 slightly as shown in
Table1. Since our method does not utilize the pyramid structure to extract feature points,
it can reduce time and space consumption in feature extraction phase compared with
Algorithm 2.

The results of test experiment No. 2 are shown in Fig. 5 and Table 2. Figure 5 only
shows the image alignment results of groups D2, F2 and G1, and Table 2 shows the final
projection errors of all eight groups.

As shown in Table 2, the projection error of Algorithm 1 increases along with the
increase of the resolution ratio, while algorithm 2 and proposed method are not influ-
enced. Again, the proposed method performs best. With the increase of the resolu-
tion ratio, the measuring accuracy of feature points extracted by Algorithm 1 becomes
more and more insufficient, so the corresponding projection error increases. However,
Algorithm 2 handles this problem using complex pyramid structure. And the proposed
method estimates the alignment model in high-resolution iteratively, so it succeed in
cross-resolution image alignment with different resolution ratio.
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8

Test image group H5

a) Algorithm 1 b) Algorithm 2 c) Algorithm 3(proposed) 

Test image group H1

Fig. 4. Results of test experiment No. 1
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Table 1. Projection errors of test experiment No. 1

Resolution ratio Test group Algorithm comparison

Algorithm 1 Algorithm 2 Algorithm 3
(proposed)

7.4 H1 5.97 2.96 2.35

H2 8.49 3.33 3.88

H3 4.44 2.66 2.05

H4 7.12 3.41 3.40

H5 7.45 2.71 1.97

Table 2. Projection errors of test experiment No. 2

Resolution ratio Test group Algorithm comparison

Algorithm 1 Algorithm 2 Algorithm 3 (proposed)

3.00 D1 2.20 2.37 1.85

3.00 D2 4.52 1.82 1.75

3.89 E1 2.82 2.20 1.70

4.17 E2 4.64 2.64 2.18

5.11 F1 4.52 3.09 2.24

5.11 F2 5.21 2.67 1.23

5.83 G1 6.18 3.05 1.30

5.83 G2 6.11 2.55 3.37

The results of test experiment No. 3 are shown in Fig. 6. In order to better explore the
relationship between the projection error and the resolution magnification, simulation
experiments are conducted. Figure 6 shows the registration error results of 9 groups of
experiments with the resolution multiplier from 1 to 9 under image A.

As shown in Fig. 6, the abscissa of the figure represents different resolution magnifi-
cation, and the ordinate represents projection error. It can be clearly seen in the line chart
that the projection error of Algorithm 1 presents an upward trend with the improvement
of resolution. However, the projection error of Algorithm 2 and the proposed method is
not affected by the resolution multiplier. Meanwhile, the projection error line of the pro-
posedmethod is below the projection error line of Algorithm 2. This is exactly consistent
with the results of Experiment No. 2, thus verifying the correctness and effectiveness of
our method.

Although the test images have a large difference in spatial resolution, the experi-
mental results show that the proposed method can always obtain a good alignment effect
without the complex pyramid structure. Even in some tests, as shown in Fig. 5 and Fig. 6,
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Test image group D2

Test image group F2

Test image group G1

a) Algorithm 1 b) Algorithm 2 c) Algorithm 3(proposed)

Fig. 5. Results of test experiment No. 2
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Fig. 6. Results of test experiment No. 3

the proposed method performs better than the pyramid based ORBmethod. The precon-
dition is getting the approximate resolution ratio of high-resolution and low-resolution
image, which is very easy to measure in multi-camera system applications.

5 Conclusion

According to the problem that the current pyramid structure has high time and space
complexity and is not applicable to the multi-camera system, this paper proposed a novel
cross-resolution image alignment method, including the coarse feature matching in low-
resolution and the matching model estimation in high-resolution. Based on our method,
combined with artificial intelligence technology, the interesting computational imaging
on the multi-camera system like high-quality continuous zooming, wide field-of-view
imagingwith high-resolution and so on can be realized.However,when the feature points
are restored from low-resolution scale to high-resolution, the influence of image texture
information can be deeply considered in the future. In addition, for the iterative solution
of the optimal alignment model, the perspective of selecting points from high-resolution
patch for further speeding up this method can be taken into consideration in the future.
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Abstract. Aiming at the shortcomings of traditional wireless meter reading sys-
tem, such as difficulty in expansion, high deployment cost, and high power con-
sumption during data transmission, this paper designs an IOT water meter reading
system based on multi-agent and Ah hoc. The system can be automatically net-
worked between nodes with LoRa, which is easy to expand. The system uses a
multi-agent structure, each agent is responsible for different tasks, the complex
system is divided into independent small systems, reducing the complexity of the
system. In order to ensure the data security of the information in the water meter
and transmission process, the Agent hardware design security module based on
FMCOS-SE, the key information is encrypted and stored using SM4 algorithm.

Keywords: Wireless meter reading system · Ad hoc ·Multi-agent · SM4 · IOT

1 Introduction

Micro-power wireless meter reading has been applied to the hydropower industry since
the late 1990s. During more than 10 years of technical development, they have expe-
rienced star network, tree network, fixed frequency grid transmission, and have been
partially developed to the fourth-generation technology. The fourth-generation tech-
nology focus on Ad-Hoc network data transmission mode with automatic frequency
hopping and self-organizing network [1]. Ad hoc network applications have received
little attention in the meter reading industry. Based on GPRS and ad hoc networks a
novel design of a wireless ad hoc network remote meter reading system is proposed
[2]. In order to facilitate the advanced measurement system with real-time interaction in
smart grid and to satisfy the requirements for power quality management, a wireless ad
hoc smart metering system for power quality using Internet of things (IoTs) technology
is presented in the paper [3]. Typically, the electric power companies employ a group of
power meter readers to collect data on the customers energy consumption. This task is
usually carried out manually, which can lead to high cost and errors, causing financial
losses, so in the paper [4], propose an architecture to the Automatic Meter Reading
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(AMR) system using Unmanned Aerial Vehicles (UAV). These studies mainly focus on
reducing the node’s transmission power, detecting abnormal nodes, etc. The intelligence
and coordination of the node itself are not considered, the receiving sensitivity is not
good, and the meter reading speed is slow.

Agent theory and technology originated in the 1980s and are now gradually applied
to industries, agriculture, and other fields [5, 6]. A multi-agent architecture is proposed.
To exploit the advantages of multi-agent systemsmodelling for WSN services, net-
work topologies and sensor device architectures [7]. These studies mainly focus on
the accuracy of the data of the nodes without considering the networking capabilities of
the nodes And low power consumption.

At present, the domestic and foreign wireless water meter reading network technolo-
gies include WIFI, HomeRF, Bluetooth BLE4.0, Zigbee, GPRS, micro-power wireless
network, and low-power wide area network (LPWAN). WIFI, HomeRF, Bluetooth, etc.
are notwidely used in domesticwatermeter collection. Zigbee’s communication technol-
ogy is used more internationally [8]. With the rise of the Internet of Things, a low-power
wide area network (LPWAN) came into being. NB-IoT and LoRa are among the best
[9]. NB-IoT is currently not commercialized, and domestic research is very popular. The
LoRa network has been piloted or deployed in many places abroad, but Lora has fewer
applications in China and less in the collection of water meters [10].

Based on the current status of technology development at home and abroad, this paper
uses the low-power LoRa transmissionmodule currently on themarket and integrates the
Agent theory into various nodes of the meter reading system to build a self-organizing
multi-hop Ad-Hoc network of nodes, which is used in the water meter collection and
reading industry. Provide a three-dimensional perception system for the development of
smart water services. The system is composed of multiple Agent structures, and each
level of Agent can intelligently complete the corresponding tasks of data collection,
communication, and summary. Using SX1278 LoRa as a communication module can
have a longer communication distance and lower power consumption [11]. The nodes
can self-organize to form an Ad-Hoc network. Any node can forward data for other
nodes as a route, which has strong scalability and low deployment cost. The security
module is embedded in various Agent hardware designs, and the key loaded in the
module is used as the cornerstone to ensure the security of data communication, access,
and storage. The encryption method uses the domestic SM4 algorithm [12, 13]. By
introducing a ministerial key system, a three-level key management method for water
meter application is established at the ministerial, project, and user levels.

2 System Model Based on Multi-agent

2.1 System Architecture

Combining the idea of multi-agent system with Ad hoc self-organizing network tech-
nology, the wireless meter reading system model (see Fig. 1) is designed. From the
topology diagram, the system is divided into three levels, with a collector agent, a con-
centrator agent, and a management center agent. Three different agents communicate
with each other to complete the water meter collection task. The concentrator Agent
node is connected to multiple water meter sensors, which can collect the readings of
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multiple water meters in real time. The concentrator agent is responsible for managing
the work of multiple collector agents. It can not only collect the data of the collec-
tor agent, but also issue instructions to the collector to control its running state. The
management center agent manages multiple concentrator agent nodes, summarizes the
data of each concentrator agent node, and can issue commands to the collector agent
under it through the concentrator agent node. An Ad hoc network is formed between
the Collector Agent and the Concentrator Agent. Although the concentrator agent is the
central node of several collector agents logically, it is not necessary for the concentrator
agent and collector agent to communicate directly. Any node in the network can forward
packets for other nodes. The water meter data collected by the collector agent can be
transmitted to the corresponding concentrator agent through multi-hops. Similarly, the
control instructions of the concentrator agent can reach a certain collector agent in a
multi-hop manner. Therefore, the Collector Agent and Concentrator Agent also have
the ability to perceive the network topology and determine the data transmission path.
The communication between the concentrator agent and the management center agent
is performed via the 4G network using HTTP protocol. When the concentrator agent
submits the data request, it will submit the data to the corresponding HTTP API of the
management center.

Fig. 1. Wireless meter reading system model Fig. 2. The unconnected collector agent
actively initiates a network access request to
the concentrator agent
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2.2 Coordination Mechanism Between Agents

2.2.1 Formation of Multi-agent Network

The network formation between the concentrator agent and the collector agent is initiated
actively by the collector agent. The unconnected collector agent actively initiates a
network access request to the concentrator agent (see Fig. 2).

The requestmay reach the concentrator node directly, or route throughmultiple nodes
in the network (see Sect. 6 for detailed routing mechanism and protocol) to the concen-
trator agent. After confirming the network access request, the concentrator Agent sends
basic system parameters to it. The parameters include the time and interval assigned to
the node to initiate data upload. Different upload time points are used to avoid network
congestion caused by multiple collector agents simultaneously uploading, and different
time intervals affect the real-time performance and power consumption of data. The
shorter the data upload interval, the better the real-time data, but the higher the commu-
nication frequency, the higher the average power consumption, the shorter the battery
life; on the contrary, the longer the data upload interval, the more real-time data Poor,
but the lower the average power consumption, the longer the battery life. After receiving
the basic parameters of the system, the collector agent will update the configuration of
its own node and respond to the concentrator to complete the network access. The con-
centrator agent uses the 4G module to access the management center agent to register
and obtain the system configuration when it is first started.

2.2.2 Communication Coordination Among Multiple Agents

Most of the time, the communication between the collector agent and the concentrator
agent is initiated actively by the collector agent. The collector agent uploads data to the
concentrator agent at the determined time interval based on the upload time point deter-
mined when accessing the network. The concentrator agent caches the data transmitted
by the collector agent in local storage. The communication between the concentrator
Agent and the management center Agent has two modes, real-time and non-real-time.
In real-time mode, when the concentrator agent receives the data from the collector
agent or meets a certain time interval, it will immediately initiate communication with
the management center and submit the data to the management center. In non-real-time
mode, the concentrator agent initiates communication only at fixed time intervals. When
receiving the request from the concentrator agent, the management center agent checks
whether there are any tasks not assigned to the agent in the task queue. If so, the cor-
responding task is delivered in the response. When the concentrator agent receives the
task, it will actively contact the collector agent node that should actually execute the
task and release the task.

3 System Hardware Design

3.1 Collector Agent

The hardware framework of the collector is mainly composed of PIC single-chip micro-
computer, power supply module, LoRa wireless communication module, FMCOS-SE
safety module, and pulse metering sensor module (see Fig. 3).
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Fig. 3. The hardware framework of the
collector agent
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Fig. 4. The hardware framework of the
concentrator agent

3.1.1 PIC Microcontroller Microcontroller Module

The microcontroller of the collector Agent uses Microchip’s PIC24FJ128GA308 16-bit
low-power microcontroller. The hardware module is responsible for sensor data reading,
control signal output, data storage and communication. The microcontroller has a 16 ×
16 hardware multiplier and a 32× 16 hardware divider, which facilitates the processing
of water meter data. At the same time, the current consumption of the microcontroller
during sleep is 400 nA, which can run for a long time under battery power.

3.1.2 Power Module

The power supply switching circuit supports DC power supply and dry battery power
supply separately. When the DC power supply and the battery are connected at the
same time, the DC power supply is preferred. The storage module and the wireless
communicationmodule are respectively providedwith 3.3Vpower input by two separate
HT7333 low dropout linear regulators. The on-off of the control circuit is controlled by
a MOS field effect switch.

3.1.3 LoRa Wireless Communication Module

Use SX1278 LoRa wireless module from Semtech. The module is a long-distance, low-
power wireless communication module that uses spread-spectrum technology, and has
the characteristics of long communication distance, high receiving sensitivity, and low
power consumption. The typical current consumption during sleep is 0.2 uA, the typical
current consumption during reception is 10 mA, and when using 7 dm transmit power
transmission, the typical current consumption is 2 mA. The maximum transmission
distance in the city is about 3 km, suitable for long-distance low-power data transmission.

3.1.4 FMCOS-SE Security Module

The FMCOS-SE security module is a security module developed based on the FM1280
chip. It uses an ARM 32-bit security CPU and is equipped with a dedicated operating
system. The FMSE security module encrypts some sensitive data related to the water
meter, such as user password, user ID, card authentication data, ladder water price, water
meter reading, valve control status, equipment root key, etc. The encryption algorithm
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used is SM4 security algorithm. The SM4 algorithm was officially approved by the
State Password Administration in 2012. It is the first commercial password algorithm
for wireless LAN in my country. It has the characteristics of simple, safe and fast. SM4
is symmetric encryption, and the key length and packet length are both 128 bits.

3.2 Concentrator Agent

Based on the requirements of data processing and protocol conversion, the hardware of
the concentrator agent is mainly based on the S3C6410 development board (see Fig. 4).
The development board uses a SPI interface and aUSB interfacewireless communication
module to connect to the 4G communication module. The concentrator agent obtains the
system information, water meter information, valves, etc. encrypted by the FMCOS-SE
transmitted from the collector agent through the LoRa wireless module, and uploads it to
the server through the 4G communication module. The server completes the encryption
and decryption of the data.

3.2.1 Processor

Use Samsung S3C6410 processor. This is a core based on ARM1176JZF-S, including
16 KB instruction data cache and 16 KB instruction data TCM.

3.2.2 Power Supply

In order to maintain long-term continuous operation, the power supply on the concen-
trator Agent board is provided by the DC power supply.

3.2.3 LoRa Wireless Communication Module

Use the same SX1278 LoRa wireless module as the collector Agent, and connect to the
CPU with SPI interface.

3.2.4 4G Communication Module

This system uses U8300C 4G wireless module, it is a wireless terminal product suit-
able for TDD-LTE/TD-SCDMA/UMTS/EVDO/EDGE/GPRS/GSM/CDMA multiple
network standards andGPSpositioning services.While providing high-speed data access
and GPS positioning services, the U8300C can provide functions such as SMS and
address book, and can be widely used in products such as mobile broadband access,
video surveillance, handheld terminals, and car equipment. The system uses the serial
port UART of the ARM embedded system S3C6410 to complete the control of the
U8300C 4G module. Drive the transistor S8050 through the S3C6410 GPIO pin to reset
the 4G module. The concentrator agent remotely transmits user data, channel informa-
tion, water meter dial data, valve control data and other related data to the background
database through the U8300C 4G wireless module, enabling centralized management
and monitoring of multiple concentrator agents.
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3.2.5 FMCOS-SE Security Module

Use the same FMCOS-SE security module as the collector Agent, and connect with the
S3C6410 embedded processor with SPI interface.

4 FMCOS-SE Security Module File Structure Design

The security module is a special security encryption chip designed based on the require-
ments of the ISO7816 specification, and supports the watch to realize the security pro-
tection of sensitive data. The product uses a dedicated domestic cryptographic algorithm
chip as a hardware platform and is equippedwith a dedicated operating system. The secu-
rity module has adopted perfect security protection measures during hardware design,
such as anti-tampering, anti-attack and other functions, and the operating system has
also designed and implemented a perfect software security mechanism, using domestic
cryptographic algorithms to meet the storage and storage of key data. Encryption pro-
tection. The security module contains the water meter application, and the application
directory isMF. The following (see Fig. 5) shows the file structure of the Collector Agent
and Concentrator Agent security modules.

Fig. 5. File structure of the collector agent and concentrator agent security modules

5 Agent Communication Protocol Design

According to the characteristics of LoRa hardware and the actual application scenar-
ios, the communication protocol between collector agent and concentrator agent is
designed. The communication between the collector Agent, the concentrator Agent and
the server/handheld terminal interacts in the form of data packets. A complete command
packet consists of the start identification unit, packet length, command 1, command 2,
command 3, command unit and check unit end character, see Table 1.

5.1 Command 1

Represents the source device: 53H (V) represents the server, 57H (W) stands for handheld
terminal/Bluetooth, 55H (U) stands for serial debugger, 52H (R) represents the collector,
4DH (M) stands for concentrator.
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Table 1. Common format of the information interaction command packet of server, concentrator
and collector

Packet
header

Packet
length

Command 1 Command 2 Command 3 Data Check code

55 99
2 bytes

1 byte Source
device
1 byte

Terminal
device
1 byte

1 byte JSON
format

CRC
2 bytes

5.2 Command 2

On behalf of the terminal equipment: 53H (V) on behalf of the server, 57H (W) stands
for handheld terminal/Bluetooth, 55H (U) stands for serial debugger, 52H (R) represents
the collector, 4DH (M) stands for concentrator.

5.3 Command 3

The command includes up to 100 commands such as querying the agent information of
the collector, serial port setting, water meter information and valve information setting,
Ad-Hoc network channel type and frequency setting.

5.4 Check Unit

a) Check the “command data” in the protocol. From the first byte of “Command 1” to
the last byte of the data area;

b) A 16-bit CRC check polynomial x16 + x2 + 1 (0 × 8005) is used to generate a
2-byte CRC checksum (high byte in the back, low byte in the front);

c) The sender should generate a two-byte CRC checksum according to the “command
unit”. After receiving the complete data packet, the receiver should generate a new
CRC checksum according to the “command unit”;

d) The new CRC checksum is equal to the received checksum, indicating that the data
packet is valid.

6 Routing Protocol Design

6.1 Ad Hoc routing protocol

Routing protocol provides the path selection for communication between collector node
and concentrator node. Ad Hoc routing protocols are divided into active routing and
on-demand routing. Active routing is similar to traditional routing protocols. Each node
in the network needs to maintain a routing table to other nodes, Periodically broadcast
routing packet information is exchanged and routing table updates are maintained. On-
demand routing is the opposite of table-driven routing. Each nodemakes routing requests
only when needed, and instead of establishing and maintaining routing information to
other nodes, it creates routing tables temporarily based on communication needs.
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In this design, for the acquisition Agent, The data finally flows to the corresponding
concentrator Agent. A collector Agent node will not take other collector Agents as
the destination node for communication, so there is no need to maintain the routing
information to all other nodes in the network, so Table - driven routing protocol should
not be used. In addition, the location of collector Agent and concentrator Agent in this
design is relatively fixed, so the items in the routing table will not change frequently and
the frequent changes of node topology need not be considered. The concentrator Agent
can broadcast its routing information and save the routing request cost generated by the
node.

6.2 Four Basic Messages Design

In this design, Ad Hoc protocol is designed based on on-demand protocol, and has four
basic messages (see Fig. 6): Routing request message, Router response message.

The concentrator agent broadcast message and Routing error message.
The fields of each message are described below:

Version: The version number of the protocol currently in use
Type: Message type
TTL: Time to live, A counter used to limit packet lifetime. Each time the message goes
through the route forward, TTL-1, When the TTL decays to 0, the packet is discarded.
Hops: The number of hops a message passes through a router

Fig. 6. Four basic messages design

1) The concentrator agent broadcast message
➀ Via node address: The address of the node through which the broadcast message is

currently passing
➁ Concentrator Agent source node address: Address of the concentrator Agent node

issuing the broadcast
➂ Broadcast serial number: Broadcast serial number maintained by a source
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2) Routing request message
➀ Via node address: The address of the routing request message currently passing

through the node
➁ Source node address: The address of the routing request originating node
➂ Source node number: The sequence number maintained by the source node,

indicating the order of the request
➃ Destination node address: The address of the destination node
➄ Destination node number: The sequence numbermaintained by the destination node,

indicating the order of the response
3) Router response message
➀ Via node address: The address of the current routing response message passing

through the node
➁ Forwarding node address: Specifies the address of the node to forward this message
➂ Source node address: The address of the node sending the routing response message
➃ Source node number: The sequence number maintained by the source node,

indicating the order of the response
➄ Destination node address: The destination node address of the routing response

message
4) Routing error message
➀ Via node address: The address of the node at which the current routing error message

is routed
➁ Number of error nodes: The number of error nodes contained in the message
➂ Address of Error node N: The address of the Nth node at which a connection error

occurred
➃ Number of Error node N: When an error occurs, the sequence number of the error

node in the routing table cache

6.3 Route Discovery

Each node maintains a routing table (see Fig. 7). The routing table contains the address
of the next node to go through to reach a node and the number of hops needed to reach
that node. The ordinal fields represent the order of the data and are used to route updates
and avoid loops. There are three ways for a node to discover the route to other nodes:
address broadcast, passive acquisition, and on-demand request. The address broadcast
mode can only be initiated by the concentrator Agent, which is mainly used to convey its
route to the accessible nodes in the network at the initial stage of network establishment.
When address broadcasting is used, the concentrator Agent will broadcast its address
to neighboring nodes. The node receiving the broadcast will update its routing table
and forward the broadcast packet to its neighboring nodes. In the form of flooding, the
routing information of the concentrator Agent will be transmitted to all reachable nodes
in the network. After address broadcasting is completed, the initial nodes at the time
of network establishment will establish a routing item to the concentrator Agent node.
Passive acquisition means that during communication, a node retrieves the route to a
node in reverse. Suppose that a newly added collector Agent node A obtains the route to
concentrator Agent node C by on-demand request, but node C does not know the route of
node A.When node A sends data message to node C via node B routing, node C will add
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node B to the routing item to node A. Before sending data to a node that is not recorded
in the routing table, any node will request a route to a destination to its neighbor node
on demand. This is typically used when a newly added node starts communicating with
the concentrator agent, when one node has a network unreachable failure and the other
nodes need to update the routing table. The following sections describe the detailed steps
of address broadcasting and on-demand.

Fig. 7. Node routing table

6.3.1 Address Broadcast Mode

(1) Launch of broadcast
The broadcast message initiated by the concentrator Agent contains three ele-

ments: < via address, source address, source serial number >. Where, the address
of the source address is written to the concentrator Agent, and the source serial
number is written to a set of increasing serial Numbers maintained by the concen-
trator initiating the broadcast to identify the order of the broadcast message. Fill
the TTL according to the size of the broadcast and set the hops to 0.

(2) Broadcast reception
After the neighbor node receives the broadcast message of the concentrator

Agent, it first checks whether the TTL is greater than 0. If it is greater than 0,
it continues to check whether the address of the concentrator Agent node in the
broadcast message is equal to the address of the concentrator to which it belongs. If
so, it checks whether there is a route to the concentrator node in the routing table.
If the routing table meets one of the following conditions: ➀ The routing table does
not contain the node; ➁ The ID number of the node in the routing table is less than t
the ordinal numbe in the message;➂ The ID number of the node in the routing table
is equal to the ordinal numbe in the message, and the number of hops is greater than
the number of hops in the message, the routing table is updated and the message is
forwarded.

(3) Routing table update:
The address and ID of the source node in the received message are filled in

destination node field and the serial number field of the destination node, the via
node field in the message is filled in the next hop field, and the hops number in the
message is added by one to fill in the hops field.

(4) Message forwarding:
When forwarding the message, fill the node address into the via node field, and

subtract 1 from TTL and add 1 to the hop number.
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The solid node is the concentrator Agent with address D, and the hollow node is
the collector Agent with addresses A, B, and C respectively (see Fig. 8). Nodes directly
connected by solid lines are neighbor nodes. In the figure, A, B and C are neighbor, C and
D are neighbor, while A,B and D are not. Address broadcast is initiated by concentrator
Agent node D, and the serial number of broadcast is 1. The arrow in the figure shows
the propagation path of the address broadcast. The address broadcast issued by A and
B is omitted. When broadcast to all reachable nodes in the network, each node caches
the next hop path to D in the routing table. Node C can directly transfer data to Node D,
while nodes A and B will transfer data to node C, which will then transfer data to node
D. After the broadcast, Node D is not aware of the existence of other nodes. Only when
other nodes initiate communication to node D, can node D establish a reverse route by
passive acquisition.

Fig. 8. Address broadcast mode

6.3.2 Request on Demand

(1) Initiate routing request
Routing request message contains five elements: via node address, source node

address, source node serial number, destination node address, and destination node
serial number. The node that initiates the routing request fills the address of the
node into the address field of the source node and the address field of the routing
node, fills the address of the destination node into the address field of the destination
node, and fills the self-increasing ordinal number maintained by the node into the
ordinal number field of the source node. The destination node field fills in the latest
serial number of the known destination node. If the destination node has never been
found by the node, fill in −1.

(2) Processing of routing requests
The node receiving the routing request message first determines whether the

TTL of the message is 0. If not, it continues to determine whether the message is
sent by the node itself. If not, detects whether it has received a request containing
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the same source node address and source node number in a certain time。if not
then check if the nodes in the routing table and orderly, is greater than the packet
destination node in the serial number of the record, if any, is issued a response
message routing, if not then start the timer, and set up a in the routing table for
packet source node as the destination node in routing record, will jump under the
node address fill in the address field, will jumpNumbers to add 1 in the packet, fill in
the jump number, from the source node number fill in the destination node number
field. After completing the routing table, the node fills its serial number into the
routing field of the received message, and forwards the message after subtracting 1
from TTL and adding 1 to the hops.

(3) Initiate routing response
When a node receives a valid routing request message, if the node is the desti-

nation of the request or the routing record of the request node is in the routing table
of the node, and the node ordinal number in the record is greater than that in the
request message, then the routing response message is issued. The node sending
the response fills the destination address and serial number in the request message
into the address and serial number fields of the source node in the routing response
message, fills the address of the node itself into the address field of the routing node,
fills the hopping number into the hopping number section, and fills the address of
the originating node in the routing request message into the address field of the
destination node. The via node address is filled in the forward node field, the source
node address is filled in the destination node address field, and the TTL value is
reset.

(4) Processing of routing response
The node receiving the routing responsemessage checks whether the TTL value

in the message is 0. If not, it continues to check whether the current node matches
the destination node in the message. If it is, and the serial number of the source
node in the message is greater than that in the routing table, then the address of the
source node, the serial number of the source node, and the address of the routing
node in the response message are updated into the address of the destination node,
the serial number of the destination node, and the address of the next hop in the
routing table respectively, and the number of hops is added by 1 to fill in the hopping
number segment. If the destination node address of the received message does not
match the address of the current node, check whether the address of the node itself
matches the forwarding node field in the message. If so, update the routing table
and fill the forwarding node address field with the next-hop node address of the
routing item in the routing table. Fill its address into the via node field, subtract 1
from the number of hops and TTL, and then forward the response message.

New node E joins the existing network.WhereA, B, C andD are nodes in the existing
Agent network (see Fig. 9). After running for A certain time, A, B, C and D have all
learned the next hop route to other nodes in the network. Only the routing tables of Nodes
A andB that are directly connected to E are listed in the figure. Node E broadcasts routing
requests to node D to neighboring nodes. Since node E knows nothing about node D,
the destination node in the request message is numbered −1.
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Fig. 9. Request on demand

Since routing entries to D are in routing tables of A and B, and their Ordinal Numbers
are greater than −1, both A and B will issue routing response to E (see Fig. 10). Since
the number of hops to D in both A and B routing tables is 2, and the last known Node D
saved in the routing table also needs to be the same, node E will update the information
in the response message that arrives first into the routing table, ignoring the information
in the message that arrives later.

A

C

B

E

D

Fig. 10. Node E update routing table
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7 Conclusion

This paper combines LoRa wireless networking technology and FMCOS-SE security
module into the meter reading system to implement an Ad hoc network water meter col-
lection and reading system based on multi-agent. This system combines the advantages
of the current mainstream wireless meter reading technology, and has the characteris-
tics of low deployment cost, low power consumption and strong scalability. This system
adopts a highlymodular design, which can bewidely used for the collection andmonitor-
ing of various meter data such as user electric meters, water meters, gas meters, etc. This
system provides a basic IoT perception layer for smart water services, provides accu-
rate water data for water management, obtains all available information such as water
quality at any time, achieves water saving and energy saving goals, and better manages
water supply and drainage facilities throughout, Improve the efficiency of asset oper-
ation and maintenance management, promote the modernization of city management,
and accelerate the construction of a “smart city”.
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Abstract. Based on the OBE education concept, this paper adopts Python web
crawler technology to conduct big data collection and analysis of accounting job
recruitment information, sort out market demand for accounting talents’ knowl-
edge, ability, and quality, and pays attention to the knowledge structure, post
ability and professional quality that students should have in the real work situa-
tion, makes clear accounting talent cultivation objectives in the era of intelligence,
reverse design and reconstruct the higher vocational accounting curriculum sys-
tem, which is conducive to enhance the accounting graduates’ job adaptability
andmarket competitiveness, and ultimately deepen the reform of talent cultivation
mode, effectively improve the actual effect of talent cultivation.

Keywords: OBE education concept · Web crawler technology · Curriculum
system · Talent cultivation

1 OBE Education Concept

OBE, also known as outcome-based education, which emphasizes that educators should
start from the actual demand of the society for talents, reversely design the ability indi-
cators that students are expected to achieve, and set the teaching objectives, teaching
contents, teaching methods and teaching evaluation according to these ability indica-
tors, so as to maximize the consistency of educational objectives and results, therefore
to improve the quality of talent cultivation.

The core concepts of OBE education mainly include the following three aspects: (1)
Student centered. Focusing on what students “learn” rather than what teachers “teach”,
curriculum development returns to what students “acquire” and “what they can do”; (2)
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Outcome-based philosophy. In accordance with the reverse design principles as “the
needs of education stakeholders → objectives of the talent cultivation → graduation
requirements→ curriculum system”, emphasis on students’ learning output as the start-
ing point to launch cultivation program design, teaching resources allocation and teach-
ing implementation; (3) Continuous improvement concept. It emphasizes the importance
of establishing effective quality supervision and continuous improvement mechanism,
which can continuously track the teaching situation, correct students’ learning curricu-
lum system, teachers and teaching activities, so as to make the cultivation objectives
meet the needs of the society, and finally continuously promote the improvement of
professional talent cultivation quality.

2 Problems Existing in Cultivating Accounting Professionals
in Higher Vocational Colleges

At present, there is an increasingly obvious gap between the skill structure of account-
ing graduates and the demands of employers. The main reason is that the traditional
accounting education in colleges and universities carries out the subject-oriented talent
cultivation mode, pays attention to the breadth and depth of knowledge in teaching,
lacks the demand analysis of industries and professions, and does not pay attention to
the cultivation of students’ post ability and professional quality. As a result, the structural
imbalance between the supply and demand of accounting talents becomes increasingly
prominent. The Implementation Plan for The Reform of National Vocational Education
issued by The State Council (2019) clearly states that: It should take the initiative to align
with the trend of scientific and technological development and market demand, cultivate
high-quality technical and skilled personnel for regional development, and alleviate the
structural employment contradiction. As the cradle of talent cultivation and under the
development and reform of information technology such as big data, Internet+ and arti-
ficial intelligence, universities have to rethink: the goal of training students to become
the traditional data processors can no longer meet the needs of current economic devel-
opment. In order to bring education up to date, what courses can be set to promote the
training of accounting talents required by the era of intelligence, so that we cultivate
talents in line with the market demand, conform to the trend of time.

2.1 Market Demand Positioning is Not Accurate

The cultivation and curriculum setting of accounting professionals in higher vocational
colleges should closely follow the development of enterprises and technological changes,
adhere to the outcome-based education concept, and cultivate students’ knowledge abil-
ity and accomplishment according to the specific needs of accounting jobs in enterprise.
However, the definition of the current demand of talent market is mostly adopts themeth-
ods of questionnaire survey, field research in enterprises or inviting experts to school for
in-depth interviews and son on. These research methods all need to spend a lot of time,
manpower and material resources while the obtained information has problems such as
low efficiency, small sample size and one-sided judgment, which leads to incomplete
and inaccurate information acquisition of accounting talent market demand in higher
vocational colleges, and the market demand positioning is inaccurate.
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2.2 Talent Cultivation Target Positioning is Not Clear

College is the cradle of talent cultivation. What kind of talent should accounting major
cultivate?What kind of knowledge, ability and quality can represent the value orientation
of education? Due to the lack of the support of big data samples, the universities lack
a clear goal orientation for talent cultivation, the homogenization of talent cultivation
goals among universities is serious, and the positioning of talent cultivation is vague.

2.3 The Setting of Professional Curriculum is Out of Date

Currently, the accounting curriculum of higher vocational colleges in China is still based
on traditional courses, one-sided pursuit of the passing rate of the certificate of exami-
nation. Curriculum and content are mostly set around the accounting qualification cer-
tificate examination, and the awareness of general education is insufficient. At the same
time, there is also a lack of courses related to financial strategy, intelligence and financial
sharing. The curriculum system in this mode ignores the cultivation of accounting tal-
ents’ post ability and professional quality, which cannot meet the current market demand
for accounting talents.

3 The Market Demand of Accounting Talents’ Knowledge, Ability
and Accomplishment

Under the OBE education concept, the education side should fully define the knowl-
edge ability and accomplishment level that students should achieve when they graduate,
and then construct the corresponding curriculum system to ensure that students achieve
these expected goals. In order to ensure that the accounting talents knowledge, abil-
ity and quality of the comprehensiveness and accuracy of market demand information,
under the background of the era of big data, this paper uses the Python language web
crawler technology, from the post requirement information of recruitment website, in 51
job recruitment website, for low, medium and high levels of financial assistant, financial
personnel, financial director and chief financial officer position information data cap-
ture, collected and screened thousands of useful original recruitment data. Through the
collection and analysis of large sample data, the specific market demand for accounting
talents’ knowledge structure, post ability and professional quality can obtained.

3.1 Accounting Personnel Knowledge Structure Demand Data and Analysis

Through word frequency analysis (as shown in Table 1), this paper summarizes the
knowledge structure that accounting personnel shouldmaster. There are eight contents in
descending order: financial management, financial accounting, information technology,
financial analysis, cost accounting and management, laws and regulations, tax, internal
control and audit (as shown in Fig. 1).
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Table 1. Demand for knowledge structure of accounting talents at different levels

Index post Financial
assistant

Financial
personnel

Financial
executive

Chief
financial officer

Total

Knowledge
structure

Financial
Accounting

Accounting
treatment

2625 1359 5628 3670 13282

Financial
audit

3549 2439 6234 5025 17247

Assets
management

1902 1617 3301 3495 10315

Financial
analysis

Financial
analysis

3229 3984 9850 10956 28019

Statement
analysis

917 1241 3681 3271 9110

Cost accounting
and manage

Cost plan 100 1066 806 5314 7286

Cost
accounting

460 1526 1682 3464 7132

Cost analysis 342 1366 2018 4418 8144

Cost control 188 1740 2998 4092 9018

Financial
management

Financial
management

5666 6461 12444 15086 39657

Financial
budget

253 646 1134 1728 3761

Capital
operation

59 104 208 510 881

Tax Tax law 1010 1045 2353 2201 6609

Tax declaration 1431 736 1650 767 4584

Tax planning 467 748 3165 5076 9456

Internal control Financial
regulations

560 664 2851 4242 8317

Financial
monitoring

145 236 721 1567 2669

Audit Organize
internal audit;
Cooperate with
external audit

451 1716 2249 4174 8590

Laws and
regulations

Laws and
regulations

1178 2529 4039 4969 12715

Accounting
standard

976 1080 2941 2954 7951

Information
technology

OFFICE 2945 1644 2455 1709 8753

Financial
software

6708 3288 7658 5106 22760

ERP 1288 1395 2249 1893 6825

According to the analysis in Table 1, with the increase of post level, the importance
of financial management, financial analysis, cost accounting and management, laws and
regulations, taxation, internal control and audit increased significantly, among which
the importance of cost accounting and management rose sharply. Among the demands
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Fig. 1. Demand analysis of knowledge structure of accounting personnel

of knowledge structure, tax declaration and information technology decline with the
increase of post level.
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Fig. 2. Knowledge structure analysis of financial assistants

As can be seen from Fig. 2, the financial assistant position has the highest require-
ments for information technology and financial accounting knowledge, followed by
financial management and financial analysis. From Fig. 3, it can be seen that financial
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Fig. 3. Knowledge structure analysis of financial personnel
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Fig. 4. Knowledge structure analysis of financial executives

personnels have balanced requirements on financial accounting, financial management,
cost accounting and management, while information technology, tax, internal control
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Fig. 5. Knowledge structure analysis of CFO

and audit are less important. Figure 4 shows that the requirements of financial director
position on the knowledge structure of accounting talents are basically similar to those
of financial personnels. As can be seen from Fig. 5, the position of CFO strengthens the
requirements on financial management, cost accounting and management knowledge,
and weakens the requirements on information technology.

3.2 Accounting Personnel Post Ability Demand Data and Analysis

ByTable 2Different levels of accounting personnel post ability demand and Fig. 6. Anal-
ysis of accounting personnel post ability demand, it can be seen that employers paypartic-
ular attention to accounting personnel’s interpersonal skills, including communication,
coordination and teamwork skills. In addition, they have high requirements on learning
ability, language expression ability and English ability. With the upgrade of accounting
job, the importance of interpersonal skills, among which the importance of coordination
has skyrocketed. Although the employment positions of accounting graduates in higher
vocational colleges are mostly basic accounting positions, but while focusing on knowl-
edge learning in personnel cultivation and curriculum setting, more attention should be
paid to the cultivation and improvement of students’ interpersonal skills, learning skills
and language skills, so as to lay a good foundation for the development of their future
career.
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Table 2. Different levels of accounting personnel post ability demand

Index
post

Financial
assistant

Financial
personnel

Financial
executive

Chief
financial officer

Total

Post
ability

Interpersonal
skill

Communication 12832 9339 15378 14975 52524

Coordinate 4366 5413 9827 12785 32391

Team work 7236 5644 8583 10241 31704

Self-learning ability 7193 3847 4760 3232 19032

language competence 1486 1352 1684 2062 6584

English ability 1861 1427 1333 1519 6140
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Fig. 6. Analysis of accounting personnel post ability demand

3.3 Accounting Personnel’s Professional Literacy Demand Data and Analysis

As can be seen fromFig. 1 and Fig. 1, employers attach particular importance to account-
ing personnel’s sense of responsibility and professional ethics, as well as stress resis-
tance. They hope that accounting personnel should bemeticulous, rigorous, practical and
have hard-working craftsman spirit. With the upgrade of accounting positions, they have
higher and higher requirements for stress resistance. In addition, the employer also has a
requirement to the health of accountant personnel and disposition, just the requirement
is not outstanding (Table 3 and Fig. 7).
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Table 3. Demand for professional quality of accountants at different levels

Index
Post

Financial assistant Financial
personnel

Financial
executive

Chief
financial officer

Total

Professional
accomplishment

Conscientiousness 8731 4644 8265 6380 28020

Professional ethics 5432 3279 6020 6030 20761

Compressive
resistance

2747 2493 4448 4707 14395

Meticulous
and rigorous

6012 2872 4845 4327 18056

Practical 2275 1128 1482 977 5862

Hard work and
enduring hardship

1765 726 1213 741 4445

Healthy body 541 602 509 580 2232

Open personality 1113 493 682 540 2828
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Fig. 7. Analysis on the demand of accountant’s professional quality

4 Establishment of Cultivation Objectives for Higher Vocational
Accounting Professionals in the Era of Intelligence

Different talent cultivation objectives determine how to cultivate the corresponding pro-
fessional talents for amajor. Based on the collation and analysis of large sample data, this
paper defines the knowledge structure, post ability and professional quality of account-
ing talents in line with market demand. On this basis, the cultivation objectives of higher
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vocational accounting talents in the intelligent era are set as follows: Cultivating innova-
tive, developmental and compound technical accounting talents with all-round develop-
ment ofmorality, intelligence, body, beauty and laborwho are oriented to the construction
of socialism with Chinese characteristics, adapt to technological change and enterprise
development, whomaster national financial laws and regulations and economic policies,
have strong accounting processing ability and certain cost management, tax planning,
financial data analysis and decision-making ability; who are good at accountingmanage-
ment and decision-making; who are proficient in using Internet tools and common office
software for data retrieval and analysis and daily business processing, familiar with the
analysis and processing of commercial data, with the ability to solve problems with big
data analytical thinking; who are with strong interpersonal skills and lifelong learning
ability, pragmatic cooperation spirit and good professional ethics and accomplishment.

5 Construction of Curriculum System of Higher Vocational
Accounting in Intelligent Era

(1) Meet the demands of the accounting industry, reconstruct the traditional profes-
sional courses.

As most graduates of accounting major in higher vocational colleges are
engaged in basic accounting positions, the construction of accounting major course
systemmainly relies on the requirements of financial assistant positions, while con-
sidering future career development. Specifically, financial management, financial
accounting (including basic accounting), financial analysis, cost accounting and
management accounting computerization tax calculation and declaration and the
application of Excel in accounting should be set as the core courses of accounting
major; and Internal control, audit, tax planning, ERP and financial budget can be
selected as professional courses.

In addition, in addition to Excel, Word and PPT are also required by employers
for the operation of Office software for accountants. During the implementation of
each course, students can choose the electronic version of homework submission,
so as to improve the operation level of Office software in the process of learning.

(2) Change the traditional education idea, design the integrated curriculum of general
education and professional education.

One-sided pursuit of professional education and neglect of general education
is not conducive to the cultivation of students’ professional quality, as well as
the shaping of their outlook on life and values, while, students often lack interest
and enthusiasm in learning for the specialized integrated curriculum of general
education andprofessional education.General education andprofessional education
are not exclusive, and they can be coordinated and integrated with each other.
Therefore, it is possible to change the traditional educational concept and design
the integrated curriculum based on general education and centered on accounting
courses. On the one hand, by the form of case teaching and task-driven, professional
ethics and financial laws and regulations should be integrated into the teaching of
professional courses (such as basic accounting, financial accounting, tax calculation
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and declaration, etc.) in a planned and targeted way. On the other hand, setting up
a series of professional elective courses in the form of special lectures combined
with the characteristics of accounting major to strengthen students’ psychological
quality education such as sense of responsibility and resistance to pressure.

At the same time, the student-centered education idea should be highlighted
in the teaching process. On the one hand, various teaching methods and teach-
ing modes should be flexibly used in the classroom teaching process to strengthen
students’ communication and coordination ability, teamwork ability and indepen-
dent learning ability. On the other hand, combined with the teaching design, more
opportunities to exercise and display should be given to students to cultivate their
language expression ability.

(3) Keep up with the development of information technology and increase intelligent
accounting courses

With the constant change and development of information technology andfinan-
cial intelligence, the cultivation of accounting talents in colleges and universities
should be forward-looking. Based on the characteristics of the talent cultivating
target in higher vocational colleges, combined with the current market demand,
students do not need to master computer language and programming related to
intelligent accounting, and there is no need to set up a large number of intelligent
accounting courses in the course. But on the basis of traditional curriculum system,
it can increase big data technology applications (such as Python language introduc-
tory course), business data analysis, intelligent accounting courses, such as business
financial integration and financial sharing courses tomake students familiar with the
development direction of future accounting, train students’ big data and intelligent
thinking, and strengthen the ability of big data analysis to solve practical problems.

6 Conclusion

The main conclusions of this paper are as follows: First, make clear the demand of
accounting talent market. Through the analysis of large sample data, define the spe-
cific market demand for accounting talents from three aspects: knowledge structure,
post ability and professional accomplishment. Second, establish accounting personnel
cultivation objectives. Based on the market demand, combined with the background of
the current intelligent era, formulating the cultivation objectives of higher vocational
accounting talents. It should emphasize the cultivation of accounting talent management
and decision-making ability, strengthen the education consciousness of post ability and
professional quality, and pay attention to the formation of big data analysis thinking.
Third, reconstruct accounting curriculum system. Based on the data analysis and cul-
tivation objectives, the core and elective courses of the major are readjust, the inte-
grated courses of general and specialized are designed, and the intelligent accounting
course is added, so as to cultivate accounting talents that meet the market demand in the
background of the intelligent era.
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Abstract. Introduction: With the rise of logistics, navigation, takeout and other
industries, location information plays a more andmore important role in daily life.
It is different from military positioning, which takes high positioning accuracy as
the main principle. Due to the need to consider its popularity, civil positioning
generally focuses on the principle of economy, and strives to reduce the hardware
requirements of the positioning system as much as possible under the condition
of reasonable and relaxed positioning accuracy.

Objective: This paper aims to use the received signal strength to locate the
emitter signal, and improve the positioning accuracy of the algorithm through
continuous iteration and correction, so as to ensure the positioning accuracy on
the premise that the positioning method based on RSS does not need additional
hardware equipment.

Methods: The algorithm in this paper locates the emitter based on the received
signal strength, uses the median weighted filter to collect the emitter power and
preliminarily screen out the gross error, then uses the genetic algorithm to select
the initial point of the iteration, and uses the improved weighted least squares
algorithm based on Gauss Newton iteration to estimate the parameters. Finally,
an error correction module is added to further ensure the positioning accuracy.

Keywords: Received signal strength · Median weighted filtering · Direct
location algorithm

1 Introduction

Thanks to the vigorous development of deep learning, image processing, computer vision
and other technologies, themachine is equippedwith eyes that can see theworld.Modern
life is gradually developing in the direction of intelligence and automation. In people’s
daily life,many applications, such as automatic driving, automatic storage,machinemeal
delivery and other services [10], need to obtain the location information of the target. It
can be seen that the popularization of positioning information is of key significance for
building an interconnected society.

In military affairs, the location of radiation source is an important characteristic
information of electromagnetic radiation source, and has a relatively stable state [17]. It is
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not only closely related to battlefield situation, mission planning and combat operations,
but also an important basis for distinguishing different radiation sources [16, 17]. The
location of radiation source is an importantwork that needs to be processed and used in all
kinds of electronic warfare [5]. The distributed communication jamming network based
on multiple beacon nodes can obtain the position or distance information of multiple
enemy emitter nodes, provide useful state information for target intention recognition,
and improve the state perception level of emitter targets.

Document [7] proposes an improved indoor positioning system method based on
WiFi triangle. The improvedmodel is based on the test results using Intel Galileo (Gen2)
board as the access point. By improving the measurement of received signal strength,
the problem of signal blocking caused by obstacles in the building is solved. Document
[18] proposes a new uncertainty analysis method of RSSI based distance estimation
(uam-rde) to study the uncertainty propagation in RSSI based distance estimation.

In order to improve the positioning accuracy of emitter target positioning based on
received signal strength (RSS), this paper first innovates in data preprocessing, abandons
the traditional average filter and selects the median weighted filter to reduce the gross
error more effectively. Then, the target position is preliminarily estimated by genetic
algorithm, and then the modified Gauss Newton iterative algorithm is used for secondary
positioning, and the final convergent iterative result is taken as the target position. At the
same time, the error correction module is added to iterate the convergence result twice
to further improve the positioning accuracy. Simulation results show that the algorithm
can save cost and ensure positioning accuracy at the same time.

2 Normal Shadow Fading Model

Commonly usedRSSI propagationmodels include free space propagationmodel, ground
reflection (two ray) model, log distance path loss model and log normal shading model.
In practical applications, the situation is much more complex, especially in densely
distributedwireless sensor networks.Reflection,multipath propagation, non line of sight,
antenna gain and other problems will produce significantly different propagation losses
at the same distance. Therefore, the log distance path loss model and log normal shadow
model are two path loss estimationmodels suitable for sensor networks, they all describe
the characteristics of the logarithm of path loss. The former is a deterministic model and
describes the average characteristics of signal strength,while the latter describes different
random shadow effects with the same distance on the propagation path. Lognormal
shadowmodel is often used in the design and analysis ofwireless communication system,
so as to calculate and simulate the received power at any position. In this paper, the
lognormal shadow model is used as the simulation model to verify the reliability of the
algorithm. The calculation formula is as follows:

PL(d)[dB] = PL(d) + Xσ = PL(d0) + 10n log10

(
d

d0

)
+ Xσ (1)

where: d is the distance between the receiving end and the transmitting end; d0 Is the
reference distance, generally 1 m; PL(d) is the received signal power of the receiving
end; PL(d0) is the received signal power corresponding to the reference distance point
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d0; Xσ is a Gaussian random variable with a mean value of 0, which reflects the change
of received signal power when the distance is fixed; n is the path loss index, which is a
value related to the environment

Through the analysis of lognormal shadowmodel, it can be seen that there is random
error in using this method to estimate the distance. In addition, due to the influence of
multipath and reflection of wireless channel, there are still errors between the established
model and the signal propagation model of actual environment. Therefore, it is not
enough to simply use Eq. (1) for ranging. RSSI values shall be measured many times
under the same conditions, and these RSSI values shall be screened to discard the RSSI
values with large error and leave the RSSI values with small error, so as to improve the
ranging accuracy.

3 Methodology

3.1 Data Preprocessing

Based on the strong anti error ability of the median, aiming at the positioning problem
in the actual typical environment, this paper first communicates between the two nodes
for a period of time, obtains a certain amount of data, finds the median of the signal
strength in the signal sequence, then calculates the weight of each signal strength in
the signal sequence according to the median, and finally multiplies each signal by the
corresponding weight, Then sum the signal value between the two nodes and output
it. The distance estimation method based on median weighting proposed in this paper
mainly includes four steps: data sampling, obtaining the median of signal sequence,
calculating weight and estimating distance, as shown below:

Sampling Measurement
Firstly, the information sent by the unknown node is received at the same location, and
the RSSI propagation loss of the signal is calculated automatically. In order to obtain
the distribution characteristics between nodes, it is necessary to sample multiple times
in a certain time period to obtain RSSI sequence {RSSI1,RSSI2,RSSI3, ...,RSSIn}.
Get the Median of Signal Sequence
Take the median of the obtained signal sequence. The median represents the value in the
middle when a group of data is arranged in the order of size. Calculate the median of
RSSI sequence:

MedRSSI =
{

RSSI(n+1)/2,N is an odd number
1
2

(
RSSI n+1

2
+ RSSI n

2+1

)
,N is an even number

(2)

Calculate Weight
On the basis of obtaining the median of the signal sequence above, first calculate the
variance between each signal value in each RSSI signal sequence and the median of the
sequence. The variance is calculated as follows:

Vari = (RSSIi − MedRSSI )
2 (3)
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Secondly, in order to avoid that there is a RSSI signal in the sequence whose value is
the same as the median of the sequence, resulting in zero variance, the non normalized
weighting coefficient can be calculated according to the following formula:

Ri = 1/(1 + Vari) (4)

Then, sum and normalize the weighting coefficients obtained by the above formula.
The formula is as follows:

wi = Ri/(

n∑
i=1

Ri) (5)

The larger the difference between the RSSI value and the median in the sequence,
the smaller the corresponding weighting coefficient.When the RSSI value and are equal,
the weighting coefficient is the largest, and the corresponding RSSI value is given the
maximum weight at this time. Because the difference between the RSSI value and
the median in the sequence is directly used to determine the weight, when the RSSI
signal value containing gross error in the sequence is too close to the median value
of the sequence, it is possible to give these RSSI signals too large weight, resulting in
the decline of algorithm performance. Therefore, we set a threshold. If the variance is
greater than the threshold T, the weight is determined by the variance; If the variance is
less than the threshold, it is determined by the threshold. Then the weight of each RSSI
signal in each sequence can be calculated according to the following formula:

wi = 1∑n
i=1

1
1+max{T ,(RSSIi−MedRSSI )2}

(6)

where, T is the mean value of the variance between each signal value and median in
the RSSI signal sequence, which is called the threshold, which can be expressed by the
following formula:

T =

∑n
i=1 (RSSIi − MedRSSI )2

n
(7)

Among them, RSSIi is the ith RSSI signal value in the region. It can be seen that
the greater the difference between RSSIi and MedRSSI , the smaller the corresponding
weighting coefficient wi, and T changes with the RSSIi and sum variance MedRSSI .

Estimated Distance
Use the method in step 3 to obtain the corresponding weight of each signal value in
the signal sequence, multiply and sum each signal value in the signal sequence with the
corresponding weighting coefficient, that is RSSI = ∑n

i=1 wi × RSSIi, output it as the
RSSI signal value between node pairs, and calculate the distance from the signal point
to the unknown location node using the RSSI ranging formula.

The advantages of using this processing method are as follows: (1) when calculating
the weight based on the median, a very small weight is given to the RSSI value con-
taining the gross error signal, the value with error can be ignored during accumulation,



A Direct Location Algorithm Based on Gauss Newton Iteration 47

some abnormal points are filtered, and the gross error data is not simply deleted; (2)
Accumulation is similar to the use of mean model, which can filter out some random
noise; (3) The algorithm is suitable for different complex environments, which increases
the applicability of the algorithm.

3.2 Gauss Newton Iterative Algorithm

Advantages of Gauss Newton Iterative Algorithm over Maximum Likelihood Esti-
mation Algorithm
Target position estimation is to determine the approximate position of the target node
by using the measured distance, angle and other data and other information. The com-
mon methods of position calculation are trilateral method and triangular method. If
there is noise in the measurement data, the maximum likelihood method or its improved
method can be used to estimate the unknown node coordinates. It only needs the ranging
information and does not need the prior information of the position [20].

Maximum likelihood estimation is a statistical method, which takes the maximum
probability of the occurrence of the observed value as the quasi measurement. It is
considered that thewireless sensor network {X1,X2, ...,Xn} composed ofN nodesXi(i =
1, 2, ..., n) is deployed in the d(d = 2, 3) dimensional monitoring area. The IDs of the
nodes are 1, 2,…, N, the real coordinates of the nodes Xi are (xi, yi), and the distances
from them to the unknown node D are di respectively, assuming that the coordinates of
D are X = (x, y). Then there is a coordinate distance relationship equation between the
beacon node and the unknown node, that is

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(x − x1)2 + (y − y1)2 = d2
1

(x − x2)2 + (y − y2)2 = d2
2

...

(x − xn)2 + (y − yn)2 = d2
n

(8)

Among them, if the first to Nth-1 equations are subtracted from the nth equation
respectively, the following can be obtained:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2(xn − x1)x + 2(yn − y1)y = d2
1 − d2

n + y2n + x2n − y21 − x21
2(xn − x2)x + 2(yn − y2)y = d2

2 − d2
n + y2n + x2n − y22 − x22

...

2(xn − xn)x + 2(yn − yn)y = d2
n−1 − d2

n + y2n + x2n − y2n−1 − x2n−1

(9)

Order

A = 2 ×

⎡
⎢⎢⎢⎣

(x1 − xn) (y1 − yn)
(x2 − xn) (y2 − yn)

...
...

(xn−1 − xn) (yn−1 − yn)

⎤
⎥⎥⎥⎦ (10)
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b =

⎡
⎢⎢⎢⎣

x21 − x2n + y21 − y2n + d2
n − d2

1
x22 − x2n + y22 − y2n + d2

n − d2
2

...

x2n−1 − x2n + y2n−1 − y2n + d2
n − d2

n−1

⎤
⎥⎥⎥⎦ (11)

X =
[
x
y

]
(12)

The above equations can be transformed into the form of AX = b. Although the
noise reduction processing is carried out in the ranging process, there is always a certain
error in the distance measurement in the actual environment, so the equation can be
expressed as:

AX = b + ξ (13)

In order to obtain the optimal solution of unknown node position, the sum of squares
of errors is used as the judgment standard, so there is a loss equation S(x):

S(x) = ‖ξ‖2 = ‖Ax − b‖2
= (Ax − b)T (Ax − b) = xTATAx − 2bTAx + bTb

(14)

In order to obtain the optimal solution, the partial derivative of the loss equation is
obtained and set equal to 0, and the following is obtained:

∂‖ξ‖2/∂x = −2ATb + 2ATAx = 0 (15)

Calculation shows that

ATb = ATAx (16)

If the beacon point is not on a straight line, when the square arrayATA is reversible,
the estimated coordinates of the unknown node can be obtained from Eq. (16):

x
∧ =

(
ATA

)−1
ATb (17)

Therefore, it is the whole principle of using the maximum likelihood estimation
method to solve the coordinates of unknown points. From the above analysis process,
it can be seen that there is a disadvantage of using the maximum likelihood estimation
method, that is, in the calculation process, this method uses equation subtraction to
eliminate the quadratic term for linearization. This simple coordinate subtraction will
have a certain loss of known coordinate information. At the same time, it is considered
that the farther away from the unknown node, the greater the ranging error of the beacon
node.
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The Steps of Gauss Newton Iterative Method
In this project, the weighted least square estimation method based on Gauss Newton
iteration is used to estimate the position of unknown targets. Its basic principle is as
follows:

Order f (x, y) =
√

(x − xi)2 − (y − yi)2, The first-order Taylor expansion of the
f (x, y) formula at point (x0, y0) is obtained:

f (x, y) = f (x0 + h, y0 + k) =
√

(x0 − xi)2 + (y0 − yi)2

+ (x0 − xi)√
(x0 − xi)2 + (y0 − yi)2

h + (y0 − yi)√
(x0 − xi)2 + (y0 − yi)2

k
(18)

Apply Eq. (18) to equation group (8) to obtain:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(x0−x1)√
(x0−x1)2+(y0−y1)2

h + (y0−y1)√
(x0−x1)2+(y0−y1)2

k = d1 −
√

(x0 − x1)2 + (y0 − y1)2

(x0−x2)√
(x0−x2)2+(y0−y2)2

h + (y0−y2)√
(x0−x2)2+(y0−y2)2

k = d2 −
√

(x0 − x2)2 + (y0 − y2)2

...

(x0−xn)√
(x0−xn)2+(y0−yn)2

h + (y0−yn)√
(x0−xn)2+(y0−yn)2

k = dn −
√

(x0 − xn)2 + (y0 − yn)2

(19)

Then the Gauss Newton iterative method is used to approximate the solution of
Eq. (19). The main steps are as follows:

Step one: Initialize (x0, y0) and select the midpoint of each beacon node;
Step two: For Eq. (19), the least square method is used to solve h and k;
Step three: Judge whether the h and k solved in step twomeet the inequality

√
h2 + k2 <

εth. If it is true, stop the calculation; Otherwise, increase the step size of (x0, y0), update
Eq. (19), continue the cycle from step two until the threshold εth condition is meet, and
stop the calculation;
Step four: The output (x0, y0) is the approximate solution of the target coordinate (x, y)
to be estimated.

Considering that the distance error between nodes varies with the distance between
nodes, if different weighting values are given to each node according to the distance
accuracy of each node, that is, in the least squares estimation based on Gauss Newton
iterative method mentioned above, different weighting coefficients are added to the
decomposed Eq. (19), so as to obtain the weighted least squares method based on Gauss
Newton iterative method, The positioning accuracy can be improved.
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3.3 Direct Location Algorithm

Principle of Direct Positioning Algorithm
WhenusingRSSI for two-step positioning, first collect the power and convert the distance
between each node through the power, that is, there is a functional relationship between
the distance and power:

P = F(D) (20)

Finally, the position parameters are solved through geometric relationship and coor-
dinate system, and the calculated position parameter is set as X, that is, there is also a
functional relationship between parameter position and distance:

X = G(D) (21)

The main idea of direct positioning is to convert the formula into

X = G
(
F−1(P)

)
(22)

That is, the steps of calculating and storing distance parameters are omitted, and the
radiation source is located directly through the data collected by the node.

The Steps of Direct Positioning Method
According to the shadow fading model. Since the reference distance d0 is usually taken
as one meter. It can be obtained by transforming the above formula (1):

d = 10

(
pld−pl(d0)−x

10n

)
(23)

According to Taylor expansion:

ax = ex ln a = 1 + x ln a
1! + (x ln a)2

2! + (x ln a)3

3! + · · · (24)

Combining the two formulas can be obtained:

d = 10

(
pl(d)−pl

(
d0

)−x
10n

)
= 1 +

(
pl(d)−pl

(
d0

)−x
10n

)
ln10

1! +

((
pl(d)−pl

(
d0

)−x
10n

)
ln10

)2

2! +

((
pl(d)−pl

(
d0

)−x
10n

)
ln10

)3

3!
(25)

Obviously, d can be expressed as:

d = A ∗ P (26)

where a vector and P vector are respectively:

A =
[
1,

ln10
10n

1! ,

( ln10
10n

)2
2! ,

( ln10
10n

)3
3! . . .

]
(27)
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P =
[
1, (pl(d) − pl(d0) − x), (pl(d) − pl(d0) − x)2, (pl(d) − pl(d0) − x)3, . . .

]T
(28)

where a vector is a coefficient vector, which is determined byA. since a= 10 is a constant
value, it is a constant coefficient vector. P is the power vector, which is determined by
the power collected by each node in real time. Therefore, D = F−1(P) can be obtained
on the basis of retaining the high-order item information.

Combined with Eq. (19) above, We can get the matrix expression:

[E] ∗ [h, k]T + [e] = [A] ∗ [P] (29)

The specific expressions of each matrix are:

[E] = [
x0−x1√

(x0−x1)2+(y0−y1)2
y0−y1√

(x0−x1)2+(y0−y1)2
x0−x2√

(x0−x2)2+(y0−y2)2
y0−y2√

(x0−x2)2+(y0−y2)2

· · · · · ·
] (30)

[e] = [

√
(x0 − x1)2 + (y0 − y1)2√
(x0 − x2)2 + (y0 − y2)2

· · ·
] (31)

[A] = [
A
A
· · ·

] (31)

[P] = [
P1

P2

· · ·
] (32)

[E], [e], [P] are called the characteristic matrix of the anchor node group, where
E and e are determined by the position parameters of the iteration initial point and the
anchor node itself, and P is determined by the power collected by the anchor node group.

We can obtain the following matrix expression from multiple groups of anchor node
groups:

[E1] ∗ [h, k]T + [e1] = [A] ∗ [P1]

[E2] ∗ [h, k]T + [e2] = [A] ∗ [P2]

. . .

(33)

[En] ∗ [h, k]T + [en] = [A] ∗ [Pn]

Multiple sets of [h, k]T values are obtained through the simultaneous constant coef-
ficient matrix [A], so as to realize the direct positioning based on Gauss Newton iteration
and improve the positioning accuracy.
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3.4 Error Correction

Based on the improved Gauss Newton iterative algorithm, it still needs to calculate
the Hessian matrix and select the initial value strictly. If this matrix is ill conditioned,
it may lead to iterative failure or output local optimal solution. Therefore, this paper
adopts the operation of multiple positioning of the same radiation source after receiving
the radiation source power through the node and preprocessing the data. In multiple
iterations of the same radiation source, the initial point is selected from the optimal
population of the point provided by GA genetic algorithm to ensure that each initial
point is different. Because the Heisenberg matrix is ill conditioned only at a specific
initial value, it can converge to the global optimal solution for most initial points under
the joint action of the improved Gauss Newton iterative algorithm and the direct location
algorithm. For very few cases, although a certain initial point can cause the Heisenberg
matrix to become an ill conditioned matrix, which will lead to the failure of the iteration
and output the local optimal solution, that is, the iteration will bring a large mean square
error. However, due to multiple positioning of the same radiation source, a series of
positioning results at the same point will be stored. The median weighted output of a
series of positioning results can greatly reduce the mean square error caused by matrix
ill condition in a certain iteration (Figs. 1 and 2).

Fig. 1. The figure on the left shows 11 times of positioning for (7, 9), of which the results of two
iterations obviously deviate from the expected results. It is found from the final positioning results
(blue dots) that the results of these two deviations can be corrected (Color figure online)
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Fig. 2. The upper right figure is the enlarged figure of the left figure near (7, 9). It can be found
that most iterative results belong to the normal error range

4 Experimental Results and Conclusions

As can be seen from the above figure, the traditional maximum likelihood estimation
method uses equation subtraction to eliminate the quadratic term for linearization in
the calculation process. This simple coordinate subtraction will have a certain loss of
known coordinate information. Therefore, the mean square error of ML algorithm in
most variance scenarios is greater than that of the other two algorithms (Figs. 3 and 4).

Fig. 3. The above figure is the comparison diagram of positioning mean square error of three
kinds of algorithms under different variances. Where x-axis is variance and y-axis is mean square
error.

It can be seen from the above figure that under the same other conditions, compared
with the two-steppositioning algorithm, the direct positioning algorithmcan significantly
reduce themean square error of positioning parameter estimation under the high variance
power signal (i.e. the power signal is greatly affected by shadow fading at this time)
(Fig. 5).
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Fig. 4. The above figure shows the comparison of the mean square error of direct positioning
algorithm and two-step positioning algorithm under different variance conditions. Where x-axis
is variance and y-axis is mean square error.

Fig. 5. In the figure above, the red point is the actual point and the blue point is the positioning
result output by the algorithm. The higher the coincidence degree of the two points, the better the
positioning effect of the point (Color figure online)

This paper explores the emitter location algorithm based on the received signal
strength. On the premise of retaining the low cost of RSSI based location algorithm, the
location accuracy is improved by integrating the advantages of various algorithms.

The experimental results show that compared with the traditional two-step location
algorithm, the direct location algorithm is closer to the lower bound of CRLB under the
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condition of large noise interference, can better reduce the mean square error of location,
and has strong anti-interference ability.

Gauss Newton iterative algorithm can effectively solve the disadvantage that the
maximum likelihood estimation algorithm uses equation subtraction to eliminate the
quadratic term to linearize in the calculation process, resulting in a certain loss of known
coordinate information. Ensure positioning accuracy.

Carry outmultiple power acquisition for the same radiation source and preprocess the
collected dataThe paragraph starting with “This work is supported by...” has been treated
as “Acknowledgment”. Kindly check and confirm. After that, the target is located for
many times, and the median weighting processing of the positioning results can greatly
reduce the impact of the local optimal solution on the positioning results. To some extent,
solve the problem that Gauss Newton iterative algorithm will fail due to singular matrix.

Acknowledgment. This work is supported by the National Natural Science Foundation of China
(62001137); the Natural Science Foundation of Heilongjiang Province (JJ2019LH2398); the
Fundamental Research Funds for the Central Universities (3072021CF0805).
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Abstract. Intelligent Reflecting Surface (IRS) has been recognized as a
promising technology for future wireless communications. It can recon-
figure the radio signal propagation environment and improve the per-
formance of wireless networks. However, this attractive strength of the
IRS is grounded on a commonly perceived assumption that the IRS is
able to distinguish the incoming signals so that IRS can be controlled to
either improve or reduce the total received signal strength at a receiver.
The signal differentiation issue for IRS is overlooked in the literature. To
tackle this challenge, this paper proposes a solution that integrates an
Angle of Arrival (AoA) algorithm into IRS systems. First, we propose a
new idea that IRS can work as smart antenna by a hybrid architecture,
i.e., all elements are passive except for a few active sensing elements. The
active elements can collaboratively serve as a smart antenna. Second, the
MUSIC (MUltiple SIgnal Classification) AoA algorithm is applied to this
hybrid IRS architecture to classify the incoming signal directions due to
its advantages of simple implementation and high resolution. Last, exten-
sive simulations are conducted to evaluate the classification performance
of the proposed method under various scenarios. The simulation results
demonstrate the effectiveness and accuracy of our approach.

Keywords: Intelligent reflecting surface · Spectrum sensing · Angle of
arrival · MUSIC · Signal classification

1 Introduction

In the last decade, we have witnessed the rapid evolution of wireless communi-
cation which has become an essential part of our daily lives than ever before.
Academia, industries and governments are continually making every effort to
further enhance the performance of Fifth-Generation (5G) and Next Generation
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(NextG) wireless networks. Recently, Intelligent Reflecting Surface (IRS) as a
new emerging and promising technology has been investigated and adopted for
wireless communications due to its capability of reconfiguring wireless communi-
cation environment. IRS typically consists of a large number of low-cost passive
reflecting elements, which are able to reflect the incident wireless signal with
an adjustable phase shift. The reflected signals by IRS can be constructively or
destructively added at the receiver by jointly adjusting the phase shifts of all
reflecting elements [1–4]. Consequently, the desired signal will be enhanced or
the undesired signal (e.g., jamming signal) will be suppressed at the receiver.
In recent research of IRS-aided wireless communications, the majority works
focus on the optimization of the phase shift coefficient at the IRS taking some
constraints (e.g., total transmit power, the existence of eavesdroppers, etc.) into
consideration [5–8]. However, these works are based on a strong assumption that
the IRS knows the sources of its received signals. For instance, an IRS receives
an intended signal or a jamming signal along with some signals from unknown
sources. The IRS needs to strengthen the intended signal or mitigate the jam-
ming signal for the legitimate receiver by adjusting the phase shift dynamically.
This service essentially depends on the fact that the IRS distinctly knows the
sources of each signal in advance.

From the above mentioned, we conclude that it is imperative to develop a
new approach to help IRS to determine which signal is to be reflected in order
to enhance or suppress accordingly. In this paper, we address this problem and
propose a promising classification method based on incoming signal’s Angle of
Arrivals (AoA) for IRS-aided system. The new idea is to enable IRS as smart
antenna by proposing a hybrid IRS architecture, which consists of dominant
passive elements, and a small number of active sensing elements, so that it works
as a smart antenna array. Consequently, the active sensing elements enable the
IRS to detect the arrival angles of all incoming signals. Therefore, if the location
information of signal sources is known in advance, the IRS is able to determine
whether its received signals are from the known sources or not.

The contributions of this paper can be summarized as follows.

– We propose a new idea that enables IRS to work as a smart antenna in a
hybrid architecture where all the elements are passive except for a few active
sensing elements, which are linearly arranged. The small number of active
elements work collaboratively to act as a linear antenna array.

– The MUSIC (MUltiple SIgnal Classification) AoA algorithm is employed to
classify the signals from different sources since it has several advantages, e.g.,
higher resolution and less implementation cost. MUSIC algorithm plots a
spatial spectrum in which the peaks indicate the arrival angles from distinct
signal sources.

– Various simulations are conducted for evaluations and the results demon-
strate the MUSIC AoA algorithm effects in the most simulation scenarios.
The relation between the number of the active elements and the performance
is investigated. In addition, the detectable angle difference is discussed.
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The remainder of the paper is organized as follows. Section 2 briefly reviews
the recent deployments of the IRS in wireless communications and introduce
the AoA estimation. Section 3 proposes a new IRS architecture and formulate
the MUSIC AoA based signal classification approach. Simulations in different
scenarios are conducted to evaluate the classification performance in Sect. 4.

2 Related Works

2.1 Intelligent Reflecting Surface-Aided Wireless Communication

IRS has been proposed to reduce energy consumption and improve the perfor-
mance of wireless communications [4]. Basically, IRS is a planar surface which
is constructed by a large number of reconfigurable reflecting elements and is
controlled by a smart controller [9]. The IRS reflecting elements thus can change
the phases and/or amplitudes of the incident signals, thereby enhancing desired
signals or mitigating undesired signals. IRS is typically used to enhance secrecy
rate or Signal-to-Noise Ratio (SNR) of the communication system and hence
to protect the quality of wireless communications between legitimate users [7].
[1] presents an IRS-aided wireless communication system for security where an
Access Point (AP) sends confidential messages to a user in the presence of a
eavesdropper. To improve the secrecy rate of the communication system, an
optimization algorithm is proposed by jointly designing the AP’s transmit beam-
forming and the IRS’s reflect beamforming. In [5], IRS is used for mitigating
inter-cell interference in cellular communication system. They also analyze the
IRS placement optimization problem to make the most use of IRS. An IRS
assisted Guassian Multiple-Input Multiple-Output (MIMO) wiretap channel is
carefully considered in [10]. They propose an alternative joint optimization algo-
rithm to optimize the transmit covariance at transmitter and phase shift coef-
ficient at IRS to maximize the secrecy rate. In short, the majority of recent
IRS-related research focuses on optimizing the IRS with some constraints to
improve the overall performance of wireless communications. However, there is
an overlooked problem in the above deployments of the IRS. In a practical wire-
less signal propagation environment, the IRS may receive signals not only from
the desired transmitter but also from other unknown sources. The successful
implementation of the IRS thus depends on whether the IRS is able to identify
the source of the incoming signals.

2.2 Angle of Arrival Estimation

AoA estimation methods allow a device to identify the arrival angle of the inci-
dent signals by examining the differences in the received signal across the antenna
elements [11]. Spectrum sensing-based AoA methods, including Bartlett, MUSIC
and Capon methods, have been studied extensively [12–14]. In this paper, the
MUSIC AoA based sensing approach is selected to classify the sources of the
incoming signals, because MUSIC algorithm provides high precision measure-
ment and measures multiple signals simultaneously [15]. Furthermore, it can
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achieve real-time processing using high-speed processing technology. The MUSIC
algorithm works by conducting characteristic decomposition for the covariance
matrix associated with any array output data, resulting in a signal subspace
orthogonal to the noise subspace that corresponds to the signal components.
Then the two orthogonal subspaces are used to construct a spectrum function
to estimate the arrival angle of the incident signals.

3 System Model and Proposed Methodology

IRS

--- Passive element

--- Active  sensing element

Legitimate Transmitter

Unknown Transmitter

Unknown Transmitter

Legitimate User

Unknown Transmitter

Fig. 1. Illustration of an IRS-aided communication, including a legitimate transmitter
and user, and the unknown transmitters. IRS is deployed to improve the communication
performance between the legitimate transmitter and user.

3.1 System Model

As discussed previously, we propose to enable IRS to distinguish signals from dif-
ferent sources by measuring their arrival angles. To implement this, we adopt a
hybrid IRS architecture which is constructed by dominant passive reflecting ele-
ments along with a small number of active sensing elements. In particular, the
active elements have two functional modes: (i) spectrum sensing mode where
they work as a set of multiple connected adaptive array antennas (i.e., smart
antenna), and (ii) reflecting mode where they merely reflect the incoming signals
passively. Consider an IRS-aided wireless communication network, as depicted
in Fig. 1, including a legitimate transmitter, a legitimate user and the unknown
transmitters (e.g., malicious users or attackers). The IRS with the proposed
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architecture is deployed to improve the communication performance between
the legitimate transmitter and user. Specifically, the IRS receives the signal from
the legitimate transmitter (via LT-IRS link) and signal from the unknown trans-
mitters (via UT-IRS links). The IRS is required to identify the signal from the
legitimate transmitter and then reflect the signal to the legitimate user (via IRS-
LU link). We assume all the transmitters are equipped with omini-directional
antennas, while the IRS has M active sensing elements which comprise a smart
antenna array. The direction or angle information of the legitimate transmitter is
assumed available, which can be acquired by many methods. For instance, if the
location of the legitimate transmitter is denoted as (x1, y1) and the location of
the IRS is denoted as (x2, y2). It is straightforward to calculate the actual angle
observed at the IRS is θ = arctan |y1−y2|

|x1−x2| from the legitimate transmitter. In such
a communication system, an AoA based method can be applied to estimate the
angle of the incoming signals. Therefore, a decision whether the signal originates
from the legitimate transmitter or not can be made by comparing the estimated
and actual arrival angles. For instance, if the angle from the legitimate trans-
mitter to the IRS, denoted by θi, is given in advance and the estimated angle
of an incoming signal is denoted by ̂θi. We can determine the incoming signal is
from the legitimate transmitter when |θi − ̂θi| ≤ Δφ holds, where Δφ indicates
the detectable angle difference and will be discussed in Sect. 4.

3.2 AoA Based Signal Classification

With the hybrid architecture described in Fig. 1, IRS is able to behave as smart
antenna, so that AoA based spectrum sensing approaches are feasible to estimate
the angles of incoming signals [14,16]. This subsection first briefly introduces
typical AoA technology, then MUSIC AoA is selected for signal classification
in our paper since it provides a higher resolution, less computation, and better
robustness.

Assume there are D signal sources from the legitimate transmitter and the
unknown transmitters to the IRS, and let s(t) = [s1(t), s2(t), ..., sD(t)]� repre-
sents the vector of source signal values from D sources at a discrete time t. At
this time, the active elements of the IRS are on the spectrum sensing mode and
we assume the M active sensing elements lays on the IRS linearly with equal
spacing, denoted by d. Such that the active elements construct a liner antenna
array with M identical elements. Each active sensing element receives signals
from all D sources along with the noise. At the ith(i = 1, 2, ...,M) element, the
received signal thus can be expressed as

xi(t) =
D

∑

k=1

aik(t)sk(t) + ni(t), (1)

where aik(t) is the steering factor from the source k to the active element i and
ni(t) represents the additive white Gaussian noise. We can rewrite this equation
into a compact matrix form as

x = As + n, (2)
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where x(t) = [x1(t), x2(t), ..., xM (t)]� is an M × 1 vector of the received signal
and additive noise. Here A = [a(θ1), ...,a(θk)] is an M ×D Vandermonde matrix
of steering vectors a(θk) = [1, e−j2πλ sin (θk)/d, ..., e−j2π(M−1)λsin(θk)/d]�. n is an
M × 1 vector of the channel noise.

Thus, the M × M array correlation matrix of x can be expressed as

Rxx = E[x · xH] = E

[

(As + n) · (As + n)H
]

= ARssAH + σ2
nID, (3)

where Rss represents the correlation matrix of the source signal vector s and σ2
n

indicates the noise variance. ID is a D × D identity matrix and H indicates the
operation of conjugate transpose.

The purpose of the AoA estimation is to construct a function that determines
the angles of the incoming signals using Pseudo spectrum, P (θ). Several off-
the-shelf approaches are available to construct P (θ). We select the MUSIC AoA
algorithm due to its advantages in higher resolution, less computation, and better
robustness.

Let ui be one of the eigenvector of Rxx corresponding to the eigenvalue σ2
i ,

where i = 1, 2, ...,M . Then,

Rxxui = ARssAHui + σ2
nIDui = σ2

i ui. (4)

Here M > D such that σ2
i > σ2

n > 0 for i = 1, 2, ...,D and σ2
i = σ2

n for
i = D + 1, ...,M . Thus, we conclude

ARssAH =

{

(σ2
i − σ2

n)ui, if i = 1, 2, ...,D

0, if i = D + 1, ...,M .
(5)

We can split the M -dimensional vector space into two subspaces since ARssAH

has D positive real eigenvalues and (M − D) zero eigenvalues. The eigenvectors
corresponding to the positive eigenvalues span the signal subspace, Us. The
eigenvectors corresponding to the zero eigenvalues are orthogonal to the signal
space and span the null subspace, Un. The MUSIC algorithm searches for all
arrival angles θ, and the spatial spectrum over the angle space is given by

PMUSIC(θ) =
1

aH(θk)Un
. (6)

Specially, the steering vector a(θk) is only in the signal space which results in
aH(θ)Un = 0. From the Eq. 6, we can conclude that PMUSIC(θ) shows a peak
when θ = θk. It indicates that a peak should only appear at the angle from which
a signal originates. Therefore, finding the estimated arrival angle corresponds to
finding the peak in the spatial spectrum. That is, the angle of incoming signal
is estimated as

̂θ = arg max
θ

PMUSIC(θ). (7)

Comparing the estimated arrival angle ̂θ with the angle of legitimate transmitter
known in advance, we can classify the signal sources and determine which signal
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is from the legitimate transmitter or the unknown transmitters. After the signal
classification, the active elements of the IRS will be on the reflecting mode and
collaborate with the passive elements to reflect the identified signal from the
legitimate transmitter to the legitimate user.

4 Numerical Results

This section evaluates the performance of the AoA based signal classification
method in two scenarios for IRS-aided wireless communications. The impact
of factors such as the number of active sensing elements on the IRS and the
angle of signal sources is investigated. The first scenario analyzes the relation-
ship between the classification accuracy and the number of active sensing ele-
ments in the MUSIC AoA algorithm. We consider that there are four signal
sources, including a legitimate transmitter and three unknown transmitters, in
an IRS-aided wireless communication system. The corresponding angles to the
IRS are θ1 = −20◦, θ2 = −10◦, θ3 = 10◦, and θ4 = 20◦, respectively. In addi-
tion, we conduct simulations for 5, 10 and 15 active sensing elements. Figure 2
shows the MUSIC AoA algorithm spectrum results. It shows four peaks (angles
of the source signals) exactly at θ1 = −20◦, θ2 = −10◦, θ3 = 10◦, and θ4 = 20◦.
This demonstrates the MUSIC AoA algorithm can classify the incoming signals
successfully with high accuracy. If we know the actual angle from the legitimate
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Fig. 2. Illustration of pseudo spectrum PMUSIC(θ) with 5, 10 and 15 active sensing
elements on IRS for four signal sources (θ1 = −20◦, θ2 = −10◦, θ3 = 10◦).
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transmitter to the IRS is θ = 10◦ in advance, the result suggests that the signal
from the legitimate transmitter is identified accurately. The IRS can reflect the
identified signal accordingly to the legitimate user. Specially, if the direction or
angle information of the three unknown transmitters is accessible, the signals
from them can also be recognized successfully which indicates the MUSIC AoA
algorithm can classify multiple signals simultaneously. Moreover, we can con-
clude the relation between the classification accuracy and the number of the
active sensing elements from the spectrum results. With more active sensing
elements, classification accuracy increases.

Fig. 3. Illustration of pseudo spectrum PMUSIC(θ) with 5 active sensing elements on
IRS for four signal sources with three angles sets.

In the second scenario, we explore the detectable angle difference Δφ for
the MUSIC AoA approach when the signal sources are close to each other.
The number of the active sensing elements on IRS is configured as M = 5.
Similar with the first scenario, four signal sources are considered. We conduct
simulations for three sets of angles, i,e. (θ1 = 1◦, θ2 = 2◦, θ3 = 3◦, θ4 = 4◦),
(θ1 = 1◦, θ2 = 1.5◦, θ3 = 2◦, θ4 = 2.5◦) and (θ1 = 1◦, θ2 = 1.25◦, θ3 = 1.5◦,
θ4 = 1.75◦). The angle differences of the three angles sets are 1◦, 0.5◦ and 0.25◦,
respectively. Figure 3 exhibits the results, from which it can be observed that
four peaks appear distinctly and indicates the angles of source signals accurately
for the first set. From the results for the second set, it shows that the MUSIC
AoA algorithm can still detect all signal sources in spite of the lower resolution.
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However, the four signals are detected as the same in the results of the last angles
set. The MUSIC AoA algorithm fails to detect the signal sources when the angles
become very closer. This failure may lead a threat to the legitimate user. For
instance, if a malicious attacker exists closely with the legitimate transmitter,
the IRS can not identify the signal sources and thus may reflect the attacking
signals to the legitimate user.

Overall, MUSIC AoA based signal classification method can detect and clas-
sify multiple signal sources effectively when the signal sources are separated
sufficiently far and we suggest the detectable angle difference Δφ = 1◦.

5 Conclusions

In this paper, we have pointed out an overlooked issue of signal differentiation
using IRS in current research of IRS-aided wireless communications. In an IRS-
aided environment, the IRS should have the ability to identify the signal sources
so that it knows how to control phase shifts of reflecting elements correspond-
ingly. To tackle this challenge, we propose a new idea that enable IRS to perform
signal differentiation by adopting a hybrid IRS architecture, which consists of
dominant passive elements and a few of active sensing elements. These active
elements can serve as a linear antenna array. We then propose to utilize the
active sensing elements to help an IRS to classify the signals between the legiti-
mate transmitter and unknown transmitters leveraging an AoA based method.
The MUSIC algorithm was selected for the AoA estimation and the performance
was tested in two scenarios. The simulation results demonstrated that MUSIC
AoA based signal classification is effective in general, except when the angles of
sources are highly close to each other.
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Abstract. Spectrummonitoring often demands a great quantity of spectrum data,
and themassive characteristics of spectrumdatamake it consume a lot of resources
in the process of transmission and storage. At the same time, the compressed
acquisition system of spectrum data often has the problem of low reconstruction
accuracy of the original data, and the reconstruction accuracy and compression
performance cannot be achieved simultaneously. This paper studies the factors
affecting the reconstruction error in the process of electromagnetic spectrum data
utilization. In this paper, an electromagnetic spectrum compression and recon-
struction framework calledQRK-SVDis proposed.Aiming at the problemsof slow
dictionary convergence and low accuracy in dictionary learning, QRK-SVD pur-
posely uses k-means clustering to construct the initial dictionary, which effectively
improves the compression accuracy and system robustness. QRK-SVD increases
the minimum singular value of sensing matrix through QR decomposition to opti-
mize the problem of low accuracy of random observation matrix in compressed
system. We designed a set of spectrum data acquisition and compression system
based on QRK-SVD. It can adapt to various collection scenarios, greatly reduce
the amount of data transmitted and stored, and has high reconstruction accuracy.
The measured data proves that the performance of QRK-SVD is better than the
traditional K-SVD framework in different data compression situations.

Keywords: Dictionary learning · QRK-SVD · Electromagnetic spectrum · Data
compression

1 Introduce

With the increasing update of information science, wireless network devices can be
seen everywhere in daily life, which also leads to the increasing shortage of spectrum
resources. The spectrum resources in the electromagnetic space are distributed unevenly,
scheduling is uneven, and the electromagnetic environment is facing deterioration. The
utilization rate of a large number of spectrum resources is low, and only 15% to 85%
of spectrum resources are utilized [1]. Spectrum resources are limited, and the available
spectrum resources are difficult to meet the needs of various communication services.
Exponential growth of radio services, repeated prohibitions of illegal radio equipment,

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022
Published by Springer Nature Switzerland AG 2022. All Rights Reserved
Y. Chenggang et al. (Eds.): MobiMedia 2022, LNICST 451, pp. 67–80, 2022.
https://doi.org/10.1007/978-3-031-23902-1_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23902-1_6&domain=pdf
https://doi.org/10.1007/978-3-031-23902-1_6


68 D. Xiao et al.

ecological deterioration of environmental noise and other factors make it imperative to
effectively and reasonablymonitor andmanage spectrum resources [2]. Themanagement
of spectrum utilization inevitably requires a great quantity of spectrum data. Currently,
with the development of networking radar, electromagnetic space network, wireless
communication and other technologies, a large amount of electromagnetic spectrum
data has been collected in various regions. Electromagnetic spectrum data is a kind of
electromagnetic big data, which has the characteristics of high dimension, many types,
and wide sources. The amount of electromagnetic spectrum data collected for a long
time is extremely large, which makes it extremely inconvenient to transmit, store, and
use spectrum data in real time [3, 4].

In order to solve the “dimension disaster” caused by massive data, Candes et al.
proposed Compressed Sensing (CS) [5]. Compressed sensing is a technology that can
effectively reduce the data sampling rate and compress data redundancy. However, most
signals do not have sparseness, and the theory of signal sparse representation came into
being. Its purpose is to linearly represent a given non-sparse signal using some coef-
ficients. The sparse representation of the signal meets the requirements of compressed
sensing technology and can be compressed, transmitted and stored.

For the problem of dictionary learning, authors in [6] proposed the Sparsenet dic-
tionary learning algorithm [7], which uses the sparse coding of images to emergence
the receptive field of a single cell. The optimization effect of the algorithm in the litera-
ture [6] is not ideal. To further optimize the above algorithm, a method of updating the
dictionary by alternating optimization is proposed, namely MOD (Method of optimal
directions) [8]. However, MOD requires matrix inversion, which leads to high algorithm
complexity. K-SVD [9] is proposed on the basis of MOD by updating dictionary atoms
one by one, which does not need to calculate matrix inverse and is more efficient. Dictio-
nary learning under various constraints has been proposed one after another, and online
dictionary learning with batch dynamic updates is proposed [10]. In this paper, we study
the sparse representation and compression and reconstruction process of electromag-
netic spectrum data. Aiming at the acquisition, compression, transmission, storage and
reconstruction of electromagnetic spectrum data, the QRK-SVD framework is proposed
to promote the compression and reconstruction capability of spectrum data.

2 Dictionary Learning and QRK-SVD

2.1 Dictionary Learning

As shown in Fig. 1, let X be a discrete signal. X satisfies X = �θ under a specific set of
basis (dictionary)�, where θ is sparse, signalX is said to be sparse under basis�, where
� is called the sparse basis of signal X , and θ is marked as the sparse representation of
signal X under sparse basis�. Different sparse bases are generally not universal. Sparse
bases are usually for a specific signal. For example, common natural image signals are
sparse under discrete cosine transform basis, discrete wavelet transform basis or discrete
fourier transform basis.

Moreover, the performance of general sparse basis can not meet our requirements.
Dictionary learning can design a dictionary with less reconstruction error according
to the signal. One of the widely used algorithms is K-SVD. It mainly includes two
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Discrete signal Dictionary Sparse coefficient
X Ψ θ

Fig. 1. Signal sparse representation

parts: sparse decomposition and dictionary updating. First, D is generated as the initial
dictionary, and the corresponding optimization problem is:

minD,θ

{
‖X − Dθ‖2F

}
s.t. ‖θi‖0 ≤ s,∀i. (1)

where X is the discrete signal and θ is the sparse coefficient matrix. Then fix dictionary
D(t−1) and use OMP algorithm to solve the following optimization problems:

min
θi

{∥∥∥xi − D(t−1)θi

∥∥∥
2

2

}
s.t. ‖θi‖0 ≤ s,∀i. (2)

When K-SVD updates the dictionary, each atom is updated. The error matrix of the
signal corresponding to the k-th atom removed is:

Ek = X −
∑
j �=k

djθ
j
T. (3)

where θ
j
T is the j-th row vector of θ . Then perform singular value decomposition on ER

k ,

which is a matrix determined by the nonzero-valued indices of θ
j
T:

ER
k = U�V T. (4)

Update the dictionary d̂k = u1 and the coefficient θ̂Rk = �[1, 1]v1 at the same time.

2.2 QRK-SVD

We often need to reconstruct a high-dimensional original sparse matrix from a low-
dimensional observation matrix, as shown in Eqs. (5) and (6). The most commonly used
method is orthogonal matching pursuit. We can linearly transform the signal X to get Y .
When reconstructing X from Y , there will be errors in both the matching algorithm and
dictionary learning.We propose to choose amore accurate initial dictionary in dictionary
learning and improve the sensingmatrix tomake observations containmore information.

Y = �X = �Dθ (5)

θ∗
i = arg min

θ∗
i ∈Rm

‖θi‖0, s.t �Dθi = Y . (6)
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In dictionary learning, the selection of the initial matrix is very important. For real-
time systems, the efficiency of data compression is very important. It is worth thinking
about how to achieve a high reconstruction SNR with fewer iterations. In K-SVD, the
initial dictionary selection method is to randomly select several columns of X , which
is random and has poor performance. In QRK-SVD, each column of X is clustered by
k-means, and each cluster center μi is selected as the initial dictionary, see Eq. (7). xi
that is not in the initial dictionary can be well represented by its own class center μji, as
shown in Eq. (8). The overall error of the initial dictionary of QRK-SVD will be smaller
than that of K-SVD, see Eq. (9).

D1 = (μ1, μ2, . . . , μm) (7)

xi ≈ D1θ
∗
i = (μ1i . . . μji . . . μmi)

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

θ∗
1i
...

θ∗
ji

...

θ∗
mi

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(8)

∥∥Y − D∗
1θ

∗∥∥
2 ≤ ∥∥Y − D1θ

∗∥∥
2. (9)

where D∗
1 represents initial dictionary for QRK-SVD, D1 represents initial dictionary

for K-SVD.
In coefficient reconstruction, the selectionof the observationmatrix is very important,

and the observation matrix is generally selected as a Gaussian randommatrix. However,
it is not easy to generate random numbers in hardware, and the precision of random
matrices is not high. Literature research shows that so as to enhance the independence
of matrix column vector, it is essential to make its minimum singular value larger.
The QR decomposition can increase the minimum singular value of the matrix without
changing the original properties of the matrix, so we use QR decomposition to increase
the reconstruction accuracy of the sensing matrix. The QRK-SVD data compression and
reconstruction framework is shown in Fig. 2.

QR decomposition decomposes the transpose of the sensingmatrix�T intoQmatrix
and R matrix, as shown in Eq. (10). Perform Then set all elements in R except on the

diagonal to zero to obtain matrix
�

R, as shown in Eq. (11), matrix I is a unit matrix. The

optimized matrix
�

� is obtained bymultiplying the matrixQ and
�

R, as shown in Eq. (12).

�T = (�D)T = QR (10)

�

R = IR (11)

�

� = (Q
�

R)T (12)
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Fig. 2. The QRK-SVD data compression and reconstruction framework

3 Data Set and System Model

3.1 Electromagnetic Spectrum Data Set

The experimental dataset is an open-source measured spectrum dataset from the Broad-
band Spectrum Observatory of theWireless Networks and Communications (WiNCom)
Research Center of the Illinois Institute of Technology (IIT). The spectrum dataset was
collected at a fixed location in Turku, Finland, and included a continuous 8-day spectrum
data from January 20 to January 27, 2015 to 2018. The total dataset size is over 900 GB,
and the acquisition frequency band is from 30 MHz to 6 GHz. See Table 1 for details.

Inmost cases,whatwewant to analyze and study is often a certain frequencyband that
may have key signals, rather than all frequency bands, so in the experiment, we consider
the compression of data in one frequency band. The experimental data set selects the
spectrum data of the first frequency band in the data collected in 2018, and the frequency
band of the data is 17.93–22.14 MHz. Figure 3 shows the original time-frequency graph
of the data from 8:00 am to 9:00 am in the second day.

3.2 System Model

The electromagnetic spectrumdata compression storage system is shown inFig. 4.On the
local end, spectrum data collection is mainly implemented, which is divided into nyquist



72 D. Xiao et al.

Table 1. Dataset information

Data information

Data volume Over 900 GB

Collecting time In the four years from 2015 to 2018, there are 32 days from
January 20 to January 27

Collecting frequency band 30 MHz~6 GHz

Time resolution 10 s for 30 MHz~130 MHz and
3 s for 130 MHz~6 GHz

Frequency resolution 78.125 kHz for 30 MHz~130 MHz and 3 GHz~6 GHz,
39.0625 kHz for 130 MHz~3 GHz

Data form Spectrum power value and GPS data

Data format Mat file format and excel table

Fig. 3. Time-frequency graph of the second day spectrum

sampling and undersampling. Nyquist sampled data is compressed by CS module and
QR decomposition. The compressed value is transmitted over the network to the cloud,
where the compressed value is stored in the cloud database. Then the compressed value
can generate initial dictionary, and dictionary learning is performed, and the dictionary
is fed back to the local end. The sparse coefficients are reconstructed in the cloud using
the dictionary and compressed data, and raw spectral data is generated for analysis. The
following describes the detailed work on the local side and the cloud.

Local Slide
At the local slide, we use RF spectrum analyzers, acquisition antennas, power sup-
ply equipment, transportation equipment, etc. to sample the electromagnetic spectrum.
The collection methods of electromagnetic spectrum data are generally divided into
Nyquist sampling andNyquist sampling.We compress theNyquist sampled data through
the CS module, and then go through QR decomposition to improve its reconstruction
performance.

Under-nyquist sampling is a collectionmethod based on compressive sensing theory,
its process graph is shown in Fig. 5. The RF signal x(t) is divided into m signals, each
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Fig. 5. Under-nyquist sampling process

signal is mixed with a pseudo-random code pi(t) with a period of Tp, and then passed
through a low-pass filter h(t) with a cutoff frequency of 1/(2Ts), and finally get the
sequence y[n] after sampling, and the discrete-time Fourier transform of y[n] can be
denoted by Eq. (13).

Yi
(
ej2π fTs

)
=

∞∑
n=−∞

yi[n]e−j2π fnTs =
L0∑

l=−L0

cilX
(
f − lfp

)
, f ∈ Fs (13)
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where X (f ) is the spectrum of x(t), cil is the fourier series coefficient of pi(t).
The collected electromagnetic spectrum data is generally temporarily stored in the

local computer. The current local storage method consumes a lot of storage resources.
Cloud storage, cloud computing and other methods are more suitable for the processing
of big data. When we transmit the collected electromagnetic data to the cloud server,
we also face the problem of a large amount of transmitted data, so we need to compress
the collected electromagnetic data in the local computer first. This process uses a matrix
with a smaller dimension. Multiplied by the electromagnetic data matrix, the model can
be expressed as Eq. (14).

Y = [
y1, y2, . . . yn

] = �F = �
[
f1, f2, . . . fn

]
. (14)

Similarly, we can also express Eq. (13) in this form.

Y = [
Yi

(
ej2π fTs

)
,Yi

(
ej2π fTs

)
, . . . ,Yi

(
ej2π fTs

)]
= A

[
X

(
f − L0fp

)
,X

(
f − (L0 + 1)fp

)
, . . . ,X

(
f + L0fp

)]
.

(15)

In the Eq. (14) and (15), the observation value matrix is denoted by Y , � and A is
the observation matrix.

Cloud Side
After the observations are uploaded to the cloud through the network, we can directly
store the observations in the cloud server database. However, the observed values can-
not be directly used for data analysis. Before analyzing the electromagnetic spectrum
data, we need to obtain the original electromagnetic spectrum data. The known prior
condition is the observation matrix �, and the electromagnetic spectrum data itself is
not sparse, so we cannot reconstruct the original electromagnetic spectrum data with
only the observation matrix � and the observation value matrix Y .

In the cloud, we also need to train a complete or over-complete dictionary of elec-
tromagnetic spectrum data. The dictionary is the sparse domain of the data, and the data
is represented by the dictionary in the form of multiplying the dictionary and the sparse
coefficient, as shown in Eq. (16). The over complete dictionary includes more dictionary
atoms than the signal dimension, while in the complete dictionary, the number of the
two is equal. First, let the number of clusters equal the number of dictionary atoms, and
minimize the error E, see Eq. (17), to get cluster center (μ1, μ2, . . . μn). Let the initial
dictionary D1 = (μ1, μ2, . . . μn).

f = Dα (16)

E =
k∑

i=1

∑
f ∈Ci

‖f − μi‖22 (17)

where f is the spectrum data, the dictionary is denoted by D, and the sparse coefficient
is denoted by α.

When the dictionary of a certain frequency band is trained in the cloud and the
observed values are known, we can use various methods to reconstruct the sparse coeffi-
cients, such as greedy algorithm, convex optimization algorithm and so on. In this paper,
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the most commonly used OMP is selected to construct the sparse coefficients. The OMP
ensures the accuracy and efficiency of reconstruction. Through the OMP, we can obtain
the estimated value of the sparse coefficient reconstructed from the observation matrix
and the dictionary. The estimated value of the signal can be obtained by multiplying the
dictionary and the estimated value, and the estimated value of the signal can be sent to
the data analysis model for data analysis and data mining.

There are bound to be errors in the entire system model, and there are three main
types of errors. One is the acquisition error generated during acquisition, which can be
improved by improving the accuracy of the acquisition device. The second type of error
is the dictionary error generated when learning the dictionary. Because a dictionary
cannot perfectly match all signal sets, there must be a dictionary error. The way to
improve this error is to select appropriate system parameters and perform dictionary
learning. The third error is the reconstruction error generated when using the OMP. The
reason for this error is that the OMP cannot reconstruct a completely accurate sparse
coefficient. The selection of observation matrix, sparsity and observation size will affect
the reconstruction accuracy. The QRK-SVD framework can effectively reduce the latter
two errors and improve the system performance.

4 Experiments

4.1 Evaluation Indicators

Through data acquisition, data compression, data transmission, data decompression and
other processes, the estimated value of electromagnetic spectrum data is obtained in the
cloud. We measure the accuracy of signal reconstruction by reconstruction SNR, which
is defined as:

SNR = 10 lg
1

RRMSE2 = 10 lg
‖X ‖22∥∥∥X − X̂

∥∥∥
2

2

. (18)

Among them, RRMSE is the relative root mean square error, X is the original
electromagnetic spectrum data, and the estimated value is denoted by X̂ .

We define the ratio of the size of the observations to the size of the original sample
as the compression ratio (Cr), which is defined as Eq. (19).

Cr = row(Y )

row(X )
× 100%. (19)

4.2 Dictionary Error and Reconstruction Error

We select the data from 8:00 am to 9:00 am in the first frequency band on the second day,
the fourth day, and the seventh day to study the relationship between the dictionary error
and the reconstruction error. We performed 50 iterations with a dictionary sparsity of
0.05, a dictionary size of 380, and the Cr value of 25%. Figure 6 shows the relationship
between dictionary error and reconstruction error.
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Fig. 6. The reconstruction SNR changes with the number of iterations

As can be seen from Fig. 6, no matter what day the data is, the reconstructed SNR
of QRK-SVD is greatly improved than that of K-SVD. When the number of iterations
is small, the dictionary error is not much different from the reconstruction error. When
the number of iterations is large, the reconstruction performance of the K-SVD method
decreases, while the QRK-SVDmethod still has good reconstruction performance. This
is mainly because the selection strategy of the initial dictionary is better and because
the QR decomposition reduces the correlation between the observation matrix and the
dictionary, QRK-SVD achieves higher reconstruction accuracy.

4.3 Reconstruction Capability with Different Dictionary Sizes

We select the electromagnetic spectrum data from 8:00 to 9:00 in the first frequency
band on the second day, the fourth day, and the seventh day to study the reconstruction
ability of K-SVD under different dictionary sizes. We let the dictionary size vary from
360 to 400, the dictionary sparsity is 0.05, the number of iterations is 5, and the Cr value
is shown in the figure. Figure 7 shows the effect of dictionary size on reconstruction
performance under different Cr values.

Fig. 7. The reconstruction SNR changes with the size of the dictionary

As can be seen from Fig. 7, no matter what day the data is, under any Cr value,
the performance of QRK-SVD is better than that of K-SVD. And as the dictionary size
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increases, the reconstructed SNR also increases. Since the dictionary size increases,
more atoms participate in the sparse representation, and the sparse representation power
also increases.

4.4 Reconstruction Capability with Different Sample Sizes

We select the electromagnetic spectrum data from 8:00 to 9:00 in the first frequency
band on the second day, the fourth day, and the seventh day to study the reconstruction
ability of K-SVD under different sample sizes. The sample size is changed from 36 to
1800, the dictionary sparsity is 0.05, the dictionary size is 380, and the Cr value is 20%.
Figure 8 shows the reconstruction SNR curve under the change of sample size.

Fig. 8. The reconstruction SNR changes with the size of sample

As can be seen from Fig. 8, QRK-SVD outperforms K-SVD at any sample size.
Because in the case of the same Cr value, the larger the spectrum sample size, the more
the information content of the observed value. In this way, the reconstruction accuracy
that can be obtained based on the orthogonal matching pursuit is also greater. However,
it is not wise to choose a large sample size, as this will make the running time of the
algorithm become longer and increase of the dictionary size, which reduces the system
efficiency.

4.5 The Amount of Data at the Same Reconstruction Accuracy

We study the size of the transmitted data size of the two frameworks under the same
reconstructed SNR. The dictionary size is 380, the dictionary sparsity is 0.05, and the
number of iterations is 5. When the reconstruction SNR is 35 dB, 40 dB, and 45 dB, the
amount of transmitted data of the two frameworks is shown in Fig. 9, 10 and 11.
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Fig. 9. Comparison of the data volume of the two frameworks at 35 dB

Fig. 10. Comparison of the data volume of the two frameworks at 40 dB

Fig. 11. Comparison of the data volume of the two frameworks at 45 dB

As can be seen from the figure, the amount of data in the QRK-SVD framework
under any reconstruction SNR is smaller than that in the K-SVD framework. And when
the reconstruction SNR is large, this advantage is more obvious.

5 Summarize

This paper studies the whole process of electromagnetic spectrum data acquisition,
compression, transmission and utilization. It is proposed to use dictionary learning to
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improve the performance of spectral data compression and reduce the storage capacity.
The reconstruction error of electromagnetic spectrum data is related to many factors,
including the number of algorithm iterations, the sample size, and the size of the dictio-
nary. This paper studies the influence of these factors on the reconstruction error. The
electromagnetic spectrum data compression and reconstruction framework of QRK-
SVD is proposed, and the reconstruction ability of QRK-SVD under different parameter
conditions is analyzed. For different dictionary sizes, the reconstruction ability of the
overcomplete dictionary is better than that of the complete dictionary, but the storage
space required is also larger. The increase of dictionary size can effectively improve the
reconstruction performance. When the sample size increases, the reconstruction ability
of QRK-SVD continues to improve, indicating that QRK-SVD can adapt to samples of
various sizes, which is very valuable in practical applications, because the size of each
compressed sample cannot be guaranteed to be the same in actual spectrum data collec-
tion. In the follow-up research, we can think about how to ensure that there is no error
in the transmission process and at the same time have a strong real-time transmission
capability. Whether a more efficient dictionary can be designed and whether a stronger
observation matrix can be designed to meet the requirement reconstruction needs further
research and analysis.
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Abstract. With the rapid development of technology in society, people
are surrounded by all kinds of data in the information age. So the means
to access external information accurately and quickly have become par-
ticularly important. Currently, intelligent question and answer systems
are a promising area of research in the field of artificial intelligence and
natural language processing. As an interactive system, it significantly
differs from traditional search engines. When people perform advanced
information retrieval, it can accurately understand the natural language
questions asked by the user and give the user a corresponding answer
using natural language, which meets people’s needs for quickly, easily
and accurately accessing information. Intelligent question and answer
systems are already widely used in people’s daily life, such as common
intelligent voice interaction, online customer service, knowledge acquisi-
tion, emotional chat, etc. Deep learning, a branch of machine learning,
is now widely used for various tasks in natural language processing. This
paper focuses on the applications of deep learning to intelligent question
and answer systems.

Keywords: Intelligent question and answer systems · Information
retrieval · Natural language processing · Deep learning

1 Introduction

Traditional search engine systems have many drawbacks, such as a lack of accu-
racy in the representation of requirements when searching. The search needs of
users are often very complex and specific, which cannot be expressed by a simple
logical combination of a few keywords. Traditional search engines are not concise
enough and return too many results making it extremely difficult for users to
locate the information they need quickly and accurately. Lacking the support of
semantic processing technology, traditional keyword-based information retrieval
remains on the surface of language without containing semantics, making the
retrieval effect mediocre. Intelligent question and answer systems based on nat-
ural language processing technology are one of the directions in which traditional
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search engines are being improved. The query information is used to parse out
the user’s query intent, then the location of the answer is pinpointed from the
document based on the intent, and finally the answer is extracted and returned
to the user. Rather than just returning a documented distribution of answers to
questions to the user, which is a great improvement both in terms of accuracy
and meeting the user’s search needs. Deep learning [10], a branch of machine
learning, is a class of algorithms that attempt to perform high-level abstractions
of data using multi-processing layer computational models that contain com-
plex structures or consist of multiple non-linear transformations. It gradually
transforms the initial low-level feature representation into a high-level feature
representation through multi-layer processing, and allows complex learning tasks
such as classification to be performed with simple models. Deep learning tech-
niques have been used in a wide range of fields such as image recognition, speech
recognition and natural language processing. A number of scholars have already
applied deep learning to intelligent question and answer systems.

Classified according to the type of domain, intelligent question and answer
systems can be divided into limited domain-oriented question and answer sys-
tems and open domain oriented question and answer systems. Depending on the
implementation method, domain-limited QA systems are divided into Pipeline
QA systems and end-to-end QA systems. Open domain QA systems are divided
into search-based QA systems, generative-based QA systems and hybrid-based
QA systems. The following article will focus on each of these types of QA sys-
tems.

2 Qualified Domain Oriented QA Systems

Domain-oriented QA systems, also known as task-based QA systems, are ori-
ented towards vertical domains and aim to help users complete predetermined
tasks or actions using as few dialogue rounds as possible. For example, book-
ing tickets, restaurants, hotels, etc. The current mainstream research approach
is to study task-based QA systems in three modules: Natural Language Under-
standing (NLU), Dialogue Management (DM) and Natural Language Generation
(NLG) [2]. There are two broad approaches to the study of task-based QA sys-
tems, one is the Pipeline task-based QA systems and the other is the end-to-end
task-based QA systems.

2.1 Pipelined Task-Based QA Systems

Pipelined task-based QA systems including Natural Language Understanding
(NLU) modules, where Kim [8] and Lee [11], et al. use the user’s dialogue to
perform intention analysis and translate it into pre-defined semantic slots. Next
comes the Dialogue State Tracking (DST) module, Williams et al. [26] assess
the status of each round of dialogue based on information about the current
dialogue and the history of the dialogue. There follows the Policy Learning
(POL) module, it will make the next reaction based on the current state of
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the conversation, i.e. it determines the action of the system. And finally, there
is the Natural Language Generation (NLG) module. Wen et al. [25] convert the
responses made by the policy learning module into the corresponding natural
language responses provided to the user. The Dialogue State Tracking mod-
ule and the Dialogue Policy Learning module make up the Dialogue Manager
(DM), which is the core controller of the task-based QA systems. In some situ-
ations, several of these modules can be used in combination, depending on the
needs of the task. Budzianowski et al. [1] combine NLU and DST modules and
map the user’s historical conversation information to the corresponding con-
versation states. Chen et al. [3] combine POL and NLG modules and map the
user’s historical discourse and conversation state to the system response. The
first joint modelling of intention recognition and slot filling tasks using a GRU-
based approach by Zhang et al. [31] After the GRU encodes the sentence the
representation of the sentence is obtained by the max- pooling layer for intent
recognition. Finally the joint learning of the two tasks is performed through a
shared GRU layer to obtain an implicit relationship between them. Liu et al.
[15] first used a sequence-to-sequence fusion attention mechanism approach to
jointly model intention recognition and slot-filling tasks. Goo et al. [6] first used
the slot-gate mechanism to explicitly focus on learning the relationship between
slot-filling and intention recognition tasks and to obtain better semantic infor-
mation through global optimization. Li et al. [12] use the Gate mechanism to use
information to guide the slot-filling task, explicitly exploiting information about
intentions. They explored the role of self-attention mechanisms on this task for
the first time, which achieved good performance.

2.2 End-to-End Task-Based QA Systems

Although pipelined task-based QA systems can achieve good performance on
individual tasks with a combination of modules, this modular system has signifi-
cant drawbacks in deep learning training. When using a multi-step, multi-model
to solve a complex task, inconsistency in the training objectives of each mod-
ule makes it difficult to achieve optimal performance of the trained model. The
end-to-end model uses only one model, one objective function and uses back
propagation to optimise the parameters, the inherent pitfalls of multiple models
are avoided. Recurrent neural networks are mostly used as encoder and decoder
modules in end-to-end task-based dialogue systems. Madotto et al. [17] used
an end-to-end memory network (MemNN) to address the problem of unstable
performance in long sequences of recurrent neural networks as well as high tem-
poral computational overhead. It uses several embedding matrices as external
memory and reads the memory repeatedly using query vectors, it is therefore
more suitable for storing information from external knowledge bases in task-
based conversations. Eric et al. [5] propose a complete end-to-end model where
they model conversation context and conversation generation based on an exist-
ing sequence-to-sequence architecture. They added an attention-based key-value
pair mechanism to the retrieval of knowledge base entries, addressing the issue of
how the model could be more smoothly interfaced with the knowledge base. Wu
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et al. [27] fused memory networks and copy mechanisms to more smoothly embed
the knowledge base during sequence generation, allowing for better integration
of the knowledge base into task-based dialogue systems. Luo et al. [16] proposed
the Profile Model and Preference Model based on the end-to-end memory net-
work model. The former learns personalisation by embedding user profiles and
uses global memory to store the conversation context of similar users. The latter
is done by establishing a link between the portrait and the knowledge base, thus
the best result among the candidate answers can be selected.

3 Open Domain Oriented QA Systems

The Open Domain QA systems differs significantly from the Limited Domain
QA system in that it does not target domain-specific questions and complete any
task. Instead, they are data-driven [20] and use natural language to mimic human
discourse for everyday interactions. Three broad categories of open domain QA
systems have been studied, including generative-based QA systems, retrieval-
based QA systems and hybrid-based QA systems. The widespread use of deep
learning techniques is now leading to breakthroughs in open domain QA systems.

3.1 Retrieval-Based QA Systems

Retrieval-based QA systems usually begin with the construction of a large corpus
that can be retrieved by the system. The system identifies the responses from
the conversation corpus that most closely resemble the input utterance. For each
input statement, the retrieval model selects the statement with the greatest
semantic match from the candidate statements as its response. In recent years,
some models have taken into account not only current conversations but also
rich historical conversations in the selection of responses. The core modules of
a retrieval-based QA systems include a candidate answer retrieval module, a
question-answer similarity calculation module and a ranking module. The overall
step can be considered as a classification prediction of candidate responses. In
another way, the question and the candidate responses are fed into a neural
network model, and all candidate responses are classified or ranked.

The calculation of question-answer similarity is a key aspect of retrieval-
based QA systems. Traditional text similarity calculation methods are based on
surface text similarity calculation. The main method is to directly target the
unprocessed text and use the degree of match and distance of the characters
or strings in it as a criterion of similarity. This method is simple to implement
and easy to understand. Kondrak et al. [9] used an n-gram model to calculate
the similarity between characters, the main idea being to calculate the ratio of
the number of identical N tuples to the total number of N tuples for two texts.
Surface text similarity calculations do not take into account the semantic rela-
tionship of the text very well. In response to this problem, semantic similarity
calculation methods have been proposed, of which neural network-based meth-
ods are currently the mainstream research direction. Mikolov et al. [18] proposed
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the word vector embedding (Word2Vec) approach, which includes the CBOW
model that uses context to predict central words and the Skip-gram model that
uses central words to predict context. It uses contextual information to trans-
form words into high-dimensional vectors. Shen et al. [22] based on convolutional
neural networks to obtain a semantic representation vector of the user’s query
and the word vector of candidate answers with its fixed length by convolution
and pooling operations, and then use the cosine similarity function to measure
how well the queries and responses match. The task of simulating image recog-
nition by Pang et al. [14] The matrix is first constructed based on the similarity
between word vectors, then the fused information is gradually captured using
convolutional and pooling layers, and finally the matching scores are calculated
for answer ranking. Kim et al. [7] propose a DRCN model based on the generic
framework of DenseRNN, which contains a multilayer recurrent neural network
and an attention mechanism. The input to each layer of the neural network is
a fusion of the outputs of all previous layers, and the output vector is used as
input directly by the pooling layer before semantic fusion, thus alleviating the
problem of gradient disappearance caused by the increase in the number of layers
of the model. With the creation of the Transformer [24] model, more and more
pre-trained models are emerging and performing well on various tasks in natu-
ral language processing. For example, the Bidirectional Encoder Representation
from Transformers (BERT) [4] model addresses the case where the word2vec
model is unable to determine multiple meanings of a word. The Bert model is
trained using a large-scale unlabeled corpus, and the text obtained contains rich
semantic information.

3.2 Generative-Based QA Systems

The main goal of a generative QA system is to generate responses based on
the contextual information of the current conversation. This is usually done by
using a deep learning based encoder-decoder architecture. Deep learning-based
techniques do not usually rely on specific answer banks or templates, but rather
on linguistic competence acquired from a large corpus. Specifically, a recurrent
neural network is used to encode the input utterance as a vector representation,
while another recurrent neural network is used at the decoding end and an
attention mechanism is used to generate the replies one by one.

People do not simply ask one question and answer another in general chat.
Answers often refer to the content of contextual chat messages, so contextual
information should be introduced into the encoder, which helps the encoder to
generate better session response content. Sordoni et al. [23] proposed the use
of multilayer feedforward neural networks instead of recurrent neural networks
in the encoder part. In this way, both the contextual information and the cur-
rent conversation to be encoded by a multi-layer feed-forward neural network to
generate an intermediate semantic representation of the encoder-decoder archi-
tecture, while avoiding the problem of recurrent neural networks being sensitive
to excessively long inputs. Li et al. [13] used the idea of adversarial learning
to train both a response generator and a response discriminator. Generators
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are sequence-to-sequence based generative dialogue models. The discriminator
is a classification model that completes a binary classification task which classi-
fies the generated responses into two categories, human responses and machine
responses, and is used to assess the quality of the responses. The core idea of the
model is to motivate generators that can generate discourse in place of human
replies. Xu et al. [29] used generative adversarial networks to the task of dialogue
generation. They propose to replace the sampled decoding results in the decoder
with an approximate embedding layer. It is an end-to-end model overall, allowing
discriminators and generators to be trained with simultaneous parameter tuning
by back-propagation. Shao et al. [21] connect the decoder head to tail and then
use the generated part as part of an attention mechanism with further additions
to the existing informativeness for generating long replies with high information
content. Wu et al. [28] improved the word mapping at decoding and proposed a
sequence-to-sequence model based on a dynamically decoded lexicon. The model
makes it possible to have a different lexicon for each decoding step depending on
the actual current conversation, in order to remove the interference of irrelevant
words, narrow the mapping and speed up decoding.

3.3 Hybrid-Based QA Systems

QA systems based on retrieval-based approaches often respond to discourses
that are limited by constructed corpus, and sometimes the retrieved content
does not fit well with the contextual content. QA systems based on generative
approaches may generate discourse that is more generic, or even output answers
that are not relevant to the user’s input question. The hybrid-based QA systems
integrates both retrieval and generative approaches, providing a clever blend of
the two. Qiu et al. [19] generated responses using a sequence-to-sequence model
and then scored the responses obtained by the retrieval method using the rerank
model. If the score is below the initially set threshold, the response generated by
the seq2seq model is used directly as the answer to the user, otherwise the
response obtained by retrieval is used as the answer to the user. Liu et al.
[30] built a neural network dialogue model that mixes retrieval-based ranking
models and generative models, and combines the advantages of retrieval-based
and generative QA systems, providing new insights into how to integrate retrieval
and generative models to build QA systems.

4 Conclusion

Current intelligent question and answer systems have significant shortcomings
in terms of semantics, consistency and interactivity. In terms of semantics, deep
learning-based generative models are more likely to generate meaningless univer-
sal replies, such as ’I don’t know’. The amount of information, appropriateness
and logic of the generated content is still inadequate, and there is a long way
to go before semantic understanding in the true sense of the word. In terms of
consistency, it is easy to create semantic identity and personality conflicts in the
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interaction. In terms of interactivity, current intelligent QA systems have signif-
icant shortcomings in terms of emotional interaction and strategic response. It
is not able to adaptively adjust its own strategies to the user’s topic status, such
as topic strategies, active-passive strategies and emotional expression strategies,
and it also makes it impossible to achieve smooth and natural human-computer
interaction. With the advancement of technology and media publicity, people are
more inclined to think of an intelligent QA system as their life companion rather
than a machine that can only be used to perform a task. To meet this expecta-
tion of users, the future intelligent QA systems will need to have some emotional
intelligence. They can carry out emotional response and interaction, and reflect
personality, language style and personality in dialogue and interaction.
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Abstract. Decision tree model is widely used in telemedicine, credit
evaluation and other fields because of its high efficiency and ease of use.
Companies can charge customers who do not have professional knowl-
edge or resources to build pre-diction models to achieve the purpose of
profitability. In order to protect the privacy of client data and decision
tree model parameters in this scenario, we propose an integer comparison
protocol based on distributed bitwise comparison, and further design an
efficient privacy-preserving decision tree classification model. Our pro-
tocol uses the idea of Beaver triple multiplication combined with secret
sharing to replace the ciphertext homomorphic operation in the orig-
inal comparison protocol. Compared with the comparison protocol re-
lying on the traditional semi-homomorphic encryption scheme, it further
im-proves the operation efficiency and compresses the communication
cost in ciphertext transmission. Security analysis shows that this scheme
achieves the expected privacy for users and model providers. Experi-
mental results on real datasets show that the overall running time of
this scheme is about 0.8s for a decision tree of depth 3, and about 5s for
a decision tree of depth 17. So, its computational overhead is low and
acceptable.

Keywords: Machine learning · Decision tree · Secret sharing ·
Homomorphic encryption · Privacy-preserving

1 Introduction

With the diversification of Internet technology more and more companies are
offering a wide range of remote services to their users. These include machine
learning classifiers for data analysis and prediction services such as healthcare,
transportation, and image recognition. In actual deployment, typically the clas-
sification service provider has a trained model, the user gives an instance as
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input, and its output represents the classification label of its output. The clas-
sifier is trained by the hospital with human and material resources, which is a
trade secret and cannot be disclosed [1]. The user’s input includes their own,
such as height, weight, heart rate, etc., which are personal privacy which cannot
be disclosed. Therefore, privacy protection in the use of machine learning mod-
els is crucial. Since Agrawal et al. [2] proposed privacy-preserving data mining
techniques, mainstream data mining techniques have emerged successively with
solutions to privacy-preserving problems such as neural networks [3], support
vector machines [4], decision trees [5] and random forests [6], etc. In this paper,
we focus on privacy-preserving issues related to decision tree models, its related
work is as follows.

In 2015, Bost et al. [7] were the first to design a privacy-preserving decision
tree evaluation scheme using FHE technique, which uses FHE to encrypt the data
and process the decision tree as a polynomial, and computes the polynomial by
homomorphism to finally obtain the classification result. Subsequently, Wu et
al. [8] used a more lightweight additive homomorphic encryption combined with
oblivious transfer(OT) [9] instead of fully homomorphic encryption to reduce the
computational overhead. Tai et al. [10] proposed to represent the decision tree
as multiple linear functions and determine whether a single leaf node contains a
classification result by calculating the path cost of that leaf node, which reduces
the computational overhead and communication compared to the Wu [8]. In
2019, Zheng et al. [11] proposed to use additive secret sharing technique to
divide the decision tree thresholds with user features into two secret shares and
outsource to two servers to complete the overall classification process using MSB,
but requires a large number of parameters to be prepared in advance by trusted
third parties. In 2020, Xue et al. [12] used Paillier encryption scheme to encrypt
the data using respective shares to do the difference comparison size. Recently,
Cao et al. [13] proposed a multi-key privacy preserving decision tree evaluation
scheme based on double trapdoor encryption scheme, the scheme encrypts data
using DT-PKC encryption system with additive homomorphic property and uses
DGK [14] comparison protocol for node comparison, the overall efficiency of the
scheme is low due to the low efficiency of double trapdoor encryption scheme
and the per-bit comparison of decision nodes.

Our Contribution. In this paper, we propose a privacy-preserving decision
tree classification protocol in the client-server model. The protocol improves
the bit-by-bit comparison scheme proposed by Garay et al. [15] to compare
user’s features with decision nodes bit-by-bit, while ensuring the confidentiality
of user input and decision tree thresholds. It uses Beaver multiplicative triples
to complete the multiplicative operations in the comparison protocol, and avoids
the bit encryption by homomorphic encryption scheme. Hence, it improves the
efficiency of the comparison protocol in the decision tree classification protocol.
To generate the final classification result, the decision tree is transformed into
multiple linear functions and combined with Paillier homomorphic encryption
to complete the cipher-text operation and selection of classification results.
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The rest of this paper is organized as follows: In Sect. 2, we recall the defini-
tion of decision tree classification and some cryptographic tools, including Beaver
multiplicative triple and Paillier cryptosystem. In Sect. 3, we introduce the sys-
tem model and its security model. Our main protocol and its security analysis are
given in Sect. 4 and Sect. 5 respectively. We evaluate its performance in Sect. 6.
Finally, we conclude this paper in Sect. 7.

2 Preliminaries

2.1 Decision Tree Classification

Assume that the input to the user side of the decision tree model is in the
form of an n dimensional feature vector X = (x1, . . . , xn) ∈ Zn, the number
of internal nodes of the decision tree is m, and the node threshold vector is
Y = (y1, . . . , ym) ∈ Zm. We assume that the decision tree is a complete binary
tree and each node has 0 or 2 children, as shown in Fig. 1. A complete binary
tree with m non-leaf nodes has m + 1 leaf nodes and the leaf nodes are denoted
by V = (v1, v2, . . . , vm+1), then the evaluation function of the decision tree is
denoted as T : Zn → {v1, v2, . . . , vm+1}. The output of the decision tree is
denoted as v = T (X), v representing the classification result to which the input
X belongs. The decision process of a decision tree starts at the root node, tests
the conditions on the current node and descends to the left branch node or
right branch node until it reaches some leaf node storing T (X). Usually, each
decision point corresponds to a Boolean function fk(X) = 1{xik > yk}, where
k ∈ {1, 2, . . . ,m} and ik ∈ {1, 2, . . . , n}. If and only if xik is greater than yk,
then fk(X) equals to 1. When fk(X) = 1, then the next step goes to the left
branch of the decision node; Otherwise, it goes to the right branch of the node.

Fig. 1. An example of decision tree.

2.2 Beaver Multiplicative Triple

The Beaver triplet was proposed by Donald Beaver [16] and is mainly applied
to multiplication operations in secure multi-party computation protocols. To
simplify notation, we use “[·]” denote the secret sharing of “·”.
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Suppose the communicating parties A and B have the secret sharing of x
and y. Party A has share [x]A and [y]A, and Party B has share [x]B and [y]B .
They satisfy [x]A + [x]B = x and [y]A + [y]B = y. Now, the secret share [xy] can
be calculated by Party A and Party B according to the following steps:

1. A trusted third party generates a multiplicative triple (u, g, z), which satisfies
z = u · g. The triple is kept secret from the two parties in the operation, but
each of the two parties has the secret share [z], [u] and [g].

2. Party A and Party B calculate the shares of α = x−u respectively, and made
them public, i.e., [α]A = [x]A − [u]A and [α]B = [x]B − [u]B .

3. Party A and Party B calculate the shares of β = y−g respectively, and made
them public, i.e., [β]A = [y]A − [g]A and [β]B = [y]B − [y]B .

4. The two parties reconstruct α and β according to the secret shares.
5. Party A and Party B calculate the shares of η, that is

[η]A = [z]A + α · [g]A + β · [u]A and [η]B = [z]B + α · [g]B + β · [u]B + α · β.

The correctness of above steps to calculate the shares [xy] is showed as fol-
lows: Since the shares [α] and [β] are public, each party can reconstruct α and
β, and hence the above shares [η]A and [η]B . So,

[η]A + [η]B = [z]A + α · [g]A + β · [u]A + [z]B + α · [g]B + β · [u]B + α · β.

= u · g + (x − u) · g + (y − g) · u + (x − u) · (y − g)
= x · y.

2.3 Paillier Encryption Algorithm

The Paillier encryption algorithm [16] is a public key encryption scheme based
on the composite residuosity problem, proposed by Paillier et al. in 1999. It
supports additive homomorphic operations over the message space ZN and is
widely used in various security domains. In this paper, we use ‖ · ‖ to denote the
encryption of “·”, and use Dec(·) to denote the decryption of C. Assume that m1

and m2 are two plaintext messages, and r1 and r2 are two random numbers in
Z∗
N . (N, g) is the public key of the Paillier encryption algorithm, where N is the

product of two large prime numbers p, q and g = 1+N . The Paillier encryption
algorithm is additively homomorphic, as it has the following two properties.

1. Addition: For any two messages m1,m2 ∈ ZN , it has that

‖m1‖ · ‖m2‖ =
(
gm1rN1 mod N2

) · (
gm2rN2 mod N2

)

= gm1+m2(r1r2)N mod N2

= ‖m1 + m2‖.

2. Scalar Multiplication: For any integer k ∈ ZN , it has that

‖m1‖k =
(
gm1rN1 mod N2

)k

= gk·m1(rk1 )N mod N2

= ‖k · m1‖.
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3 System Model and Security Model

3.1 System Model

The system involves three main entities: a user, a service provider, and a trusted
authority. The specific interactions are shown in the following Fig. 2.

Fig. 2. System model.

– User (U). The user has a private input in the form of a feature vector, which
contains information about a different attribute of the user, such as height,
weight, heart rate etc. During the operation of the protocol, the user wants to
use the decision tree model to obtain the classification results corresponding to
their input. As the feature vector may contain sensitive personal information,
the user will not send data in plain text during the operation of the protocol.

– Service provider (P). This entity is the party in the protocol that work
the major computational overhead, usually a commercial company, hospital,
etc. It holds a decision tree model that has been trained by a decision tree
algorithm (e.g. CART, C4.5, etc.) and uses it to provide a classification service
to the user. During the classification process, the model parameters should
be avoided to be leaked to users during the protocol process while ensuring
the decision tree classification function.

– Trust Authority (TA). This entity performs the operations related to
Beaver tri-ples. At the beginning of the protocol, it first generates the corre-
sponding number of triples and shares them secretly with the user and the
classification service pro-vider for the subsequent multiplication of the triples.
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3.2 Security Model

Unlike some research on privacy preservation in the training phase [18–20], we
mainly focus on the existence of security issues in the process of decision tree.

We use U and P to denote the user and the service provider, respectively.
De-note by A an attacker that can collude with either the user or the ser-
vice provider to obtain the secret information of the other party. Let X =
(x1, x2, . . . , xm) ∈ Zm denote the user’s feature vector. Y = (y1, y2, . . . , ym) ∈
Zm and Z = (z1, z2, . . . , zn) denote the node threshold vector and the classifica-
tion result vector of the decision tree, respectively. Let U(X) ↔ P (Y,Z) denote
the running process of the protocol, and (U(X) ↔ P (Y,Z)) = v denote the clas-
sification results obtained by the user. The privacy of the user and the privacy
of the decision tree model can be defined respectively as follows.

– Privacy of User. When A colludes with the model holder P , A can obtain
the model parameters Y and Z. When a user initiates a protocol U(X) ↔
P (Y,Z), the attacker can obtain all the information from the user during
the execution of the protocol. The attacker should not be able to obtain
other information about the user’s feature vectors X = (x1, x2, . . . , xm) and
classification results.

– Privacy of Model. When attacker A conspires with U , the attacker can
choose a different feature vector Xj = (xj,1, xj,2, . . . , xj,m), initiate protocol
U(Xj) ↔ P (Y,Z). The attacker can obtain all the information from the ser-
vice provider during the protocol execution and the corresponding classifica-
tion result vj . Except for the dimensionality of the node threshold vector, the
dimensionality of the classification result vector and the classification result
vj , The attacker should not be able to obtain the node threshold vector and
other information about the classification result vector.

4 Privacy-Preserving Decision Tree Classification

4.1 Secure Decision Node Comparison

This section focuses on the secure comparison of the values owned by the partic-
ipating service provider and users of the protocol. It uses additive secret sharing
and comparison scheme of [17], and allows the service provider to obtain the
encrypted comparison results for each decision node.

Suppose a feature value of the user is represented in bits cl · · · c2c1, and a node
threshold yp of the decision tree model is represented in bits pl · · · p2p1. That
is xc =

∑l
k=1 ck2k−1 and yp =

∑l
k=1 pk2k−1, where l is the bit length of xc

and yp. Let ti denote the result of comparing
∑i

k=1 ck2k−1 with
∑i

k=1 pk2k−1,
i.e., the result of comparing the first i bits of xc with the first i bits of yp.
When

∑i
k=1 ck2k−1 >

∑i
k=1 pk2k−1, ti equals to 1; Otherwise, it is 0. To obtain

the result of the comparison between xc and yp, it is necessary to compare the
iterative formula of the protocol to calculate:

ti = (1 − (ci − pi)2)ti−1 + ci(1 − pi) (1)
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where i denotes the number of bits and 1 ≤ i ≤ l, t0 = 0. When i equals to l, tl
is the final comparison result. Under the modulo 2 operations, the formula Eq. 1
is further simplified into the following equation:

ti = (1 + ci + pi)ti−1 + ci(1 + pi) (2)

As both the provider and the user are honest and curious, both parties can
secretly save each other’s bits during the iterative computation process of tl,
and thus recover the full threshold and user’s feature values. To solve this prob-
lem, we use additive secret sharing combined with Beaver triples to solve the
multiplication operation in Eq. 2, including (1 + ci + pi)ti−1 and ci(1 + pi).

In detail, for each i ∈ 1, 2, . . . , l, the user side and the service provider divide
each bit of secret sharing xc with yp into [ci]0, [ci]1, [pi]0 and [pi]1, where the
subscript 0 indicates the secret share of the user and the subscript 1 indicates
the secret share of the service provider. Specifically,

[ci]0 = ci, [ci]1 = 0, [pi]0 = 0 and [pi]1 = pi

According to the above approach, the user and the provider can calculate
the secret sharing of 1 + ci + pi and 1 + pi respectively:

[1 + ci + pi]0 = 1 + [ci]0 + [pi]0 [1 + pi]0 = 1 + [pi]0
[1 + ci + pi]1 = [ci]1 + [pi]1 [1 + pi]1 = [pi]1

Initializing the secret sharing of t0 as [t0]0 = [t0]1 = 0. Using the prepared
Beaver triple for multiplication, the user and the provider calculate the secret
sharing of ti respectively. With the help of the Beaver triple, they compute the
secret shares of (1 + ci + pi)ti−1 and ci(1 + pi) respectively. Then, the additive
secret sharing of ti is calculated for both parties as:

[ti]0 = [(1 + ci + pi)ti−1]0 + [ci(1 + pi)]0
[ti]1 = [(1 + ci + pi)ti−1]1 + [ci(1 + pi)]1

The process is iterated until i equals to l. Finally, the user encrypts [tl]0
using the Paillier public key and sends ‖[tl]0‖ to the provider. Then, the provider
calculates ‖tl‖ based on its own secret sharing:

– If [tl]1 = 0, then ‖tl‖ = ‖[tl]0‖;
– If [tl]1 = 1, then ‖tl‖ = ‖1 − [tl]0‖.

For each threshold yk in the node threshold vector of the decision tree model
Y = (y1, y2, . . . , ym) and the corresponding feature value xik in the feature vector
X = (x1, y2, . . . , xn), the user runs the protocol and the service provider can
then calculate the ciphertexts of the comparison results for any decision node
‖B‖ = {‖b1‖, ‖b2‖, . . . , ‖bm‖}, where ‖bj‖ is the ciphertext of the comparison
results for the j-th decision node. More details are shown in Protocol 1.
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Protocol 1: Secure Decision Node Comparison

Input (U): xc, pk
Input (P): yp, pk
Output (P): ‖b‖
1. U & P:

(1) xc and yp are represented in bits, i.e., xc = cl · · · c1, yp = pl · · · p1.
(2) Define the secret sharing of each bit:

[ci]0 = ci, [pi]0 = 0, [ci]1 = 0, [pi]1 = pi, i ∈ {1, 2, . . . , l}
(3) Define secret sharing according to step (2):

[1 + ci + pi]0 = 1 + [ci]0 + [pi]0, [1 + pi]0 = 1 + [pi]0
[1 + ci + pi]1 = [ci]1 + [pi]1, [1 + pi]1 = [pi]1

2. U & P:
(1) Set [t0]0 = [t0]1 = 0, then calculate the value of 1 + ci + pi and 1 + pi using

Beaver triple.
(2) Calculate the secret shares of ti:

[ti]0 = [(1 + ci + pi)ti−1]0 + [ci(1 + pi)]0
[ti]1 = [(1 + ci + pi)ti−1]1 + [ci(1 + pi)]1

z (3) Repeat steps (1)(2) until i = l.
3. U:

Encrypt [tl]0 using pk, then send the ciphertext ‖[tl]0‖ to P.
4. P:

Calculate the ciphertext ‖tl‖ according to [tl]1:

‖tl‖ =

{ ‖[tl]0‖ if [tl]1 = 0
‖1 − [tl]0‖ = ‖1‖ · ‖[tl]0‖N−1 if [tl]1 = 1

Denote ‖tl‖ as the ciphertext of decision node comparison result ‖b‖.

4.2 Secure Path Evaluation

After running the comparison protocol of the previous section for each node
of the decision tree, the classification service provider obtains the encrypted
comparison result ‖bj‖ for each decision node Nodej and the set of encrypted
comparison results are denoted as ‖B‖ = {‖b1‖, . . . , ‖bj‖, . . . , ‖bm‖}. In this
section, the classification service provider will perform path evaluation using
‖B‖ to obtain the path cost of all leaf nodes.

In detail, for each decision node Nodej associated with its two branches: the
left branch is assigned edge cost ej,left = bj and the right branch is assigned
edge cost ej,right = 1 − bj . The path cost Pk for each leaf node is defined as the
sum of all edge costs on the path to that leaf node, and the classification value
vk contained classification result of the decision tree if and only if Pk = 0.

Combined with the path cost mechanism in [13], the secure path evaluation
of this scheme is shown in Protocol 2. First, the classification service provider
sets the left edge cost of each decision node to be ‖ej,left‖ = ‖bj‖. For the right
edge cost, it is ‖ej,right‖ = ‖1‖ · ‖bj‖N−1 using the homomorphic property of
Paillier cryptosystem. Finally, the classification service provider multiplies the
ciphertext of the edge cost on each leaf node path to obtain the ciphertexts
‖P‖ = {‖P1‖, ‖P2‖, . . . , ‖Pm+1‖} of each leaf node path cost.
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Protocol 2: Secure Path Evaluation

Input (P): ‖bj‖, pk
Output (P): ‖Pk‖
1. P:

For each decision node Nodej , set:
‖ej,left‖ = ‖bj‖ and ‖ej,right‖ = ‖1 − bj‖ = ‖1‖ · ‖bj‖N−1.
2. P:

Set the path cost of Leafk: ‖Pk‖ is the concatenated product of each edge cost ‖e‖
on that path.

4.3 Secure Classification Result Generation

After the secure path evaluation phase, the service provider obtains the cipher-
text of the path cost of each leaf node. In this phase, the provider outputs the
corresponding classification results based on the ciphertext of the path cost of
the leaf nodes and sends them to the user. The user decrypts the ciphertexts to
obtain the final classification results.

Fig. 3. System model.

Suppose the current decision tree has m + 1 leaf nodes, and denote by
Leaves = {leaf1, leaf2, . . . , leafm+1} the set of leaf nodes. Each leaf node has
the corresponding classification result V = {v1, v2, . . . , vm+1} and its correspond-
ing path cost P = {P1, P2, . . . , Pm+1}. The protocol first transforms the decision
tree model into m+1 linear functions according to equation hk = Pk +vk, where
k ∈ {1, 2, . . . ,m + 1}. When the path cost Pk = 0, the value of hk is the final
classification result, and the user can use this property to recover the correct
classification result vk. As shown in Fig. 3, the linear function of each leaf node
of the decision tree is defined as follows:

P1 = b1 + b2 h1 = P1 + v1

P2 = b1 + (1 − b2) h2 = P2 + v2

P3 = 1 − b1 + b3 h3 = P3 + v3

P4 = 1 − b1 + (1 − b3) h4 = P4 + v4
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In detail, the protocol is shown in Protocol 3 below. First, for each k ∈
{1, 2, . . . ,m + 1}, it selects a random number rk ∈ Z∗

P and multiples it with
the path cost P to obtain P ∗

k = ‖Pk‖rk by the Paillier encryption homomorphic
property. This step is a randomized masking of the path cost and classification
values of the leaf nodes. It ensures that the user will only recover the right
classification value after receiving them and hence achieves the purpose of hiding
the decision tree structure from the user side.

Protocol 3: Secure Classification Result Generation

Input (P): ‖P‖ = {‖P1‖, ‖P2‖, . . . , ‖Pm+1‖}, pk
Output (U): v
1. P:
For each leaf node leafk, where k ∈ {1, 2, . . . ,m + 1}, do:

(1) Randomly select rk ∈ Z∗
P .

(2) Calculate P ∗
k = ‖rk · Pk‖ = ‖Pk‖rk .

(3) Encrypt vk, denoted as ‖vk‖.
(4) Calculate h∗

k = P ∗
k · ‖vk‖ = ‖rk · Pk + vk‖.

Send H∗ = {h∗
1, h

∗
2, . . . , h

∗
m+1} and {P ∗

1 , P
∗
2 , . . . , P

∗
m+1} to U.

2. U:
(1) For every k ∈ {1, 2, . . . ,m+1}, decrypt the P ∗

k corresponding to each leaf node.
(2) If Dec(P ∗

k ) = 0, decrypt the corresponding h∗
k to be the classification result v.

The service provider then sends to the user these randomized linear functions
H∗ = {h∗

1, h
∗
2, ..., h

∗
m+1} and P ∗

k corresponding to each h∗
k, where h∗

k = ‖rk ·P ∗
k +

vk‖ and k ∈ {1, 2, . . . ,m + 1}. The user decrypts these P ∗
k using the Paillier

private key sk. If P ∗
k = 0, then the plaintext corresponding h∗

k to is just the final
classification result. If P ∗

k �= 0, the user only gets the random value rk · P ∗
k + vk,

which is the sum of vk plus the multiplication of the random number rk with
P ∗
k .

5 Security Analysis

According to the system model, the privacy preserving decision tree classification
protocol should be guaranteed to be secure to the semi-honest service provider
and user. In other words, the user will not disclose any information about the
feature vectors and classification results during the protocols, and the service
provider will not disclose any information about the parameters of the decision
tree.

1. Security for users. The user owns the full share of the feature vector before
the beginning of the protocol. During the process of step 1 in Protocol 1,
the server provider owns the secret share of the bits of feature vector, but
it cannot recover their value. During the secure multiplication operation via
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Beaver triple, the user and the provider operate locally through their respec-
tive secret shares. By the property of the Beaver triple, it guarantees that the
user and provider compute their own secret shares, i.e. the intermediate and
final results of the comparison are completely hidden to each other. Thus,
the user’s feature data is confidential, during the calculation of the compar-
ison results. In step 3 of the Protocol 1, the user encrypts the shares of the
node comparison results via Paillier encryption scheme. As the Paillier cryp-
tosystem is semantically secure, the eavesdropper would still not be able to
obtain any information about the comparison results, even he captures the
ciphertexts. Therefore, our protocol is secure for the user.

2. Security for service provider. The security of the provider is mainly
related to Protocol 1 and Protocol 3. In Protocol 1, similar to the secu-
rity analysis of user data, the secret shares of the intermediate comparison
results are kept secret from each other according to the property of the Beaver
triple. In step 4 of Protocol 1, as the service provider processes the share of
comparison result of each decision node locally, the user does not obtain any
information about the comparison results and cannot calculate the thresh-
old value from the comparison results. In step 1 of Protocol 3, the path
cost of each leaf node is randomized. The user only gets the classification
result corresponding to the path cost with 0 from decryption. Thought the
user can decrypt the other path costs and classification results, these values
are masked by multi-plying randomness and thus the user cannot get any
information about the original path costs and classification results from the
decryption results. Thus, the model’s thresholds and other classification data
are kept confidential from the user or other external attackers.

6 Performance Evaluation

6.1 Complex Analysis

The main difference between this scheme and [10,12] is the way of handling the
comparison of decision node threshold and feature value. In [10], the authors use
the traditional bit-by-bit encryption, which has higher computational complex-
ity but relatively less communication rounds. Users only need to encrypt their
respective feature data bit-by-bit via a homomorphic encryption scheme, and
then send them to the service provider. The service provider runs the homomor-
phic encryption according to the property of DGK comparison protocol. In [12],
the authors use Paillier cryptosystem to encrypt data and determines the com-
parison results by judging between positive and negative difference values.

The comparison of the complexity and communication rounds with ours
and [10,12] is shown in the following Table 1. In the table, n is the dimension of
the user feature vector, m is the number of decision tree nodes of the provider, d
is the depth of the decision tree, and t is the bit length of a feature value and a
threshold value. Also, it is defined that the user sends the data and the provider
processes the data and returns it to the user for one communication round.
According to Table 1, our protocol has low computational complexity compared
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with the other two schemes. While it requires too many communication rounds,
the comparison algorithm of our protocol is under the modulo 2 operations and
the communication complexity should not be large.

Table 1. Computational complexity.

Protocols Complexity Communication rounds

User Provider

[10] O((n + m)t) O((n + m)t) 2

[12] O(n + m) O(m) 2

Ours O(m) O(m) t

6.2 Efficiency Analysis

This protocol is evaluated on a laptop with Windows 10 operating system,
2.40GHz Intel i5-10200H processor and 16GB RAM. We used BigInteger in Java
to implement our decision tree evaluation protocol, and select three datasets
from the UCI database (breast cancer, heart disease and spambase) to test the
computation time and communication overhead of this protocol. The evaluation
results of our scheme with [10] and [12] are shown in Table 2, where n represents
the number of user feature vector dimensions, d denotes the depth of the decision
tree, and m denotes the number of decision nodes.

When the decision tree structure is simpler, our scheme has only a small
difference in time overhead from [10] and [12]. When the decision tree is more
complex, our protocol is more efficient than the other two protocols. The protocol
in [10] uses Lifed ElGamal encryption scheme to encrypt data bit by bit, so the
user re-quires a large amount of computation.

Table 2. Performance comparison.

Dataset n d m Protocols Total time (s) Bandwidth (KB)

Breast-cancer 9 8 12 [10] 1.491 64.384

[12] 1.125 6.016

Ours 0.642 4.768

Heart-disease 13 3 5 [10] 0.855 22.271

[12] 0.545 3.840

Ours 0.322 3.320

Spam-base 57 17 58 [10] 17.202 632.922

[12] 14.911 34.560

Ours 4.638 28.528
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The protocol in [12] uses Paillier encryption scheme to encrypt data and
uses the homomorphic property of Paillier encryption to compare the threshold
and feature value. It reduces the computational overhead of per-bit comparison
in [10], but the user and the provider still need to spend some time overhead
and communication overhead to compute the ciphertext homomorphic operation
and to transmit ciphertexts.

7 Conclusion

In this paper, a secure and efficient decision tree classification protocol based on
an improved per-bit comparison protocol of [17]. In the decision node compar-
ison stage, the original idea of homomorphic multiplication under ciphertext is
replaced with Beaver multiplicative triples. In the process of decision tree classi-
fication, the Paillier encryption scheme is used to guarantee the privacy of user
in-put, classification results and model thresholds. Through experimental anal-
ysis and comparison on real datasets, our protocol achieves low computational
and communication overhead between user and service provider. We will subse-
quently optimize the scheme to continue reducing the computational overhead
on the user side and extend the model to other machine learning algorithms such
as random forests and neural networks.

Acknowledgement. This research is supported by the Basic Research Program of
Qinghai Province 2020-ZJ-701.
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Abstract. In many scenarios, sources want to publish information anonymously
and allow it to be distributed on a large scale in a short period of time. To this end,
we proposed a bi-objective source hiding method to locate the sources with both
hiding and propagation capability in the network. Firstly, three heuristic methods
are proposed to evaluate the hiding performance of nodes. Secondly, based on the
characteristics of network propagation, breadth first search is applied to measure
the propagation capability of nodes. Then, a normalization method is proposed
to comprehensively evaluate the hiding ability and propagation ability of nodes,
and the node with the strongest comprehensive ability is used as the propagation
source. Finally, experiments are simulated based on five different source detection
methods on multiple network structures, and the experimental results demonstrate
the effectiveness of our method.

Keywords: Complex network · Propagation · Source hiding

1 Introduction

In the face of various network risks, such as public opinion, computer viruses and
biological viruses, pinpointing the source of propagation in the network is an effective
means to control the risks in a timely manner [1, 2]. Therefore, the identification of
propagation sources in complex networks has been a hot topic of interest for researchers.
However, there are still risks in locating sources using current source detection methods.
They usually target infinite networks and randomly select sources to be simulated in
simulation experiments. This makes it possible to successfully evade detection.

Propagation sources have an incentive to evade source detection in multiple sce-
narios to maintain their privacy. For example, anonymous platforms want to guarantee
the anonymity of message senders to enable their freedom of expression [3, 4], and
publishers of messages in social networks want to deliver messages on a large scale
without revealing the personal information of the publishers [5–7]. Therefore, work on
their possible hiding strategies from a source hiding perspective can not only be useful
in these scenarios to meet the demand, but also be used to help network administrators
analyze the strategies and behavior patterns of evaders to facilitate timely and effective
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risk containment. In addition, the ability of nodes to efficiently disseminate information
is an important factor in measuring their performance, which illustrates the impact of
nodes on the dynamic dissemination process. Revealing this property of nodes will help
to better optimize the limited resources for information dissemination [8, 9], which can
be used, for example, to describe and predict the dynamic characteristics of financial
markets [10] or to effectively market products at low cost [11].

Based on this, we propose a bi-objective source hiding method that satisfies the dual
requirements of hiding and propagation capability. The main contributions of this paper
are summarized as follows:

– Based on the analysis and replication of existing source detection work, we tested the
hiddenness of sources at different locations and found that the closer the location is
to the network boundary, the stronger the hiding.

– Heuristicmethods are proposed tomeasure source hiding andpropagation capabilities.
In scenarios where there is a need for anonymity, locating nodes with high hiding in
the network to use them as sources is more operable than methods such as setting
propagation protocols [12, 13] and changing the network structure [14].

– A bi-objective strategy is proposed to locate sources in the network with both hiding
and propagation, and the node with both high hiding and high propagation capability
is selected as the source through a comprehensive evaluation of the nodes.

– Evaluation metrics are proposed to measure the effectiveness of detection frommulti-
ple perspectives. The evaluationmetrics proposed in this paper are not only generalized
to measure the detection effectiveness of arbitrary source detection methods, but also
applicable to evaluate the propagation capability and hiding performance of arbitrary
nodes.

2 Source Hiding Analysis

In real life, networks are bounded. A paper [17] states that the boundaries of the network
can affect the effectiveness of source detectionmethods. This is indeed the case, a simple
example of which is shown in Fig. 1. When node 1 is the source and both nodes 2 and 3
are infected, the infected network is shifted towards the subtree with node 4 as the root. If
the tracer uses the central method of rumor [1, 2] to locate the propagation source in the
network snapshot shown in the figure, node 4 will be detected as the propagation source,
while the real source (node 1) is not detected. It can be concluded that the boundary of
the network will have a great impact on the detection of the source.

Further, the location of sources in the finite network will affect the detection effec-
tiveness of the source detection method. As shown in Fig. 2, node A is a source in the
network of Fig. 2(A) and node B is a source in the network of Fig. 2(B). Obviously, due
to the different positions of nodes A and B in the network, their own hiding is also dif-
ferent. If we use the rumor center method [18, 19] to locate the source in snapshot 3, we
can accurately locate the source A in Fig. 2(A), but cannot accurately locate the source B
in Fig. 2(B). Therefore, the difficulty of locating the source at different locations based
on the same source detection method is different.

To verify the above conclusions, we used several classical source detection methods
including the rumor centrality (RC) [2] method, the Jordan centrality (JC) [16] method,
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Fig. 1. Example network used to illustrate the impact of network boundaries.

Fig. 2. Example network to illustrate the effect of different location sources on results.

the reverse infection (RI) [20] algorithm, the dynamic age (DA) [21] method and a
maximum a posteriori (MAP) estimator [22] for sources at different locations to test the
hiding of sources at different locations. First, the underlying network is set as a scale-free
network with the number of nodes of 500. Then, the positions of the nodes are described
based on the closeness centrality [23] of the nodes. Finally, we use the above method
to detect the sources at different locations and calculate the distance between the real
source and the detected estimated source, denoted by E. The final test results are shown
in Fig. 3.

The horizontal axis of the figure indicates the closeness centrality of the source, and
the vertical axis indicates the mean value of the error distance obtained by detecting it
M times (M ≥ 500). The blue scatter points are the actual detection result data points,
and the red straight line is the fitted line. It is clear from the figure that the error distance
increases with increasing source closeness centrality for any source detection method.
This indicates that the effectiveness of the source detection method is directly related to
the location of the propagating source, and that sources located at the network boundary
have better hiding.
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Fig. 3. Detection results for different location sources.

3 Metric and Method

We assume that the propagation process starts at a single source and use an SI model
based on the Gillespie algorithm [15] to simulate the propagation process. Table 1 shows
some important symbols.
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Table 1. Main mathematical symbols and their meanings.

Symbol Meaning

G = G(V ,E) The network structure, V is the set of nodes and E is the set of edges

GI = GI (VI ,EI ) An infected subgraph of G

v∗ The real infection source

v
∧

The detected source

N (vi) The set of neighbor nodes of node vi

NI (vi) The set of neighbor nodes of node vi that are in the infected state

dG(vi, vj) The shortest distance between node vi and vj

gviG The number of paths through node vi in graph G

3.1 Metric for Source Hiding

Hiding of Sources Based on Centrality Metric. Through the analysis in Sect. 2, we
know that nodes located at the boundary of the network have better hiding. The closeness
centrality of a node can indicate the position of the node in the network structure. In a
network with N nodes, the closeness centrality of node vi can be calculated using the
following equation.

CC(vi,G) =
∑

vj∈V dG
(
vi, vj

)

N − 1
(1)

In addition to this, the betweenness centrality [24] of a node can indicate the inter-
mediary performance of the node in the network. By calculating it can find the endpoint
of the shortest path in the network and consider this node more hided compared to other
nodes. The formula for the betweenness centrality is as follows.

CB(vi,G) = gviG
∑

vj∈V g
vj
G

(2)

Hiding of Sources Based on Improved K-Shell Algorithm. TheK-Shell algorithm is
often applied to evaluate the importance of nodes [25]. However, this method is not
effective for some networks. As shown in Fig. 4, if the traditional K-Shell algorithm
is used to mark the location attributes of nodes in the network, all nodes in Fig. 4(a)
will be marked with the same location, and the nodes in Fig. 4(b) are divided into two
levels. Obviously, this does not fully confirm the location of the structure where each
node is located. In fact, the position of these nodes in the network structure is different.
Therefore, we propose an improved K-Shell method for marking the location properties
of nodes more efficiently. The specific steps are:

1. Find the nodes in the network with degree 1, mark their position attribute kns as 1,
and then delete these nodes and their connected edges.
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2. Step 1 is repeated until the degree of each node in the network is greater than 1.
In each round, the kns values of the marked nodes are added by 1, and then these
marked nodes and their connected edges are deleted.

3. Find the node with degree 2 in the network, continue to mark its kns as the current
kns plus 1, and then delete the marked nodes and their connected edges.

4. Repeat until all nodes in the network are tagged with the corresponding location
attributes.

Fig. 4. Example network for which traditional K-Shell methods fail.

Fig. 5. Results of the improved K-Shell algorithm on the example network.

The node partitioning of our improved K-Shell algorithm for the network shown
in Fig. 4(b) is illustrated in Fig. 5. This allows a more efficient description of where
the nodes are located in the network structure and thus locates the nodes located at the
network boundaries.

Hiding of Sources Based on Network Diameter. The maximum value of the shortest
distance between any two nodes in the network is the diameter of the network [26]. As
shown in Fig. 6, the shortest path between node 1 and node 7 constitutes diameter 1, and
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the shortest path from node 8 to node 13 constitutes diameters 2 and 3. This shortest path
spans the entire network, and its length indicates the “depth” of the network. Therefore,
the node located at the center of the network diameter must be located at the center of
the network structure will be called the central node. Accordingly, the nodes located
at the diameter boundary must be located at the boundary of the network. It is worth
mentioning that there may be multiple diameters in a network, and each diameter will
have corresponding central and boundary nodes. The set of central nodes on all diameters
is the set of central nodes of the network.

Fig. 6. Example network for illustrating network diameter.

Based on this, we can mark the location attribute ld of the nodes in the network by
the diameter. The larger the value of ld , the better the node hiding. First, we find all the
network diameters and thus the central set of nodes, marking the ld values of the nodes
in the set as 0. Then, the location attributes ld of other nodes in the network are marked
layer by layer according to the central node set. Specifically, the ld of each non-central
node takes the value of its shortest distance from all nodes in the central node set. The
ld values of the nodes of the example network in Fig. 6 are shown in Fig. 7.

3.2 Metric for Source Dissemination Capability

The propagation capability of a source indicates whether it can efficiently disseminate
information to other nodes in the network. Therefore, we quantify the propagation capa-
bility of a source as the reachable propagation size in a specific time, and apply the
breadth-first idea to the metric of node propagation capability. Combining the infection
time and infection scale, the propagation capacity of node vi in the network is denoted
as S(vi), which is defined as follows.

S(vi) =
∫ dia

1
|VI (vi, t)|dt (3)
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Fig. 7. The ld values of the nodes in the example network.

where dia denotes the diameter of the network and |VI (vi, t)| denotes the number of
infected nodes at moment t with node vi as the source and propagation probability of 1.
Specially, since the propagation probability is set to 1, the infection process is similar
to a breadth-first traversal process with vi as the root. Specifically, |VI (vi, t)| can be
expressed as

{
Nt(vi) = N (Nt−1(vi))

|VI (vi, t)| = 1 + ∑

t
|Nt(vi)| (4)

where Nt(vi) denotes the number of infected nodes added at moment t, i.e., the number
of neighboring nodes of the infected nodes added at moment t − 1, using node vi as the
source.

3.3 Bi-objective Source Hiding Method

We synthesize the above parameters based on the normalization idea to locate the nodes
with both hiding and propagation ability. First, the above evaluation metrics are divided
into two categories of node hiding evaluation metrics (CC(vi),CB(vi), kns(vi), ld (vi))
and node propagation ability evaluationmetrics (S(vi)), which are normalized separately.
The combined calculation of hiding metrics is shown in Eq. (5) and Eq. (6).

In Eq. (5), CCmin and CCmax denote the minimum and maximum values of closeness

centrality in the network, respectively, and
∼
CC denotes the normalized result of closeness
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centrality values. Other hiding metrics have the same meaning as closeness centrality.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

˜CC(vi) = 1
4 × CC (vi)−CCmin

CCmax−CCmin

˜CB(vi) = 1
4 × CB(vi)−CBmin

CBmax−CBmin

˜kns(vi) = 1
4 × kns(vi)−knsmin

knsmax−knsmin
˜ld (vi) = 1

4 × ld (vi)−ldmin
ldmax−ldmin

(5)

˜E(vi) = ˜CC(vi) + ˜ld (vi) − ˜kns(vi) − ˜CB(vi) (6)

In Eq. (6), all the node hiding metrics are combined to obtain ˜E(vi). The higher
its value is, the better the node is hidden. The normalization of the node dissemination
capability metrics is as follows.

˜S(vi) = S(vi) − Smin(vi)

Smax(vi) − Smin(vi)
(7)

where Smin(vi) and Smax(vi) denote the minimum and maximum quantitative values of
node propagation capacity, respectively. ˜S(vi) is the normalization of the propagation
capacity, and the higher its value the stronger the propagation capacity of the node.

Finally,we combine the parameters ˜E(vi) and ˜S(vi) to locate the nodes in the network.
Since the normalized parameters ˜E(vi) and ˜S(vi) both take values in the range of 0 to 1,
and the larger their values, the stronger the corresponding characteristics. Therefore, we
construct a two-dimensional plane based on these two parameters to describe each node
in the network. In this plane, the limit optimal value (1, 1) is taken as the center. The
five points with the closest distance to the center are the target points with both hiding
and propagation ability. Where the calculation of the distance D(vi) can be expressed as

D(vi) =
√

(
1 − ˜E(vi)

)2 +
(
1 − ˜S(vi)

)2
(8)

4 Experiment

4.1 Dataset

To verify the effectiveness of our proposed method, we conducted simulation experi-
ments on two types of generative networks (small-world network and scale-free network)
and two types of real networks (E-mail network and Facebook network), respectively.

1. Small-world network: The Watts-Strogatz model was used in the experiments to
reconnect each edge on the network with a probability of 0.03, resulting in a small-
world phenomenon.

2. Scale-free network: A scale-free network is generated in the experiments based on
the Barabasi-Albert model, and its scale-free property is ensured by continuously
adding new nodes and preferentially connecting height nodes.
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3. E-mail network: This network contains the communication data of about 500,000
E-mails. The addresses of the E-mails are derived as nodes in the network, and
an undirected edge will be established between the sender and the receiver of the
E-mails [27].

4. Facebook network: contains information about users who registered to the Facebook
social platform. The nodes in the network represent users of the Facebook platform,
and the edges represent the interactions between users [28].

The specific network parameters used in the experiments are shown in Table 2.

Table 2. Network parameters.

Network Number of
nodes

Number of
sides

Average
degree

Average
clustering
coefficient

Network
diameter

Small-world 500 5,000 20 0.614 10

Scale-free 500 1,994 7.976 0.246 7

E-mail 1,005 25,571 25.444 0.473 7

Facebook 4,039 88,234 18.816 0.635 7

4.2 Evaluation Metrics

In this paper, the following parameters are applied to evaluate the detection results of
source detection methods.

1. e(v∗, k): the distance between the detected true propagation source v∗ and the esti-
mated source detected by the source detection method when the infection size is k.
It is called the error distance, abbreviated as e. It is usually expressed in terms of hop
count, which is obtained by calculating the number of edges passed by the shortest
path between two points.

2. E(v∗, k): the mean value of the distance between the real source v∗ and the estimated
source located by the source detection method, abbreviated as E, when the infection
size is k, and the infection and detection process is executed M times with node v∗
as the real source. The calculation formula is as follows.

E
(
v∗, k

) =
∑M

i=1 ei(v
∗, k)

M
(9)

3. t(v∗, k): the time required to reach the infection size k with node v∗ as the source,
abbreviated as t.
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4. T (v∗, k): the average value of the time required to execute the infection and detection
process M times with node v∗ as the source, abbreviated as T , and calculated as
follows.

T
(
v∗, k

) =
∑M

i=1 ti(v
∗, k)

M
(10)

5. T : the mean value of the time required to traverse each node in the network as a
source and reach a fixed infection size k, calculated as follows.

T =
∑

v∗∈V T (v∗, k)
|V | (11)

6. Error: the mean value of the error distance obtained by traversing each node in the
network as a source when the infection size k is fixed, which will be abbreviated as
E in the later section and calculated as follows.

Error =
∑

v∗∈V E(v∗, k)
|V | (12)

It is worth mentioning that the detection result obtained when the number of
randomizations is large enoughwill be the same as the result of traversing the source,
so we traverse the source to obtain this value in our experiments.

7. Pe(v∗, k): the probability that the error distance in the detection result is e when the
node v∗ is set as the source and the infection size is k, which will be abbreviated as
Pe in the later section and calculated as follows.

Pe
(
v∗, k

) = P
(
e
(
v∗, k

) = e|v∗) (13)

4.3 Experimental Results on Scale-Free Network

In the scale-free network, we rate the nodes in the network based on their hiding and
propagation capabilities, and the top five nodes are shown in Table 3, and the nodes
shown in the table are used as sources in turn for the experiments.

Table 3. Information about nodes in scale-free network.

Source ID S kns ld CC CB D

255 2,514 4 3 3.980 0.703 0.720

370 2,479 4 3 4.050 0.505 0.724

352 2,462 4 3 4.084 0.549 0.726

473 2,418 4 3 4.172 0.364 0.731

468 2,404 4 3 4.200 0.260 0.733
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To test the source hiding, we use the five algorithms described in Sect. 2 to locate
the propagation source respectively, and the experimental results are shown in Fig. 8.

The horizontal axis in the figure indicates the infection size, and the vertical axis
indicates the error distance between a specific source and a randomly selected source

Fig. 8. Experimental results of five source detection methods on scale-free network.
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in the detection results. It can be clearly seen that the selection of sources based on the
method described in this paper will improve the error distance of the detection results
compared to the random selection of sources. This not only shows that sources taken for
the experiments have strong hiding, but also demonstrates that our proposed heuristic
method can effectively measure the hiding of nodes and thus locate the nodes with strong
hiding.

To test the propagation ability of the source, we compare the propagation efficiency
of a randomly selected source and a source selected with heuristics at different infec-
tion sizes. Specifically, the propagation efficiency is expressed as the time required to
propagate to a specified size with the node as the source. A shorter time required indi-
cates a higher propagation efficiency and a higher propagation capability of the source.
Similarly, traversing the nodes in the network as sources, the mean value of the infec-
tion time is calculated and denoted as T and the infection time of other source-specific
nodes is denoted as T . The experimental results are shown in Fig. 9. Compared with the
randomly selected source, the source selected based on the composite scoring method
has a stronger propagation capability, and it can quickly infect the specified number of
nodes to reach the expected infection scale.
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Fig. 9. Source propagation capacity comparison on scale-free network.

Table 4 shows sources selected for this policy for a number of 60 infected nodes.
Sources in the table are ranked according to their overall scores.

From the experimental data, it canbe seen that the best propagation source for strategy
selection is the node with the strongest overall capability. For example, source 255 is
not the most well hidden, but its propagation ability is higher than other nodes. Overall,
the sources selected by the source hiding strategy have higher hiding and propagation
capabilities than the randomly selected sources. In addition, the results in the table show
that the detection effect is different when different source detection methods are used
with the same node as the source. For the sources selected by the strategy, the JCmethod
is less effective in detecting them compared to other source detectionmethods. However,
the JC method is not the worst performer when looking at the detection results of all
nodes in the network. This indicates that the detection results of the JC method are more
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Table 4. Comprehensive comparison of experimental results on scale-free networks

Source ID T/T E/E

RC JC RI DA MAP

255 7.122 2.800 3.105 2.795 2.810 2.937

370 7.320 2.625 3.070 2.790 2.750 2.887

352 7.279 2.635 2.910 2.770 2.700 2.800

473 7.521 2.810 2.955 2.975 2.830 3.137

468 7.220 2.885 3.030 2.855 2.815 3.057

Random 10.878 2.021 2.196 2.209 2.073 2.308

correlated with the source location and its detection is more susceptible to the influence
of the source location.

4.4 Experimental Results on Small-World Network

In the small-world network, the integrated capability of each node in the network is
measured based on the bi-objective source hiding method, and the node with strong
integrated capability is selected as the source. The information of the top five nodes in
the comprehensive ability score in the calculation results is shown in Table 5.

The experimental results of testing source hiding using five source detectionmethods
are shown in Fig. 10. The horizontal axis in the figure indicates the infection scale, and
the vertical axis indicates the detection results for specific sources and randomly selected
sources.

In this case, the larger the value of the error distance, the worse the detection and
the better the hiding effect on the source. Obviously, compared to randomly selected
sources, the error distance of the detection results of policy-selected sources is greater
and the detection is worse. This shows that sources based on the composite scoring
method in small-world network can still select sources with high hiding, successfully
avoid detection, and ensure the anonymity of the sources.
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Fig. 10. Experimental results of five source detection methods on small-world network.

The results of testing the propagation capability of the sources selected by the strategy
at different infection sizes are shown in Fig. 11. The experimental results vary at different
scales, and the detection effect for different sources at the same scale also differs. For
example, node 297 and node 262 lags behind other nodes in terms of propagation capa-
bility, while nodes 87 and 196 are consistently higher than randomly selected sources.
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Table 5. Information about nodes in small-world network.

Source ID S kns ld CC CB D

297 1,880 16 2 5.251 2.201 0.840

262 1,965 16 1 5.080 19.660 0.914

76 1,775 18 3 5.461 1.707 0.932

87 1,681 18 3 5.649 2.101 0.935

196 1,659 18 3 5.693 0.862 0.939
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Fig. 11. Source propagation capacity comparison on small-world network.

This is because there are more connected edges between nodes in a small-world, and
nodes located at different locations in the network have similar propagation capabilities.

The experimental results of the policy-selected source and the random-selected
source in the small-world network when setting the infection size to 60 are shown
in Table 6.

Table 6. Comprehensive comparison of experimental results on small-world network.

Source ID T/T E/E

RC JC RI DA MAP

297 11.233 2.298 1.434 1.596 1.648 2.917

262 11.075 2.235 1.716 1.587 1.466 2.950

76 11.193 2.364 1.238 1.880 1.772 3.227

87 10.530 2.364 1.532 1.616 1.508 3.160

196 10.649 2.644 1.400 1.714 1.722 3.197

Random 10.878 2.234 1.266 1.576 1.457 2.943
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The results show that the policy-selected sources have similar propagation ability to
the randomly selected sources, but the hiding is higher than that of the randomly selected
sources. This is because compared to scale-free network, small-world networks have
higher clustering properties and smaller average shortest distance betweennodes,making
the size of the infected networks generated in the same time similar when different nodes
are sources.

4.5 Experimental Results on Real Network

The effectiveness of the source selection method is demonstrated by comparison in the
simulations of small-world network and scale-free network. On this basis, we tested the
integrated node scoring method in real E-mail networks and Facebook networks. The
information of the top five nodes in both networks is shown in Table 7 and Table 8,
respectively. The number of nodes in the E-mail network and the Facebook network are
1005 and 4039, the number of edges are 25571 and 88234, respectively.

The number of infected nodes is set to 100 and 300 in the experiments of E-mail
network andFacebooknetwork, respectively.Thepropagation traceability process is then
executed 500 times. The results of the different source detection methods are shown in
Table 9 and Table 10.

Table 7. Information about nodes in the E-mail network.

Source ID S kns ld CC CB D

625 6,020 6 2 20,080,761.58 0 0.853

988 5,855 2 2 20,080,761.75 0 0.854

911 5,972 3 2 20,080,761.63 0 0.846

773 5,892 1 2 20,080,761.71 0 0.847

780 5,886 1 2 20,080,761.71 0 0.848

Table 8. Information about nodes in the Facebook network.

Source ID S kns ld CC CB D

2,814 23,145 2 4 3.270 0 0.744

2,838 23,158 4 4 3.267 0 0.748

2,885 23,158 4 4 3.267 0 0.748

3,003 23,158 4 4 3.267 0 0.748

2,704 22,406 2 4 3.453 0 0.757

The probability of successful detection is 0 for all source detection methods we
tested on the E-mail network. There is a high probability that the error distance will
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Table 9. Average detection time, average error distance, and the probability (%) of each error
distance on the E-mail network.

Source ID T Method E P0 P1 P2 P3 P4

625 0.882 RC 2.028 0.00 1.75 93.75 4.50 0.00

JC 2.088 0.00 3.00 85.25 11.75 0.00

DA 1.985 0.00 3.75 94.00 2.25 0.00

RI 1.993 0.00 2.50 95.75 1.75 0.00

MAP 2.043 0.00 2.25 91.50 6.00 0.25

988 0.864 RC 2.758 0.00 0.25 24.00 75.50 0.25

JC 2.425 0.00 0.75 56.00 43.25 0.00

DA 2.705 0.00 0.00 29.50 70.50 0.00

RI 2.475 0.00 0.00 52.50 47.50 0.00

MAP 2.720 0.00 0.25 28.25 70.75 0.75

911 0.888 RC 2.055 0.00 0.75 93.00 6.25 0.00

JC 2.168 0.00 1.25 80.75 18.00 0.00

DA 2.013 0.00 0.00 98.75 1.25 0.00

RI 2.003 0.00 0.25 99.25 0.50 0.00

MAP 2.105 0.00 0.75 88.00 11.25 0.00

773 0.906 RC 2.15 0.00 0.75 83.50 15.75 0.00

JC 2.128 0.00 1.75 83.75 14.50 0.00

DA 2.1 0.00 0.25 89.50 10.25 0.00

RI 2.013 0.00 1.00 96.75 2.25 0.00

MAP 2.198 0.00 0.25 80.00 19.50 0.25

780 0.869 RC 2.005 0.00 3.00 93.50 3.50 0.00

JC 2.148 0.00 0.25 84.75 15.00 0.00

DA 2.013 0.00 0.00 98.75 1.25 0.00

RI 2.005 0.00 0.00 99.50 0.50 0.00

MAP 2.028 0.00 5.75 85.75 8.50 0.00

be 2 or 3. And on the Facebook network, in rare cases the real source can be detected
with a very small probability. In the vast majority of cases, the error distance is 1 or
2. The maximum error distance can even reach 5. This shows that the sources selected
according to our proposed method are highly hidden and can effectively evade tracking
by multiple source detection methods.
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Table 10. Average detection time, average error distance, and the probability (%) of each error
distance on the Facebook network.

Source ID T Method E P0 P1 P2 P3 P4 P5

2,814 33.941 RC 1.245 0.00 77.25 21.50 0.75 0.50 0.00

JC 1.625 0.50 48.50 39.50 11.00 0.50 0.00

DA 1.333 0.00 69.00 29.75 0.50 0.50 0.25

RI 1.388 0.00 64.50 32.25 3.25 0.00 0.00

MAP 1.245 0.00 78.25 20.00 1.00 0.50 0.25

2,838 36.193 RC 1.393 0.00 65.75 31.25 1.00 2.00 0.00

JC 1.693 0.75 45.75 38.00 14.50 1.00 0.00

DA 1.535 0.00 53.00 43.00 1.50 2.50 0.00

RI 1.478 0.00 56.50 39.25 4.25 0.00 0.00

MAP 1.388 0.00 68.25 27.00 2.50 2.25 0.00

2,885 36.158 RC 1.370 0.00 68.25 27.75 2.75 1.25 0.00

JC 1.663 0.50 45.00 42.25 12.25 0.00 0.00

DA 1.510 0.00 55.25 40.25 2.75 1.75 0.00

RI 1.473 0.00 57.00 38.75 4.25 0.00 0.00

MAP 1.380 0.00 69.25 25.00 4.25 1.50 0.00

3,003 36.494 RC 1.328 0.00 70.75 27.00 1.00 1.25 0.00

JC 1.653 1.75 43.75 42.25 12.00 0.25 0.00

DA 1.488 0.00 56.75 39.75 1.50 2.00 0.00

RI 1.465 0.00 58.00 38.00 3.50 0.50 0.00

MAP 1.345 0.00 71.00 24.75 3.00 1.25 0.00

2,704 34.458 RC 1.433 0.00 65.75 28.00 3.50 2.75 0.00

JC 1.798 1.75 36.00 44.50 16.25 1.50 0.00

DA 1.570 0.00 58.00 32.50 4.25 5.00 0.25

RI 1.538 0.00 53.00 40.50 6.25 0.25 0.00

MAP 1.450 0.00 67.25 24.00 5.25 3.50 0.00

5 Conclusion

In this paper, we propose a bi-objective source hiding method that takes into account
both source hiding and propagation capability based on the propagation characteristics
of the network. In addition, this paper defines a variety of evaluation metrics for testing
the propagation capability and hiding of nodes in different types of network structures.
Experiments are conducted in small-world network, scale-free network, E-mail network
and Facebook network. The results show that the policy-selected sources have higher
propagation capacity compared to randomly selected sources. We also use a variety
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of source detection methods to detect the source, and the results show that the source
selected by the policy can successfully evade detection.
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Abstract. With the widespread deployment of cloud storage, protecting
the security and privacy of outsourced data becomes increasingly impor-
tant. In the last decade, provable data possession/retrievability schemes
with different flavors, such as public variability, efficient update, user
revocation, protecting privacy, have been designed to protect the rights
and interests of cloud users. Although extensive research have been con-
ducted in protecting the security and privacy of group cloud users, there
is still a lack of a way to efficiently identify the destroyed data and actu-
alize cloud disaster recovery. In response to these problems, a publicly
verifiable proof of storage scheme is proposed for group cloud users in
this paper. We provide the construction details, where invalid files can
be efficiently identificated and even recovered after being detected by a
trusted third-party auditor. Further analysis indicate that the designed
scheme is secure for dynamic group user data sharing.

Keywords: Cloud storage · Data sharing · Corruption identification ·
Proof of retrievability · Dynamic group

1 Introduction

With the rapid development of the Internet of Things, cloud computing, big
data and other digital technologies, cloud storage services are widely used from
all walks of life around the world. In cloud storage, users can access their data
whenever and wherever [17], and even further reduce the storage cost by sharing
their data with a group of users. However, in the outsourcing storage mode, users
lose control of their data, and the cloud service provider may not be fully trusted
[20]. Thus users may lose their data for a variety of reasons. For instance, Amazon
has admitted that a small fraction of their customers’ data was permanently lost
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due to several days’ electricity outages caused by lightning strikes [3]. Also, cloud
data may be destroyed due to hardware/software failure [18] or misoperations
[10]. In fact, when data is outsourced, it is difficult for users to verify that their
data is corrupted without inuring serious communication cost. This security
problem makes people reluctant to storage their data to the cloud.

To address this concern, various interactive data integrity/recoverability
auditing schemes, e.g., provable data possession (PDP) [1] and proofs of retriev-
ability (PoR) [7,12], are designed. Later, PDP and PoR are extended to support
efficient and privacy-preserving auditing for shared cloud data [4–6,8,13,21].
Although the above auditing schemes can attest the availability of outsourced
data, they can not quickly identify the invalid files/blocks among the data and
recover them after the failure. The reason lies in that, a single destroyed file/block
can cause the audit to fail when an integrity audit is performed on large-scale
data stored on the server. After the failure of data integrity auditing, searching
for the location of invalid files/blocks brings a lot of computation and communi-
cation overhead, which seriously affects the efficiency of the scheme. To solve the
above challenge, the invalid files/blocks identification schemes based on differ-
ent signature/tag failure identification technologies have been published, such as
pruned search tree [9] or binary tree with shared randomizers [2], Exponents Test
Based Search (ETBS) [14]. Also, there are many schemes proposed for recovering
damaged data, such as extended POR [11] which erasures coding technique [22].
However, the above schemes are mainly designed for single client scenario and
have a single function. More precisely, the auditing tags from multiple users are
computed with different private keys, which makes it difficult and inefficient in
aggregating the authentication tags and identifying the files/blocks in one chal-
lenge. Therefore, it is still challenging to design an auditing scheme to efficiently
support location of the failed files/blocks and recovery them for dynamic group
users with user revocation.

In this paper, we address these problems and propose a new solution for fast
locating and recovering data of invalid files for dynamic group users. It enables
users to efficiently identify the availability of all outsourced data from valid
group users without multiple attestations. Notably, in our scheme, users need to
process/upload their original files and corresponding tags only once irrespective
of the group users’ revocation. Especially, our scheme leverages rapid location
and recovery techniques for corrupted data to impose significantly. By doing so,
our scheme could efficiently identify the corruption files/blocks from different
cloud users at one attestation.

Contribution. In summary, the paper makes the following contributions:

– We figure out that designing storage proof with efficient identifications of
corrupt files and recovery for dynamic group users is still an unsolved problem.
And on this basis, a corruption identification and recovery scheme dubbed
CIRG is proposed in this paper.

– We provide concrete construction for CIRG, which transforms and accumu-
lates data integrity audit results through association calculation and accumu-
lation calculation, reducing the number of calculations for locating damaged
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data. Aiming at the problem of recovery of damaged data of group users, the
RS erasure code technology and the idea of shared coding are combined to
achieve reliable recovery of damaged data, so that damaged data belonging
to existing users of the group or revoked users can be effectively recovered.

– We prove the security of CIRG under its threat model, which indicates that
the designed scheme is secure in the auditing of data integrity and efficient
in the recovery of the corrupt files.

1.1 Related Work

In recent years, various cloud storage data integrity audit verification schemes
have been proposed. For example, Ateniese et al. proposed the concept of “prov-
able data ownership” PDP for the first time in [1], and constructed homomor-
phic verification tags using RSA scheme and discrete logarithms, which saved
the retrieval and download of files and protected data privacy. Shacham et al.
[12], based on Ateniese et al.’s idea about homomorphic tags, used the BLS
short message signature mechanism to construct the Homomorphic verification
tag, which had reduced the communication overhead in the verification stage.
Jules et al. [7] first considered how to recover the damaged data, and proposed
a sensor-based POR scheme, which could not only conduct data integrity audit,
but also recover the failure data to a certain extent. However, this scheme is only
suitable for individual users. Matt et al. [9] proposed a pairing based signature
scheme to identify multiple invalid files after batch audit failure, which substan-
tially reduced the pairing computation cost by leveraging “divide-and-conquer”
with pruning the search tree. Bernstein et al. [2] proposed a scheme for locat-
ing failure files after the batch audit of elliptic curve signatures, which could
effectively reduce the cost of elliptic curve failure signature recognition based on
binary tree with shared randomizer. Shin et al. [14] proposed the Exponents Test
Based Search (ETBS), which identified the location of the failed files/blocks by
comparing the validation values with and without exponents. ETBS, however,
only applies to invalidation scenarios for individual files. This method has a large
limitation, which is not suitable for the location of multiple failure files. Wang et
al. [16] proposed a batch audit method to support fast query of invalid files. The
characteristic of this method is that it can resist “invalid file” attack effectively
and ensure the availability and efficiency of batch audit scheme.

Data sharing is one of the most widely used services provided by cloud stor-
age. With data sharing services, users can share their data with a group of users
on the cloud, reducing the burden of local data storage. When a group user acts
improperly or leaves the group, the user shall be revoked from the group, and the
data of the revoked user shall be managed by a legal user designated by the group
administrator. With the rapid development of group information sharing, related
technologies of group user cloud storage have been applied accordingly. Jiang et
al. [6] proposed an audit scheme of user revocation of shared data integrity based
on group signature, but the efficiency was slow. Recently, Zhang et al. [21] pro-
posed an efficient user revocation data integrity audit scheme, which effectively
improved the audit efficiency of user revocation. However, these schemes only
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focus on the efficiency of data audit and do not consider the failure of data audit.
In fact, data integrity audit fails means the data stored on the cloud server is
damaged and no longer available, which is a direct cost to users. Therefore, it is
very important to design a method that can efficiently locate and recover invalid
files.

2 Models and Goals

This section firstly describes the system model and the threat model. Then, the
design goals of the system is listed.

2.1 System Model

In our system, as shown in Fig. 1, there are five entities: multiple group users,
a group manager, a Cloud Service Provider (CSP), a Private Key Generator
(PKG), and a trusted Third Party Auditor (TPA). Following, we introduce the
functionalities of different entities in our solution.

Fig. 1. The system model.

1. Multiple group users: Group users are the data owners, which share the data
stored at the cloud server. They encode the files and tag each block of the
files for integrity auditing and destroy recovery before outsourcing them to
the cloud server. Users may join or leave a group because of personal or group
management reasons. We assume that the group users are honest and will not
share the private information with any illegal parity, including the revoked
group users.

2. Group manager: The group manager is an administrator of a group, which
manages the revocation or registration of users when group users leave or new
users join the group. It also give assistance to private key generation.

3. CSP: The CSP stores the outsourced file from cloud users and allows group
users to enjoy the data sharing service.
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4. PKG: The PKG is a trusted entity. It is responsible for generating the public
parameters and keys through the group’s identity (UI).

5. TPA: The TPA is responsible for auditing the integrity of cloud data on behalf
of group users. Also, it assists the group users or CSP to efficiently locate the
invalid file and recover the destroyed file(s) once the data integrity audit fails.
The TPA cannot get the real data from the blinded ones of users in the phase
of data uploading, nor can it derive the real data from the cloud’s response
in the phase of auditing.

2.2 Threat Model

This paper further considers the issue of remediation after a failed audit of data
integrity. Specifically, once the data integrity audit fails, TPA is able to efficiently
locate damaged files. It returns a list of damaged files to the user (or CSP), and
then restores the corresponding invalid files based on those locations.

1. File corruption: The files outsourced by a group of cloud users may be cor-
rupted or deleted due to server hardware failure, malicious server or human
error. To avoid damage to the server and its reputation, CSP does not tell
the user that the data has been corrupted.

2. File irretrievability: When the attestation from TPA reveals that the files are
corrupted, the group users and the CSP may not be able to recover the file
without a specific file recovery mechanism.

2.3 Design Goals

To ensure secure cloud storage auditing for shared data while supporting invalid
files locating and recover efficiently, our scheme should meet the following goals:

Security Goals. For security, we consider the correctness and soundness of the
designed scheme. Correctness requires that if the outsourced files are intact, the
CSP can always pass the data integrity audit. When the destroyed file blocks are
under a specific threshold, any group user or the CSP can always recover these
blocks. Soundness means that if the files from the group users are not stored,
less stored or wrongly stored, the CSP can pass the data integrity audit with a
negligible probability. If there are invalid files in an attestation, the probability
that the TPA cannot locate the destroyed locations is negligible.

Efficiency Goals. Efficiency goals consist of the computing, communication
and storage efficiency of our scheme. In our design, we consider efficient file
recovery and public auditing. The former means that when the data stored in
the cloud server is damaged or lost due to physical disk damage, failure and
other reasons, the proposed scheme ensures that users can effectively recover the
failed files by calculating valid blocks of the damaged data. The latter means
that TPA, on behalf of a group of users, is able to verify the integrity of stored
data without accessing shared data stored in the cloud server.



Proof of Storage with Corruption Identification 131

3 Preliminaries and Definitions

This section firstly describes the cryptographic tools as preliminaries. Then, the
definition of data encoding and decoding are listed.

3.1 Preliminaries

Bilinear Map. A bilinear map is a map e : G1 × G1 → G2, where G1 is a Gap
Diffie-Hellman (GDH) group and G2 is another multiplicative cyclic group of
prime order p with the following three properties: 1) Bilinear: for all P,Q ∈ G1

and a, b ∈ Zp, e(P a, Qb) = e(P,Q)ab. 2) Non-Degenerate: e(P,Q) �= 1, where
P,Q are generators of G1. 3) Computable: there exists an efficiently computable
algorithm for computing e.

Hash Function of Cryptography. Set three different cryptographic hash
functions. Let H1 : {0, 1}∗ × G1 → Z∗

q be a hash function computing a num-
ber in Z∗

q with an input bit string of arbitrary length and Elements in G1,
H2 : {0, 1}∗ × G1 × {0, 1}∗ → Z∗

q be a hash function computing a number
in Z∗

q with two input bit strings of arbitrary length and Elements in G1, and
h : {0, 1}∗ → G1 be a BLS hash. All of these hashes are modeled as random
oracles and selected randomly in this paper by PKG.

Recovery of Damaged Data of Group Users. This paper provides efficient
recovery of damaged data through erasure coding techniques. RS erasure code
firstly implements redundant coding on the original data F . Redundant coding
is the expansion of F . The data obtained after the extended calculation is called
encoded data E. Obviously, E has a larger size than F . We call this increase in E
as redundancy red. E is finally outsourced to the cloud server. In the following,
we define the encode and decode algorithms of RS erasure code:

Definition 1. Encode(m1,m2, · · · ,mk) → (ω1, ω2, · · · , ωn): On input a mes-
sage F = m1,m2, · · · ,mk, return the encode data E = ω1, ω2, · · · , ωn where
mi, ωj ∈ Z∗

q , i ∈ [1, k], j ∈ [1, n], n = red + k.

Definition 2. Decode(ω′
1, ω

′
2, · · · , ω′

k) → (m1,m2, · · · ,mk): On input an arbi-
trary selection of k valid data blocks from the corrupted data E′ = ω′

1, ω
′
2, · · · , ω′

k,
return the message F = m1,m2, · · · ,mk where mi, ω

′
i ∈ Z∗

q , i ∈ [1, k].

3.2 Definitions

We target at designing a proof of storage scheme, called CIRG for short, which
can efficiently identify the corruption files/blocks and support their recovery
for dynamic group users. CIRG defines six algorithms: Setup, KeyGen, TagGen,
Challenge, Prove and Recover, which behave as follows:

1. Setup algorithm: the setup algorithm is run by the PKG. It takes as input a
security parameter κ and outputs a secret key sk, a public key pk and the
system public parameters tuple.
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2. KeyGen algorithm: the private key generation algorithm is run by the group
users, group manager and PKG to generate keys for data labels.

3. TagGen algorithm: the algorithm is run by the group users. Group users
encode the data uploaded to the cloud server as shown in Fig. 2. It takes
as inputs the encoded file E and σ, and generates a tag tag for each block.
The encoded data and tag are then uploaded to the cloud server for storage.

4. Challenge algorithm: the challenge algorithm is run by the TPA. It takes as
input the file information for the challenge and returns challenge chal to the
CSP.

5. Prove algorithm: the proof generation algorithm is run by the CSP. It takes
as inputs batch file F1, F2, · · · , FN , a set of the corresponding authenticators
and auditing challenge chal, and generates a proof P which is used to prove
the cloud accurately stores F1, F2, · · · , FN .

6. Recover algorithm: the proof verification algorithm is run by the TPA. It takes
as inputs a proof P and system public parameters, and returns “success” if
the proof is valid. Otherwise, returns “failure”, which means that the stored
file is damaged. At this point, RDI accumulation method is called to quickly
locate the damaged file. Then, the user recovers invalid files according to the
RS erasure code.

4 CIRG Scheme

In this section, we provide the construction details of CIRG scheme. Notably
a high-level explanation of the proposed scheme is given before describing the
details of each algorithm.

4.1 High-Level Explanation

The solution in [21] effectively solves the problem of data integrity audit when
group users cancel. However, it fails for data integrity audit which means that
there are invalid files in the audited data. In fact, querying and recovering invalid
files require a lot of communication and computing resources. To address the
challenge, we apply RS erasure codes to the data, as shown in Fig. 2. The user
encodes the data before storing it on the cloud server. When a file auditing
fails, the invalid data can be recovered effectively according to the RS erasure
code. In the proposed CIRG structure, we start with a batch file audit. When
it fails, the RDI is called to quickly locate the failed files. Then the RS erasure
code is used to recover the damaged files. Specifically, after a failure of batch
audit, the RDI algorithm is used to correlate the left and right sub-tree audit
values of batch audit. This method can reduce the computation amount and
effectively improve the efficiency of querying invalid files. After the location of
the failed file is determined, the data of the failed file will be effectively recovered
by RS erasure code. In this way, the user only needs to recover the invalid data
according to RS erasure code. This solution effectively guarantees the security
of the data stored by group users on the cloud and improves the solution for
users to store and share data in the cloud.



Proof of Storage with Corruption Identification 133

F : m1 · · · mk RS

E : ω1 · · · ωk · · · ωn

Fig. 2. Data encode.

4.2 Data Encoding of Group Users

As shown in Fig. 2, the file F is divided into F = m1,m2, · · · ,mk, and then
the data blocks m1,m2, · · · ,mk are coded according to RS erasure code. First
of all, the group administrator selects a set of vectors x1, x2, · · · , xk that are
linearly independent and publishes them in the group. Then, F is encoded as
E = ω1, ω2, · · · , ωn, where n = red+k and red is the redundancy of RS erasure
code. Notably E = x × FT, where x is a matrix of k linearly independent vec-
tors of length n, xi is in the finite domain 2w and w must be large enough that
n ≤ 2w + 1. The calculation is provided as follow:

E = x × FT =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

vm1,1 vm1,2 · · · vm1,k

. . .
vmk,1 vmk,2 · · · vmk,k

vmk+1,1 vmk+1,2 · · · vmk+1,k

. . .
vmn,1 vmn,2 · · · vmn,k

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎣

m1

m2

...
mk

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ω1

ω2

...
ωk

...
ωn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

4.3 Description of CIRD Scheme

In previous cloud storage audit schemes [8,15,19,21], the efficiency of user data
integrity audit is mainly addressed. However, this article mainly deals with the
situation when the data stored by group users on the cloud server is corrupted.
That is, the damaged files can be quickly located and effectively recovered. In
addition, for the overall perfection, efficiency and security of the scheme, Schnorr
signature [21] is selected in this paper to generate the label key of user data, so
as to have an efficient audit for dynamic group users. Our scheme continues to
use UI and ssk as the group identity corresponding to SSig and secret key [21].
Further more, we continue to adopt the feature of ID-based digital signature
SSig and use it to ensure the integrity of file identifier names, user retract
numbers and verification values. As applied in the scenario, RN is the key to
update the data label key. Finally, the dedicated description of our scheme is
described as follows.

1. Setup algorithm: In this algorithm, the PKG generates its own public keys,
secret keys and some system parameters.

– The PKG chooses the master secret key γ ∈ Z∗
q and master partial key

β ∈ Z∗
q . Then, the PKG computes two public values Y1 = gγ and Y2 = gβ .
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The PKG holds the master secret key itself for generating the group
user’s identity key and sends the master partial key to group manager for
generating the partial key.

– The PKG arbitrarily selects and publishes tuple as the system public
parameters, where g and u are arbitrarily selected from G1 by PKG, e is
a bilinear mapping e : G1 ×G1 → G2, q is the prime order of a group and
tuple= {G1, G2, e, q, g, u, Y1, Y2,H1,H2, h}.

2. KeyGen algorithm: The well-known Schnorr signature [21] is utilized to com-
pute the identity key and the partial key. This signature enables dynamic
group users to audit efficiently. In this algorithm the PKG generates the
identity key, the group manager generates the partial key and group users
generate their private keys using the identity key and the partial key. The
calculation of this key are described as follows:

– The PKG runs {UI, rUI} → {UIKUI}. When PKG receives the group’s
identity UI, it chooses a random number rUI ∈ Z∗

q , and computes RUI =
grUI and σUI = rUI + γH1(UI,RUI) mod q. Then, the PKG sends the
identity key UIKUI = (RUI , σUI) to group users.

– The group users run {UIKUI} → {0, 1}. After receiving the identity key,
the group users verify the correctness of the UIKUI . If gσUI = RUI ·
Y

H1(UI,RUI)
1 , the group users accept the identity key UIKUI ; otherwise

they refuse it.
– The group manager runs {RN, rRN ,UI} → {TKUI,RN}. First, we default

the group to start with no one leaving. The group manager sets the num-
ber of user revocations RN = 0, then sends it to group users and cloud.
Later, the group manager chooses a random number rRN ∈ Z∗

q , and com-
putes RRN = grRN and σRN = rRN + βH2(UI,RRN , RN) mod q. The
group manager sends the partial key TKUI,RN = (RRN , σRN ) to the
group users, where RN is initially set to 0, and when one user leaves the
group, RN = RN + 1. As long as any user leaves the group, the partial
key TKUI,RN is updated as RN changes.

– The group users run {TKUI,RN} → {0, 1}. After receiving the partial
key, the group users verify the correctness of the TKUI,RN . If gσRN =
RRN · Y H2(UI,RRN ,RN)

2 , the group users accept the partial key TKUI,RN ;
otherwise, refuse it.

– The group users run {UIKUI , TKUI,RN} → {SKUI,RN}. Then, they
calculate the private keys based on the identity key UIKUI = (RUI , σUI)
and the partial key TKUI,RN = (RRN , σRN )(Here RN = 0). Finally,
σ = (σUI + σRN ) mod q is computed and the private keys SKUI,RN

turns to be (RUI , RRN , σ).
3. TagGen algorithm: This algorithm is run by the group user. As shown in

Fig. 2, the user first encodes the file F as E. Then, the user computes tij =
(h(FID‖ij‖RN) ·uωij )σ, i ∈ [1, N ], j ∈ [1, n], where FID is the file identifier,
i is the ith user, j is the data block index, u is the random value and u ∈ G1,
RN is the number of user revocations. The group user computes the file tag
Ftag = FID‖RN‖RUI‖RRN‖τ , where τ = SSigssk(FID‖RN‖RUI‖RRN ),
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ssk is a file tag private key. Notably, calculation of the key is referenced from
[15].

4. Challenge algorithm: In this algorithm, the TPA generates an auditing chal-
lenge for the cloud. The calculation of this chal are described as follows:

– Randomly pick a set I with N · s elements, where s ∈ [1, n], N represents
the number of the audit users and I = {11, · · · , 1s, · · · , N1, · · · , Ns}.

– Generate a random value vis ∈ Z∗
q for each is ∈ I, i ∈ [1, N ].

– Send the auditing challenge chal = {C1, C2, · · · , CN} to the CSP, where
Ci = {ij , vij}, i ∈ [1, N ], j ∈ [1, s].

5. Prove algorithm: In this algorithm, after receiving the chal of TPA, the CSP
generates a corresponding proof to demonstrate its ownership of the intact
cloud data. The calculation of this proof are described as follows:

– Compute T = {T1, · · · , TN}, where Ti =
s∏

j=1

t
vij

ij
. μ = {μ1, · · · , μN}, i ∈

[1, N ] and μi =
s∑

j=1

vij · ωij . Then computes P where P = (T, μ).

– Send P along with the file tag to the TPA as the proof.

Fig. 3. Procedure of failed file identification and recovery scheme

6. Recover algorithm:
As shown in Fig. 3, there may be two situations when the TPA verifies the
integrity of the data: data integrity verification passes/fails. As mentioned
earlier, the failure of the integrity verification means that the files stored by
the user in the CSP are damaged and no longer available. In view of this
situation, the CIRG scheme designed in this paper can efficiently locate the
damaged file and restore it.
The TPA first retrieves the file tag Ftag, and verifies the validity of the file tag
by checking whether τ is a valid signature via UI. If it is, the TPA receives the
data possession evidence set P returned by the server and verifies whether the
server has correctly stored the client’s files in the form of batch processing.
The TPA runs {P, V } → {0, 1}. As shown in Fig. 4, the TPA verifies the
correctness of the proof P by checking whether the following equation holds:
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i=N∏
i=1

e(Ti, g) ?=
i=N∏
i=1

e(
s∏

j=1

h(FID‖ij‖RN)vij · uμi , v), (1)

where v = RUI · RRN · Y
H1(UI,RUI)
1 · Y

H2(UI,RRN ,RN)
2 .

TPA Cloud

1: Generate chal; chal = {C1, C2, · · · , CN}−−−−−−−−−−−−−−−−−−−−→

2: Compute Ti =
s∏

j=1
t
vij
ij

, μi =
s∑

j=1
vij · ωij ;

P←−−−−−−−−− Then, set P = (T, μ);

3: Verifies the correctness of P .

Fig. 4. The protocol of data integrity verification.

If this equation holds, it indicates that all files are intact, and returns 1; oth-
erwise, it indicates that at least one invalid file exists, and returns 0. Next, we
elaborate on how to locate corrupted data.

After inputing the challenged file information, the TPA uses the query algo-
rithm to identify all the invalid files and outputs the corresponding list. First, the
calculation of RDI is given. We denoted the audit result of Eq. (1) as “Le = Re”.
Then, set RDI(·) and RDI(·) → (Le − Re

?= 0). Thus this RDI converts audit for-
mula (1) to a value 0 judgment: IFNRDI = Le−Re. The detail of this calculation
is shown as follows:

IFNRDI
?= e(Ti, g) − e(θi, v), (2)

where θi =
s∏

j=1

h(FID‖ij‖RN)vij · uμi , v is the same as Eq. (1).

We associate Le with Re in terms of moving positions. Then, the audit results
of multiple user files are associated with the added method. And the intermediate
value of the audit results is used to reduce the calculation and improve the
efficiency of the query damage file. For the files of N users, the RDI batch audit
formula is:

IFN
[1,N ]
RDI

?=
N∑

i=1

e(Ti, g) −
N∑

i=1

e(θi, v), (3)

where θi and v are the same as above.
If IFN

[1,N ]
RDI = 0, the batch audit is passed, indicating that the files are

complete; If IFN
[1,N ]
RDI �= 0, there is at least one invalid file. According to the

above formula, we set X[1,N ] to represent the file audit of N users. As shown
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in Fig. 5, the validation value of the parent node in the binary search tree is
equal to the sum of the validation values of the left and right child nodes. In the
following formula, by comparing the verification values of the parent node and
the left child node, the validity of the right child node can be directly determined
without performing batch auditing.

IFN
[N/2+1,N ]
RDI = IFN

[1,N ]
RDI − IFN

[1,N/2]
RDI (4)

Fig. 5. Schematic diagram of the relational dichotomy

Next, we present a general algorithm for querying multiple corrupted files. The
algorithm provides an N -bit string (b1, b2, . . . , bN ) as output. With overwhelming
probability bi = 1 if and only if file i is valid. The details of this algorithm are
shown as follows:

(a) First, compute IFN
[1,N ]
RDI , if IFN

[1,N ]
RDI = 0, output N bits (1, 1, . . . , 1) and

stop; otherwise, the TPA does the following steps.
(b) Assuming X[1,N ] is the root node, calculate the left child node XL=N/2, set

IFN
[1,N/2]
RDI .

(c) Calculate the verification value for the right child. If IFN
[1,N/2]
RDI = 0, set

IFN
[N/2+1,N ]
RDI = IFN

[1,N ]
RDI ; If IFN

[1,N/2]
RDI = IFN

[1,N ]
RDI , set IFN

[N/2+1,N ]
RDI =

0; Otherwise compute IFN
[N/2+1,N ]
RDI = IFN

[1,N ]
RDI − IFN

[1,N/2]
RDI .

(d) Apply the same algorithm recursively to left sub-tree and right sub-tree.
Finally find all the damage files and output (b1, b2, . . . , bN ).

According to the above analysis, the RDI method based on value 0 eliminates
the batch audit process of the right child node, thus reduces the number of
batch audits. With this method, the location of all the invalid files can be found.
Similarly, we can then apply RDI again to locate the specific failed data block of
the failed file.

Next, the corrupted data recovery method is instantiated. Notably that for
multiple corrupted data recovery cases only the instantiation method needs to
be extended. For the sake of description, damaged file E1 is taken as an example
to explain how to restore it. We get k valid data blocks E′

1 = ω′
11 , ω

′
12 , · · · , ω′

1k
from E1 and the sub-matrix B from x (Details in Sect. 4.2) in terms of E′

1. This
B and E′

1 correspond one to one. The data recovery is carried out according to
the formula: B−1 ∗ E′

1 = FT
1 , where B−1 is the inverse of the k by k matrix

consisting of the B. Thus, the original data F1 can be restored. The details of
this calculation are shown as follows:
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B =

⎡
⎢⎢⎢⎣

b1,1 b1,2 · · · b1,k

b2,1 b2,2 · · · b2,k

. . .
bk,1 bk,2 · · · bk,k

⎤
⎥⎥⎥⎦ B−1 =

⎡
⎢⎢⎢⎣

b′
1,1 b′

1,2 · · · b′
1,k

b′
2,1 b′

2,2 · · · b′
2,k

. . .
b′
k,1 b′

k,2 · · · b′
k,k

⎤
⎥⎥⎥⎦ FT

1 = B−1 ×

⎡
⎢⎢⎢⎣

ω′
11

ω′
12
...

ω′
1k

⎤
⎥⎥⎥⎦

4.4 Dynamic Group Users and Data Recovery

The CIRG scheme in this paper supports dynamic group users environment,
that is, the case of user cancellation. When a user leaves the group, the label
key in the group needs to be updated, thus the value of RN is increased by
1. Meanwhile the partial key TKUI,RN of the user is updated [21], so that the
label key in the group is updated. Once a user leaves the group, his data will be
managed by legitimate members of the group. CIRG supports dynamic group
users environments, which adopts a unified algorithm to encode data. That is, the
data uploaded to the cloud server by a group of users adopts this data encoding
algorithm. Once the user has not uploaded all the data before leaving the group,
the data he shares in the group will be corrupted. At this point, the legitimate
user being charged of managing his data can still recover the failed shared data
through the encoding algorithm exposed by the group administrator.

5 Security Analysis

Theorem 1 (The Correctness and Security of Batch Audit). If the group
users, group manager, CSP and TPA can perform calculations correctly, the
proposed CIRG scheme is both correct and secure in the batch audit of shared
files among multiple users.

Proof. Since this article adopts the label key feature, all users in the group use
this key. Therefore, using batch auditing can simultaneously audit different files
of multiple users. In order to prove the security of batch audit, consider the
following batch auditing. According to the formula of integrity audit, we set the
number of stored files of the user as 1 for the convenience of description. The
following uses the data integrity audit of users A, B, and C as an example. First,
if RN is equal, these three user label keys are the same, so they can be audited
simultaneously. The details of this formula are shown as follows:

left =
i=3∏
i=1

e(Ti, g) =
i=3∏
i=1

e(
j=s∏
j=1

(h(FID‖ij‖RN) · uωij )σ·vij , g)

=
i=3∏
i=1

e(
j=s∏
j=1

(h(FID‖ij‖RN)vij · uμi , gσUI+σRN )

=
i=3∏
i=1

e(
j=s∏
j=1

(h(FID‖ij‖RN)vij · uμi , v)

(5)
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right =
i=3∏
i=1

e(
j=s∏
j=1

h(FID‖ij‖RN)vij · uμi , v) (6)

where v = RUI · RRN · Y
H1(UI,RUI)
1 · Y

H2(UI,RRN ,RN)
2 .

If a malicious CSP stored incorrect or invalid user data, it must have a private
key (σ in equation (5)) to ensure that the left is equal to the right in order to
pass the audit. Since a malicious CSP cannot obtain the private key, it cannot
generate the correct storage proof, let alone forge the correct data signature. In
other words, if the above equation left is equal to right, if and only if the files
of A, B and C respectively pass the audit, so only if the CSP has to store the
correct data to pass the audit. Obviously, if CIRG is executed correctly, the left
is equal to the right,which ensures that batch auditing is correct and secure. On
the contrary, the label key will be different while the three RN users are not
equal. Therefore, A, B and C perform data integrity audit, respectively. The
same as the situation when RN is equal.

Theorem 2 (The Security and efficiency of Data Recovery). In our
scheme, CIRG can effectively recover original data when the group user’s data
stored on the cloud server is corrupted.

Proof. The possibility of data recovery in this paper depends on the relation-
ship between the number of damaged data blocks dd and the redundancy
red. When dd ≤ red, damaged data can be recovered. First, the sub-matrix
Bk×k of the x-matrix is correctly calculated, according to k uncorrupted data
E′

1 = ω′
11 , ω

′
12 , · · · , ω′

1k
, where E′

1 has k valid blocks of data for this file and
B is the linearly independent vector corresponding to E′

1. And then, since x is
invertible, the inverse of the B-matrix can be correctly figured out. Therefore,
the data recovery formula is: B−1∗E′

1 = FT
1 . Finally, the original data F1 can be

restored. When dd > red, we can obtain less than k valid data E′
1 and calculate

the corresponding sub-matrix B. Obviously, the number of columns of B is not
equal to the number of rows of E′

1, which does not satisfy the mathematical
calculation of the matrix. Therefore, the data cannot be recovered.

Next, the efficiency of corrupt data recovery is briefly discussed. This article
focuses on the implementation of functions and does not consider the optimal
data recovery technique. Therefore, RS erasure code technology, which is easily
described in [22], is selected as the coding tool in our scheme. Variety of tech-
niques to improve the computing efficiency of erasure codes were mentioned in
[22], such as optimized bit matrix design and optimized computing scheduling,
reducing common XOR operations, caching management techniques and vector-
ization techniques. These techniques can also be similarly applied to our scheme
to improve coding efficiency.

6 Conclusion

In this paper, we propose an audit scheme that supports fast location and recov-
ery of corrupted data in the environment of dynamic group users. With our
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solution, group users can audit the integrity of data stored on the cloud server.
Once the data uploading is corrupted, users can efficiently identify the corrupted
files and recover them. Finally, the designed scheme is theoretically proved to be
secure under the defined threat model.
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Abstract. In recent years, food safety has become an increasingly serious topic
around the world. Problems such as pesticides, heavy metal pollution, and chemi-
cal additives in various agricultural products have attracted widespread attention.
Therefore, reliable green agricultural products are urgently demanded by con-
sumers. To this end, this paper uses item coding technology and a new genera-
tion of information technology such as blockchain to analyze the key data of the
entire life cycle of green agricultural products (especially Ulanqab potatoes, oats
and other geographical indication products) from growth to harvest to circula-
tion. Blockchain trusted certificate. Through a complete traceability supervision
system, product safety and quality will be improved, the market’s visibility and
recognition of agricultural products in the region will be enhanced, and the “qual-
ity and efficiency” of agricultural economic development will be achieved, thereby
promoting the construction of smart agricultural big data projects.

Keywords: Food safety · Food traceability · Blockchain · Smart agriculture

1 Introduction

1.1 A Subsection Sample

IN recent years, with the rapid economic development and the continuous improvement
of people’s living standards, the quality and safety of agricultural products has become
increasingly serious and has developed into a worldwide problem. For example, the
“mad cow disease” incident in the UK, the “dioxin” incident in Belgium, the “poisonous
cucumber” incident inGermany, the “trichloramine” incident inChina. These food safety
incidents made people feel worried. roughly, the causes of problems can be divided into
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the following categories: 1) Chemical fertilizers, pesticides and other substances are
commonly used in some vegetables and fruits; 2) Heavy metal pollution in food; 3) The
use of inferior raw materials in food manufacturing and processing it poses a great risk
to food safety; 4) Excessive use of food additives and other chemical products in food
processing, etc. If these problems with potential safety hazards are not solved in time,
they may evolve into food safety accidents that endanger consumers’ health and bring
irreversible consequences to consumers.

Iit is worth noting that, as a major agricultural country in the world, China’s annual
demand for fruits and vegetables is about 730 million tons. However, in reality, due to
the backward agri-food logistics system, the annual loss rate of agri-food in china is as
high as 25%–30%. The advantages of agricultural development gradually decreased. At
present, althoughChina’s agricultural product supply chain systemhas developed rapidly
in recent years, it is still in its infancy on the whole, and there are still many problems,
such as the shortage of modern equipment and funds, the low level of informatization,
the chaotic supervision system, and the lack of a traceable system that can be monitored.
It is for these reasons that the frequent and large-scale outbreaks of food safety incidents
in China make consumers a vulnerable group in the market.

At present, a variety of effective methods or standards for food safety control have
been proposed, such as ISO9000 certification, GMP (Good Manufacturing Practice),
SSOP (SanitationStandardOperatingProcedure),HACCP (HazardAnalysis andCritical
Point Analysis System) and so on. However, these standards are for specific links, and
they lack the technical means or specifications to connect the supply chain. When there
is a problem in a certain link in the middle, if you want to find the source of the problem
or the product information related to the problem, the above methods are not perfect.

Based on the above reasons, the main purpose of this paper is to establish a supply
chain traceability system for green agricultural products (especially Ulanqab potatoes,
oats and other geographical indication products) based on blockchain technology to help
the agricultural product market improve food safety and quality. The rest of the paper is
organized as follows. In Sect. 2, we review the relevant literature on the application of
blockchain technology in agricultural supply chains in recent years. Section 3 explains
the technical background of the method used in this paper. The detailed process of the
proposed agricultural product supply chain traceability system is described in Sect. 4.
Finally, discussions and future work appear in Sect. 5.

2 Related Work

In recent years, agri-food supply chains have been extensively studied. For example, Li
et al. developed a dynamic programming model for perishable food supply chains. This
method attempts to minimize the loss of agricultural products and maximize the profits
of the members of the agricultural supply chain by means of the real-time product
quality information of the RFID system. In order to improve the delivery system of
perishable products, Wang et al. proposed a rule-based decision support system for
real-time monitoring and online decision-making during the distribution of agricultural
products. The system includes radio frequency identification (RFID), a sensor network
and a decision rule base.
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As research progresses, food traceability management has been gaining attention, as
traceable food can ensure food safety for consumers. Li et al. proposed a new product
tracking model and traceability method based on radio frequency identification (RFID)
semantic events for the needs of product tracking and tracing in the supply chain. At
the same time, they define five types of RFID business events and extensible Markup
Language elements to describe the logistics status of products. In addition, the method
is applied to the winery management system to improve the anti-counterfeiting and anti-
change performance of products, aswell as inventorymanagement. Interest in blockchain
technology has surged, especially as it is being applied to agriculture. Tian F proposes
an agricultural product supply chain tracking system that utilizes RFID and blockchain
technologies. By collecting, transmitting, and sharing real data on agricultural products
in production, processing, warehousing, distribution, and sales, the authors bring the
traceability of trusted information into the entire agricultural supply chain to ensure food
safety. Kamath R looked at the case of Walmart, which used blockchain technology to
address food safety issues in the supply chain in response to food contamination scandals
around the world. This case study highlights the implementation of blockchain solutions
in the global food ecosystem to improve safety and reduce waste. Ciccio C D et al.
leveraged new opportunities to run business processes in a supply chain environment
on a blockchain infrastructure to provide full traceability to their runtime formulation.
Their approach retrieves information only from transactions written on-chain to track the
execution of process instances. They present their findings through a realized software
prototype and report challenging context of the pharmaceutical supply chain through a
case study. A fully decentralized, blockchain-based traceability solution for agrofood
supply chainmanagement, called agriculture, formanagement, is proposed byCaro et al.
the solution enables seamless integration of IoT devices that produce and consumedigital
data along the supply chain. They define the classic farm-to-fork case, in a given vertical,
in order to effectively evaluate AgriBlockIoT. Finally, they evaluated and compared the
performance of the two deployments, including latency, CPU, and network usage.

Food safety issues have attracted an increasing attention from society. In order to
effectively detect and prevent food safety problems and hold them accountable, it is
essential to establish a reliable traceability system. Accurately recording, sharing and
tracing specific data throughout the food supply chain, including production, processing,
warehousing, transportation and retailing, is one of the government’s key responsibil-
ities. Lin Q et al. proposed a food safety traceability system based on blockchain and
EPC information services, and developed a prototype system. At the same time, they
proposed a management framework for on-chain and off-chain data, and the data explo-
sion problem of the IoT blockchain can be alleviated through the traceability system.
In addition, enterprise-level smart contracts are designed to prevent data tampering and
sensitive information leakage during information interaction between participants. The
final results demonstrate the effectiveness of the method. Yuan H et al. analyzed the
process of supply chain management information system and the key technologies of
blockchain, and proposed a supply chain management information system collabora-
tion mechanism from the perspective of blockchain, including process and consensus
collaborative management mechanism, optimized transactions process management and
blockchain system consensus, accounting, etc. On this basis, the platform architecture
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of the supply chain management information system under the collaborative mechanism
is designed, which provides a reference path for the performance improvement and plat-
form architecture design of the blockchain-based data transaction system. To address
the problem of no access to blockchain data when private keys are lost, Ra et al. have
proposed that public blockchain users can use the wallet program to recover their keys.
And there are requirements on the server, which should simply recover and store the key
and be resistant to malicious attacks. A password-protected secret sharing (PPSS) key
recovery system is proposed by the authors, protected by a secure password from amali-
cious key storage server from a permissioned blockchain PBC. The reconfiguration of
long-standing blockchains and byzantine fault-tolerant (BFT) systems poses fundamen-
tal security challenges. In the case of state-of-the-art proof-of-stake (PoS) blockchains,
stake reconfiguration enables so-called remote attacks, which can lead to forks. Also,
often BFT-based permissioned blockchain systems are reconfigured internally, making
them vulnerable to similar “i’m still working here” attacks. To this end, Steinhoff S et al.
proposed BMS (Blockchain/BFT Membership Service) to provide secure and dynamic
reconfiguration services for BFT and blockchain systems, preventing remote and similar
attacks.

Among these previous studies, the method of applying blockchain technology to
achieve the traceability of different product information has received the most attention.
However, few researchers have considered the importance of government regulators in
product traceability mechanisms, especially for Chinese agriculture.

3 Technical Background

This section will precise discuss the key techniques covered in this paper.

3.1 The Blockchain Technology

The essence of blockchain is a technical solution for a reliable database,which is centrally
maintained in a decentralized and trustless manner. This technical solution can use
cryptography to create blocks through any number of nodes in the system. It’s just like
the name says: a blockchain. Each block contains data for all transactions in the system
over a period of time, and it can create a digital format print that verifies the validity of
the information and connects to the next block. There may be a large number of such
blocks in the blockchain. The blocks are linked to each other in a linear (chain-like) time
order, with each block containing the hash of the previous block.

Blockchain technology is a reliable database model composed of technologies such
as a comprehensive consensusmechanism, cryptography principles, and smart contracts.
It has security features such as decentralization, non-tampering, and traceability. It can
eliminate the interference of human factors and realize the openness of the circulation
process. It is transparent and targeted to solve various trust problems existing in the
current traceability system, which is very suitable for the traceability of agricultural
product quality. Therefore, the application of blockchain technology to the agricultural
product quality traceability system mainly has the advantages of information security,
information sharing, and information traceability. Applying blockchain technology to
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agricultural product quality traceability can give full play to the advantages of the tech-
nology, promote the stable operation of the agricultural product quality traceability
system, effectively prevent human tampering and network attacks, and effectively solve
the current problems in the system.

Blockchain technology combined with the Internet of Things can provide greater
transparency and efficient supply chains. At present, many blockchain architectures
suitable for the Internet ofThings have been proposed.Based onblockchain technology, a
general, scalable, and easy-to-manage IoT distributed access control system architecture
is implemented. The blockchain is used to store and distribute access control information.
The management center node connects multiple constraint networks to the blockchain
network, solves the access expansion problem of billions of restricted devices on the
Internet of Things, and effectively improves the ability to handle load. Some scholars
have proposed a multi-layer secure IoT network model based on blockchain technology.
By dividing the IoT into a multi-level decentralized network, and adopting blockchain
technology at all levels of the network, it reduces the cost of blockchain, while retaining
the high security and credibility of the blockchain.

The integration of blockchain and network improves the reliability, security and
transparency of the system, but with the rapid increase in the number of IoT devices, data
transmission and data calculation, the system has an increasing requirement for transmis-
sion bandwidth, calculation and response speed. As the future progresses, the scalability,
storage capacity, and security issues of the system need to be further improved.

3.2 Item Coding Technology

Under normal circumstances, the so-called item code ismainly used in the creation of the
relationship between an item object and a code, and when the item object is represented
by a code, the code is called an identification code, and if a code is representing a certain
type of item, the code is called a classification code, and if the code has a unique attribute
to a certain item, the type of code is called an attribute code. In practical application,
relevant units and personnel need to strengthen strict control over the application of item
coding to avoid the occurrence of certain undesirable problems, and provide sufficient
foundation and guarantee for the improvement of the overall economic level of the
country and society.

With the emergence and popularization and application of item coding, all walks of
life in China have conducted in-depth research on it. In order to meet the development
needs of all walks of life, the number of coding types is also increasing. After investigat-
ing a large number of item codes, it is found that in the process of general classification of
products, it is mainly based on United Nations statistics, allocating enough professional
managers, and providing themwith goods, services and economic activities. At the same
time, with the application of the CPC, a scientific and reasonable comparison between
international statistics and economics can also be made. In addition, in order to ensure
the level and quality of item coding, the relevant departments have also formulated the
“Commodity Name and Coding Coordination System” for establishing a commodity
classification and coding system to manage import and export.

Due to technical barriers and other reasons, there are many standards for item coding
and identification, a lack of uniformity, and there are very few open coding systems,
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among which the GS1 system is the most widely used. The China Article Numbering
Center uses the GS1 system, which originated in the United States and provides accurate
codes for identifying goods, services, assets and locationsworldwide. These codes can be
represented by barcode symbols for electronic reading required for business processes.
The system overcomes the limitations of manufacturers and organizations using their
coding systems or some special coding systems, and improves trade efficiency and
responsiveness to customers. The GS1 system uses the Global Trade Item Code, which
is also the most widely used identification code in the coding system.

4 Detailed Description of System Functions

The item coding management system realizes one item, one code, one person, one
code, corresponding to the information collection of the whole process of planting from
the sowing period to the fertilization period to the final harvest period of the relevant
agricultural products planted by the farmer and the farmer, and realizes the coding
of agricultural products set up. In terms of product coding, the information coding of
geographic location, farmer and crops are set in the system, and a batch-to-codingmethod
is adopted for crops. In the system, set up coding packages corresponding to countries,
provinces, cities, farmers, agricultural products, etc., and input the information of farmers
and agricultural products to generate corresponding codes for easy traceability.

4.1 System Implementation Functions and Requirements

The functional structure diagram of the item codemanagement system is shown in Fig. 1.
In terms of product coding, the information coding of geographic location, farmer

and crops is set in the system, and a batch-to-coding method is adopted for crops. In the
system, set up coding packages corresponding to countries, provinces, cities, farmers,
agricultural products, etc., and input the information of farmers and agricultural products
to generate corresponding codes for easy traceability.

The information collection of the planting process realizes the registration of
seed/seedling information, the information registration of the seeds/seedlings purchased
by the farmer, and the registration of the fertilizer information used. Planting informa-
tion registration realizes the registration of planting data in the growth process of farm-
land/greenhouse, sowing, watering, fertilization, loosening, insecticide, weeding, etc.,
including the registration of time, category, quantity, etc. Harvest information registra-
tion realizes the registration of the quantity and time of harvesting batches of agricultural
products during the harvest period.

The farmer management realizes the farmer’s real-name authentication and informa-
tion maintenance, and sets the farmer’s code rules and checks the types of agricultural
products grown by the farmer.

4.2 Detailed Description of Functional Requirements

The system involves the following roles: 1) Farmer: Responsible for the analysis of the
farm’s business decisions, the management of all the farm personnel, and the track-
ing and management of the entire process of planting products on the farm. 2) Growers:
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Fig. 1. Functional structure diagram of the management system

responsible for the selection, planting, irrigation and fertilization of agricultural products.
3) System administrator: responsible for system coding rule management, farm/farmer
management and informationmaintenance, basic datamaintenance (seed/seedling infor-
mation registration, statistics) 4) Ordinary users: Ordinary users can log in to the system,
scan the code to identify the product through the “traceability interface”, and display
information such as planting, fertilization, pest control, and harvesting of the product.
A detailed introduction is given below.

(1) Farmer Functional Requirements
Farmer management realizes the farmer’s real-name authentication and infor-

mation maintenance, sets the farmer’s rules, checks the types of agricultural prod-
ucts grown by the farmer, and collects planting process information. Among them,
the maintenance of the farmer information realizes the addition of the basic infor-
mation of the farmer. The real-name authentication of the farmer realizes the setting
andmaintenance of the basic information of the farmer’s personnel. The farmer cod-
ing rule setting realizes the setting and viewing of the basic codes of the farmer’s
personnel, regions, and commodities.

The information collection of the planting process realizes the registration of
seed/seedling information, the information registration of the seeds/seedlings pur-
chased by the farmer, and the registration of the fertilizer information used. Plant-
ing information registration realizes the registration of planting data in the growth
process of farmland/greenhouse, sowing, watering, fertilization, loosening, insec-
ticide, weeding, etc., including the registration of time, category, quantity, etc.
Harvest information registration realizes the registration of the quantity and time
of harvesting batches of agricultural products during the harvest period.

Thedetailedmanagement introduction is givenbelow: 1)Base informationman-
agement: Click on the plot data in the system to view the information about the crop
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growing plot, which can include the plot name, province, person in charge, contact
number, area (mu), floor plan and other information. 2) Land preparation informa-
tion: record the land preparation time, land preparation method, person in charge
and other information. 3) Seedling management: Seedlings and seedlings mainly
involve information on the sources of seeds produced by plants, breeding meth-
ods and sources of seedlings produced by animals. The main information includes
the following: seed name, seed source, seed status, breeding method, whether it is
genetic engineering, whether it has undergone chemical and radiation treatment.
4) Fertilization management: Fertilizer is an important part of agricultural produc-
tion. Fertilizermanagementmainly collects fertilizer-related information, including
fertilizer type, fertilization time, fertilized crops, fertilization amount, fertilization
person and other information. 5) Irrigation management: Water is an important fac-
tor in the process of plant growth. Irrigation is one of the important processes in the
planting process of agricultural products, providing sufficient water for plants. The
information collected during plant irrigation includes date, duration, and person in
charge, irrigation period, irrigation method, and etc. 6) Flower and fruit manage-
ment: Flower and fruit management is a commonly used fruit tree management
method in the growth process of fruit trees. The management measures for fruit
tree flowers and fruits ensure high yield, stable yield and high quality of fruit trees,
such as thinning flowers and fruits, fruit coloring, etc. Information on flowers and
fruits can be collected, including specific measures, time, operators, etc. 7) Pruning
and pruning: During the growth of fruit trees, pruning is performed in order to
increase product yield or maintain tree shape, such as topping and topping of cot-
ton. Collect pruning information, such as pruning date, operator, pruning method,
and pruning area. 8) Pest control: Information on pest control mainly involves dis-
ease control measures for plant production and animal production, as well as drug
use and management information, including the name of pests and diseases, time
of occurrence, control methods, control measures, and whether chemical products
are used. 9) Picking management: Picking management is mainly to determine the
picking time, quantity, method (manual or mechanical) and other information in
the picking process, so as to ensure that the picking information of the product can
be queried in the process of product traceability. Figure 2 shows the commodity
viewing interface under the farmer.

(2) Growers’ Functional Requirements
The role of the grower is the role of the actual operation of the product seedlings.

After the seedlings are sown, fertilized, pest and disease control, and the agricultural
products are harvested, they need to log in to the system and record and register the
specific operations so that people in need can view them. The role of the grower
needs to log in to the system and bind it to operate. After actually operating the
agricultural products at different stages in reality, enter the “scan code operation
interface” to record the operation behavior.

The detailed discussion is as follows: 1) The sowing record information
includes: crop code, variety name, sowing method, sowing plot number, and input
of sowing method information. 2) The fertilization record information includes:
crop code, fertilization time, fertilization amount, fertilizer number, fertilizer type,
and the input of operator information. 3) Pest control information includes: crop
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Fig. 2. The farmer’s commodity viewing interface

code, time, name of pests and diseases, control methods, control measures, whether
drugs are used, drug number, quantity used, and input of operator information. 4)
Harvest record information includes: crop code, crop name, farm, plot, harvest time,
harvest batch, and harvest method. Figure 3 shows the summary page of planting
process information collection.

Fig. 3. Summary of planting process information collection.

(3) Administrator Functional Requirements
The general administrator role mainly has three functions: 1) The source code

traceability management function can realize source code traceability typemanage-
ment and source code traceability group management. The traceable source code
type management function can add, modify and delete different types of traceable
source code according to user needs; the traceable source code group management
function can check the coding rules, names, number of operations and creation time.
2) The traceability process management function can realize the management of
information such as adding and modifying the traceability process. 3) Rights man-
agement functions are divided into rolemanagement and usermanagement. The role
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management implements the addition, deletion, modification and query of roles,
and displays the operation times, status and creation time of different roles. User
management realizes user additions, deletions, changes, and permissions allocation.

Fig. 4. Assignment management interface.

(4) System Administrator Functional Requirements
Systemadministrators need tomaintain the bottom layer of the system, andman-

age and maintain coding rules, farm/master information and basic data. The system
administrator has three modules: coding management, farm/master management,
and basic data management. The codingmanagement module mainly completes the
functions of coding rule setting, code assignment management and coding analysis.
Coding rule setting mainly completes the design and definition of different types
of coding rules. Code assignment management is a summary of different types of
code sets. Different data combinations can generate different codes and QR codes,
as shown in the Fig. 4 shown. The code analysis uses the “code analysis interface”
(as shown in the Fig. 5) to scan and identify the QR code, and displays the code
through the “code analysis result interface” (as shown in the Fig. 6), and parses the
code in the form of text.

The farm/master management module mainly completes the maintenance and
statistics of farm information and farmer information data. The farm information
maintenance function realizes the maintenance of farm information data, mainly
including the modification and deletion of the farm name, farm number, farm owner
name, contact address, planting crop types and planting area information; the farm
information list is a list display module for farm information. The farm information
in the system can be displayed more intuitively and quickly; the farmer’s real-
name authentication function is to record the farmer’s personal information, mainly
including the farmer’s name, contact information, contact address, ID number and
other information.

The basic data management module realizes the management and maintenance
of basic data. It mainly includes the management and maintenance of seed/seedling
information, land identification information, drug information, and fertilizer infor-
mation. The seed/seedling information registration interface can add, delete, and
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Fig. 5. Code analysis interface.

Fig. 6. Code analysis result interface.

modify information such as product type number, seed number, seed category num-
ber, etc. The seed/seedling information statistics interface is a list display module
for seed/seedling information, and you can also directly query certain information
through this module. Specific seed/seedling information; the land information reg-
istration interface can add, delete, or modify information such as land number, plot
name, province, city, etc. The land information statistics interface is a list display
module for land information, and you can also use this module Directly query
a specific land information; the drug information registration interface can add,
delete, or modify information such as drug number, drug name, functional cate-
gory, and technical registration. The drug information statistics interface is a list
display module for drug information, which can also be Directly query a specific
drug information; the fertilizer information registration interface can add, delete,
or modify information such as fertilizer number, fertilizer name, nutrient type,
and character. The fertilizer information statistics interface is a list display module
for fertilizer information, and you can directly Inquire about a specific fertilizer
information.
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(5) Code Management
Coding management implements coding application management and review

and release management. Coding application management includes manual appli-
cation and automatic application. The main function of manual code management
to realize the manual application code is that when the user is familiar with the
code, the user can directly fill in the content of the first seven digits of the code,
and the system automatically extracts the company code from the registration form.
After the code is obtained, the system will automatically parse the obtained code,
so that the user can know whether the code he entered meets the code he needs.
When saving the code, the system will also prompt whether to fill in the attributes
of the code. After entering the seven-digit code (only seven digits are allowed in the
input box), you must press the Enter key to end, so as to trigger the operation of the
system. After getting the code, the user is not allowed to modify it. If you want to
modify it, you must click the clear button and then re-fill it. Users can only fill in the
codes assigned to their own rules. If they are not within the scope of their own rules,
the system will pop up a dialog box indicating that the applied codes exceed the
assigned rules. If the entered code does not conform to the encoding rules, a dialog
box will pop up to prompt the user that the entered code is incorrect and the code
cannot be parsed correctly. Please re-enter a new code. Figure 7 shows the interface
of encoding rule setting. Automatic code generationmanagement requires selecting
code rules, filling in the corresponding code information, and the system automat-
ically obtains the number corresponding to the code package, thereby generating a
new code.

Code review enables code managers to manage the codes that designers have
submitted for applications, including review and release. First, make a logical judg-
ment on the coding that has been applied for. The logical judgment is only to judge
whether the coding conforms to the rules according to the coding rules. For the
coding that conforms to the coding rules through logical judgment, the system will
fill in “Y” in the column of “Pass”, otherwise Is empty. For codes that conform to
the coding rules and the coding administrator thinks that they cannot be applied for,
the system will pop up a dialog box to ask for the reason for not applying, and the

Fig. 7. Setting of encoding rules.
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system will automatically return the codes to the applicant for processing. If there
is no problem with the coding, right-click and click to go to the review status in
the pop-up menu, then these codes have passed the review and are waiting to be
published. For a code that has been released, the system does not allow deletion of
the code, but can only be abolished.

5 Conclusion

This paper shows that blockchain technology can help us build a verified and trusted
environment for transparent and more sustainable food production and distribution that
integrates key stakeholders into the supply chain. However, there are still many problems
and challenges. Therefore, the government is advised to lead by example and promote
the digitalization of public administration. In the future, more enabling technologies in
the agri-food chain should be encouraged and popularized so that the agri-food supply
chain remains sustainable and well-competitive.
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Abstract. This paper designs and completes a blockchain traceability platform
based on green agricultural products. Using item coding technology, cryptography
technology, blockchain, big data and other new generation information technolo-
gies, green agricultural products (especially Ulanqab potatoes, oats and other geo-
graphical indication products) from growth to harvest to circulation throughout
the life cycle. The key data can be trusted and stored in the blockchain, providing
consumers with real-time agricultural product traceability query services, and pro-
viding agricultural and animal husbandry departments with effective agricultural
product quality and safety supervision and management mechanisms and means.
With the help of QR code as the mobile Internet entrance, link online and offline,
design O2O e-commerce transaction system, form a closed loop of planting, trace-
ability and sales, digitally control the quality of authentic agricultural products,
and empower the brand value of agricultural products. Realize the whole chain
supervision of green products from planting source to circulation through a per-
fect traceability system, improve product safety and quality, enhance the market’s
popularity and recognition of agricultural products in the region, form effective
protection of agricultural product geographical indication products, and achieve
agricultural economic development “Increase quality and efficiency”, and then
promote the construction of smart agricultural big data projects.

Keywords: BlockChain · Software platform · Big data technology · Smart
agriculture

1 Research and Development

This project has designed and completed a blockchain traceability software platform
based on green agricultural products. Use big data technology to complete the intelligent
collection and convenient sharing of agricultural data in stages, and then promote the
construction of smart agricultural data projects.With the help of item coding technology,
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each agricultural product is given a unique label to record the key data information about
the whole process of green agricultural products from planting, harvesting, processing,
packaging, circulation, warehousing and retailing. At the same time, consumers can
check and verify products by scanning the code. The whole process of traceability
information, a comprehensive understanding of product information, to achieve peace
of mind consumption. And the design of the O2O e-commerce transaction system solves
the problem of unsalable agricultural products, creates a brand marketing strategy for
green agricultural products, and expands marketing channels. Realize digital control of
the quality of authentic agricultural products; empower the brand value of agricultural
products.

Specifically include the following:

1. Item codemanagement system. Through the codemanagement of people, places and
things, the end-to-end one-code communication is realized, and the brand of origin
and the reputation of products are escorted.

2. Item traceability management system. Define the key data in the planting and cir-
culation links, and perform trusted storage and query in the blockchain distributed
ledger.

3. O2O e-commerce transaction system. Realize the e-commerce transaction of agri-
cultural products and the scanning and tracing of the products by customers. From
the in-depth development of “Internet + agriculture”, the origin and sales of agri-
cultural products are closely linked, which not only shortens the supply chain and
saves the logistics costs of farmers and e-commerce enterprises, but also achieves
information sharing, which is beneficial for the people involved in the transaction.
Information can be exchanged. As an important entrance to the mobile Internet, QR
code links online and offline, which can help the rapid promotion of agricultural
products, and a perfect traceability system can realize the whole chain supervision
of products from the source of planting to sales, channels, warehousing, logistics,
etc., effectively Improve safety and quality. Brand + quality double promotion can
better enhance the market’s recognition of agricultural products and achieve rapid
sales.

2 Technical Route

2.1 Platform Design Ideas

The system adopts a general and mature software framework, has many successful
application cases and provides flexible customization functions, which can be set to
meet most personalized needs in data management, data analysis, visualization, etc.; the
system should also have high The reliability of the system ensures the correctness of
the data and the stability of the system operation, without data loss, software errors and
system crashes.

The system adopts a micro-service architecture design, which can easily expand and
upgrade the system. As long as a simple operation is performed, new functional modules
can be easily added to the software interface. When a module has an upgraded version,
the module can be replaced by itself. Yes, it does not affect the normal use of other
functions.
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2.2 Platform Design Principles

Platform Openness and Practicality. In the system construction, the principle of
openness should be fully considered, and various corresponding software and hard-
ware interfaces should be supported to make them flexible and extensible. The system
should be an open and flexible platform, with various data collection and conversion
methods, flexible index analysis model construction, allowing multiple data sources and
data sharing and exchange.

The system should strive to meet the actual work needs to the greatest extent, fully
consider the practicability of data processing at each business level and each manage-
ment link, and consider satisfying the user’s work and management business as the first
element. It enables administrators to maintain some roles and organizations involved
in the system, and supports a multi-level administrator management mechanism. Users
can regularly and irregularly maintain their passwords. The whole project starts from
the practical point of view, provides services according to the actual needs of users, and
focuses on the practicality of the business.

On the premise of ensuring the practicability of the system, the security, upgradeabil-
ity, platform independence and scalability of the system are maximized. The software
and hardware systems selected in the project construction can be easily integrated, so that
the application system can reduce the difficulty and requirements of systemmaintenance,
and it is also convenient for users to apply and manage in the future.

Functional Scalability and Compatibility. Taking into account the increase of users
and business expansion, the expansion of the system scale, the protection of investment
and the specific situation of step-by-step implementation, the system design should take
into account the use of current existing resources, and consider the subsequent expansion
and maintenance requirements. The system can not only meet current needs, but also
meet future development.

Adopt systems and products that follow international standards to facilitate inter-
connection and expansion with third-party systems, and easy migration to future
advanced technologies. An advanced and mature big data architecture generally adopts
a component-based and object-oriented design, encapsulates each functional module
as a service in layers, reflects the characteristics of a loosely coupled architecture, and
ensures the expansion and upgrade of the system in the future. Good scalability often
adopts a three-tier architecture. With the gradual improvement of the application and the
gradual increase in the amount of information, it is continuously expanded, and the entire
system can smoothly transition to the new upgraded system to achieve continuous data
scale. Accumulation, continuous upgrade of services and continuous expansion of appli-
cation scale. Compatibility and scalability are mutually reinforcing. For example, for the
models and versions of different browsers on the market (including multi-core browsers
such as IE kernel, Chrome kernel, Firefox, firefox), as well as projector resolutions as
small as 4k screen resolutions, use the window ratio as the unit The interface layout,
when stretching and shrinking, realizes full-scale scaling. This interface-independent
technology is an important basis for compatibility and scalability.
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System Stability and Security. The software and information resources in the system
must meet the reliability design requirements, adopt stable and reliable mature tech-
nology, improve the ability of error prevention and error resistance, and ensure that the
platform software should have stability, reliability and fault tolerance. The system has a
reliable backup and recovery mechanism to ensure rapid recovery of system operation
in the event of a system failure.

The security function design adopts hierarchical authorization, data hierarchical and
hierarchicalmanagement, and pays attention to data security. At the same time, fully con-
sider the security requirements of the network, operating system, database, application,
etc. When the system is designed, there are sufficient security measures, such as strict
authority management for information access and use, unified identity management,
technically providing a login authentication method combined with digital certificates,
and supporting the combination with security authentication to ensure the entire system.
Safe and reliable. System security is ensured by means of authority classification, SMS
verification, and encryption of important information.

User Operability and Maintainability. Ease of operation is reflected in zero require-
ments for the technical foundation of business personnel. The system has a good man-
machine interface, implements the principle of facing the end user, and establishes a
friendly user interface. The application interface design on the Web and mobile device
App clients conforms to a flat and minimalist style, and the operation is simple, intuitive,
flexible, and easy to learn., Easy to use and easy to maintain. The interface style and
operation process of all business functions are consistent, in line with business process
requirements and usage habits.

Maintainability is reflected in intelligent, visualized, and remote maintenance capa-
bilities. The maintenance terminal has a system configuration interface, which reduces
the need to manually modify the code in the background, adopts the technology that can
be repaired in time to avoid system restart, uses the system log record to provide effec-
tive error reporting and positioning information, supports the addition of new modules
during the maintenance period, and provides friendly to other related systems. Interface,
etc.

2.3 Development Language Selection

Select Java andGoas the development language, andNode.js as the runtime environment.
Java is an object-oriented programming language.

Therefore, the Java language has two characteristics: powerful functions and sim-
plicity and ease of use. Java has the characteristics of simplicity, object orientation,
distribution, robustness, security, platform independence and portability, multithread-
ing, and dynamism. Java can write desktop applications, web applications, distributed
systems and embedded system applications. Go (also known as Golang) is a statically
strongly typed, compiled language developed by Robert Griesemer, Rob Pike, and Ken
Thompson of Google.

Go language syntax is similar to C, but the functions include: memory safety, GC
(garbage collection), structural form and CSP-style concurrent computing. Node.js is a



160 X. Tian et al.

JavaScript runtime environment based on the Chrome V8 engine. Node.js uses an event-
driven, non-blocking I/O model, making it lightweight and efficient. Npm, the package
manager for Node.js, is the world’s largest ecosystem of open source libraries.

2.4 Database Selection

This project adopts an application based on the Redis + MySQL + MongoDB storage
architecture. The technical architecture of Redis + MySQL + MongoDB fulfills the
requirements of big data storage and real-time cloud computing in this project. Using
the horizontal dynamic addition of MongoDB slices can ensure the query speed and
cloud computing performance after expansionwithout interrupting the platform business
system; index slices according to slice keys, and perform calculations independently in
each slice, making real-time analysis under big data a reality. Reality. The data that is
frequently accessed is placed inRedis,which reduces disk I/O,makes the business system
more agile, and meets the high demand of application services under high concurrency.

2.5 System Functional Structure

The blockchain traceability platform based on green agricultural products includes three
subsystems: item codingmanagement system, item traceabilitymanagement system, and
O2O e-commerce transaction system. The functional structure diagram of the system is
shown in Fig. 1.

Fig. 1. System main function structure diagram.

Item Code Management System. The functional structure diagram of the item code
management system is shown in Fig. 2 and Fig. 3. The item coding management system
realizes one item, one code, one person, the code, corresponding to the information
collection of the whole process of planting from the sowing period to the fertilization
period to the final harvest period of the relevant agricultural products planted by the
farmer and the farmer, and realizes the coding of agricultural products. Set up. Set two
user roles of administrator and farmer.
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Fig. 2. Functional structure diagram of the item code management subsystem (administrator).

Fig. 3. Functional structure diagram of item code management subsystem (farmer).

Coding management implements coding rule setting, code assignment management
and coding analysis management. And realize the identification query display and the
download management of the code package.

Farm/owner management realizes the maintenance of farm and farmer information,
and realizes the real-name authentication of the farmer. The basic data management
function enables administrators to maintain dictionaries such as seeds/seedlings, land
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identification, medicines, fertilizers And realize the registration of planting information
and harvesting information by farmers. The registration of harvest information means
the registration of relevant information on the harvest of agricultural products.

Item Traceability Management System. Item traceability management realizes cus-
tomer scan code traceability and traceability service management. In this system, a
distributed ledger and a blockchain browser are designed to complete the traceability
management of items. The implementation of the traditional agricultural product trace-
ability system relies on centralized storage, and the data is opaque and easy to be tampered
with. However, the existing blockchain traceability system is segregate with the demand
for traceability of agricultural products, and the management and query of large-scale
traceability information are relatively low. In this project, the blockchain traceability
scheme of agricultural products alliance is based on the Hyperledger Fabric framework,
on the basis of ensuring the credibility of traceability, according to the characteristics
of agricultural product traceability process and alliance blockchain technology, the sys-
tem architecture and chain operation method are designed to improve large-scale data.
The speed of uploading and querying makes it meet the needs of agricultural product
traceability applications.

O2O e-Commerce Transaction System. Design O2O e-commerce transaction func-
tion and coding query function. The O2O e-commerce transaction function realizes the
function of opening a mall for farmers/farmers or enterprises, can maintain the informa-
tion of agricultural products, and realize the online and offline of the products, and can
realize the management of e-commerce transaction orders and the tracking of warehous-
ing and logistics. Customers can scan the code to trace agricultural products, manage

Fig. 4. Functional structure diagram of O2O e-commerce transaction subsystem.
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the entire supply chain cycle from sowing to harvesting to warehousing, ordering trans-
actions and logistics tracking. The functional structure diagram of the system is shown
in Fig. 4.

3 Key Points and Innovation Points

The blockchain traceability platform based on green agricultural products includes three
subsystems: item coding management system, item traceability management system,
and O2O e-commerce transaction system, which can help agricultural customers realize
the informatization of all aspects of production, sales, management, and government
monitoring. Improve management level and improve efficiency.

1. Realize the traceability of agricultural product information. Agricultural product
traceability can track agricultural products, from the origin to the consumer, all the
way to trace the product life track. Just through a corresponding traceable source
code, consumers can take out their mobile phones to scan, and then they can obtain
the relevant information about the agricultural products, so that consumers can rest
assured.

2. To achieve efficient supply chain management. In the past, circulation of agricultural
products, due to the opaqueness of information, inventory often accumulated, which
led to quality problems of agricultural products over a long period of time. Through
the agricultural product traceability system, we can clearly understand the process
of agricultural product circulation, run supply chain management, and avoid the
occurrence of agricultural product inventory. Accumulation or deficiency occurs.

3. Use coding technology to achieve end-to-end one-code communication. To solve
the identification of “people”, “land” and “things” that cannot be tampered with,
the key growth information of crops is collected through two-dimensional codes
in the production process, and the credible and stored data are verified through
two-dimensional codes in the circulation process.

4 Summarize

This paper uses the following technologies, blockchain technology. The use of
blockchain technology stores the data or information in it have the characteristics of
“unforgeable”, “full traces”, “traceable”, “open and transparent” and “collective main-
tenance”. Item code management system. Through the code management of people,
places and objects, the end-to-end one-code communication can be realized, and the
information collection, upload and query of agricultural products can be realized by
scanning. Item traceability management system. The links required for traceability and
the level of detail of the information of each link can be defined according to different
crop types and the actual needs of local traceability. The key data is stored in the dis-
tributed ledger, which can be verified by the transaction hash in the blockchain browser.
O2O e-commerce transaction system.It covers e-commercemodules such as agricultural
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product category management, commodity management, order management, payment
management, and comment management.

Through the demonstration application of this project, agricultural production insti-
tutions can create a closed loop of green agricultural products from planting to sales. The
key data is stored through the features of blockchain decentralization and non-tampering,
so as to reduce the harm caused by fake agricultural products on the market and shoddy
products to the planting industry in Ulanqab, and form the protection of geographical
indications of agricultural products in the region. Increase economic benefits through
direct brand purchases of specific consumer groups on e-commerce platforms.

Use big data technology to complete the intelligent collection and convenient sharing
of agricultural data in stages, and then promote the construction of smart agricultural
big data projects. Using two-dimensional code technology and blockchain authentica-
tion technology, timely collection and upload of agricultural product quality data from
growth to sales of agricultural products, providing consumers with timely agricultural
product quality and safety traceability query services, and providing agricultural and
animal husbandry departments with effective agricultural products Quality and safety
supervision and management mechanisms and means. Build an O2O e-commerce trans-
action system, increase the trading channels of green agricultural products, enhance the
market’s recognition of agricultural products, realize the rapid sales of the products,
and realize digital control of the quality of authentic agricultural products; empower the
brand value of the products.
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Abstract. Jointing multi-source data for model training can improve
the accuracy of neural network. To solve the raising privacy concerns
caused by data sharing, data are generally encrypted and outsourced to
a group of cloud servers for computing and processing. In this client-cloud
architecture, we propose FPPNet, a fast and privacy-preserving neural
network for secure inference on sensitive data. FPPNet is deployed in
three cloud servers, who collaboratively execute privacy computing via
three-party arithmetic secret sharing. We develop the secure conversion
method between additive shares and multiplicative shares, and propose
three secure protocols to calculate non-linear functions, such as compar-
ison, exponent and division that are superior to prior three-party works.
Some secure modules for running convolutional, ReLU, max-pooling and
Sigmoid layers are designed to implement FPPNet. We theoretically ana-
lyze the security and complexity of the proposed protocols. With MNIST
dataset and two types of neural networks, experimental results validate
that our FPPNet is faster than the related works, and the accuracy is
the same as that of plaintext neural network.

Keywords: Privacy-preserving · Neural network · Secure computing ·
Arithmetic secret sharing · Privacy computing

1 Introduction

In recent years, machine learning (ML) research has made continuous break-
throughs, such as neural network (NN) model, and has been widely used in
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intelligent Internet of Things, medical care, connected autonomous vehicles [1]
and other scenarios, profoundly changing the life style of people. For exam-
ple, the model trained from a large amount of medical data can provide valu-
able predictive services to assist physicians in making more accurate diagnosis.
Although advances in technologies such as cloud computing have made big data
processing and model training more efficient, jointing multi-source data remains
a major challenge. The data with characteristic of sensitivity and confidentiality
are important assets of clients or organizations. Data sharing and union in the
plaintext environment raise privacy concerns among data owners [2].

Privacy-preserving neural network based on secure multi-party computing
(MPC) offers a promising solution [3]. Each independent client encrypted and
outsourced their data to a group of cloud servers, who collaboratively execute
neural network computing and process on joint data view, without disclosing any
information beyond the results [4]. Outsourced cloud computing can effectively
alleviate the clients’ resource bottleneck. However, how to realize the correct
and efficient computing over encrypted data is faced with great challenges [5].
At present, researchers combine cloud computing and MPC primitives, such as
garbled circuit (GC), oblivious transfer (OT), secret sharing (SS), to construct
some privacy-preserving schemes, mainly consisting of two types of two-party
and multi-party settings. These schemes have achieved pretty great effect in the
aspects of security, accuracy and overhead. It is worth mentioning that recent
FALCON [6] is several orders of magnitude faster than the SecureML [3]. This
is a favorable trend, whereas, the existing MPC protocol is still difficult to be
deployed in large-scale applications with the reason of high-level computational
and communication complexity. Therefore, we further devote to improving the
efficiency of privacy computing without compromising security.

The motivations mainly include the following three parts. (i) On the two-
party setting, the secure multiplication protocol using beaver triple [7] requires
vast memory space, and the computational cost linearly increases with input
data size. In contrast, the multiplication calculation no longer requires pre-
computing triples and interaction when extended to the three-party setting [8].
(ii) The conversions among arithmetic, boolean and Yao shares require extra
overhead in ABY3 [8], and inspired by FALCON [6], adopting only arithmetic
secret sharing (ASS) can realize secure and efficient computing protocols. (iii)
The secure design of non-linear functions, such as division and exponent, is fre-
quently approximated by low-order polynomials and lacks a general non-linear
calculation method [6,9].

On the basis of the above observations, the contributions of this paper are
summarized as follows.

– We propose FPPNet, that clients randomly split their data into three shares
and outsource them to a group of severs, and severs collaboratively execute
neural network inference without compromising the privacy of uploaded data
and intermediate results.

– We develop a general non-linear computing method by switching between
additive and multiplicative shares, and design secure comparison, secure expo-
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nent and secure division protocols, as well as securely realize ReLU, max-
pooling and Sigmoid layers embedded in neural network.

– We analyze the security of the proposed secure computing protocols, and
the computational and communication complexity are superior to the prior
three-party works. Experimental results with MNIST dataset, validate that
the runtime of our FPPNet is faster than the related works, and the accuracy
is the same as that of the plaintext neural network.

The rest of this paper is organized as follows. In Sect. 2, we introduce the
related works. The server-aided model and security model are presented in
Sect. 4. Next, we discuss the design of basic secure computing protocols and the
implementation of FPPNet in Sects. 3 and 5. Theoretical analysis and experi-
mental results are described in Sects. 6 and 7 respectively. Lastly, we conclude
the main work in Sect. 8.

2 Related Work

Privacy-preserving neural network based on MPC has been the hot research
issues, including two-party and multi-party schemes.

Two-Party Schemes. Mohasse et al. [3] first proposed a privacy-preserving
neural network SecureML scheme based on 2PC protocol [10], using beaver triple
[7] and OT to perform multiplication and comparison operations, respectively.
DeepSecure [11] adopted GC to compute and inference over encrypted data.
MiniONN [12] removed some overhead to the offline phase, effectively improv-
ing the performance of DeepSecure. Additionally, some mixed-protocol frame-
works executed in two non-collusive servers setting have been proposed, such as
Chameleon [13], GAZELLE [14], DELPHI [15]. However, they are not easy to
expand, because of the existence of computation-intensive cryptographic primi-
tives. Huang et al. [16] proposed a lightweight privacy-preserving CNN feature
extraction framework leveraging the additive SS, and obtained the good effect
in terms of efficiency.

Multi-party Schemes. In order to overcome the offline storage problem of
beaver triple, ABY3 [8] adopted (2, 3)-sharing, that each party possesses two
shares of three shares, to design a non-interactive multiplication protocol. Also,
ABY3 realized the secure conversion between Cleartexts and three types of arith-
metic, boolean, and Yao sharing, so as to compute using the suitable sharing
type. SecureNN [9] designed an effective and secure comparison protocol, which
transformed the most significant bit (MSB) in even ring into the least significant
bit (LSB) in odd ring. ASTRA [17] is a 3PC scheme with semi-honest security,
which abandons some expensive GC protocol and prefix adder in works [3,8].
On the basis, BLAZE [18] has the stronger guarantee of fairness, and tolerates
one of the three parties being malicious. Wagh et al. [6] proposed FALCON,
an honest-majority secure 3PC framework supporting privacy-preserving deep
neural network training, which realize the non-linear operation just using ASS
instead of the sharing conversion. Furthermore, FLASH [19] and Trident [20]
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introduce the fourth party to evaluate the behavior of each participant in the
protocols, aiming to resist the potential attacks.

Inspired by ABY3 [8] and FALCON [6], we design a fast privacy-preserving
neural network (FPPNet) leveraging only the three-party ASS, and devolop a
general non-linear computing method by switching between additive shares and
multiplicative shares.

3 Problem Statement

We consider a server-aided setting where the clients Us outsource the computa-
tion to three honest but curious (HbC) servers S1, S2 and S3, so as to realize
privacy-preserving neural network on outsourced data. It contains the following
steps.

Setting. Us secretly share their data based on ASS and upload them to S1, S2

and S3. No assumptions are made about the distribution of data, and we only
split each value (e.g., the pixels of image data) into three shares in an addition
manner.

Computing. Using the trained model, S1, S2 and S3 collaboratively execute
secure protocols and model inference over the received data shares. The real
inference results can be recovered through simply adding three shares.

Also, we consider that dividing the power of cloud into three parts and allo-
cating to three non-collusive servers. Similar to the semi-trusted model in FAL-
CON [6], we assume an adversary A who can corrupt at most one of S1, S2 and
S3 and obtain the corresponding information. The raw data and intermediate
results are private to Us and cannot be known by S1, S2 or S3; while the trained
model is private to servers [21]. Our goal is to realize correct privacy-preserving
neural network inference while satisfying the privacy constraints of each entity.

4 Basic Protocols

4.1 Concepts and Descriptions

ASS is the addition and multiplication calculation in the form of shares. Due
to the advantage of 3PC multiplication in ABY3 [8], we adopt 2-out-of-3 ASS
(i.e., (2, 3)-share) to split data. A secret u is randomly split into three shares
[u]1, [u]2 and [u]3 such that u = [u]1 + [u]2 + [u]3, each server Si (i ∈ {1, 2, 3})
holds 2-out-of-3 shares ([u]i, [u]i+1). Note that, if i = 3, then i + 1 = (i + 1)
mod 3 = 1; and if i = 1, then i− 1 = (i− 1) mod 3 = 3. In other word, any two
servers (e.g., S1 and S2) can recover the real secret u. Except of additive shares
[u]i, we define the multiplicative shares 〈v〉i, such that v = 〈v〉1 · 〈v〉2 · 〈v〉3. Next,
we introduce some preliminary protocols [6], as follows.

ΠZeroshare: Random 3-out-of-3 additive shares [α]1, [α]2, and [α]3 such that
[α]1 +[α]2 +[α]3 = 0, Si holds [α]i. The random shares are generated by psuedo-
random function (PRF).
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ΠOneshare: Random 3-out-of-3 multiplicative shares 〈β〉1, 〈β〉2, and 〈β〉3 such
that 〈β〉1 · 〈β〉2 · 〈β〉3 = 1, Si holds 〈β〉i.

ΠMul: To calculate f = u·v, such that u = [u]1+[u]2+[u]3, v = [v]1+[v]2+[v]3
and f = [f ]1 + [f ]2 + [f ]3, Si locally calculates 3-out-of-3 additive share [f ]i ←
[u]i · [v]i + [u]i+1 · [v]i + [u]i · [v]i+1. To strengthen the randomness of output,
invoking one time of ΠZeroshare, Si locally calculates [f ]i ← [f ]i + [α]i. Then,
Si obtains 2-out-of-3 shares ([f ]i, [f ]i+1) by receiving [f ]i+1 from party Si+1.

Additionally, all data is represented as double-precision float-point format
deployed in IEEE 754–2008 [22], which consists of the sign, mantissa and expo-
nent bits. The fixed mantissa bits can be encoded into integer through the
enlargement method, i.e., �u · 10q� from Zn, where q represents the decimal
places.

4.2 Secure Conversion Protocols

Through investigation, the switch between additive and multiplicative shares
can help Si split and share secret, then saving communication rounds. Hence, we
design a group of secure protocols ΠM2A and ΠA2M using ΠZeroshare, ΠOneshare

and ΠMul protocols, as illustrated in Protocol 1 and 2, respectively. In ΠM2A,
given the multiplicative shares 〈u〉i, S1, S2 and S3 jointly calculate [d]1 + [d]2 +
[d]3 = 〈u〉1 · 〈u〉2 and [f ]1 + [f ]2 + [f ]3 = 〈u〉1 · 〈u〉2 · 〈u〉3. Similarly given the
additive shares [u]i, ΠA2M obtains 〈f〉1 · 〈f〉2 · 〈f〉3 = [u]1 + [u]2 + [u]3. Si sets
the relationship of [α]1 + [α]2 + [α]3 + Δ = 〈β〉1 · 〈β〉2 · 〈β〉3 · Δ (i.e., equals Δ).
Since g = [g]1 + [g]2 + [g]3 = Δ · ([u]1 + [u]2 + [u]3), Si can obtain multiplicative
share 〈h〉i through re-constructing g executed by S1 (or S2). Note that g cannot
be known by S3, otherwise S3 can infer the real value of [u]1 + [u]2 + [u]3. The
new 〈β〉†

i is used to randomize 〈h〉i and re-share 〈f〉i.

Protocol 1: Additive to Multiplicative Shares Protocol (ΠM2A)
Input: Si (i ∈ {1, 2, 3}) holds 〈u〉i.
Output: Si outputs [f ]i.

1 S1, S2 and S3 calculate [d]1, [d]2, [d]3 ← ΠMul(〈u〉1, 0, 0; 0, 〈u〉2, 0);
2 S1, S2 and S3 calculate [f ]1, [f ]2, [f ]3 ← ΠMul([d]1, [d]2, [d]3; 0, 0, 〈u〉3);
3 Si returns ([f ]i, [f ]i+1).

5 The Construction of FPPNet

In this section, we discuss the implementation details of FPPNet, consisting of
secure linear, ReLU, max-pooling and sigmoid layers.

5.1 Secure Linear Layer

In a neural network, the linear full-connected layers connect the relation-
ship between sample feature and category using the trained weight and bias
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Protocol 2: Multiplicative to Additive Shares Protocol (ΠA2M )
Input: Si (i ∈ {1, 2, 3}) holds [u]i.
Output: Si outputs 〈f〉i.

1 Si gets [α]i and 〈β〉i through ΠZeroshare and ΠOneshare;
2 S3 randomly generates Δ, calculates [α]3 ← [α]3 + Δ and 〈β〉3 ← 〈β〉3 · Δ;
3 Si calculates [g]i ← [α]i · [u]i + [α]i · [u]i+1 + [α]i+1 · [u]i;
4 S2 sends [g]2 to S1, S3 sends [g]3 to S1;
5 S1 calculates 〈h〉1 ← ([g]1 + [g]2 + [g]3)/〈β〉1, S2 calculates 〈h〉2 ← 1/〈β〉2, S3

calculates 〈h〉3 ← 1/〈β〉3;
6 Si gets new 〈β〉†

i through ΠOneshare;

7 Si calculates 〈f〉i ← 〈h〉i · 〈β〉†
i , and sends 〈f〉i to Si−1;

8 Si returns (〈f〉i, 〈f〉i+1).

parameters (w, b). The expression is y = w · x + b, where x and y are the input
and output of this layer. For the data privacy, each data is randomly split into
the three-party shares [x]1, [x]2 and [x]3, and single Si (i ∈ {1, 2, 3}) can locally
calculates [y]i = w · [x]i + b/3. Obviously, the sum of all shares [y]i equals [y].
Likewise, S1, S2 and S3 can realize the convolutional layer through locally cal-
culating the linear combination between input share and convolutional kernel
parameters.

5.2 Secure ReLU and Max-Pooling Layers

The ReLU layer performs the operation ReLU(x) = max(x, 0) over each neuron
with the corresponding input x. Each neuron is activated or suppressed by com-
paring the relationship between x and 0. Instead of using GC in previous work
[3,8], we design an efficient and secure comparison protocol ΠComp adopting
only ASS. As illustrated in Protocol 3, given [u]i and [v]i, ΠComp aims to obtain
the comparison shares [f ]i between u and v, such that u = [u]1 + [u]2 + [u]3
and v = [v]1 + [v]2 + [v]3. If [f ]1 + [f ]2 + [f ]3 = 0, then u ≥ v; otherwise
([f ]1 + [f ]2 + [f ]3 = 1), u < v. In line 2, the additive share [p]i of the difference
of u − v are converted into multiplicative share 〈r〉i, The exclusive-or (XOR)
result of MSB of 〈r〉i determines whether u ≥ v or u < v. In line 7–8, the
XOR operation of single bit can be converted into arithmetic operation, i.e.,
〈s〉1 ⊕ 〈s〉2 ⊕ 〈s〉3 = 〈s〉1 + 〈s〉2 + 〈s〉3 − 2 · 〈s〉1 · 〈s〉2 − 2 · 〈s〉2 · 〈s〉3 − 2 · 〈s〉1 ·
〈s〉3 + 4 · 〈s〉1 · 〈s〉2 · 〈s〉3 = [f ]1 + [f ]2 + [f ]3.

On the basis, the secure realization of ReLU layer is executed by ΠReLU

protocol. Given the input feature shares [x]1, [x]2, and [x]3, ΠReLU obtains
y = x if x ≥ 0 or y = 0 if x < 0. In fact, it satisfies y = x · (1 − η), where η
(i.e., [η]1 + [η]2 + [η]3) is the MSB of x.

ΠReLU : To calculate y = max(x, 0), such that x = [x]1 + [x]2 +
[x]3 and y = [y]1 + [y]2 + [y]3, S1, S2 and S3 jointly calculate
[η]1, [η]2, [η]3 ← ΠComp([x]1, [x]2, [x]3; 0, 0, 0) and [y]1, [y]2, [y]3 ← ΠMul(1 −
[η]1,−[η]2,−[η]3; [x]1, [x]2, [x]3). Then, Si obtains 2-out-of-3 shares ([y]i, [y]i+1).
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Protocol 3: Secure Comparison Protocol (ΠComp)
Input: Si (i ∈ {1, 2, 3}) holds [u]i and [v]i.
Output: Si outputs [f ]i.

1 Si calculates [p]i ← [u]i − [v]i;
2 S1, S2 and S3 calculate 〈r〉1,〈r〉2,〈r〉3 ←ΠA2M ([p]1,[p]2,[p]3);
3 if 〈r〉i ≥ 0 then
4 Si assigns 〈s〉i ← 0;
5 else
6 Si assigns 〈s〉i ← 1;

7 S1, S2 and S3 calculate [t]1,[t]2,[t]3 ←ΠM2A(〈s〉1,〈s〉2,〈s〉3);
8 Si calculates [f ]i ← 〈s〉i − 2 · 〈s〉i · 〈s〉i+1 + 4 · [t]i;
9 Si sends [f ]i to Si−1, and returns ([f ]i, [f ]i+1).

The max-pooling layer divides the feature map into some pooling regions with
the same size (e.g., 2×2) evenly, and selects the maximum feature element from
each pooling region. Here, we design a secure max-pooling protocol ΠMaxpool

adopting the designed ΠComp protocol. For each pooling region, given the input
feature shares [x]1, [x]2, and [x]3, ΠMaxpool obtains the maximum feature y =
max(x) by executing ΠComp and ΠMul for μ2 − 1 times. Draw the idea of work
[21], we can load the feature with the same position in each pooling region
into a block, that is, the entire feature map are turned into μ2 blocks. Then,
we perform ΠMaxpool over these block in parallel, and obtain the max-pooling
output eventually.

ΠMaxpool: For the shares [xj,k]i, j = (1, 2, · · · , μ), k = (1, 2, · · · , μ)
of each pooling region with size μ × μ in entire feature map, it calcu-
lates the maximum feature y = max(x), such that xj,k = [xj,k]1 +
[xj,k]2 + [xj,k]3 and y = [y]1 + [y]2 + [y]3. S1, S2 and S3 jointly calcu-
late [δ]1, [δ]2, [δ]3 ← ΠComp([x1,1]1, [x1,1]2, [x1,1]3; [x1,2]1, [x1,2]2, [x1,2]3) and
[y]′1, [y]′2, [y]′3 ← ΠMul([δ]1, [δ]2, [δ]3; [x1,2]1 − [x1,1]1, [x1,2]2 −[x1,1]2, [x1,2]3 −
[x1,1]3). Si obtains the larger feature share [y]i ← [y]′i + [x1,1]i between x1,1

and x1,2. Then, S1, S2 and S3 compare y with the remaining μ2 − 2 features,
and obtain the maximum feature share [y]i. Finally, Si obtains 2-out-of-3 shares
([y]i, [y]i+1).

5.3 Secure Sigmoid Layer

Sigmoid function is used to map the classification score to the interval of (0, 1),
so as to obtain the predicted probability of each category. The expression for
this function is sigmoid(x) = 1/(1 + e−x). To protect the privacy of Sigmoid
operation, we design secure exponent and division protocols (i.e., ΠExp and
ΠDiv). Unlike the previous FALCON [6], we only adopt the conversion between
additive and multiplicative shares, instead of extra polynomial approximation
method. With the help of ΠExp and ΠDiv, the secure realization ΠSigmoid of
Sigmoid operation can be finished.
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ΠExp: To calculate f = eu, such that u = [u]1+[u]2+[u]3 and f = [f ]1+[f ]2+
[f ]3, S1, S2 and S3 jointly calculate [f ]1, [f ]2, [f ]3 ← ΠM2A(e[u]1 , e[u]2 , e[u]3).
Then, Si obtains 2-out-of-3 shares ([f ]i, [f ]i+1).

ΠDiv: To calculate f = u/v, such that u = [u]1 + [u]2 + [u]3, v =
[v]1 + [v]2 + [v]3 and f = [f ]1 + [f ]2 + [f ]3, S1, S2 and S3 jointly calculate
〈λ〉1, 〈λ〉2, 〈λ〉3 ← ΠA2M ([u]1, [u]2, [u]3), 〈γ〉1, 〈γ〉2, 〈γ〉3 ← ΠA2M ([v]1, [v]2, [v]3)
and [f ]1, [f ]2, [f ]3←ΠM2A(〈λ〉1/〈γ〉1, 〈λ〉2/〈γ〉2, 〈λ〉3/〈γ〉3). Then, Si obtains 2-
out-of-3 shares ([f ]i, [f ]i+1).

ΠSigmoid: To calculate sigmoid(x)=1/(1 + e−x), such that x=[x]1 + [x]2 +
[x]3 and y = [y]1 + [y]2 + [y]3, S1, S2 and S3 jointly calculate [φ]1, [φ]2, [φ]3 ←
ΠExp(e−[x]1 , e−[x]2 , e−[x]3) and [y]1, [y]2, [y]3 ← ΠDiv(1, 0, 0; 1 + [φ]1, [φ]2, [φ]3).
Then, Si obtains 2-out-of-3 shares ([y]i, [y]i+1).

6 Theoretical Analysis

6.1 Security Analysis

The non-collusion assumption can guarantee that each Si (i ∈ {1, 2, 3}) cannot
recover the real information from three-party shares. The security of FPPNet
depends on the proposed protocols, we provide the security proof using univer-
sal composition (UC) framework [23]. We assume that there is a probabilistic
polynomial time (PPT) simulator M which can generate a set of simulatable
view V iewsim for adversary A. In a certain protocol Π, if V iewsim cannot be
computationally distinguished from the real view V iewreal of a physical entity
(e.g., Si), then Π is considered secure. The security proof relies on the following
lemmas [24] and theorems.

Lemma 1. A protocol is perfectly simulatable if all its sub-protocols are perfectly
simulatable.

Lemma 2. If a random element a is uniformly distributed on Zn and inde-
pendent from any variable b ∈ Zn, then a ± b is also uniformly random and
independent from b.

Theorem 1. The proposed protocols are secure in the HbC model.

Proof. For ΠM2A protocol, the V iewreal of Si (i ∈ {1, 2, 3}) is {〈u〉i, [d]i, [f ]i},
where 〈u〉i is the input. According to Lemma 2, [d]i and [f ]i are random. Since
ΠMul has been proved to be secure and simulatable in FALCON [6], ΠM2A is
also simulatable on the grounds of Lemma 1. M can generate the V iewsim of
Si, and A cannot distinguish between V iewreal and V iewsim computationally.
For ΠA2M protocol, the V iewreal of S1 is {[u]1, [α]1, 〈β〉1, [g]1, g, 〈h〉1, 〈f〉1}. S1

can re-construct g = u · Δ, but not predict real u without knowing Δ. Inversely,
although S3 knows Δ, but not g. Both g and Δ are unknown to S2. In this
way, the data possessed by Si (i ∈ {1, 2, 3}) are random according to Lemma
2. A cannot computationally distinguish between V iewreal and V iewsim of Si.
Thus, ΠM2A and ΠA2M protocols are considered secure in the HbC model. Since
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Table 1. Computational complexity of proposed protocols.

Protocols Input sizes Plaintext FPPNet (ours)

ΠA2M n − O(n)

ΠM2A n − O(n)

ΠComp n O(n) O(n)

ΠExp n O(n) O(n)

ΠDiv n O(n) O(n)

ΠReLU n O(n) O(n)

ΠMaxpool n, (μ, μ) O(n(μ2 − 1)/μ2) O(n(μ2 − 1)/μ2)

ΠSigmoid n O(n) O(n)

Table 2. Communication complexity of proposed protocols.

Protocols SecureNN [9] FALCON [6] FPPNet (ours)

Rounds Message sizes Rounds Message sizes Rounds Message sizes

ΠM2A − − − − 2 6nl

ΠA2M − − − − 2 5nl

ΠComp 5 n(4l log p + 13l) log p + 2 2nl 4 11nl

ΠExp − − − − 2 6nl

ΠDiv 10lD n(8l log p + 24l)lD p log p + 5p + 7 nl(4p + 7) 4 16nl

ΠReLU 10 n(8l log p + 24l) log p + 5 4nl 5 14nl

ΠMaxpool 9(n − 1) (n − 1)(8l log p + 29l) (μ2 − 1)(log p + 7) n(μ2 + 5l)/μ2 5(μ2 − 1) 14n(μ2 − 1)l/μ2

ΠSigmoid − − − − 6 22nl

the remaining ΠComp, ΠExp, ΠDiv, ΠReLU , ΠMaxpool and ΠSigmoid protocols
is designed on the basis of ΠMul, ΠM2A and ΠA2M protocols, likewise, these
protocols can be proved to be secure in the HbC model.

Theorem 2. FPPNet is secure in the HbC model.

Proof. Since ΠReLU , ΠMaxpool and ΠSigmoid protocols have been proved to be
secure in Theorem 1, the outputs of these protocols are random. According to
Lemma 1, FPPNet is also simulatable. The V iewreal of FPPNet and V iewsim

generated by M are computationally indistinguishable for A. Therefore, FPPNet
is secure in the HbC model.

6.2 Complexity Analysis

In this section, we analyze the computational and communication complexity
of the proposed protocols. As illustrated in Table 1, we assume that n denotes
the size of the vector in vectorized implementation, (μ, μ) is the size of pooling
region. The secure conversion Protocols ΠM2A and ΠA2M are designed by only
three-party ASS, that cost is O(n). The remaining protocols are on the basis of
the ΠM2A and ΠA2M . In the ΠMaxpool protocol, it performs ΠComp for μ2 − 1
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times. Clearly, the computational complexity of our protocols is linear, and is
the same order as that in plaintext environment.

Compared with the previous works [6,9], Table 2 gives the communication
complexity results. l denotes the bit-width, lD denotes the precision of bits,
and p denotes the logarithm of the ring size. For ΠComp protocol, SecureNN [9]
transforms MSB in even ring into LSB in odd ring, removing the dependence
of communication rounds on l. FALCON [6] adopts (2, 3)-sharing instead of
(2, 2)-sharing using in SecureNN, and further reduces the size of ring structure
(i.e., Z2p). By contrast, our ΠComp only uses arithmetic addition and multi-
plication. Although the communication overhead is higher than FALCON, it
greatly compresses the communication rounds and is independent of l and p.
For ΠDiv protocol, we do not require any extra polynomial iteration compared
with SecureNN and FALCON. Additionally, we design ΠExp and ΠSigmoid pro-
tocols, which does not requires to be approximated using ReLU. Overall, our
protocol can realize constant rounds for communication, regardless of the size of
the input data.

7 Experimental Results

Experiments are performed on a 64-bit personal computer with 1.80 GHz CPU
and 20 GB RAM. We implement FPPNet using PyTorch 1.6 deep learning
framework and Python 3 language. The tensor package is used as a multidi-
mensional container of numbers to execute the calculation in parallel. We use
MNIST dataset to conduct experiments, which consists of 60, 000 images for
training and 10, 000 images for inference. Each image is a 28 × 28 pixel image
of a hand-written digit along with a label between 0 and 9. Similar to the pre-
vious works [6,8,9], we evaluate the performance of FPPNet by using MNIST
dataset and adopting two different networks (i.e., NN-3 and LeNet) in terms of
efficiency and accuracy. NN-3 is a three-layer full-connected network with ReLU
activation after each layer, which has around 118K parameters. LeNet is a stan-
dard convolutional neural network, which contains two convolutional layers, two
max-pooling layers, three full-connected layers and five ReLU layers with 431K
parameters.

The efficiency of FPPNet depends on the designed protocols. We firstly ana-
lyze the runtime of various layers in a certain network, as shown in Table 3.
Since we adopt the single computer to simulate the running of three servers, the
runtime of secure linear convolutional and full-connected layers are around 3×
times than plaintext LeNet. Adopting ΠComp and ΠMul protocols, the secure
realization cost of ReLU layer is around 55× to 72× times than the original
activation function. Max-pooling and Sigmoid layers have the similar trend, and
the runtime linearly increases with the input size. Over all, the runtime of each
layer can be maintained in microseconds.

Next, we discuss the performance of FPPNet from the aspect of efficiency
and accuracy. Table 4 gives the inference efficiency comparison result between
our FPPNet and the existing three-party schemes [6,8,9]. The single number is
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Table 3. Comparison of runtime of various layers for FPPNet and plaintext LeNet.
All runtimes are reported in microsecond (μs).

Layers Input sizes LeNet FPPNet Multiple

Convolution (1, 28, 28) 26.7 80.7 3.02×
(6, 12, 12) 27.2 61.2 2.25×

ReLU (6, 24, 24) 29.0 1601.1 55.21×
(16, 8, 8) 6.9 498.0 72.17×

Max-pooling (6, 24, 24) 45.7 1615.0 35.34×
(16, 8, 8) 12.9 460.7 35.71×

Full-connected (1, 256) 1.0 2.2 2.20×
(1, 120) 0.4 1.2 3.0×
(1, 84) 0.1 0.3 3.0×

Sigmoid (1, 10) 0.2 5.4 27.0×

Table 4. Comparison of inference efficiency of various schemes for single image from
MNIST dataset. All runtimes are reported in second (s) and communication in MB.

Schemes NN-3 LeNet

Runtime Communication Runtime Communication

ABY3 [8] 0.008 0.5 − −
SecureNN [9] 0.043 2.10 0.23 18.94

FALCON [6] 0.011 0.012 0.047 0.74

FPPNet (ours) 0.007 0.030 0.031 0.862

Plaintext 0.001 − 0.004 −

stored as fixed 64-bit data type. FALCON [6] combines the advantages of ABY3
[8] and SecureNN [9], and adopt (2, 3)-sharing method to perform the end-to-
end privacy-preserving inference in a small ring. To pursue the higher perfor-
mance gains, different from FALCON, our FPPNet transforms the calculation
over boolean ring into pure arithmetic calculation, and realizes the non-linear
functions by adopting the designed secure conversion protocols. Inevitably, the
communication overhead of FPPNet is slightly higher than that of FALCON,
but it is acceptable. More importantly, FPPNet is able to achieve faster infer-
ence efficiency due to the fewer rounds of communication between servers. In
other word, FPPNet further narrows the generation gap between ciphertext and
plaintext inference.

Additionally, the inference accuracy is an important factor to evaluate the
effectiveness of FPPNet. We set the learning rate as 0.1 and the batch size as
128 in training. After 40 iterations, as shown in Table 5, the inference accuracy
of NN-3 and LeNet can achieve 98.09% and 99.03% in plaintext environment,
respectively. Clearly, the accuracy of FALCON has low loss. This is because
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Table 5. Comparison of inference accuracy for batch size 128 with MNIST dataset.

Networks Plaintext FALCON [6] FPPNet (ours)

NN-3 98.09% 97.42% 98.09%

LeNet 99.03% 96.85% 99.03%

the fixed-point 32-bit algorithm in FALCON is still slightly different from high-
precision 64-bit computing. By contrast, we adopt the fixed-point 64-bit data
type to ensure that our FPPNet can achieve the consistent accuracy as that of
plaintext network as long as multiplicative results do not overflow.

8 Conclusion

In this paper, we proposed a fast and privacy-preserving neural network, referred
to FPPNet, leveraging only three-party arithmetic secret sharing. Specifically,
we design a group of secure conversion protocols for switching additive and mul-
tiplicative shares, and develop a series of secure computing protocols to realize
each layer of FPPNet. Three non-collusive servers can collaboratively perform
the secure inference while not disclosing the intermediate calculation results.
Experimental results indicated that with MNIST dataset, our FPPNet is faster
than FALCON, and can achieve the same accuracy as that of plaintext neural
network, having the stronger practicality. In the future work, we further try to
applied FPPNet to more large-scale deep neural network, and explore the end-to-
end privacy-preserving training using the designed secure conversion protocols.
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Abstract. With the development of communication technology and the growth of
equipment, spectrum prediction technology has received more and more attention
because of its wide application in spectrum resource management. However, due
to the high burst of spectrum usage, there are still some difficulties in spectrum
prediction. This paper proposes a new algorithmic framework (TrSAX-seq2seq)
for the difficult problem of broadband and long-term prediction in the spectrum
prediction problem. In this paper, a trend based symbolic aggregate approximation
(TrSAX) method is used to reduce the dimension and represent the historical
spectrum observation data, and then perform hierarchical clustering on the symbol
sequence after dimension reduction to achieve the purpose of dividing the wide
frequency band into multiple narrow frequency bands. Then, we use the LSTM
network of seq2seq architecture to predict the spectrum occupation. We validate
our method on a real spectrum monitoring dataset. The experimental results show
that the method proposed in this paper can effectively improve the prediction
accuracy compared with other methods.

Keywords: Broadband spectrum prediction · Long term prediction · Trend
based symbolic aggregate approximation · Seq2seq

1 Introduction

The rapid development of communication technology and the sharp increase in the
number of communication terminal equipment make the limited electromagnetic spec-
trum resources more scarce. Therefore, researchers pay more and more attention to the
research of spectrum prediction technology, because the spectrum of a specific area can
be dynamically allocated in hours or tens of hours based on the prediction of the future
state of the spectrum [1]. However, the us-age of many spectrums is dynamic and highly
bursty, and the spectrum usage rules of different frequency bands are very different
because of their different services and users [2]. At the same time, we always want to
predict as far into the future as possible so that dynamic spectrum allocation can be done
earlier. These problems bring enormous challenges to spectrum prediction and lead us
to con-sider new algorithmic frameworks to achieve long-term spectrum prediction in
broadband scenarios.
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At present, scholars have proposed many methods for spectrum prediction. In the
traditional method, the ARMA algorithm is used more [3]. Among machine learning
based methods, algorithms such as Support Vector Machine (SVM) [4], Long Short
TermMemory (LSTM) [5], Convolutional Long Short TermMemory (ConvLSTM) [6],
CNN + LSTM [14] are also applied to spectrum prediction. For the ISM frequency
band with high burstiness, some people propose a clustering method based on statistical
features to cut the spectrum and predict based on LSTM respectively [5]. Most of the
above methods are used to predict the short-term busy and idle state of the spectrum [7].
The wide-band and long-term prediction problems mentioned above are still not well
solved.

The problem of spectrum prediction is essentially a time series prediction problem.
An effective idea is to cluster large sequences intomultiple smaller sequences to improve
prediction accuracy. But considering the long dimension of spectrum monitoring data,
wemust consider a dimensionality reductionmethod to ensure the effect of clustering.On
the problemof long-term prediction of spectrum,we believe that the seq2seq architecture
is more potential than the traditional LSTMnetwork. Based on the above discussion, this
paper uses a trend based symbolic aggregate approximation (TrSAX) method combined
with a seq2seq network for spectrum prediction, and tests it on a real open source dataset.
The main contributions of this paper are as follows:

1. This paper uses a trend based symbolic aggregate approximationmethod to represent
and reduce the dimension of electromagnetic spectrum data. Then, multiple predic-
tion models are constructed based on hierarchical clustering, and the wide-band
spectrum prediction problem is transformed into multiple narrow-band prediction
problems.

2. Apply the seq2seq network architecture to the spectrum prediction problem to
improve the prediction performance in long-term prediction.

3. Validate the proposed method using real open-source spectrum monitoring data and
demonstrate its superior performance.

The rest of this paper is outlined below. Section 2 introduces the trend based sym-
bolic aggregate approximation method. Section 3 introduces the seq2seq architecture
for spectrum prediction. Section 4 is the experimental part of this paper. Section 5 is the
conclusion.

2 Trend Based Symbolic Aggregate Approximation Method

For spectrum monitoring data, due to its large data volume and high dimension, the
effect of traditional data mining and clustering methods is affected. In recent years,
academia has proposedmany representationmethods that have outstanding performance
in time series, which are characterized by the ability to achieve dimensionality reduction
without losing important features [8]. In this paper, a relatively new trend based symbolic
aggregate approximation (TrSAX) method is used to reduce the dimension of spectrum
monitoring data, and the numerical value and changing trend characteristics of the data
are preserved [9]. The broadband electromagnetic spectrum data is then divided into
multiple narrow frequency bands using hierarchical clustering.
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2.1 Monitoring Data Autocorrelation Analysis

There have been many research results showing that there is widespread correlation
between different channels [10]. The correlation of channels can be divided into positive
correlation and negative correlation. This paper defines positive correlation as when
one channel is busy (idle), the other channel is also in a busy (idle) state. A negative
correlation is the opposite. In this paper, the channel correlation factor (CCF) is used
to represent the degree of correlation between channels, and its calculation method is
shown in formula (1). Where ρ is the correlation coefficient of the two channels, which
is the value of CCF; M is the total number of channels, Cm

i is the state of channel i at
time m, I{A} is the index function, when A is true, I{A} = 1, otherwise I{A} = 0. The
numerator of formula (1) is the same number of two channel states, and the denominator
is the total number of channel states within the monitoring time.

ρ =
∑M

m=1 I{Cm
i = Cm

j }
∑M

m=1 I{Cm
i = Cm

j } + ∑M
m=1 I{Cm

i �= Cm
j } (1)

Fig. 1. Correlation between different channels.

Figure 1 is the correlation diagram of all channels in the experimental data in
Chapter 4 of this paper. It can be seen that the correlation between channels is ubiq-
uitous, and the CCF value between most channels is above 0.4. The CCF value between
some channels is close to 1, which indicates that the evolution laws of these channels
are highly correlated. Therefore, it is a feasible method to study a clustering method to
find channels with similar laws and train prediction models separately.



182 H. Zhang et al.

2.2 Trend Based Symbolic Aggregate Approximation (TrSAX)

Based on the piecewise aggregation approximation (PAA) method, scholars further
developed the symbolic aggregation approximation (SAX) and the trend based symbolic
aggregation approximation (TrSAX) method used in this paper.

The TrSAX method assumes that the original time series data approximately obey
the normal distribution, divides the original data into several time periods, and uses two
symbols to represent the mean and slope of the time periods respectively, so as to achieve
the purpose of dimension reduction. The specific process is as follows: first, the original
time series data needs to be normalized to data with standard deviation of 1 and average
value of 0. Then the original time series is divided into several time periods by using
PAA method, and the average value of each time period is obtained. Then, the average
value of each segment is compared with the breakpoint of the equal probability partition
space under the Gaussian curve, and then mapped to the corresponding characters. Let
the length of the time series X = {x1, ...., xn} be n. Represent it by a vector X of length
N, the ith element of X is defined as:

X i = N

n

ni/N∑

j=(n(i−1)+1)/N

xj (2)

In this way, the symbolic representation of the original time series data is realized,
and the fast and effective dimensionality reduction of the time series is realized. After
dimensionality reduction, the overall change of time series can still be reflected. Figure 2
is a schematic diagram of a symbol mapping method.

Fig. 2. Schematic diagram of the TrSAX symbol mapping method with word size 4.

The trsax method further adds the trend change information to the symbol cod-
ing. The method additionally calculates the slope between each time period. The main
improvement of the method is to use two symbols in each time period. Where the first
symbol is the segment average value in the original Sax method, and the second sym-
bol is the segment slope value. In this article, lower case letters represent the segment
average value, and upper case letters represent the segment slope value. The schematic
diagram of segment slope mapping is shown in Fig. 3.

The segment slope value k is estimated by the least squares method:

k =
∑n

i=1 xiyi − nxy
∑n

i=1 x
2
i − nx2

(3)
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Fig. 3. Schematic diagram of segment slope mapping in the TrSAX method

This method retains the numerical change characteristics and trend information of
the original data, which is more conducive to the accurate clustering and grouping of
spectrummonitoring data. This method retains the numerical change characteristics and
trend information of the original data, which is more conducive to the accurate clustering
and grouping of spectrum monitoring data.

3 Spectrum Prediction Based on Seq2seq

Seq2seq model is a typical encoder decoder architecture, which is usually composed
of RNN, GRU and LSTM. The encoder encodes the variable length sequence data
into a fixed length intermediate vector, and then the decoder decodes the fixed length
intermediate vector as the prediction output, realizing that the input sequence of any
length can be mapped to the output sequence of any length. Researchers first applied
the model to machine translation in the field of NLP. Later, due to its good performance
in multi-step prediction, it was also widely used in time series prediction tasks such as
transportation [11] and power load [12].

3.1 Long Short-Term Memory Network (LSTM)

Long Short-TermMemory (LSTM) is a widely used temporal recurrent network. LSTM
is a gated RNN. The cleverness of LSTM is that the weight of the self-loop is changed
by increasing the input threshold, forgetting threshold and output threshold. When the
model parameters are fixed, the integration scale at different times can be dynamically
changed, thus avoiding the problem of gradient disappearance or gradient explosion
when the general RNN is dealing with long-term dependencies (nodes that are far away
in the time series). The LSTM cell is shown in Fig. 4.
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As shown in Fig. 4, the forget gate determines which information needs to be
discarded from the cell. The calculation process is shown in formula (4):

ft = σ(Wf ∗ [ht−1, xt] + bf ) (4)

Fig. 4. LSTM cell.

Wf is the weight matrix of the forget gate, where the matrix from cell to gate is
diagonal and the rest are non-diagonal. bf is the offset term of the forget gate and σ is
the sigmoid function. The input gate determines what information should be stored. First
determine what value needs to be passed through the sigmoid function. The second part
is to create a new vector through tanh function, which will be added to the state Ct . The
function of the output gate is to determine the content of the output. The gate processes
the cell state through tanh to get a value between −1 and 1 and multiplies it with the
output of the sigmoid layer, and then determines the output part.

Based on the long-term spectrum prediction problem, the LSTM network with long-
termmemory is obviously very attractive. But at the same time,we also note that the basic
LSTM network capability will also decline significantly in the multi output scenario, so
the seq2seq architecture has also been introduced into our work.

3.2 Spectrum Prediction Based on Seq2seq

The network architecture of seq2seq based on LSTM used in this paper is shown in
Fig. 5. Among them, X = {x1, ...., xn} represents the historical monitoring data with
step n, and Y = {y1, ...., ym} represents the output prediction result with step m. The
hidden state ht at each moment in the encoder is jointly determined by the input data
xt at the current moment, the hidden state ht−1 and the cell state ct−1 at the previous
moment:

ht = f (xt, ht−1, ct−1) (5)
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Fig. 5. Network architecture of seq2seq based on LSTM.

The encoder is updated for n time steps, and the input sequence is encoded as the
hidden state hn at the final time step. Due to the long-term memory function of the
recurrent neural network, hn theoretically contains the complete information of the input
sequence.

The decoder accepts the final state hn of the encoder as the initial input value. The
hidden state h′

t of the decoder at each moment is updated by the input hn at the current
moment, the hidden state h′

t−1 and the cell state c′
t−1 at the previous moment, and its

expression is as follows:

h′
t = f (hn, h

′
t−1, c

′
t−1) (6)

After step-by-step decoding, the final output sequence Y = {y1, ...., ym} is formed.

Algorithm: The TrSAX-seq2seq based Spectrum Prediction

Input: Broadband historical monitoring data

Output: Multiple narrowband spectrum prediction models

Begin

1. Normalize the historical observation data of each channel;

2. Divide the data into N segments of equal length and calculate the mean and slope;

3. Construct the symbol sequence for each channel using the TrSAX method;

4. Hierarchical clustering based on symbol sequence to get n channel groupings;

5. Construct a dataset according to channel grouping and train it to get n seq2seq prediction
models

End
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The pseudocode of the complete flow of this method is given. In short, this paper
constructs the feature sequence of the channel based on the trend symbol clustering
approximation method and clusters to obtain multiple channel groups, and then trains
the seq2seq prediction model separately to realize the long-term spectrum prediction of
the wide band.

4 Experimental and Results

In the experimental part, the clustering performance of TrSAX and the final spectrum
prediction results are compared and analyzed. In the comparison of clustering, wemainly
compare the traditional agglomerative hierarchical clusteringmethods. In the experiment
of spectrum prediction, we compared it with some common methods in the field of
spectrum prediction, such as LSTM, CNN and attention mechanism, according to the
previous literature. It should be noted that most of these literatures do not disclose their
data sets and hyperparameters, so this paper may not perfectly restore their performance,
but after enough comparisons, it is enough to illustrate the superiority of our method.

4.1 Datasets and Preprocessing

The data set of the experiment in this paper comes from the open-source spectrum
measurement data of Aachen university of technology in Germany [13]. The dataset
contains 30 MHz-6 GHz spectrum monitoring data collected from three monitoring
sites in Aachen andMaastricht. The frequency resolution is 200 kHz, and the acquisition
time interval is about 1.8 s. This paper selects the 1500-3000 MHz monitoring results
collected at the third-floor balcony of a residential area in Aachen for about 14 days as
the data set of this experiment.

In this paper, the spectrum occupancy sequence is predicted, and the monitoring
data is processed into an occupancy sequence with an interval of 15 min according to
the technical specifications recommended by ITU. At the same time, in order to avoid
the influence of a large number of long-term unused or long-term used channels, the
above-mentioned channels are excluded from the experiments in this paper. Because
the prediction of these channels is easy and meaningless, it will affect the evaluation of
algorithm performance. In the prediction experiment in this paper, we use the historical
data of the past two days to predict the outcome of the next day. That is, the input
sequence length of our prediction model is 192, and the output result length is 96.

4.2 Analysis of Results

We first explore the impact of the TrSAX method on the clustering effect of spectrum
monitoring data. The clustering evaluation index used in this paper is the silhouette
coefficient. This index is an evaluation method of clustering effect, which combines
two factors: cohesion and separation. It can be used to evaluate the impact of different
algorithms or different operating modes of algorithms on the clustering results on the
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basis of the same original data. The results are shown in Fig. 6. We mainly focus on
the comparison of the highest points between the curves, that is, the best performance
of the two clustering methods under the optimal number of clusters. It can be seen that
the best performance of the TrSAX method occurs when the number of clusters is 5,
and its silhouette coefficient is much higher than the result of directly clustering the
original sequence under all the number of clusters. In contrast, the best performance
for clustering using the original sequence occurs when the number of clusters is 2.
Obviously, the result of clustering into 2 clusters does not group the data very well,
which shows that the clustering results using the original sequence are far from ideal.
In the subsequent comparative experiments, the number of clusters used in this paper is
uniformly 5.

Fig. 6. Performance based on TrSAX clustering.

Then, we compare the performance of spectrum prediction. In this experiment, we
uniformly use three layers of LSTM, and the number of hidden units in each layer
of LSTM is 128. Experiments were carried out on five clusters based on TrSAX and
hierarchical clustering. The experimental results are shown in Fig. 7. It can be seen that
the RMSE of multiple networks in the first two clusters are almost the same, and the
clustering based method in the last three clusters has achieved obvious advantages, of
which our method has more obvious advantages. It can be predicted that this advantage
will become more obvious as the predicted spectrum bandwidth increases. Therefore,
we believe that clustering grouping is a simple and effective method to improve the
performance of broadband prediction involving multiple services.

Finally, we compared the performance of different methods on all prediction steps,
as shown in Fig. 8. As shown in the blue curve in the figure, the trsax-seq2seq method
used in this paper achieves the overall minimum root mean square error, and the error
is relatively stable in all steps. The performance of other clustering based methods is
second. The performance of non clustering method is average. We believe that, in the
case of the broadband data set used in this paper, even if the clustering method is not
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Fig. 7. RMSE performance comparison of different models in five groups

Fig. 8. Performance comparison of different methods on all prediction steps.

ideal, its performance index has been significantly improved. It further shows that our
method is effective in this broadband prediction scenario.

5 Conclusion

In this paper, the problemof long-term spectral prediction over broadband is investigated.
Based on the difficulties faced by this problem, a clustering and grouping method of
spectral data based on TrSAX expression was developed and combined with the seq2seq
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network to improve the accuracy of prediction. Experiments are carried out on a real
open source spectrum monitoring dataset, and the experimental results demonstrate the
effectiveness of the method proposed in this paper. We expect to introduce a more
advanced encoder-decoder structure model Transformer applied to this problem in the
future to further improve the prediction performance.
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Abstract. Link prediction is a widely studied problem and receives considerable
attention in data mining and machine learning fields. How to efficiently predict
missing or hidden edges in the network is a problem that link prediction needs to
solve. Traditional link prediction only focuses on the information of network topol-
ogy and ignores some non-topological information, which makes the prediction
performance of algorithmdecline rapidlywhen encountering extremely sparse net-
work. To compensate for this deficiency, this paper proposes a joint weighted non-
negative matrix factorization model for link prediction via incorporates attribute
information.Bydesigning aweightedmatrix to process the attribute information of
each node, both the structure and attribute information fused into the nonnegative
matrix factorization framework can fully play a guiding role in the link prediction
task, thus solving the problem of structure sparsity and improving the prediction
performance of the algorithm. Extensive experiments on five attribute networks
demonstrate that the proposed model has better prediction performance than the
dozen benchmark methods and the state-of-the-art link prediction algorithms.

Keywords: Link prediction · Nonnegative matrix factorization · Attribute
networks

1 Introduction

Link prediction is a widely studied problem and receives considerable attention in data
mining and machine learning in the past decades. It aims to infer a link which is not
observed in current network or will arise in the future network [1–8]. The network
object of link prediction research is a complex topology structure abstracted from real-
world physical systems. In general, people observe the interactive system in the real-
world, extract the entities in the system as the vertices, and the interaction relationship
between entities as the edges, and construct a topological graph corresponding to the
physical system, namely complex network model. Then, the network model is taken as
the research object to explore some laws underlying the physical interaction system and
simulate their evolution mechanism. However, due to the complexity of the real physical
system, the extractive network models are often structurally incomplete. That is, there is
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always a missing situation of real information about the system in the complex network
obtained through observation. The purpose of link prediction is to infer the missing or
possible relationships in the future through this abstract complex network model, and to
further study the evolution mechanism of real physical systems [9].

Because the research of link prediction problem is of great significance for the
development of economy and society, its results are widely used in all walks of life in
the real society [3, 4]. For example, analyze the evolution mechanism of the network
[9], study the drug targeting relationship in the field of bioinformatics [10], realize
the personalized recommendation of scenic spots or recommend new friends in social
network [4, 11], and identify criminals in the field of public security [12–15].

At present, with the development of mobile Internet network, the amount of social
information increases rapidly. When this real interaction system is abstracted into com-
plex networks, the corresponding number of vertices becomes extremely large. However,
the interaction relationship between the nodes did not grow significantly with the node
scale. This phenomenon leads to exist many vertices in the extracted complex networks,
but the edges between them appear extremely sparse. The phenomenon that the number
of links known in the network is much less than the number of no links is called the
structural sparsity problem. This problem has a very large impact on the performance of
the link prediction [16, 17]. Therefore, how to solve the problem of declining prediction
performance due to structural sparsity in large-scale networks becomes a challenge for
link prediction. The motivation of this paper is to study the fusion problem of node
attributes, so as to dig out the auxiliary information that can compensate for the sparsity
of network structure, and build a multi-source information integration mode to realize
the improvement of link prediction performance.

Recently, Social platforms based on mobile Internet networks are very frequently
used, many network datasets appear with both the topology and node attribute informa-
tion. For example, a webpage (i.e., vertex) can be associated with other webpages via
hyperlinks, and it may have some inherent attributes of itself, like the text description in
the webpage. Such type of networks is known as attributed networks. Some studies have
shown that the degradation of the link prediction performance due to the sparse structure
can be alleviated to some extent by using the node attribute information [17]. Recently,
some link prediction methods are proposed based on attribute networks [18–22]. How-
ever, due to the diversity and heterogeneity of information and the variability of fusion
methods, these algorithms either have poor overall prediction, or lack sufficient migra-
tion and robustness, or have too high computational complexity to adapt to large-scale
networks. Therefore, the problem of how to reasonably integrate the structure and node
attribute information has largely not been successfully solved.

Non-negative matrix factorization (NMF) is an important technique in the field of
machine learning [23]. It can integrate heterogeneous information and promote each fac-
tor information to play a potential role [24]. In general, for a given matrix X ∈ Rn×m+ , the
NMF algorithm tries to find two non-negative factor matrices B ∈ Rn×k+ and C ∈ Rk×m+ ,
make X = X

′ ≈ BC. Where the k is called internal rank or hidden space, it satisfies
(m + n)k � m. The solution of NMF usually transforms into an optimization problem
of findingminB≥0,C≥0L(X ,BC), and the symbolL(., .) represents a certain loss function,



192 M. Tang

such as Euclidean distance, KL divergence, or IS divergence. Given the Euclidean dis-
tance, the above optimization method can be converted to minB,C ||X − BC||2F , and the
B ≥ 0,C ≥ 0. Symbols || · ||F indicate the Frobenius norm. The F-norm of a general

matrix is usually defined as ||X ||F =
√∑

ij

∣∣xij∣∣2 =
√
tr

(
X TX

)
.

Considering the advantages of NMF models when incorporating multi-source infor-
mation. In this paper, we introduce a Joint Weighted Nonnegative Matrix Factorization
method for link prediction on attributed networks, namely JWNMF.For a given attributed
network, our method presents a mechanism by using joint-NMF to integrate the struc-
tural and attribute information. Specifically, we design two matrix factorization terms.
One is modeling the topology structure and the other is for attributes. Meanwhile, we
modify the NMF by introducing a weighting variable for each attribute, which can be
automatically updated and determined in each iteration.

Experiments are performed on five real-world attribute network datasets. The results
show the advantages of performance of JWNMFmodel comparison with the benchmark
methods and advanced algorithms.

The rest article develops as follows. Section 2 shows the related works. Section 3 is
the network description and the problem definition. Section 4 is about the establishment
of the proposed model and its optimization. Section 5 is experimental design and results
analysis. The last part contains our conclusions and prospects.

2 Related Work

As a research hotspot in the field of complex network science, link prediction has been
widely concerned by researchers in recent years. However, there are not much studies to
fuse non-topological information like node attributes with network topological informa-
tion and then realize link prediction, especially the framework based on NMF. Han et al.
[16] used the configuration files of online social-contact users and other non-topological
information, such as workplace and school to compute the attribute similarity, for count-
ing the number of attributes the users all possess and the geographic distance between
the users. Then, they proposed a prediction model based on support vector machines.
Wang et al. [17] extracted topological and non-topological information by an implicit
feature representation model, then proposed a link prediction method for missing link.
Li et al. [18] proposed a link prediction for dynamic attributed networks. Moreover,
for attribute networks with isolated nodes, the literature [17, 19–22] makes full use of
attribute information to achieve link prediction on semi-structured networks.

However, it is difficult to integratemulti-source heterogeneous information andmake
them work in experimental prediction tasks. In this respect, the method based on matrix
factorization is widely used [23, 24]. Menon et al. [25] proposed a link prediction algo-
rithm based on the matrix factorization. Pech et al. [26] proposed a matrix filling-based
link prediction method using the matrix filling principle in the field of recommendation
systems. For the network topology sparsity, Chen et al. [27] proposed a link prediction
model of robust NMF by using manifold regularization and sparse learning. To make
full use of the node attribute information, Chen et al. [28] proposed a link prediction
model incorporating node attribute information based on NMF, but the time complexity
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of their algorithm is high. Jiao et al. [29] proposed a Link predication model based on
matrix factorization. This model fused multi class organizations information of network.
They take advantage of the auxiliary information beyond the node attributes. Chen et al.
[30] proposed a novel link prediction model based on deep NMF, which elegantly fuses
topology and sparsity-constrained to perform link prediction tasks. Inspired by thematrix
perturbation principle, Wang et al. [31] proposed a perturbation-based model for NMF
link prediction. Moreover, there are also some NMF-based prediction models, they are
used in dynamic time-varying networks [32, 33].

3 Preliminary

In this section, we introduce the formalized description of the problem of link prediction,
and the network definition.

3.1 Network Representation

Given an undirected attribute network G(V ,E,A) with n nodes, where V =
{v1, v2, · · · vn} is the set of nodes and E = {(

vi, vj
)
, 1 ≤ i ≤ n, 1 ≤ j ≤ n, i �= j

}
is the

set of edges. The A is the set of attributes of all nodes in network. For the networkG with
n vertex, there are m attributes value for each vertex. These attributes are available to be
represented by amatrixAn×m. Each row of thematrixAn×m represents an attribute vector
of the corresponding node vi. If the node vi has the k-th attribute value, then Aik = 1,
otherwise Aik = 0. The topology structure of the attribute network is represented by
an adjacency matrix Sn×n. The element of the ith row and the jth column in the matrix
correspond to the link between nodes vi and vj in the network, where Sij = 1 if there is
a link from vi to vj and Sij = 0 otherwise. Multiple edges between two nodes and back
edges on single nodes are not allowed.

3.2 Link Prediction Problem

The purpose of link prediction is to infer the probability Pij of the existence of an edge
between any two nodes vi and vj by using the known information in the network. In
general, based on the sociological principle that “the more similar people are more
likely to be connected”, the Pij is treated as some similarity between nodes vi and vj.
The higher Pij, the more similar vi and vj are, and the more likely vi is to form a link
with vj. For a given observation networkG, the Pij probability of forming edges between
unconnected nodes is inferred through themodel proposed. The predicted values are then
arranged in descending order, and the pairs of nodes at the top are considered the most
likely to form connections. In this paper, we compute the score Pxy based on JWNMF
model.

4 Proposed Method

In this section, we will introduce our proposed method in detail, which aims to fuse the
attribute information of the nodes into the link prediction process.



194 M. Tang

4.1 Link Prediction Model: JWNMF

Excavating the available information and constructing a reasonable information fusion
mode are the main ideas to solve the problem of network topology sparsity, and realize
the link prediction task. Therefore, the basic framework of NMF is used to fully integrate
the node attributes and network structure information to compensate for the defects of
incomplete topological information, to realize the link prediction task and improve the
performance in this paper. First, based on the basic principle of NMF, the adjacency
matrix S representing the network topology is decomposed into the product of two
non-negative factor matrices, namely S≈VVT , and the matrix A representing the node
attribute information decomposed into A≈ZUT . However, the aim of this paper is to
address information integration. Therefore, in order to enable the network structure and
node attribute information to fully integrate and play a leading role in the link prediction,
we need to attach certain constraint rules to their decomposed factor matrix. Inspired
by the methods described in ref [24], which often delivers promising results for graph
clustering, we apply the idea for attributed graph link prediction. Here, the hidden space
V after the network structure information S is decomposed is approximately equal to the
hidden space Z of the node attribute information, so that it can remain the same in the
process of model learning, so as to achieve the purpose ofmutual fusion and constraining
the network structure and node attribute information. Therefore, the partial information
of the attribute A is decomposed into the hidden space V of the structure information,
namely A≈VUT . When the two-source information is integrated in a unified framework
and uses Euclidean distance as a loss function, the overall model framework for the link
prediction task is expressed as follows:

L = minV ,U ||S − VVT ||2F + λ||A − VUT ||2Fs.t.V ≥ 0,U ≥ 0, (1)

where S ∈ Rn×n+ , A ∈ Rn×m+ , the factor matrix U ∈ Rm×k+ andV ∈ Rn×k+ represent the
hidden space that integrates topological structure and node attribute information, R+
represents non-negative real number sets. The parameter λ > 0 balance the availability
of structure and attribute information.

Since the node attributes in the network are easy to mix with noise, in order to further
reduce the impact of the noise on the prediction results, and promote the guiding role of
the attribute information in predicting the network structure information, we also intro-
duce a matrix W to assign a weight for each attribute. At this point, the decomposition
form can be expressed as AW ≈ VUT . By assigning a weight information to each node
attribute with the matrix W, the effect of similarity between the node attributes can be
uniformly integrated into the structure information to provide a promotion for the final
results of link prediction. The weight matrixW is set to a diagonal matrix, which satisfies
m∑
i=1

Wi,i = 1. After introducing the weight matrixW, the complete objective function is

expressed as follows:

L = minV ,U ||S − VVT ||2F + λ||AW − VUT ||2Fs.t.V ≥ 0,U ≥ 0, (2)
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where, the weight matrixW εRm×m+ . To ensure that theW weights are assigned to a rule
space, update operations need to be normalized to:

W = W∑m
i=1Wi,i

, (3)

4.2 Update Rules

The solution of model L is difficult to obtain the global optimal solution, but the local
optimal solution can be realized by the multiplicative iterative method. Therefore, for V ,
U andW three factor matrices, introduce their corresponding non-negative Lagrangian
multiplier α, β, γ, thus replacing the objective function Eq. (2) with an unconstrained
loss function form:

L = 1

2

(
||S − VVT ||2F + λ||AW − VUT ||2F

)
+ Tr

(
αTV

)
+ Tr

(
βTU

)
+ Tr

(
γ TW

)
,

(4)

Simplified the Eq. (4) and take the partial differentiations of L for V ,U ,W
respectively, then

∂L

∂V
= −

(
SV + STV + λAWU

)
+ 2VVTV + λVUTU + α, (5)

∂L

∂U
= −λWATV + λUVTV + β, (6)

∂L

∂W
= −λATVUT + λATAW + γ, (7)

In this regard, according to complementary relaxation condition of theKarush-Kuhn-
Tucker (KKT), we have αV = 0, βU = 0, γW = 0. Set ∂L

∂V = 0, ∂L
∂U = 0, ∂L

∂W = 0,
then the update rule for V ,U ,W is obtained.

V ← V
SV + STV + λAWU

2VVTV + λVUTU
, (8)

U ← U
WATV

UVTV
, (9)

W ← W
ATVUT

ATAW
, (10)

The above update rules Eq. (8) - Eq. (10) can be solved by element value or by
matrix form as a whole. During the model learning training, the three-factor matrix
V ,U ,W is obtained based on the convergence condition of the objective function. Then,
the approximate solution of original network topology structure is solved by using the
decomposition formula V × VT . That is, after learning the matrix V through model
training, we can obtain the similarity score between any two nodes in the network, or the
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probability Pij of exist edge between two nodes, and finally realize the link prediction
task.

In general, in the learning process, the model will seek the local optimal solutions of
V ,U ,W using the update rules. However, before implementing the update operation,
the adjacency matrix S and the attribute matrix A need to be preprocessed and given an
initial value.

S = S∑n
i=1

∑n
j=1 Si,j

, (11)

A = A∑n
i=1

∑m
j=1 Ai,j

, (12)

Note that updates the weight matrix W use Eq. (3).
The model JWNMF integrates the network structure and node attribute information

through the NMF framework, and assigns a weight constraint information to each node
attribute through the introduced diagonal matrix W, so that the network structure and
node attributes can maximize their respective roles in the model training and learning
process to serve the final prediction results. A schematic diagram of the principle of the
model JWNMF is shown in Fig. 1.

Fig. 1. A schematic diagram of the principle of JWNMF model.

In conclusion, according to the basic principles of the proposed JWNMF model, the
pseudo-code description of the algorithm is designed as follows (shown in Table 1).

The experimental environment of this paper is based on the operating system of
windows10 of x86 computer, and then the simulation experiment of link prediction is
implemented with Matlab tool programming. Here, the computational complexity is
discussed. The computational complexity of JWNMF algorithm comes mainly from the
time cost when iteratively updating the matrix V ,U ,W . For a given network G(V ,E),
the number of vertices V is n, and each vertex has m attributes. When updating V ,
U and W , to reduce the time overhead, we utilize the objective relative error as the
stopping criterion and set to less than 10−6 in experiment. Moreover, the dimension
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Table 1. Pseudo-code description of JWNMF algorithm

Algorithm Name: JWNMF

Input: : the adjacency matrix of the given network, : the auxiliary information matrix,

: number of features, : parameters.

Output: the approximate matrix of the network 

1: divide into 

2: Initialize and by using Eq. (11) and Eq. (12).

3: Initialize , and randomly.

4: do while

5:   update , and by means of Eq. (8) – Eq. (10).

6:   get after until object function convergence

7: end while

8: output 

k after the matrix decomposition is a constant. Supposing the algorithm stops after t
iterations, the overall cost for Symmetric NMF is O

(
n2kt

)
. As the objective function

adds one more linear matrix factorization term, the overall cost for updating rules is
O

(
(n2k + m2k + mnk

)
t). According to the analysis rules of the time complexity of

computer algorithms, when the scale n tends to infinity, the worst case of the time
complexity of the model can be approximated by O

(
n2

)
.

5 Experiment

This section mainly shows and analyzes the model prediction performance. Next, we
will describe the datasets, comparison methods, evaluation metrics, and discussion of
experimental results.

5.1 Datasets

This subsection mainly describes the basic topology of the datasets used in this paper,
and the method of dividing training set and testing set.

To verify the model prediction performance, five real-world attribute network
datasets widely used in the link prediction field were selected.

The basic topological properties of these network datasets are listed in Table 2.
Where the symbol N represents the total number of network nodes, E represents the
total number of existing links, < K > is the network average degree, < d > is the aver-
age shortest distance, C is the clustering coefficient, and #attributes represent dimen-
sion of node attributes. These network datasets used for the experiment can be down-
loaded from the following web sites. http://vladowiki.fmf.uni-lj.si/doku.php?id=pajek:
data:urls:index; http://snap.stanford.edu/data/. For a detailed description of the data set,
please also see the above website introduction.

http://vladowiki.fmf.uni-lj.si/doku.php?id=pajek:data:urls:index
http://snap.stanford.edu/data/
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Table 2. Topological information of the network datasets

Network N E < K > < d > C #attributes

Lazega 71 378 10.8 2.104 0.3853 7

Facebook 228 3419 29.991 1.868 0.6162 56

Cornell 195 286 2.903 3.2 0.1568 1703

Texas 187 298 3.027 3.036 0.1937 1703

Washington 230 366 3.373 2.995 0.1974 1703

5.2 Datasets Division Method

When comparing the prediction performance of the algorithm, the given network dataset
needs to be divided according to the basic principles of machine learning. It is divided
into training set and test set. There are many methods to divide data sets, and k-fold
cross validation is used in this paper. The sample dataset was randomly divided into k
parts, one of which was selected as test set and the remaining as training set, and then
a prediction accuracy was calculated, so repeated k times. The prediction accuracy of
the algorithm on the entire network dataset is the average of k prediction accuracies. In
practical partitioning, k-taking 10 is a common method.

5.3 Evaluation Metrics

Like many existing link prediction studies, in our work adopts also the most frequently-
used metrics AUC (area under the ROC curve) and the Precision to measure the per-
formance of algorithm proposed. These metrics are viewed as a robust measure in the
presence of data imbalance, which are also one of the most popular indices of evaluation
link prediction. For more details on these two evaluation methods, readers can refer to
the literature [1–4].

5.4 Baseline Methods

To validate the predictive performance of the newly designed algorithms, people usually
select some benchmarkmethods and those representative up-to-date algorithms from the
literature as the reference objects for comparative analysis. Generally, in order to reflect
the fairness of comparison, the design principle of the comparison method selected is
usually similar to the algorithm proposed. Therefore, in the experiment, several state-
of-the-art algorithms based on NMF framework design often used in the link prediction
research field are selected as reference objects. The benchmark methods are mainly
structural similarity based classical algorithms.

We list four types of link prediction methods as the benchmark methods, including
eleven local similarity indices based on the number of common neighbours between pairs
of nodes (CN, AA, RA, PA, Salton, Jaccard, Sorenson, HPI, HDI, LHN and TSCN), four
random walk methods (ACT, CosPlus, LRW, SRW), three local path methods (LocalP,
Katz, LHN-II) and four other similarity algorithms (MFI, LNBCN, LNBAA, LNBRA).
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The mathematical expressions of these methods and their definitions can be found in
ref. [1–4].

In addition, four state-of-the-art NMF-based link prediction algorithms were used as
comparison methods in the experiment. They are the original NMF method [23], matrix
fill method (MC) [26], the attribute-based NMF method (NMF_LP) [28] and the NMF
method based on the perturbation principle (SPM_NMF) [31] respectively.

5.5 Experimental Results and Analysis

This section provides a comprehensive analysis of the predictive performance of JWNMF
model. Experiments were performed on five real-world network datasets. The predic-
tion performance of various algorithms is fairly judged by two evaluation indicators,
Precision and AUC, and show the final evaluation results. In experiment, the datasets
were divided into test set Etest and training set Etrain in different proportions. The results
of experimental simulation are analyzed by taking the overall average at each propor-
tion. Typically, the value of average prediction accuracy obtained from 100 independent
simulations via Precision or AUC are taken as the final performance results.

5.6 Model Parameter Setting

Toadjust the predictionperformanceof the JWNMFmodel to theoptimum, theparameter
λ in the model was analyzed before the start of the experiment. Figure 2 shows the
predictive performance of the model when its parameter values are in the range from 0
to 3. Through the comparative analysis, the local optimum of the parameters λ is finally
determined. In experiment, the parameter λ of JWNMF model takes a value of 0.09.
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Fig.2. Analysis parameter λ of JWNMF model

5.7 Performance Analysis

According to the conventional way in the field of link prediction research, each experi-
mental data set is first divided by the ratio of 20% to 90%, and the step size is 10, with a
total of 8 proportions. Assuming that the total number of existent edges are |E|=m in the
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Table 3. Predictive results via AUC metrics on five network datasets

AUC Texas Cornell Washington Lazega Facebook

CN 0.5449 0.5620 0.5637 0.6675 0.8863

AA 0.5596 0.5770 0.5695 0.6816 0.9017

RA 0.5562 0.5804 0.5698 0.6808 0.9102

PA 0.6970 0.7770 0.7680 0.6440 0.8350

Salton 0.5348 0.5435 0.5544 0.6562 0.8431

Jaccard 0.5283 0.5447 0.5518 0.6575 0.8579

Sorens 0.5280 0.5560 0.5150 0.6430 0.8280

HPI 0.5330 0.5670 0.5130 0.6490 0.7870

HDI 0.5270 0.5370 0.5220 0.6580 0.8230

LHN 0.5470 0.5370 0.5270 0.6350 0.7300

TSCN 0.5390 0.5530 0.5060 0.6800 0.4300

ACT 0.5977 0.5713 0.5983 0.6295 0.8476

CosPlus 0.5080 0.5540 0.4860 0.6660 0.9020

LRW_4 0.6500 0.6580 0.6720 0.7640 0.9100

SRW_3 0.6460 0.6250 0.6220 0.7200 0.9080

LocalP 0.5870 0.6110 0.6090 0.6600 0.9020

Katz 0.6539 0.6567 0.6935 0.7093 0.4389

LHNII.9 0.5017 0.5133 0.4910 0.5093 0.6380

MFI 0.6190 0.6720 0.6100 0.7040 0.8980

LNBCN 0.6070 0.6460 0.6290 0.6930 0.8730

LNBAA 0.5940 0.6680 0.6070 0.6730 0.9060

LNBRA 0.6230 0.6300 0.5900 0.6870 0.9090

NMF 0.5521 0.4950 0.4962 0.6783 0.8290

MC 0.5235 0.4470 0.4432 0.5000 0.5005

SPM_NMF 0.6260 0.7095 0.6362 0.7223 0.8745

NMF_LP 0.6421 0.7398 0.6705 0.7551 0.7795

JWNMF 0.7080 0.8100 0.7170 0.7811 0.8880

network. It indicates that 20% of the m are used for the training set when the partition
ratio is 20%, while the remaining 80% is used as the test set.

The JWNMF model was trained on this training set together with the benchmark
and contrast methods. To judge their prediction performance, the test set is then used to
measure the effect. Each experiment needs to be run at least 100 times independently
and then averaged as the result. Although the many results generated by experiments,
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considering the universality and representativeness, Table 3 only shows the overall pre-
diction effect of each method in the data set divided by 50%, the training set and the test
set are in half each. The predictions values are shown in Table 3 by using AUC as the
evaluation criterion.

From the numerical results presented in Table 3, The JWNMFmethod led the predic-
tion performance on three datasets: Texas, Cornell and Lazega, but performed poorly on
the Washington and Facebook datasets. As the overall analysis, the proposed JWNMF
model showed good prediction performance on five datasets of attribute networks. This
also shows that when implementing the link prediction, it can mine the external informa-
tion such as the attributes of the nodes as an auxiliary, which can significantly improve
the performance of the link prediction algorithm. This is significantly better effective
than simply using structural information. Moreover, for networks with extremely sparse
structure, using this external auxiliary information is more helpful to compensate for the
insufficient performance problem caused by the sparse topological structure. Of course,
the question of how to mine this auxiliary information and which external auxiliary
information works better for the prediction is still under discussion. In order to show
the overall predictive performance of the various methods more deeply, Fig. 3 shows the
prediction effect when the data set is partitioned at 50% with Precision as the evaluation
criterion.
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Fig. 3. Performance comparison based on the Precision metic

Above, we briefly mention that the network topology sparsity has obvious effects
on the prediction performance of the algorithm. To demonstrate this problem more
specifically, many experiments were deliberately designed and completed during the
study. In these experiments, the network dataset was divided from dense to sparse in a
ratio of 90% to 20%, and under each division scheme, the prediction performance of
each algorithm is verified by Precision and AUC standards, to test the impact of network
topology on the prediction results of each algorithm. Moreover, it is also used to verify
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the adaptability and robustness of each algorithm under the different degrees of sparsity
at network topology.

Taking the Facebook dataset as an example, the AUC values of each algorithm after
the different partition proportions are shown in Table 4.

Table 4. The AUC value under different partitioning of Facebook dataset

AUC 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2

CN 0.9243 0.9237 0.9191 0.9069 0.8863 0.8642 0.8100 0.7041

AA 0.9355 0.9329 0.9267 0.9208 0.9017 0.8755 0.8227 0.7175

Salton 0.9260 0.9089 0.8954 0.8727 0.8431 0.8095 0.7620 0.6821

Jaccard 0.9067 0.9048 0.8927 0.8821 0.8579 0.8234 0.7674 0.6912

ACT 0.8468 0.8450 0.8462 0.8532 0.8476 0.8434 0.8344 0.8233

Katz 0.3394 0.3879 0.4147 0.3550 0.4389 0.4697 0.4002 0.2557

MC 0.8326 0.7954 0.7377 0.6458 0.5005 0.5000 0.5000 0.5000

NMF 0.9086 0.8879 0.8642 0.8527 0.8290 0.8004 0.7726 0.7419

SPM_NMF 0.9294 0.9158 0.9050 0.8907 0.8745 0.8575 0.8391 0.8059

JWNMF 0.9445 0.9369 0.9196 0.9073 0.8880 0.8614 0.8354 0.7853

From the analysis of these values, it can be seen that as the topology of the network
gradually changes from dense to sparse, the prediction performance of the algorithm
will have a significant downward trend. However, the prediction algorithm based on the
JWNMF model still performs well at all proportions. This shows when facing different
sparse degree of network topology, it can make full use of various external auxiliary
information and compensate for the lack of topological information due to structure
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Fig. 4. The AUC value under different partition of Facebook dataset
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sparsity. Thus, it basically ensures the prediction performance of the algorithm in abnor-
mal cases, and improves the adaptability and robustness of the algorithm. Figure 4 shows
this result more visually.

Similarly, with Precision as the evaluation criterion, we also compared the prediction
performance of the various algorithms at different proportions of Facebook dataset (in
Fig. 5). Although the model JWNMF is not the best under each partitioning scheme, it
still shows a good prediction effect.
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Fig. 5. The Precision value under different partition of Facebook dataset

6 Conclusion

In recent years, link prediction based on network topology has been one of the research
hotspots in the field of data mining. However, in many cases, those algorithms that use
only the information of network topology do not provide the accuracy required for link
prediction, when the network topology is in an extremely sparse state. Furthermore,
real-world networks are often sparse and contain noise, which makes the predictive
performance of the algorithm very strongly correlated with the properties of the network
itself. For these extremely sparse and noisy networks, the ultimate effect is not ideal
if only the structural information is used to complete the prediction task. At present,
with the development of mobile Internet, it is more and more convenient to obtain
the non-topological information of network. This provides a hope for link prediction
research.

In this paper, considering the advantages ofNMF that is interpretability, nonnegative,
and information fusion, we propose a link prediction model of weighted NMF. By
designing a weighted matrix w to process the attribute information of each node, both
the structure and attribute information fused into the NMF framework can fully play a
guiding role in the link prediction task, thus solving the problem of structure sparsity
and improving the prediction performance of the algorithm. Although our method can
significantly improve the performance of link prediction on sparse networks, its temporal
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complexity is relatively high. This is also a direction that we need to improve in the
future. In addition, we also consider the cold-start link prediction of complex network
in a semi-structured state as another target for future studies.
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Abstract. With the rapid development of information technology, the number of
songs is exploding, so the classification of music genres is a very challenging task,
and at this stage, the implementation of automated classification of music genres
is also a relatively popular scientific research topic. Mobile devices are all over
people’s lives and have brought great convenience to people’s life and work, mak-
ing it possible to work anywhere and anytime. However, the special characteristics
of mobile devices require high model requirements, which are difficult to be real-
ized by traditional models. We hope to use deep learning to automatically identify
and classify music, and use the Mobilenet model to achieve lightweight music
classification on mobile and improve the classification accuracy. In this paper,
we mainly use Free Music Archive dataset for experiments, based on resnet101
network model and MobileNet model for music genre classification, mainly use
Short Time Fourier Transform (STFT) and Mel Frequency Cepstrum Coefficient
(MFCC) for music feature extraction, improve the data pre-processing, and com-
pare with other model methods were compared, and the accuracy rate was about
7% higher than the traditional CRNN method, and better results were achieved.
On the implementation of the lightweight model for mobile, the size of the param-
eters of the model trained byMobileNet is only 4% of the best model in this paper,
and has a high accuracy rate.

Keywords: Residual Network (ResNet) ·MobileNet · Depth learning · Short
Fourier Transform (STFT) ·Mel Frequency Cepstral Coefficient (MFCC)

1 Introduction

In the age of information technology, audio is everywhere. The gym may be playing a
powerful DJ; the bookstore is playing beautiful light music; the concert hall is playing a
rhythmic concerto; and there is a lullaby before bed……Different scenes apply different
types of music, and different genres of music are loved by different people. Nowadays,
due to the rapid development of science and technology, the production of music has
become easier and there are a large number of music lovers who are engaged in music,
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and with it, the number of music tracks has skyrocketed. There are various music playing
software, and the classification of music genres is more refined, and even personalized
song list is pushed according to individual listening habits, but it is a great challenge
for backend workers to classify music genres manually. Combined with the popularity
of mobile devices and the increasing speed of computing, many lightweight tasks can
already be done on mobile. However, traditional neural network training parameters and
computing volume are relatively large, which is difficult to implement in mobile.

In this paper, wemainly use different feature extractionmethods and differentmodels
to classify music genres. Different music genres have their unique musical melodies,
but some music has a certain degree of similarity and is still difficult to distinguish, for
example, pop is interspersed with other types of rhythms, so it is also more difficult to
achieve in this dataset classification. Some music has more obvious features, and the
classification effect is better (for example, hip-hop instruments are easier to distinguish).
At present,MFCCandSTFTaremore commonly usedmusic feature extractionmethods,
and have been more widely used in music classification, and have also achieved better
results.

We have studied the way of music processing based on MFCC and STFT feature
extraction. The traditional method is to feature extract the whole music and then input
to the model for training and learning, but some of the audio is long and there may be a
lot of data loss if made into feature images for learning (the size of the image display is
limited), and the size of the images that can be input to most models for training is also
limited. There is no continuity between different audios in music genre classification, so
the training effect is not very good. In this paper, the original audio is re-sliced into 4s
segments and each segment is overlapped by 50%, and then each segment is subjected to
feature extraction to reduce data loss and make the audio segments have some continuity
and relevance.

In the use of training models, we selected popular classification method models
(ResNet, GoogleNet, MobileNet, etc.) for the unsliced audio to select different feature
extraction methods for training and learning, and initially judged which model corre-
sponding to which feature could achieve relatively good results, and we found that STFT
was able to have a good accuracy rate in each model training. And using the Resnet101
model and STFT feature extraction method, the best results in training can be achieved
with 71.8% accuracy after training with sliced data. And we used MobileNet network to
achieve the feasibility of music genre classification in mobile, using two data processing
methods achieved better results accuracy reached 58.2% and 60.9%, and the final model
parameter size is only about 4% of the traditional model parameters.

1.1 Related Work

In recent years, the classification ofmusic genres is a relatively important topic, andmore
and more people are devoted to related research fields. Audio feature extraction methods
mainly include STFT, MFCC, MEL, etc., whose feature extraction methods also play an
important role in different research fields Tao et al. (2020) [1] and Liu et al. (2019) [2].
With the development of information technology, the classification methods of music
genres have been continuously pushed from using traditional classical classifiers Basili
et al. (2004) [3]; Kostrzewa et al. (2018) [4] and Silla, C.N (2008) [5] to the field of deep
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learning Choi, K et al. (2017) [6]; Kereliuk et al. (2015) [7] and Oramas et al. (2017)
[8], and the current ones are more popular are convolutional neural networks Kim et al.
(2018) [9]; Lee et al. (2017) [10] and Lim et al. (2018) [11] and convolutional recurrent
neural networks Choi et al. (2017) [12] and Gunawan et al. (2019) [13]. There are also
combinedmethods of different neural networks to explore for music genre classification,
such as CNN+ LSTM and VGG16+ LSTM [14]. There are also many results on music
genre classification using different audio feature extraction methods and combining
different deep learning methods. Our previous explorations using models such as deep
learning [15] and convolutional neural networks [16] found that the related models have
some effect onmusic genre classification, and the sensitivity of different models to audio
features is not the same.

Different datasets have different numbers of music categories, some with different
lengths of music, and different criteria and conditions, and the trained results are not
always reliable. In this paper, we use a standardized dataset with equal time for each
song and compare the best possible effect with the experimental results of other works.

1.2 Contribution and Thesis Structure of the Paper

The main contribution of this paper is that firstly, we select different feature extrac-
tion methods for unsliced audio from popular classification models (Resnet, AlexNet,
GoogleNet, MobileNet, etc.) and compare the experimental results with other methods
to select the best model and feature extraction method. Secondly, the audio is frag-
mented and each adjacent segment is stacked by 50% on top of the best model and
feature extraction method. Finally, the relevant parameters of the model are adjusted
and a regularization optimization method is added to the model to prevent overfitting
and an attention mechanism is added to improve the model training effect. In this paper,
the MobileNet model is used to achieve a lightweight mobile music genre classification
with good results.

The datasets and related settings used in this paper are described in Sect. 2; the main
methods and depth models used are presented in Sect. 3; the experimental content and
related analyses are presented in Sect. 4; and Sect. 5 concludes and outlooks.

2 Data

2.1 Data Sets and Hardware Settings

The Free Music Archive Dataset (FMA) has three main categories of varying sizes
(small, medium, and large), and we choose the small dataset. The small subset of the
FMAdataset contains 8000 tracks, each 30 s long, divided into 8 top categories eachwith
1000 audio is a balanced dataset, and themain categories are hip-hop, folk, experimental,
international, instrumental, electronic, pop, and rock [17]. Each audio sample type is
44100 Hz dual-channel.

All experiments were conducted on a desktop computer with the following hardware
configurations: CPU - Intel Core(TM) i7-9700K, RAM - 32GB RAM, GPU - NVIDIA
GeForce GTX 2080 SUPER 8GB GDDR5.
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2.2 Additional Settings

Data Normalization
As Eq. 1 shows the normalization method of data to channels:

Onormalized = (I − mean)/std (1)

I is the input STFT spectrogram, mean is taken as [0.485, 0.456, 0.406], std is taken
as [0.229, 0.224, 0.225] normalization can speed up further calculations to an order of
magnitude and reduce the error rate [18].

Computer deep learning is indeed powerful in classification, but sometimes it is often
prone to overfitting in order to achieve the expected or better results, especially when
we set the relevant audio clips to overlap by 50%, so here we use the L2 regularization
method when calling the resnet101 model, and we choose the Adam optimizer to set the
parameter weight_decay = 0.001, i.e., the weight of the regularization is set to lambda
= 0.001.

Data Pretreatment
The audio was read at a sampling frequency of 44100 Hz. The audio was segmented into
audio clips of 4-s duration. To make each audio clip relevant and have continuity, we
segmented the audio in such a way that each clip took the last 50% of the previous clip
and accounted for the first 50% of the latter clip. This data processing both increases the
amount of data and achieves strong correlation of the clip audio and enablesmore features
to be learned, which facilitates computer recognition to improve learning efficiency.

Feature Extraction
We mainly extract two different features for each post-slice audio: Short Time Fourier
Transform (STFT) and Mel-frequency spectral coefficients, and call different mod-
els to compare their accuracy, and then to determine which feature extraction and
corresponding model are highly accurate.

3 Method

3.1 Short-Time Fourier Transform (STFT)

As shown in Fig. 1, the vein diagram of STFT image spectrum feature extraction is
shown. Short-time Fourier transform is widely used in the field of music classification,
and can better reflect the features of differentmusic types. In the figure, the original audio
is first binned (50% overlapping between adjacent segments), and the STFT features are
extracted from the binned audio to generate the picture. We set n_fft: i.e., FFT window
size to 1024 and hop_length: i.e., frame shift, to 512 here.

3.2 Mel-Frequency Spectrum Factor

A schematic diagram of the pulse ofMFCC picture spectrum feature extraction is shown
in Fig. 2. (MFCC) is a further extension of Mel spectrogram, Mel-Frequency cepstrum
coefficients [19] is another representativemethod after audio clip spectrum compression.
In the figure, the original audio is first binned (50% overlapping between adjacent clips),
and the feature extraction of the binned audio is performed to generate the image.
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Fig. 1. STFT blue picture for 4 s segmentation middle 50% overlay

3.3 Deep Learning Models

As shown in Fig. 3, it is a network architecture of the ResNet 101 model. In the exper-
iment, you can enter the MFCC or STFT feature to extract the generated picture, first
pass through a convolution layer Stride 2, and then pass one 3 × 3 maximum sample
layer Stride 2, followed by four residual blocks, and finally the average sample The layer
and the full connecting layer are used as the output, as well as SoftMax processing.

The letters of the parameters accumulated below Layer1-Layer4 in Resnet101, we
adjusted the number of layers of different Layers on the basis of the original parameters,
respectively, and did the following sets of experiments, the audio feature used is STFT,
we added and deleted the number of layers of different Layers respectively. As shown
in the table below, the variation of the number of layers has a certain influence on the
training accuracy, which does not mean that the more the number of layers is, the better
the effect is, and the implementation of serial number 9 and 10 is better in comparison
(Table 1).
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Fig. 2. MFCC blue picture for 4 s segmentation middle 50% overlay

Fig. 3. ResNet
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Table 1. Experimental results of Resnet101 parameter adjustment

No A B C D Layers Accuracy (%)

1 3 8 23 3 113 62.8

2 6 4 23 3 110 61.5

3 3 4 32 3 128 61.7

4 4 6 25 6 125 63.4

5 5 6 26 5 128 62.1

6 4 5 24 4 113 61.7

7 4 6 25 6 125 57.3

8 3 4 20 3 92 64.2

9 2 3 22 2 89 68.4

10 3 4 23 3 101 71.8

The following figure shows the comparison of the training accuracy with 10 param-
eter settings, the overall accuracy does not change much with the increase of the number
of layers, and the accuracy is better with 89 and 101 layers.
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Fig. 4.

TheMobileNetmodel is designed to achieve lightweight and high accuracy inmobile
devices, which brings great convenience to life and work nowadays. Compared with the
traditional convolutional neural network, MobileNet network has greatly reduced the
model parameters and the amount of operations, but only a small decrease in accuracy.
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As shown in Fig. 5, the size of MobileNet model is only 16.2MB, which is about 4%
of the size of resnet101 model, and the training accuracy of MobileNet model is good
compared with other models as shown in Table 6, which is better to achieve light weight.

Fig. 5. Best results model parameter size comparison

4 Experiments and Analysis

As shown in Fig. 4 as the flow structure of this experiment, it is mainly divided into
two processes, the first is the dataset unsliced processing, direct feature extraction of
the original audio data, and then random division of the data, and then call the model
for training and learning, save the best training effect in each model, and finally is the
prediction and results; the other is the music first slice before the related processing
(Fig. 6).

4.1 Quantification Results

The data is divided into three parts: training data, validation data and test data, which are
divided into 80% training data, 10% validation data and 10% test data. The data pieces
can be called randomly for training.

Before the images were binned, we performed feature extraction and processed to
generate STFT images,MFCC images, chromaticity images, and power spectrograms, as
shown in Table 2 The accuracy rate trained by extracting STFT features was high, so we
trained the images extracted by STFT features using Resnext101_32x8d and MobileNet
models, respectively, as shown in the table The accuracy rate was between 63.5% and
58.2%, and the F1 scores are 57.9% and 63%, respectively.
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Fig. 6. Experimental flow chart

Table 2. Fma_small unsliced STFT feature learning

Model Accuracy [%] Precision [%] Recall [%] F1 Score [%]

Resnext101_32x8d 63.5 62.5 63.5 63

MobileNet 58.2 57.6 58.2 57.9

The audio after slicing and editing was also made into these three types of images,
and the images extracted by STFT features were trained using Resnext101_32x8d and
MobileNet models with accuracy at 71.8% and 60.9% with F1 scores of 71.8% and
60.8%, respectively. The accuracy of the classification effect after slicing the data was
improved better (Table 3).

Table 3. Fma_small STFT feature learning after binning

Model Accuracy [%] Precision [%] Recall [%] F1 Score [%]

MobileNet 60.9 60.8 60.8 60.8

Resnext101_32x8d 71.8 71.6 72 71.8

Here you can see that the best model has an accuracy of 71.8% indeed has better
results.

From here, we can see that there is a big gap between the two experimental results.
Firstly, on the same feature extraction method, there is a big difference in the amount of
data used by the two experiments. The total data volume without slicing is only 8000,
the single category data volume is 1000, and the training set for each category is 900
validation set is 100;while the total data volume after slicing is 84183, the single category
data volume is 11700, and the training set for each category is 10530 validation set is
1170, the experimental data volume difference is more than 10 times.



218 Z. Xu et al.

Secondly, in terms of data continuity and correlation, binning according to 50% of
the front-to-back overlay makes a large number of data sets with large correlation, while
unbinned audio each audio independently has little correlation.

Finally there is a large gap in the amount of data features. The model has a limit on
the size of the input training images, and we process the audio according to the same
image size, which inevitably results in the unsliced audio features being compressed,
leading to a large loss of relevant data features. The slice overlay processing, which cuts
the long audio into short audio, can showmore information in the same size image during
feature extraction, maximizing the use of data, and the overlay processing can eliminate
the loss of data edge features, which can effectively improve the training efficiency.

4.2 Qualitative Results

As shown in Fig. 7 for the confusion matrix best model classification effect, the number
of predicted correct results if they are all concentrated on the diagonal line, indicating
the higher the accuracy, which is the best effect shown in the experiments, there is still
a large difference in the music classification effect of different genre categories. The
amount of validation data for each category is about 1170, and the number of validation
sets for each category accounts for 20% of the total data for a single category, here

Fig. 7. Confusion matrix best model effect
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we call the best training model for the validation set to generate the confusion matrix
for testing, as shown in the diagonal line with the darkest color, the number of each
category being predicted correctly is concentrated in the squares on the diagonal line,
International, electronic and International, electronic and hip-hop are the best in terms of
accuracy, pop is relatively poor because pop is more similar to other music, but overall
the prediction accuracy is better.

As shown in Table 4 are the training effects of the best model in each genre cate-
gory. Among them, hip-hop, international, electronic and rock achieved more than 80%
accuracy, folk, experimental and instrumental also achieved between 60% and 80%, the
worst result is pop only 44.7%, because pop is more special and complex, an audio
contains features of almost other genres of music, it is the most difficult to classify, but
compared to the paper [17] around 20% we have a large improvement.

Table 4. Best model for each genre of music training effect

Exp Ins Int Ele Flok Hiphop Pop Rock

Acc 60.9% 70.9% 80.8% 82.3% 74.4% 81.5% 44.7% 77.3%

As shown in Table 5 for the best model in each genre of music training effect, hiphop
accuracy is the best at 81.5%, and all other genres except POP accuracy is above 65%.

Table 5. Best model for each genre of music training effect

Precision Recall Specificity

Experimental 0.716 0.611 0.965

Instrumental 0.68 0.712 0.952

International 0.784 0.81 0.968

Electronic 0.716 0.826 0.953

Flok 0.673 0.747 0.948

Hiphop 0.815 0.818 0.973

Pop 0.622 0.449 0.961

Rock 0.719 0.775 0.957

4.3 Comparison of Results

The table below shows a comparison with the relevant models in otherWang et al. (2019)
[20]; Yi et al. (2019) [21]; Zhang et al. (2019) [22] and Kostrzewa et al. (2021) [17]
papers and shows the relevant results and the best results of this study in black bolded
part at the bottom, compared with other models the models and methods used in this
paper achieve better results and have a better overall improvement.
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Table 6. Compare the different model learning results of Fma_small with their own results. All
values are expressed in %.

No Model Accuracy Recall F1-Score Remarks

1 K-Nearest Neighbors
[22]

36.4 – –

2 Logistic regression [22] 42.3 – –

3 Multilayer perceptron
[22]

44.9 – –

4 Support vector machine
[22]

46.4 – –

5 Original spectrogram
[21]

49.4 – –

6 Harmonic spectrogram
[21]

43.4 – –

7 Percussive spectrogram
[21]

50.9 – –

8 Modulation spectrogram
[21]

55.6 – –

9 FCN [20] 63.9 43 40.3

10 TimbreCNN [20] 61.7 36.4 35

11 End-to-end [20] 61.4 38.4 34.5

12 CRNN [20] 63.4 40.7 40.2

13 CRNN-TF [20] 64.7 43.5 42.3

14 Ensemble 1 – vote [17] 56.4 54.8 54.9

15 Resnext101_32x8d 63.2 – – Power spectrum
unsecured

16 Resnext101_32x8d 50.4 – – Chromaticity map is not
separated

17 Resnext101_32x8d 47.9 – – MFCC unsliced

18 AlexNet 61.7 – – STFT unsliced

19 Resnext101_32x8d 63.5 63.5 63 STFT unsliced

20 MobileNet 58.2 58.2 57.9 STFT unsliced

21 MobileNet 60.9 60.8 60.8 STFT Sliced

22 Resnext101_32x8d 71.8 72 71.8 STFT Sliced

The analysis of Table 6 allows us to conclude that, in general, the values of the
results of this paper are similar to those of other studies. Rows 1–4 (Table 6) show the
values obtained by the classical classification method [22], which are 25–35% lower
compared to the values obtained by our best results. Rows 5–8 show the results for
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CNN provided by different spectral maps, and rows 9–13 show the quantitative results
of full 64 D. Kostrzewa et al. for convolutional neural networks, timbre CNNs, end-to-
end music auto-labeling methods, CRNNs, and CRNNs with temporal and frequency
dimensions [20], with 7–10% lower accuracy compared to the best results in this paper
and with recall and F1 scores are much lower than the current study reaching about
29%. Summarizing all the results, it can be seen that the results achieved in this paper
study are 7% higher than the state-of-the-art solution, and better scores are achieved for
other parameters. The accuracy of the MobileNet model is also among the better model
accuracy as shown in Fig. The effect of the data slicing and stacking process is improved
and the model parameter size is smaller.
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Fig. 8. Comparison of the average accuracy of the best models in the citation and this paper

As shown in Fig. 8, the average accuracy of the citations Kostrzewa et al. (2021)
[17]; Wang et al. (2019) [20]; Yi et al. (2019) [21] and Zhang et al. (2019) [22] and the
best model in this paper are compared, the blue part is the average of the citation model
effect accuracy, and the red part is the average of the best model effect accuracy in our
work, and the model in this paper is best in comparison.

5 Conclusion

We used different data processingmethods for slicing and overlaying the data to increase
the relevance and continuity of the data, and experimentally compared the selection of
appropriate classification models and feature extraction methods. The quantitative and
qualitative studies show that the obtained experimental results have a large improvement
compared to the state-of-the-art methods. In addition, the best feature extraction method
(STFT) and the best model (Resnet101) were screened in this study, and the Resnet
model was studied and improved, and the classification quality was also improved better
by using the STFT feature extraction method. In this paper, we also use MobileNet
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model to classify music genres for mobile, and it has good accuracy compared with the
best model.

The approach shown in this paper has the advantages of better data processing and
feature extraction methods, a relatively new and advanced classification model, and the
ability to automate the classification application with good classification results.

Futurework can be focused on other deep learningmodel optimization improvements
and other datasets for configuration experiments. The next step will be to determine the
classification of the problems that occur in song singing.

Funding. This work was supported in part by the National Research and Development Program
of China under 2020YFB1710401, and in part by the National Natural Science Foundation of
China under Grant 61902367 and Grant 41976185.
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Abstract. As people attach great importance to the field of information secu-
rity, identification technology based on biometrics has been widely developed
and applied. However, biometric identification technology based on face and fin-
gerprint has the disadvantage of weak anti-counterfeiting and easy to prevent.
Electrocardiogram (ECG) signals have high anti-counterfeiting properties of liv-
ing body recognition, which makes the identification technology based on ECG
signals have great development potential in the field of information security. This
paper proposes an ECG identification algorithm based on Ensemble Empirical
Mode Decomposition (EEMD) and Long Short-TermMemory (LSTM). First, the
one-dimensional non-stationary and nonlinear ECG signals are decomposed by
EEMD, and the Intrinsic Mode Functions (IMFs) of each layer are extracted in
the time-frequency domain. The vector is used as the input layer of the multi-layer
LSTM to complete the feature classification and output the individual identifica-
tion result. The recognition accuracy of the proposed model is 95.47% (ECG-ID
datasets) and 96.74% (Physionet/Cinc Challenge 2011 datasets), indicating that
the proposed model can achieve a high recognition accuracy and capacity for
generalization.

Keywords: ECG biometrics · Human identification · Long short-term memory ·
Ensemble empirical mode decomposition

1 Introduction

The rapid development of Internet of things and artificial intelligence technology pro-
vides necessary technical support for the new identity recognition technology with high
security and high privacy. However, while the technology is developing, it also pro-
vides the possibility for fake fingerprints, dummy faces and other forgery technologies,
increases the risk of personal information theft, and causes great damage and attack to
the information security system. Therefore, it is particularly important to seek an identity
recognition method with high security and high privacy.

With the continuous excavation and exploration of domestic and foreign researchers
in the field of biometric technology, a biometric identification technology based on ECG
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has rapidly become a research hotspot of biometric technology with the characteristics
of high anti-counterfeiting. It is considered to be the biometric technology with the most
security potential [1].

However, such a system must still overcome the technical challenges reflected in
the following aspects. The first is that it is difficult to extract the detailed features of
complex ECG signals, and the second is that the processing speed of the model on the
two-dimensional ECG feature map is slow. This paper proposes an identity recognition
model based on EEMD-LSTM, uses EEMD to decompose the original ECG signal, and
inputs the IMFs component at each time into the multi-layer timing network LSTM for
feature learning, so as to complete individual identity recognition and authentication,
the detailed structure of the model is shown in Fig. 1.

Fig. 1. Structure diagram of ECG recognition model based on EEMD-LSTM

Firstly, the collected individual ECG signal is denoised to obtain a clean ECG signal.
Then, the denoised ECG signal is decomposed by n-layer EEMD to obtain the IMFs
component of the signal, so as to ensure that each local detail feature of the ECG signal is
considered. Secondly, the IMFs component of ECG signal is extracted in time-frequency
domain, and the input layer of network model is constructed. Finally, multi-layer LSTM
combined with dropout recognition model is designed to capture the change of feature
dimension of ECG timing signal in time and space, complete the classification of feature
vector and output individual identification results.
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2 Related Works

Since L. Biel first proposed the use of ECG signal waveform characteristics as the
basis for identification in 2001. ECG biometrics has been widely studied by researchers
worldwide using variousmethods. Semwa [17], Labati [16],XZhang [18], amongothers,
manually extract the complex time-domain and morphological features of ECG wave-
form as feature vectors and input them into machine learning or deep learning models
for classification training. However, as non-stationary, nonlinear and weak physiological
signal, it is difficult to obtain all the detailed features of the ECG signal by manually
extracting features, which will eventually affect the recognition accuracy. Zhang Y suc-
cessively proposed ECG recognition models based on Convolutional Neural Networks
(CNN) [19] and Transfer Learning (TL) [20], although the model of deep learning com-
bined with transfer learning speeds up the training speed of the model, the model that
uses two-dimensional images as the input layer of the network is slower to process image
features.

3 Methods

3.1 Denoising

Since the ECG signal is easily interfered by different noises during the acquisition
process, it is necessary to denoise the original ECG signal before the feature extraction of
the signal. The traditional wavelet transform denoising algorithm will show the Pseudo-
Gibbs phenomenon, resulting in the large oscillation of the reconstructed signal near
the singular point. Cyclic shift wavelet threshold denoising algorithm is proposed by
improving the traditional wavelet threshold denoising algorithm. Firstly, the original
signal is subjected to 8 times of cyclic translation processing to change the position of
the singular point in the ECG signal. Secondly, the discrete wavelet transform is used
for wavelet decomposition and reconstruction processing, so that the noise components
in the processed wavelet detail coefficients are greatly reduced. After 8 times of reverse
cyclic translation processing, a clean ECG signal after denoising is obtained after reverse
translation, as shown in Fig. 2.

Fig. 2. Comparison of ECG signal before and after denoising
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3.2 Ensemble Empirical Mode Decomposition

Norden E. Huang et al. [3] first proposed an analysis method for nonlinear and non-
stationary signals empirical mode decomposition (EMD) algorithm, which has been
widely used at present. However, EMD algorithm has the problem of mode aliasing
when the same IMFs component may contain IMFs of different decomposition scales
or the signal of the same scale is decomposed into different IMFs.

In order to avoid the mode aliasing problem of EMD algorithm, this paper adopts the
EEMDalgorithmproposedbyHuang et al. The core idea of the algorithm is to decompose
the original signal into several continuous IMFswith different scales by addingGaussian
white noise with normal frequency distribution during the decomposition of the signal
to be processed, so as to weaken and even eliminate the phenomenon of mode aliasing.
The EEMD algorithm process is similar to the EMD algorithm. The main difference is
that Gaussian white noise is introduced into the decomposition process. The detailed
steps [4] are as follows:

(1) Determine the decomposition execution times of EEMD algorithm m.
(2) The newly processed signal fi(t) is the sum of the original signal f (t) and the

Gaussian white noise signal ni(t) whose amplitude follows the standard normal
distribution. fi(t) is defined as:

fi(t) = f (t) + ni(t) (1)

where i = 1, 2, . . . ,m.
(3) After EEMD algorithm decomposition, the signal fi(t) can be decomposed into the

superposition of n IMFs components and 1 residual residue.

fi(t) =
n∑

k=1

Cj,k(t) + rj,k(t), 1 ≤ j ≤ m (2)

where j is the number of times the EMD algorithm is performed, and k is the
number of layers of IMFs decomposed at the j-th time.

(4) When j < m, repeat step (2) until j reaches the number of times m.
(5) To find the mean of each layer of IMFs, the formula is as follows:

Ck(t) = 1

m

⎛

⎝
n∑

j=1

Cj,k

⎞

⎠, j = 1, 2, . . . ,m, k = 1, 2, . . . , n (3)

(6) The introduced white noise can be offset by the characteristic that the Gaussian
white noise amplitude obeys the normal distribution mean value of 0,the average
value Ck(t) of multiple times is output as the IMFs component of the k-th layer.

Figure 3 shows the ECG signal after EEMD decomposition. It can be shown that
EEMD algorithm can not only eliminate the phenomenon of mode aliasing, but also
avoid the influence of singular value on the feature matrix, and can better deal with
nonlinear and non-stationary ECG signals.
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Fig. 3. ECG signal decomposed by EEMD algorithm

3.3 Long Short-Term Memory

Long short-term memory (LSTM) was first proposed by Hochreiter and schmidhuber
[5]. It is a unique recurrent neural network (RNN) used for gate units and storage units
to overcome the problem of vanishing or exploding gradients in traditional RNNs [6],
and can effectively process nonlinear time series data on long time scales [7]. LSTM
includes input layer, hidden layer and output layer, a single LSTM neuron [8] is shown
in Fig. 4. Among them, ft , it andOt represent forgetting gate, input gate and output gate,
respectively, and long short-term memory network learns long input sequence by using
gating mechanism, so as to realize efficient processing of complex time series data.

Fig. 4. A single long short-term memory network neuron
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(1) Forgetting gate is used to screen memory and determining the amount of
information.

ft = σ
(
Wf · [

ht−1, xt
] + bf

)
(4)

(2) Input gates are used to update the cell state and also store relevant information
briefly.

it = σ
(
Wi ·

[
ht−1, xt

] + bi
)

(5)

Ct = tanh
(
Wc · [

ht−1, xt
] + bc

)
(6)

(3) After obtaining the output of the forget gate and the input gate, the current cell state
Ct can be known.

Ct = ftCt−1 + itCt (7)

(4) The output gate is mainly used to control the final output of the cell state.

Ot = σ
(
Wo · [

ht−1, xt
] + bo

)
(8)

ht = Ot ∗ tanh(Ct) (9)

where W is the weight coefficient and b is the bias term and xt is the current
input state, ht−1 is the output state at the previous moment, ht is the unit output [9].

3.4 EEMD-LSTM ECG Authentication Model

This paper proposed an ECG identification algorithm based on EEMD-LSTM. EEMD
has certain advantages for non-stationary andnonlinear signal decomposition, andLSTM
model is more suitable for predicting long-term signal data. In order to achieve higher
recognition accuracy, the EEMD-LSTM model mainly includes the following steps:

(1) The input layer of EEMD-LSTM.As shown in Fig. 5, the denoised ECG signal is
decomposed into 8 layers by EEMD algorithm, including 7 IMFs components and
one RES component. Then, the time domain and frequency domain features of the
ECG signal components of each layer are extracted to construct a feature matrix,
which is used as the input sample set of the LSTM layer.
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Fig. 5. Construct long and short-term neural network model input feature vector

(2) Themulti-layer LSTMmodel. For complex time series ECG signals, it is difficult
for a single-layer LSTM to achieve higher accuracy for identity recognition. In
order to ensure that the deep detailed features of different time series signals are
learned, this paper uses the output of the previous layer of LSTM network as the
input of the latter layer of LSTM network, and builds a multi-layer LSTM network
model, as shown in Fig. 6. The temporal signal features at each time are input into
the multi-layer LSTM model for training.

Fig. 6. Building multi-layer LSTM model

(3) Model optimization. The multi-layer LSTM is prone to over-fitting in the process
of training model parameters, thus reducing the generalization ability of the model.
To solve this problem, this paper adopts the method of adding dropout layer to
multi-layer LSTM. In the training process, a neuron node is randomly stopped
activation with certain probability, so as to reduce the coupling between neurons
and the excessive dependence of the model on some features, so as to avoid over
fitting and improve the generalization ability of the model. In addition, parameters
such as the number of LSTM layers and model training batch size, the learning
rate and the number of hidden layer units were determined by the grid optimization
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method to determine the optimal values [10], which were set to 3, 50, 0.001 and
150, respectively.

4 Experimental Results and Discussion

4.1 Data Description

To evaluate the performance of the proposed EEMD-LSTM model, we carried out a
large number of experiments using the ECG-ID dataset and Physionet/Cinc Challenge
2011 dataset from the Physionet database [11], the specific allocation of data sets is
shown in Table 1.

The ECG-ID dataset is specially used to study ECG-based biometrics. It is obtained
with ECG lead I from 90 volunteers (44 men and 46 women, of ages 13 to 75 years)
in multi-sessions. This database is used to verify whether the ECG data of different
collection cycles have an impact on the ECG recognition accuracy. The challenge data
is standard multi-lead/single-lead ECG recordings, based on chest collection. Among
them, Physionet/Cinc Challenge 2011 dataset is standard 12-lead ECG recordings (leads
I, II, II, aVR, aVL, aVF, V1, V2, V3, V4, V5, and V6) with multiple sets of recordings.
In this paper, the ECG data sets of lead I and lead II in Physionet/Cinc Challenge 2011
database are used to verify whether different lead acquisition methods have an impact
on the ECG recognition accuracy.

Table 1. Characteristics of ECG database.

Protocol Data source Data size Purpose Characteristic

1 ECG-ID dataset 90 × 2 Training sample Two groups are the same
session

90 × 1 Test sample Another session

2 Physionet/Cinc Challenge
2011

90 × 2 Training sample Lead I-collected

90 × 1 Test sample Different leads (leads
I,II)

4.2 Model Evaluation Index

The identification process of the ECG signal determines whether it belongs to the same
individual tested by the accuracy threshold set in advance. The performance of the
proposed algorithm is evaluated using the most popular benchmark metrics, namely,
accuracy (Acc), and equal error rate (EER):

(1) Recognition accuracy (Acc):

Acctraining = TP + TN

TP + TN + FN + FP
(10)
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Here, TP andFNare the recognition resultswhere a registered person is accepted
correctly and rejected erroneously, respectively. TN and FP are the recognition
results where a nonregistered person (illegal intruder) is rejected correctly and
accepted erroneously, respectively.

Acctest = Ntrue

Ntotal
(11)

where Ntrue means the number of true recognitions and Ntotal means the total
samples number.

(2) The threshold is adjusted, and when the false rejection rate (FRR) is equal to the
false acceptance rate (FAR), the FAR (or FRR) value is called the equal error rate
(EER). Here:

FAR = Nunber of false acceptance

Total number of interclass tests
(12)

FRR = Nunber of false rejections

Total number of intraclass tests
(13)

4.3 Results of the ECG-Based Biometric Algorithm

Three recognition models are designed and tested and the detailed design of the models
is shown in Table 2. Using the two protocols proposed in Table1 to train the three network
models respectively, and compare and analyze the advantages of the network model of
EEMD-LSTM combined with Dropout in identity recognition, it reflects the importance
of extracting local detail features after decomposing the signal.

Table 2. Overview of the three schemes.

Scheme Structure Note Role

A EEMD-LSTM Multi-layer LSTM + Dropout Performance of the multi-layer
LSTM

B EEMD-LSTM Multi-layer LSTM Influence of the dropout

C Multi-layer LSTM Without EEMD + Dropout Influence of the EEMD

The Results of Equal Error Rate. Two ECG-ID datasets in different collection peri-
ods in protocol 1 are used as the input of the three model schemes for model training to
verify the influence of ECG data of different collection periods on the performance of
the recognition model. The samples of the training set are 90 × 2. The sample size of
the test set is 90 × 1. The training results of the three models are shown in Fig. 7 (a).
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TwoECGdata sets with different lead acquisitionmethods in Protocol 2were used as
the input of the three model schemes for model training to verify the influence of ECG
data under different lead acquisition methods on the recognition model performance.
The samples in the training set are 90 × 2. The sample size of the test set is 90 × 1. The
training results of the three models are shown in Fig. 7 (b).

Fig. 7. EER results of protocol 1and protocol 2 under the training of three networkmodel schemes

It can be seen from Fig. 6 that the EER of scheme A under the two databases is
smaller than the performance of EER in Scheme B, indicating that the Dropout layer
in the multi-layer LSTM network model plays a key role in avoiding over-fitting. The
comparison and analysis of scheme A and It can be seen from scheme C that by using
the EEMD algorithm to decompose the ECG signal, some detailed features of the ECG
signal can be extracted and the EER in the model training process can be reduced.

The Results of Recognition Accuracy. In view of the recognition accuracy of the net-
work model for ECG signals, this paper uses the training sample sets and test sample
sets of protocols 1 and 2 to recognize and train the three designed network models,
and the results are shown in Tables 3 and 4, respectively. In addition, in order to more
intuitively show the performance advantages and disadvantages of the three models, the
experimental data is displayed on the bar chart, the results are shown in Fig. 8.

Table 3. Training set recognition results for different schemes.

Scheme Structure Protocol 1 (Training
sample)

Protocol 2 (Training
sample)

Acc (%) EER (%) Acc (%) EER (%)

A EEMD-LSTM + Dropout 96.58 10.24 94.85 11.12

B EEMD-LSTM 88.21 16.36 90.78 14.69

C Multi-layer LSTM 80.62 20.58 82.46 19.54
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Table 4. Testing set recognition results for different schemes.

Scheme Structure Protocol 1 (Test sample) Protocol 2 (Test sample)

Acc (%) Acc (%)

A EEMD-LSTM + Dropout 95.47 96.74

B EEMD-LSTM 90.18 89.10

C Multi-layer LSTM 79.37 82.59

96.58 95.47 94.85 96.74
88.21 90.18 90.78 89.180.62 79.37 82.46 82.59
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Fig. 8. Column chart of model training results

It can be seen from the recognition accuracy results under the three models that
the network model combining EEMD-LSTM with Dropout can show high recognition
accuracy for ECG signals with different acquisition periods and different acquisition
methods. It shows that the EEMD-LSTM proposed in this paper can achieve highly
accurate and robust identification results for non-stationary and nonlinear ECG signals.

Discuss with Other Methods. In order to better prove the pros and cons of the iden-
tification algorithm proposed in this paper, we compare and analyze the ECG-based
identification algorithm proposed in the paper by other authors, as shown in Table 5.
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Table 5. Comparative tabulation of experimental results for different identification algorithms.

Authors Classifier Database (Number) Performance (Acc)

Zhang et al. (2018) [13] CNN MIT-Arrh (47) 91.10%

MIT-NSR (18) 95.10%

Choi et al. (2019) [14] Linear classifier CU-ECG (100) 93.00%

Nuno et al. (2020) [15] DenseNet ECG-ID (90) 92.22%

Yang et al. (2021) [12] GoogleNet ECG-ID (90) 96.58%

Proposed EEMD + LSTM ECG-ID (90) 95.47%

Physionet/Cinc Challenge
2011(90)

96.74%

Nuno uses the ECG signal feature map as the input of the deep learning network
recognition model, and obtains a recognition accuracy of 92.22%.The possible reason
for the lower than our method is that the training speed of the network model on the
two-dimensional feature map is lower than the feature processing speed on the one-
dimensional data. The author zhang uses the database MIT-Arrh and MIT-NSR to train
the CNN network model, and achieved recognition accuracy of 95.10% and 91.10%,
respectively. However, the recognition accuracy is slightly lower due to the small sample
set formodel training. The authorChoi uses amachine learning classifier to identify ECG
signals, and obtains a recognition accuracy of 93%, indicating that as long as the feature
vector machine learning is processed well, a higher accuracy rate can also be achieved.
Yang uses Googlenet with deep network structure as the input of one-dimensional ECG
data, and obtains higher recognition accuracy. It is proved that properly increasing the
number of network training layers can reflect better model performance.

5 Conclusion

In this paper, we propose an identity recognition model based on EEMD-LSTM for
non-stationary and nonlinear time-series ECG signals. Firstly, EEMD algorithm can be
well used to process the decomposition of non-stationary and nonlinear ECG signals, so
as to extract the local detail features of ECG signals. Secondly, the LSTMmethod is very
suitable for predicting one-dimensional long-time series signal. The recognition model
of multi-layer LSTM neural network ensures higher recognition accuracy to a certain
extent. In addition, the dropout network layer is introduced to avoid the over fitting
phenomenon of multi-layer LSTM relying too much on a feature, so as to improve the
generalization ability of the recognition model. During the experiment, the recognition
model is trained for twokinds ofECGdata under different acquisition cycles anddifferent
lead acquisition methods. The experiment shows that the identification model based on
EEMD-LSTM proposed in this paper can show high recognition accuracy under two
different ECG databases.

In addition, this paper also has some shortcomings. On the one hand, although the
recognition model constructed has achieved high recognition accuracy in the process of
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training. However, the results of only two network data sets are difficult to show that the
model has strong generalization ability, and there is still a certain gap compared with
the model trained by measured ECG data sets. On the other hand, we should continue
to study and optimize the deep learning algorithm, so as to obtain a higher recognition
rate.
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Abstract. At present, electromagnetic interference methods are mainly divided
into traditional interference methods and intelligent interference methods. Tra-
ditional interference is currently dominated by barrage interference. Intelligent
interference solves the shortcomings of barrage interference by sending out fixed-
frequency and directional targeted interference waveform. However, most of the
current intelligent interference methods require prior information and cannot deal
with highly dynamic electromagnetic environments. Therefore, this study intro-
duces an intelligent interference method without prior information. This study is
based on a convolutional autoencoder model, which is used to extract high-order
features of disturbed communication signal waveform without prior information.
By covering some indistinct features and using a deconvolution network to gener-
ate similar signals to generate the best interference waveform, this method has an
ideal bit error rate. The target signal is reconstructed by a convolutional autoen-
coder, and the optimal interference waveform is generated in the network by
covering the high-order features of the input signal. Finally, the simulation is car-
ried out using the method in this paper. In the BPSK communication system, a bit
error rate of 48.7% can be achieved with a low signal-to-noise ratio. In practical
engineering, the interferencemethod in this paper can also realize covert jamming,
which greatly improves the safety of jammer itself.

Keywords: Intelligent interference · Convolutional autoencoder · Signal to
interference ratio

1 Introduction

Electromagnetic interference devices are widely used today. In terms of civilian use,
electromagnetic interference equipment is used from signal shielding in the examina-
tion room to interference with unmanned aerial vehicle (UAV) communication. In the
military field, electronic warfare and information warfare in modern warfare are becom-
ing more and more important, and electromagnetic interference equipment is essential
in electronic warfare. However, the traditional electromagnetic interference equipment
has some shortcomings. The interference is less effective, and it cannot cope with the
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highly dynamic electromagnetic environment [1]. So experts and scholars from many
countries began to study new interference methods.

In 2006, American Abel S. Nunez et al. proposed a transform-domain communi-
cation interference waveform generation method that relies on prior knowledge. The
method can interfere with the communication of the other party under the condition of
correctly analyzing the other party’s modulationmethod and some other information [2].
In the field of signal interference, the prior knowledge is mainly based on the modulation
mode of the signal. Yun Lin et al. [3] identified themodulationmode of the physical layer
signal based on the contour star image and deep learning. Ya Tu et al. [4] used Generative
Adversarial Networks formodulation classification of digital signals. ChangboHou et al.
[5] used sliding window detection and complex convolutional networks in the frequency
domain for modulation classification of aliased multi-signals. In 2017, Xingyu Xia et al.
proposed an intelligent interference optimization waveform design method centered on
Cell-Averaging (CA-CFAR). According to the CA-CFAR anti-interference mechanism,
this method designs the interference waveform whose amplitude follows the Rayleigh
distribution and is random in a finite interval. The interval is designed as a random
interval based on the minimum interval [6]. In 2020, Pan Zhang et al. proposed an elec-
tronic interferencemethod inspired by bionic systems, based on the “cognitive electronic
interference” method for electronic interference, so that the interference method has the
ability of autonomous perception and rapid decision-making [7]. In 2021, Zhe Su et al.
proposed a new method based on the Stackelberg game, which can effectively interfere
with specific signals while interfering with own signals as little as possible [8].

In this study, the interference signal generation method based on convolutional
autoencoder (CAE) is used to realize the intelligent interference waveform generation
without prior knowledge. In the system, the transmitter and receiver of the communica-
tion system and the RF front-end of the interference system are realized through USRP.
The interference system consists of a USRP and a computer. The computer determines
the optimal interferencewaveform and sends the interference signal by the software radio
platform to achieve the interference effect, and the receiver evaluates the interference
effect.

2 Method

2.1 System Model

In order to change the shortcoming of the intelligent interference method with prior
knowledge mentioned above, the system model of this section is proposed. In this study,
the features of the signal are extracted by the CAE, and the error function is designed
through the classification effect and the minimum mean square error to improve the
signal reconstruction performance. After the model is trained, the feature parameters in
some fully connected layers are changed by occlusion and replacement to generate inter-
ference waveform. After the interference is implemented, the effect of the interference
is evaluated by the receiver.
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Fig. 1. System model structure diagram

2.2 Convolutional Auto-encoder

CAE [9–12] is based on autoencoder (AE) and introduces the idea of convolution into
AE. In CAE, the encoder and decoder consist of convolutional layers and pooling lay-
ers. The convolutional layers in the encoder perform convolution operations, while the
convolutional layers in the decoder perform deconvolution operations. Convolution is
the process of multiplying and summing part of the data with the corresponding weights,
while pooling is to extract invariant features. The structure of the CAE is shown in the
following figure (Fig. 2):

Fig. 2. CAE structure diagram

Assuming that there are k convolution kernels, each convolution kernel consists of
parameters wk and bk , and hk represents the convolution layer, then

hk = σ(x ∗ wk + bk) (1)

where wk represents is the weight, bk represents the bias, x represents the input of the
convolution kernel, and σ is the activation function.
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Perform feature reconstruction on the obtained hk , you can get:

y = σ
(
hk ∗ ŵk + c

)
(2)

where y is the output of the network, and the bias in the reconstruction process is c.
Comparing the input and output of the network with Euclidean, and optimizing

through the BP algorithm, a complete CAE can be obtained:

E = 1

2n

n∑
i=1

(xi − yi)
2 (3)

where n is the training times of CAE.
In the forward pass pooling layer, its output is:

alij = max(al−1
mn ), i ≤ m, n ≤ i + 2 (4)

where m, n is the area covered by the pool core corresponding to al−1
ij .

Since the pooling layer of backpropagation has no parameters, the relevant gradients
can be passed down:

δl−1
k,v = ∂C

∂zl−1
k,v

=
i=3,j=3∑

ij

∂C

∂alij

∂alij

∂al−1
k,v

∂al−1
k,v

∂zl−1
k,v

(5)

The loss function applied in the network is designed below, the input pure data is
denoted as x∗

c , the parameters of the hidden part in the network are denoted as hc, and the
Taylor expansion of the Lagrangian remainder of the feature function of the autoencoder
is as follows:

f
(
x∗
c

) = f (x) + (
x∗
c − x

)T∇f
[
x + ρ

(
x∗
c − x

)]
(6)

where ∇f
[
x + ρ

(
x∗
c − x

)]
is the first derivative of the coding part, and ρ ∈ (0, 1), the

loss function can be expressed as:

L
(
hc, h

∗
c

) = L(hc, f (g(hc))) = ∥∥h∗
c − hc

∥∥ = ∥∥f (x∗
c

) − f (x)
∥∥2 (7)

3 Interference Effect Analysis

Apply the interference method above, and evaluate the interference effect by evaluating
the bit error rate (BER) of the receiver after implementing the interference. The influence
of the signal itself and different interference signals on the BER of the receiver is shown
in the figure below, in which the interference waveform 1 and the interference waveform
2 are the interference waveform generated by the method used in this study (Fig. 3):

It can be seen from Fig. 4 that in the BPSK communication system, when the SIR
is lower than −10 dB, the BER can reach up to 48.7%; in the QPSK communication
system, when the SIR is lower than −10 dB, the BER can reach up to 33%; in the 8PSK
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(a) BER of BPSK Communication 
System under Five Kinds of Interference

(b) BER of QPSK Communication 
System under Five Kinds of Interference

(c) BER of 8PSK Communication 
System under Five Kinds of Interference

Fig. 3. BER Curve Under Interference Waveform (SNR = 10 dB)

communication system, when the SIR is lower than −10 dB, the BER can reach up
to 38.4%. It can be seen from the above results that the interference signal generated
by this method can effectively interfere with the communication system. The method
in this paper uses the I/Q two-way signal components to interfere with the signal, and
distributes the power to the I/Q two-way, while the quadrature power of the QPSK signal
is zero, so the method in this paper has a poor interference effect on the QPSK signal.

4 Conclusion

This study constructs a communication and interference system. The system can be
used to develop and verify the generation of interference waveform based on CAE,
as shown in Fig. 1. It can be concluded that the interference effect of the interference
waveform intelligent generation method based on the CAE in this study is better than
that of Gaussian noise interference, noise amplitude modulation and other interference
signals.

The waveform generation method of the CAE in this study does not require prior
information of the communication signal, and achieves the highest BER of 48.7% in the
simulation. Through the continuous iteration of many experiments, the optimal convo-
lution and deconvolution networks were obtained. The optimal parameter selection for
implementing Gaussian perturbation in the fully connected layer of the CAE was found,
and finally a better interference effect was achieved.

However, the interference method in this study still has some shortcomings, such as
the poor interference effect on BPSK modulated signals in the actual situation, and the
high dimension of the fully connected layer in the CAE, resulting in a high amount of
computation. The above shortcomings will also be improved in future research.
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Abstract. The role of node is able to denote its function and effect in
the network, and can represent personal identity or status in real-world
complex systems. It is defined on the local connective patterns and struc-
tural similarities. Compared to the community detection, the task of role
discovery is independent to the node proximity which is generally related
to the distance of density in the network. It is more likely to be deter-
mined by structural similarity, and the structural node representations
have achieved great success in this field. Some existing methods focus
on the local structural features to generate role-oriented node represen-
tations, but they consider too much on local structures and fail to learn
multi-aspects representations of structural roles. More specifically, the
local, global, and higher-order structures can denote different type of
roles, and there are varying dependencies between them, leading to the
difficulty to effectively integrate them. Thus, we propose a novel model
HORD to integrate higher-order features into structural role discovery,
aiming to learn multi-aspects structural node representations of roles. We
leverage higher-order and local features and utilize the unified graph neu-
ral network (GNN) framework to organically combine them to generate
structural node representations. We conduct extensive experiments on
several real-world networks and the results demonstrate that our model
is better than state-of-the art methods.

Keywords: Network embedding · Structural node representation ·
Role discovery
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1 Introduction

The network or graph is the abstract model of real-world complex systems, such
as the social network [33], traffic network, and protein network [39]. Analyzing
the network structure can be beneficial to comprehending complex systems. In
this case, one of the most effective method is the network embedding (also known
as network representation learning), which aims to map the discrete and high-
dimensional network structure into the continues and low-dimensional vector
space while preserving some specific network information [36]. These representa-
tions can be applied to many downstream tasks such as node classification [30]
and link prediction [34].

There are two research directions in the field of network representation learn-
ing: the positional node representations and structural node representations [29].
The positional node representation aims to encode node based on its relative
position in the network, and preserves the node proximity in the embedding
space. It can be applied to the task related to network distance or density,
such as community detection [2]. Many methods are designed based on it, for
example, the DeepWalk [25] and node2vec [5] leverage the random walk and
generate node representations via Skip-Gram [20] model. Some methods based
on GNNs also generate positional node representations, such as GraphSAGE [8]
and ARGA [22]. These methods focus on the node proximity, but fail on the
task of role discovery.

Opposite to community detection, the role of node is firstly defined as the
equivalent class of isomorphic node [18]. It describes the local connective patterns
of the node, and focuses on the structural similarity. For the task of role discovery,
positional node representations cannot make it, while the structural node repre-
sentations show the great potential. The existing methods usually leverage some
structural features or similarities to generate node representations. RolX [10] uti-
lizes the local features extracted by ReFeX [11] and decompose them to generate
node representations, which recursively aggregate local and ego-net features to
obtain deep information of network structure. The struc2gauss [23] leverages
the global similarity RoleSim [13] while HONE [27] leverages some higher-order
features.

However, these methods purely consider about single type of network struc-
ture, and considering the cost of computing complex features, most methods
concentrate on the local structure. As shown in Fig. 1, the local features tend to
represent the local structure of the center node, while the higher-order features
describe the connective patterns with neighbors. As shown in the right part, we
list out 9 graphlets (motifs) [12] with no more than 4 nodes. These two kinds
of features are complementary for describing network structure, and there are
varying dependencies among them. It is unclear to effectively make use of them.

To the best of our knowledge, there are a few methods that attempt to
integrate multiple structural features. DMER [14] leverages the GCN [17] and
VAE [15] on adjacency and local features respectively to integrate local topology
structure and generate structural node representations. But it ignore that simply
reconstructing the adjacency matrix is negative to role discovery to some degree.
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Fig. 1. An illustration of local and higher-order features.

ARHOL [37] designs an adversarial learning framework to integrate some higher-
order and local features, but it also suffers the problem of instability. We hope to
integrate different type of features in an unified framework and generate multi-
aspects structural node representations to discover roles.

Therefore, to address the above shortcomings, we aim to integrate higher-
order features into structural role discovery and propose a novel deep-learning
model HORD, which learns multi-aspects structural node representations of
roles. We leverage the higher-order and local features and utilize the unified
graph neural network (GNN) framework to organically combine them to gen-
erate structural node representations. Then we add the consistency constraint
between them to reinforce the power of representing roles. The contributions of
our model are summarized as follows:

– We propose a novel deep-learning model to effectively integrate higher-order
features into role discovery, which can generate multi-aspects structural node
representations.

– We utilize the unified GNN framework to generate node representations, and
add the consistency constraint between features to reinforce the power of
representing roles.

– We conduct extensive experiments on several real-world networks, and the
results demonstrate that our model is better than state-of-the art methods.

2 Related Work

The positional and structural node representations are designed to preserve the
node proximity and structural similarity in the embedding space respectively,
and they are usually related to the task of community detection and role dis-
covery. Over the past decades, most of the existing methods have been designed
to generate positional node representations. DeepWalk [25] firstly introduces
the random walk into network embedding, and leverages the Skip-Gram model
which is widely used in NLP to generate node representation. Then node2vec [5]
improves it and designs two hyper-parameters to control the probabilities of dif-
ferent walking mechanisms. LINE [30] optimizes a objective function and adopts
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a BFS-like strategy to preserve both pair-wise similarity and structural equiva-
lence. These random-walk-based methods and some GNN-based methods such
as VGAE [16] directly leverage the adjacency matrix and aim to preserve node
proximity to generate positional node representations, but fail on the task of role
discovery.

As for the role discovery, the existing methods apply various features to
generate structural node representations. For example, ReFeX [11] proposes a
novel method to extract local features, which recursively aggregate some local
and ego-net features to obtain deep information of network structure. Then
RolX [10], GLRD [4], DMER [14], REGAL [9], and RIDεRs [7] also leverage
these features to discover roles. GAS [6] utilizes the GCN [17] to reconstruct some
basic local features, and RESD [38] leverages variational auto-encoder (VAE) [15]
to reconstruct ReFeX features constrained by node degree. These local features
possess the strong power of representation the local connective structures, but
ignore some more complex network information.

There are some methods based on global features to capture role information.
REACT [24] leverages the RoleSim [13] to compute pair-wise structural similari-
ties for each pair of nodes, and simultaneously discovers the community and role
via matrix factorization. The struc2gauss [23] also leverages the similarity and
designs the energy function based on the random walk on it to generate structural
node representations. The struc2vec [26] firstly computes the structural similar-
ities via Dynamic Time Warping (DTW) and constructs a multi-layer complete
graph where the edge weights are based on them. Then it generates node rep-
resentations with random walk. GraphWave [3] generates node representations
via graph wavelet diffusion, and regards them as the probability distribution.
This type of methods can capture more structural information, but may suffer
the high computational complexity.

Recently, some methods attempt to introduce higher-order features into role
discovery. Higher-order features are usually represented as graphlets or motifs,
which describe the connective patterns of subgraphs with fixed number of nodes.
The features can denote complex network structure, while computing them with
large number of nodes causes high complexity. ARHOL leverages the auto-
encoder to reconstruct some higher-order features, and use the GIN [35] to design
an adversarial framework with the local features. HONE [27] constructs a wight
graph, where the edge weights are represented as the number of times two nodes
appear in the same motif, and then generate node representations via matrix
factorization. Role2vec [1] designs a features-based random walk to overcome
the traditional shortcomings. SEGK [21] uses another type of higher-order fea-
tures. It computes structural similarities via WL [28] kernel and generate node
representations with matrix factorization.
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3 Method

3.1 Notions

We will first introduce the notions and definitions. Given a network or graph
G = {V,E} with adjacency matrix A ∈ R

n×n, where V = {v1, v2, · · · , vn} is the
node set and E ⊆ V × V is the set of edges among nodes. The neighbors of the
node vi is denoted as N(vi) = {vj |(vi, vj) ∈ E}. The one-hop ego-net of node vi
is defined as Gi = {V (gi), E(gi)}, where V (gi) = {vi}

⋃{vj ∈ V |(vi, vj) ∈ E},
and E(gi) = {(u, v) ∈ E|u, v ∈ V (gi)}. We use X ∈ R

n×d1 to denote the
local features of nodes, while M ∈ R

n×d2 denotes the higher-order features,
where n = |V | is the number of nodes and d1, d2 are the dimension of features
respectively. The goal of our model is to design a model to map the features into
embedding space while preserving node structural similarity, and the dimension
of the structural node representations is represented as d.

3.2 Model

Local Feature Extraction. It is known that two nodes u and v tend to share
the same role if they have similar local structure. Though the adjacency matrix
of graph contains the information of network topology, it’s hard to compare the
structural roles of two nodes, as the adjacency matrix is generally sparse and the
nodes in the same role may be far away from each other. It is essential to extract
effective local features from adjacency relationships. Here, we adopt ReFeX [11]
for its high efficiency and effectiveness, which generates structural features by
recursively aggregating simple local and ego-net features. This methods extracts
one local feature and five ego-net-based features for each node. For the node vi,
the basic features based on Gi are defined as follows:

– Number of edges in Gi: f1 = |E(gi)|.
– Sum of degree for nodes in V (gi): f2 =

∑
u∈V (gi)

d(u).
– The proportion of edges in Gi to all edges within and leaving Gi: f3 = f1/f2.
– The proportion of edges leaving Gi to all edges within and leaving Gi: f4 =

(f2 − f1)/f2.
– The degree of node vi: f5 = |N(vi)|.
– The clustering coefficient for node vi.

Then for each iteration, We compute the sum and mean value of neighbors’
features and combine the new results with the last ones. With the increase of
the number of iteration, the features can perceive deep information of network
structure. The final local features are represented as X.

Higher-Order Features Extraction. As shown in Fig. 1(b), we introduce the
higher-order features that are known as graphlets or motifs. They describe the
connective patterns of some subgraphs, and the color of node denotes the orbit.
We observe that there are 15 orbits when the size of node is no more than 4.
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Fig. 2. An illustration of the higher-order feature.

Fig. 3. An illustration of the proposed model HORD.

With the increase of the size, the features obtain more information of network
structure, but need more computational complexity. We use the Graphlet Degree
Vector (GDV) [12] to count these features, because it effectively counts orbits
of nodes in linear time, which can be applied to large scale networks. We choose
three nodes in the network and report the features of the first 15 dimensions in
Fig. 2.

Considering the balance of complexity and effectiveness of features, we choose
the size of node as 5, and we obtain the 73-dimensional higher-order features.

Graph Convolutional Network. As we have extracted the local and higher-
order features, the next is to effectively integrate them to generate structural
node representations. The most efficient method is to combines them, however,
these features come from different parameter spaces, and the value of them
may vary considerably. Thus, we design an novel framework based on the auto-
encoder and graph convolutional network (GCN) [17] to reconstruct them and
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learn multi-aspects structural node representations. As shown in Fig. 3, we sepa-
rately design two encoder-decoder framework with the same structure to recon-
struct the higher-order features M and the local features X. Specifically, for
GCN encoder, we compute the representations as:

H(l+1)
m = σ(D̃− 1

2 ÃD̃− 1
2 W(l)

m H(l)
m ),

H(l+1)
x = σ(D̃− 1

2 ÃD̃− 1
2 W(l)

x H(l)
x ).

(1)

The σ(·) is the non-linear activation function. The Ã denotes the adjacency
matrix of the original network G added with self-loop edges, and Ã = A + In,
where In is the identity matrix. D̃ is the diagonal matrix of node degree and
D̃i,i =

∑
j Ãi,j . W(l)

m and W(l)
x denote the weight matrices in the GCN encoder

with respect to the higher-order and local information. H(l)
m and H(l)

x are the
hidden representation of the l-th layer respectively, and l = 0, 1, 2, · · · , L. We
use the identity matrix as the initial input of the GCN, then we have H(0)

m =
H(0)

x = In. With the increase of layer, the encoder can capture complex network
structure, and we denote the higher-order representation and local representation
as Z1 and Z2 respectively.

For the part of decoder, we use the multi-layer perceptrons to reconstruct
the features:

Ĥ(l+1)
m = σ(Ŵ(l)

m Ĥ(l)
m + b̂(l)

m ),

Ĥ(l+1)
x = σ(Ŵ(l)

x Ĥ(l)
x + b̂(l)

x ).
(2)

Similarly, the Ŵ(l)
m and Ŵ(l)

x denote the weight matrices in the decoder, while the
b̂(l)
m and b̂(l)

x represent the bias. Ĥ(l)
m and Ĥ(l)

x denote the hidden representation
in the decoder with Ĥ(l)

m = Z1, Ĥ
(l)
x = Z2. We use M̂ = Ĥ(L)

m and X̂ = Ĥ(L)
x to

denote the reconstructed features.

Joint Training. Through the process of reconstructing features, we can com-
pute the loss function as:

LM = ‖M̂ − M‖22,
LX = ‖X̂ − X‖22.

(3)

As we have obtain two types of structural node representations, we gener-
ate the final embedding Z as combing them. Note that if without additional
constraints, the node representations are meaningless compared to combing fea-
tures. Thus, to learn the multi-aspects node representation, we add a consistency
constraint between the two parts as:

Lcons = ‖Z1 − Z2‖22. (4)

The consistency constraint makes our model learn multi-aspects representations
of node roles in the same embedding space. To jointly train the whole model, we
design the final loss as:

L = LM + LX + αLcons, (5)
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Table 1. The statistical information of the six networks.

Dataset # nodes # edges # classes Destiny (%)

Brazil 131 1,003 4 11.7792

Europe 399 5,995 4 7.5478

USA 1,190 13,599 4 1.9222

Actor 7,779 26,752 4 0.0886

Aminer-network 67,667 186,863 3 0.0082

Aminer-data 98,460 303,029 3 0.0063

Aminer-system 146,092 400,863 3 0.0038

where the α is the hyper-parameter to control the weight of consistency con-
straint.

4 Experiment

4.1 Dataset

We conduct extensive experiments on several real-world networks. The sizes of
nodes in these networks range from 100 to 100, 000, which can evaluate the
ability be applied to large-scale networks. Some statistic information are shown
in Table 1, and the detailed introductions are as follows:

– Air-traffic networks [26]: There are three air-traffic networks Brazilian,
European, and American networks (shortly denoted as Brazil, Europe, and
USA). Nodes represent the airports and edges represent flights between them.
The class labels are between 0 and 3 reflecting the level of the airport activi-
ties.

– Actor co-occurrence network (shortly denoted as Actor) [19]: This is an
actor only subgraph of a film-director-actor-writer network extracted from
IMDb. The nodes denote actors and edges denote co-occurances on the same
Wikipedia page. Nodes are sorted based on the number of words on their
pages and split into four groups.

– Aminer cooperation networks [31,37]: This is a large network consisting
of more than 1 million nodes and 4 million edges. Nodes represent papers
and edges represent their cooperation relationships. We extract two subgraphs
based on authors’ keyterms (shortly denoted as Aminer-network, Aminer-
data, and Aminer-system). Nodes are labeled based on their h-indexes.

4.2 Baseline

We compare our methods with following state-of-the-art embedding methods.
The dimension of embeddings is set to 128 for all the baselines. As for other
parameters, we tune them to the best according to their papers.
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– DeepWalk [25]. This method applies random walk on node ids and learns
node representations via the Skip-Gram model.

– RolX [10]. This method is based on non-negative matrix factorization (NMF)
on the feature matrix which is extracted via ReFeX [11].

– struc2vec [26]. It learns role-based embeddings by encoding structural iden-
tity of nodes via some sequences of walks on a reconstructed multi-layer graph.

– GraphWave [3]. This method treats the features of spectral graph wavelets
as probability distributions, and generates embeddings via empirical charac-
teristic functions.

– DRNE [32]. This method proposes a layer normalized LSTM model to learn
node embeddings recursively by assuming that the regular equivalent struc-
ture of a node has been encoded by the representations of its neighbors.

– DMER [14]. This methods jointly trains an auto-encoder and a GCN encoder
to reconstruct ReFeX features and adjacency matrix, and makes the outputs
of them to be similar.

– RESD [38]: This model applies variational auto-encoder on ReFeX features
to reduce noise, and also uses MLP to reconstruct node degree as regularizer.

4.3 Experiment Setting

For our model HORD, we empirically use the ReLU as the activation function
in both encoder and decoder. We set the number of hidden layers to 2. Then
for each GCN encoder, the dimension of the representations is set to 64, so the
dimension of the node embeddings is 128. In the process of training HORD, we
set the max epochs to 500 with learning rate 0.001. We use the Adam optimizer
to update parameters.

All the experiments are conducted on Linux server (Ubuntu 18.04.5 LTS)
equipped with an Intel(R) Xeon(R) Silver 4210 CPU @ 2.20 GHz, 256 GB RAM
and 2 NVIDIA 3090 GPUs. All models are implemented in PyTorch version
1.9.0, DGL version 0.7.1 with CUDA version 11.1, scikit-learn version 0.19.0
and Python 3.6.

4.4 Role Classification

We conduct the experiment of role classification to analyze our model on six
real-world networks. The nodes are labeled based on their identities or functions
that are related to their roles. For all the baselines and our model, we firstly
generate node representations and then train a linear logistic regression classifier
to classify nodes. We randomly choose 10% to 90% nodes as the training set and
use the remain to test. We repeat the above process for 20 times and report their
F1 scores. As shown in Fig. 4, we have the following observations.

Among all the baselines, the DeepWalk is the method for positional node
representations, and we find that it obtains the poorest scores for all the datasets.
Other methods perform better than it, and with the increase of the number of
training samples, the accuracy gets higher. The results clearly show the difference
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Fig. 4. The Micro-F1 and Macro-F1 scores of classification on the six real-world net-
works. The horizontal axis represents the different training ratios from 10% to 90%.

between the positional and structural node representations, and demonstrate
that the positional node embeddings cannot qualify the task of role discovery.

As for the small networks (Europe, USA, and Actor), we observe that when
we use 90% nodes to train the classifier, there is a downward trend in our pro-
posed model HORD. The reason is that these datasets are not large enough,
and too many training sample may cause over-fitting. For other percentage of
training set, our model performs best in general.

We also conduct the classification experiment on some large network. We
choose three academic cooperation network where the size of nodes is about
100, 000 and analyze its efficiency on large datasets. Note that the GraphWave
cannot get results because of the out-of-memory error. We observe that the scores
become stable because small percentage of nodes are enough for the classifier
to converge. Our model HORD display the obvious superiority and the scores
are the highest. The experiment demonstrates that our model can effectively
integrate higher-order and local features to generate multi-aspects structural
node representations.
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Fig. 5. Visualization of node representations on the Brazil network.

Table 2. The Micro-F1 scores of HORD and its variants on the six networks.

Model Europe USA Actor Aminer-network Aminer-data Aminer-system

Local 0.5601 0.6443 0.4755 0.5265 0.5408 0.5392

Higher 0.5469 0.6042 0.4779 0.5471 0.5511 0.5562

HORD 0.5771 0.6604 0.4854 0.5573 0.5646 0.5647

4.5 Visualization

In this subsection, we conduct the visualization experiment on the Brazil network
to analyze the effectiveness. We firstly generate node embeddings and then map
them into the 2-D space via t-SNE. In this experiment, nodes in the same role
should be mapped into similar position in the embedding space, while nodes
in different roles should be far away from each other. We report the results in
Fig. 5. The circle denotes the node, and the color represents the role of node.

We observe that the distribution of nodes is nearly random in DeepWalk,
while other methods display the tend of clustering. RolX simply decomposes
the local features, and the nodes in the same role are still far away. DMER,
struc2vec, and RESD can discover roles, while GraphWave and DRNE may suffer
over-fitting, because they map all the nodes to a straight line. Our model HORD
can effectively cluster nodes in the same role, and distinguish their differences.

4.6 Ablation Study

We conduct the ablation study to analyze the effectiveness of integrating the two
types of features and the consistency constraint. We utilize the same classifier
and randomly choose 70% samples to train it, and report the Micro-F1 scores
in Table 2. Local denotes that our model only use the GCN to reconstruct the
local features, while Higher denotes to reconstruct higher-order features. There
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Fig. 6. The analysis of the weight of consistency constraint α and representation dimen-
sion d. We fix one parameter and adjust the other.

is no additional constraint on these two variants, and we compare the HORD
with them. We mark the best scores in bold font, and we find that for all the six
networks, the model HORD obtains the best performance. As for the local and
higher-order features, there are different advantages on different datasets. The
results prove the superiority of the proposed model.

4.7 Parameter Analysis

In this subsection, we analyze the influences of the two hyper-parameters in our
model. As shown in the left figure of Fig. 6, the classification accuracy fluctuates
with the change of α. The Europe and USA datasets have the similar network
structures, and they both obtain the worst results when α = 0.8. When the α is
about 0.4, the model performs well. As for the Actor network, it performs best
when α = 0.7. The results demonstrate that there is the balance between the
higher-order and local features, and our model can effectively integrate them.

As for the right figure, we evaluate the effect of dimension of node repre-
sentations. We observe that when d � 16, the model cannot effectively capture
enough structural information. While with the dimension becomes larger, the
performance gets better. If the dimension continues to increase (d � 256), the
scores will go down because of the over-fitting. It proves that our model HORD
can generate expressive node representations with proper dimensions, which can
be applied on many downstream tasks.

5 Conclusion

We introduce the challenges of the structural network representations, and find
that the existing methods only concentrate on single type of structural features,
and there are varying dependencies among them. To effectively integrate higher-
order and local features to generate multi-aspects role-based network embed-
dings, we propose a novel framework HORD, which utilizes the unified graph
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convolutional network encoder to organically combine them to generate struc-
tural node representations. Then we add the consistency constraint between
them to reinforce the power of representing roles. The experiments on real-world
networks demonstrate the superiority and effectiveness of our model.
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Abstract. With the rapid development of modern science and technol-
ogy, information sources have become more widely available and in more
diverse forms, resulting in widespread interest in multimodal learning.
With the various types of information captured by humans in under-
standing the world and perceiving objects, a single modality cannot
provide all of the information about a specific object or phenomenon.
Multimodal fusion learning opens up new avenues for tasks in deep
learning, making them more scientific and human in their approach to
solving many real-world problems. An important challenge confronting
multimodal learning today is how to efficiently facilitate the fusion of
multimodal features while retaining the integrity of modal information
to reduce information loss. This paper summarizes the definition and
development process of multimodality, analyzes and discusses briefly the
main approaches to multimodal fusion, common models, and current spe-
cific applications, and finally discusses future development trends and
research directions in the context of existing technologies.

Keywords: Multimodal learning · Multimodal fusion · Deep learning

1 Introduction

The goal of multimodal learning is to learn and understand a variety of differ-
ent types of information. With the rapid development of deep learning in recent
years, multimodal fusion has become a popular topic. Philosophers and artists
used the term “multimodality” to define forms of expression and rhetorical meth-
ods that fused different contents as early as the fourth-century BC [1,2]. Since the
twentieth century, the widespread use of the web and mobile devices has made
multimodal data the primary form of data resource in recent times, and research
into multimodal learning is critical for computers to understand heterogeneous
data from multiple sources. Multimodal learning is currently used in a variety of
applications, including face recognition [3], visual question answering [4], image
captioning [5], sentiment analysis [6], and multimodal retrieval [7].
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2 Definition and Development Process of Multimodal
Learning

2.1 Definition of Multimodal Learning

The term “modality” encompasses a wide range of concepts. Humans gather
information about a thing through sight, hearing, touch, and smell. A modality
is a term used to describe any method of obtaining information. Likewise, sounds,
images, and text obtained in various ways can be considered modalities. A typical
form of multimodal information is depicted in Fig. 1.

While unimodal representation learning aims to convert information into
numerical or feature vectors for further computer processing, multimodal learn-
ing improves the ability to understand and learn multimodal information by
leveraging complementarity and filtering redundancy. Recent examples usually
involve multimodal learning with images, text, and sounds.

Fig. 1. Multimodal data for a “Autumn Streets” scene (image, sound and text)

2.2 Development of Multimodal Learning

Multimodal learning methods have made significant progress in several areas
of intelligent information processing since the 1980s. McGurk et al. proposed
the effect of vision on speech perception in 1976, which was used in Audio-
Visual Speech Recognition (AVSR) technology [8] and served as a prototype for
the multimodal concept. Many computer scientists, influenced by the McGurk
effect, have worked on developing multimodal speech recognition systems based
on vision and hearing, such as lip-sound speech recognition systems [9], which
can effectively improve recognition accuracy when compared to audio alone.
Atrey et al. classified existing multimodal fusion methods into fusion methods
and fusion levels in 2010 [10]. Wang proposed the Deep Multimodal Hashing
with Orthogonal Regularization Constraints (DMHOR) method [11] in 2015 as
a method for reducing information redundancy in multimodal representations.
Zhang et al. [12] and Wang et al. [13] have since made significant contributions
to cross-modal information matching and retrieval; Liu et al. have analyzed and
studied visual and haptic data and applied it to integrated robotic perception
scenarios [14], and Fu et al. have made significant advances in the field of seman-
tic annotation of images [15].
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3 Multimodal Fusion Methods

Multimodal fusion is a key component of multimodal learning and is broadly
classified into two types: model-independent fusion methods and model-based
fusion methods. Model-independent methods do not directly rely on deep learn-
ing methods, which are simple but less practical in terms of information loss
during fusion; Model-based methods, which are complex but more accurate,
include the Multiple Kernel Learning (MKL) methods, Graphical Model (GM)
methods, and the Neural Network (NN) methods.

3.1 Model-Independent Fusion Methods

Model-independent fusion methods are classed as early fusion, late fusion, and
hybrid fusion depending on when the fusion happens. Early fusion incorporates
features just after they’re extracted, late fusion does so after each model’s output,
and hybrid fusion combine the advantages of the first two.

Fig. 2. Model-independent fusion methods

Early Fusion Methods. Early fusion is the technique of doing the fusion on
both the feature and data levels immediately after feature extraction, most typ-
ically by using a simple join operation on the features. Early fusion methods can
take advantage of the correlation and interactions between low-level elements of
each modality when the modalities are highly linked. However, at the feature
and data levels, this correlation is more difficult to extract, and Hinton et al.
argue that the information contained in data from different modalities can only
be correlated at a higher level [16]. According to Martinez et al., early fusion of
multimodal data may not fully exploit the complementarity between the modali-
ties and may even result in redundant vector inputs [17]. As a result, early fusion
is not the best fusion procedure.

Furthermore, the issue of time synchronization between multimodal features
must be considered during early fusion. Convolution and pool fusion, which
can combine discrete event sequences with continuous signals, was proposed by
ROBIN et al. to solve the time synchronization problem [18]. The structure of
early fusion methods is depicted in Fig. 2(a), in which extracted features are
fused directly first, then features from different modalities are integrated for
model training, and finally the final output results.
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Late Fusion Methods. Late fusion, also known as decision level fusion, entails
first training a separate model for each modality and then fusing the outputs
of several models. Late fusion methods, such as Bayesian rule fusion, maximum
fusion, mean fusion, and other rule fusion methods, currently rely on rules to
decide the combination of distinct model outputs [19].

When compared to previous fusion approaches, this sort of fusion can manage
simple data asynchrony while providing greater flexibility in selecting the best-
suited method for each modality to be analyzed, such as Hidden Markov Models
(HMM) for audio and Support Vector Machines (SVM) for images. However,
it ignores the low-level interaction of several modalities, making fusion harder.
Figure 2(b) depicts the structure of the late fusion methods, which involves train-
ing each modal data individually in the first stage and fusing the output of several
models in the second stage using a decision-making methodology.

Hybrid Fusion Methods. While hybrid fusion methods incorporate the ben-
efits of early and late fusion, they also result in a more complicated model
structure and higher training difficulty. Because the structure of deep learning
models is flexible and diverse, hybrid fusion methods are ideal for this purpose,
and so hybrid fusion methods have been widely applied in domains such as visual
question answering and multimedia. Ni et al. [20] suggested a hybrid fusion strat-
egy for multimedia analysis, for example, by presenting an image fusion method
based on several BP (Back Propagation) networks. The combined elements of
the video and sound signals are then sent into the audiovisual depth neural net-
work model to generate model predictions, and the final results are generated by
combining the predictions of each model [21]. The issue of the rationality of the
hybrid fusion method’s combination approach is a critical aspect in increasing
the model’s performance. Figure 2(c) shows the hybrid fusion method’s struc-
ture, which is a blend of early and late fusion.

Each of the three methods has its own set of benefits and drawbacks. Early
fusion can better capture the relationship between different features, but it is
prone to overfitting; late fusion can solve the overfitting problem, but it does
not allow the classifier to train all of the data at once; hybrid fusion methods
can combine the benefits of the first two, but they must choose a suitable fusion
method based on a combination of practical application problems.

3.2 Model-Based Fusion Methods

Model-based fusion methods are used to handle the problem of fusing disparate
modalities by implementing technical and model viewpoints, and they have a
broader variety of applications than model-independent methods. Multiple Ker-
nel Learning (MKL) methods, Graphical Model (GM) methods, Neural Network
(NN) methods, and so on are some of the most often used methodologies.

Multi-kernel Learning (MKL) Methods. Multi-kernel learning methods
are a type of machine learning algorithm that extends the kernel Support Vector
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Machine (SVM) method by replacing a single kernel with a collection of basic
kernels, where different kernels correspond to different views of the data and are
combined into a unified kernel after learning, as shown in Fig. 3. Multi-kernel
learning methods are more flexible and capable of fusing heterogeneous data, and
they’re widely used in applications like multimodal sentiment recognition [22]
and multimodal sentiment analysis, where different kernels are used for semantic,
video, and text features to achieve better analysis results than single kernel
modal fusion. McFee et al. employed MKL to rank the similarity of music artists
based on auditory, semantic, and sociological triads to combine diverse data into
a reasonable similarity space [23].

Flexible kernel selection, convex loss functions, and the ability to train models
using common optimization packages and globally optimal solutions are advan-
tages of the multi-kernel learning method, so a good MKL algorithm can improve
accuracy while reducing complexity and training time. Its downside is that while
testing, it is dependent on the training function and can consume a lot of mem-
ory.

The most basic way to construct a Multi-kernel model is to consider a convex
combination of multiple elementary kernel functions:

K(x, z) =
M

Σ
i=1

βiKi(x, z) (1)

M

Σ
i=1

βi = 1 (2)

βi ≥ 0 (3)

where K(x,z) is the basic kernel function, M is the total number of basic kernels,
and β is the combination factor.

Graphical Model (GM) Methods. The Graphical Model (GM) Method is a
popular fusion method that focuses on picture segmentation, stitching, and pre-
diction to fuse shallow or deep layers to achieve the ultimate fusion result [24].
Graphical models are broadly classified as either joint probabilistic generative
models or conditional probabilistic discriminative models. Initially, generative
models were primarily used, particularly in statistical natural language pro-
cessing. Examples include the Hidden Markov Model [25], Dynamic Bayesian
Networks, and others. These models make extensive use of joint probabilities in
their modeling. Subsequent discriminative models, such as Conditional Random
Fields (CRF) techniques, are simpler and easier to learn than generative models
and have been widely employed and demonstrated good results in multimedia
classification tasks, multimodal session segmentation [26], and other applica-
tions.

Generative methods seek the best classification surface across distinct cat-
egories and adapt to differences in heterogeneous data, whereas discriminative
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Fig. 3. Procedures multi-kernel learning

models seek to model posterior probabilities and describe data distribution sta-
tistically. Generic models require more data than discriminative models, but they
are less accurate.

The advantages of Graphical Models include that they can easily uncover and
exploit the geographical and temporal structure in the data, that they are suited
for modeling time-series data, and that they enhance the model’s interpretability
by incorporating expert knowledge within the model. The downsides are that the
models have limited generalization capabilities and that the feature relationships
are complex.

Neural Network (NN) Methods. Neural networks have generated excellent
results in unimodal feature extraction, particularly when processing data such
as images, sound, and text. In multimodal tasks such as visual question answer-
ing [27], image captioning [28], and so on, neural networks are increasingly being
used. Each modal data is initially transmitted through several different neural
network layers, followed by several hidden layers to map the modalities to the
joint space, resulting in the joint features, when utilizing neural networks to
build multimodal feature representations.

Vo et al. proposed the Text Image Residual Gating (TIRG) method [29],
where the gating module is used to preserve the spatial structure features of
image modalities and the residual module obtains the modified features, which
are added together to obtain the final combined features for image retrieval.

fgate(φx, φt) = σ(Wg2 ∗ RELU(Wg1 ∗ [φx, φt]) � φx) (4)

fres(φx, φt) = Wr2 ∗ RELU(Wr1 ∗ ([φx, φt])) (5)

φrg
xt = wgfgate(φx, φt) + wrfres(φx, φt) (6)

where fgate,fres are the gating and the residual features.Wg,Wr are learnable
weights to balance them.

In 2019, Xu et al. proposed the Multi-Interactive MemoryNetwork, which
uses the Aspect-guided attention mechanism to guide the model to generate
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Attention vectors for text and images, while also using the Multi-interactive
attention mechanism to capture interaction information between multimodalities
and within a single modality [30]. This means that textual and visual informa-
tion are fused via Attention over several hops. Zhang improved the algorithm for
the multimodal machine translation task by deforming the Transformer to input
the image representation at the Decoder side as well, implying that it should
be coded as Q for the sentence and then K and V for the image features, i.e.
finding semantically similar parts in the image for Attention fusion, and finally
sending them together to the Decoder side for translation [31]. How to uncover
the similarity and distinctiveness between multiple modalities is a critical topic
in multimodal fusion. The information from several modalities is easily distin-
guishable and, at the same time, complementing. It is critical to understand how
to locate these two representations, and Lu presented a new cross-modal shared
feature transfer algorithm (cm-SSFT) to address this issue [32].

The neural network method has the advantage of being able to learn from
large amounts of data and having high scalability. The downside is that it
requires a significant amount of data to train, is difficult to achieve convergence,
and gets less interpretable as the number of modalities grows.

4 Research Challenges in Multimodal Fusion Technology

By fully exploiting complementary information between modalities, the multi-
modal fusion technique provides for a more complete and accurate representa-
tion of features. When one of the modalities is lacking, the entire system can
still function, such as when a person is unable to talk but can still gather and
interpret emotions using visual data. Obtaining varying degrees of reinforcement
for distinct features while ensuring the model’s efficacy can aid in improving the
performance of deep learning models. However, several issues, such as the het-
erogeneity gap and the semantic gap [33], remain unaddressed.

Different neural network structures characterize different data modalities,
such as hierarchical networks for image features and sequential networks for text
features. The various structures of neural networks result in various abstractions
of data representation. As a result, they are not directly comparable, resulting
in a heterogeneity gap.

Another issue in multimodal learning is maintaining semantic similarity, as
it is difficult to record the intricate relationships between distinct modal inputs.
Because neural networks’ purpose is to normalize the properties of different
modalities into a common space, the semantic similarity between modalities is
critical. More effective semantic embedding approaches must be investigated to
address these challenges and enable more effective communication and interop-
erability amongst modal information. There is also a need to develop a more
universal evaluation standard to assess the value of feature fusion.
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5 Summary and Outlooks

This study outlines multimodal data fusion approaches and the current state
of research, as well as summarizes and analyzes the existing difficulties. Model-
independent fusion methods and model-based fusion methods are the two forms
of multimodal fusion methods. Model-independent methods are further classified
as early, late, and hybrid fusion; model-based methods include multiple kernel
learning, graphical models, and neural networks. Each of these strategies has
benefits and drawbacks, and they all play a role in different domain applications.
The current task is to bridge the heterogeneity and semantic gaps.

Multimodal learning is expected to be fully developed in the future because
it is more closely aligned with human behavior in perceiving things than uni-
modal information, and it is more in line with real-world applications. In-depth
research on issues such as the semantic gap of modalities and feature fusion eval-
uation metrics will be conducted in the future to promote the application and
development of multimodal fusion technology in the emerging field of machine
learning.
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Abstract. Extensive analysis of human electronic footprints is of great
importance for unveiling the patterns of collective reactions to extreme
events. Several empirical results have been reported to reveal the influ-
ence of different scale events on human behavior using various social
media datasets. But there is a lack of understanding of the patterns
of emergency call behavior which is the direct evidence of unexpected
events encountered by citizens. Here we explore the spatial patterns of
emergency calls made by citizens in a metropolitan city in China. We find
that there is strong randomness in the spatial conversion of emergency
call behavior, the number of emergency calls made by an individual in
a specific location of an incident follows a power-law distribution, and
the spatial pattern of incident locations presents a bi-central aggrega-
tion feature. Then we propose an agent based model for the generation
of incident location series. Our work has the potential value to help the
government improve the efficiency of emergency management such as
situation analysis, resource allocation and police deployment.

Keywords: Spatial pattern · Emergency call · Random walk model ·
Human behavior simulation

1 Introduction

With the wide application of mobile phones and other social media, human
behavior can be aware through these electronic footprint data sets, which provide
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multi-dimensional information for quantitative research on human dynamics [3,
6,8,30]. Moreover, on the basis of the study of normal human behavior, many
researchers have carried out exploratory studies on the influence of unexpected
events on spatiotemporal patterns of human behavior in recent years. Their work
is of great importance to improving the efficiency of emergency management for
governments [16].

Some anomalies that are triggered by different scale of emergencies, includ-
ing sharp increased call volume [2,11,20], shortened call duration [20], anoma-
lous information diffusion [11], unusual travel pattern [19–21], higher mobility
predictability [19] and social activity [2,20], have been uncovered using mobile
phone records and applied in anomaly detection [1,5,7,26]. Some other datasets
such as Flicker [22], Twitter [18,25,27], Facebook [25], GPS [23,24] and Air
Transportation Network [29] are also used to study the influence of disasters on
social communication or human mobility [10]. Meanwhile, emergency call records
(ECR), which is considered as the direct evidence dataset of unexpected events
encountered by citizens, has been studied for sociological perspective verifica-
tion [9], hot spots analysis [14], event detection [13,15] and call center workload
prediction [4]. However, there is a lack of extensive understanding of the spa-
tiotemporal patterns of emergency call behavior [12,14,28].

In this paper, we studied the spatial patterns of emergency calls made by
citizens in a city in China. The character of strong randomness was found in the
spatial conversion of emergency call behavior. The number of emergency calls
made by an individual in a specific location of incident was detected to follow a
power-law distribution, and the spatial pattern of incident locations presented
a feature of bi-central aggregation. Then we proposed an agent based model
for the generation of incident location series. Our work has potential value in
applications in emergency management.

2 Materials and Methods

2.1 Dataset Description

To study the temporal dynamic of calling behavior in case of emergency, we
applied for the right to use two datasets which have been encrypted to eliminate
personal privacy:

(a) A dataset of ECR collected from a metropolitan city in China from Jan. 1,
2008 to Dec. 3, 2012. It contains a total of 22,358,046 incoming calls from
7,724,005 distinct phone numbers.

(b) A mobile phone signaling dataset from a Chinese operator covering ∼2 bil-
lion calling records of ∼6 million users in the city, same as dataset (a) from
August 1, 2011 to October 31, 2011.
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2.2 Methods

Data Preprocessing. We have collected the geographic coordinates of the
incident locations from valid emergency call records in dataset (a). We focused
our study on urban areas and finally obtained a dataset of 4,836,065 emergency
call records with valid incident locations from 2,357,361 individuals.

The home and workplace of the individuals were extracted from dataset
(b) using the similar method as described in [17]. Differently, we assigned the
daytime and nighttime periods with 9 a.m. to 5 p.m. and 10 p.m. to 6 a.m. on
weekdays, respectively to identify home and workplace.

Statistics for Incident Locations. The displacement Δr is defined as the
distance between two consecutive incident locations of an individual. The trajec-
tory of emergency call behavior is formed by an individual’s consecutive incident
locations, and its radius of gyration is defined as

rg =

√
√
√
√ 1

C

C∑

i=1

(−→ri − −−→rcm)2, (1)

where −→ri represents the i = 1, . . . , C incident locations recorded for the individ-
ual and −−→rcm = 1

C

∑C
i=1

−→ri is the center of mass of the trajectory.
The number of incident locations in one trajectory is denoted as L to mea-

sure the spatial activity of emergency calls for an individual. The number of
emergency calls made at a single incident location is denoted as CL to measure
the emergency call activity at a fixed position for the individual.

Location Normalization. For investigating the aggregation characteristics of
emergency call behavior, we took home and workplace as two reference points. A
new coordinate system was constructed by mapping the geographic coordinates
of each individual’s home and workplace to (−1, 0) and (1, 0), respectively. Then
an incident location could be mapped to a point in the new coordinate system
according to its relative position to one’s home and workplace points. Moreover,
each incident location was classified as its nearer reference center defined as the
origin point of a single step. And the displacement from home(workplace) to
an incident location was denoted as Dh (Dw). The angle between the direc-
tion of home (workplace) to an incident location and the commuting direction
counterclockwise is denoted as θh (θw). The number of home (workplace) that
consecutive occurrenced in the series of reference centers for an individual is
denoted as nh (nw).

Fit Test for Simulation Analysis. The original definition of Kullback-Leibler
divergence is a non-symmetric measure of the difference between two probability
distributions P and Q:

KL(P ‖ Q) =
∑

i

P (i) log
P (i)
Q(i)

. (2)
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To evaluate the goodness-of-fit for statistical characteristics of simulation
data, the symmetrical divergence was adopted here as:

D(P ‖ Q) =
1
2
(KL(P ‖ Q) + KL(Q ‖ P )). (3)

Further, we specified the discrete random variable x(m),m = 1, 2, . . . ,M ,
whose distribution in real data is P (x(m)), and Q(x(m)|ϕ(n)) is the distribution
of simulation data generated under N groups of parameters ϕ(n), n = 1, 2, . . . , N .
Then the relative fitting deviation for distribution P (x(m)) to Q(x(m)) under the
parameter set ϕ(n) is defined as:

R(X(m)|ϕ(n)) =
D(P (X(m)) ‖ Q(X(m)|ϕ(n)))

1
N

N∑

n=1
D(P (X(m)) ‖ Q(X(m)|ϕ(n)))

. (4)

For the probability distribution of all random variables x(m) used for evalua-
tion, the average relative fitting deviation of the model under the parameter set
ϕ(n) is:

〈R〉(ϕ(n)) =
1
M

M∑

m=1

R(X(m)|ϕ(n)), (5)

which will be used as the basis for parameter optimization.

3 Empirical Results

3.1 Spatial Patterns of Emergency Call Behavior

To explore the spatial patterns of emergency call behavior, we studied the ECR
data set in the urban area of a metropolitan city in China for five years. The
distributions of displacement (Δr) and radius of gyration (rg) of trajectories
formed by incident locations were very consistent for different years. We tested
the fitnesses of these two distributions with functions of power-law (POW), expo-
nent (EXP), truncated power-law (TPL) and gauss (GAU), respectively. It was
shown that the distributions P (Δr) and P (rg) could be well fitted by the gauss

function P (x) = A√
2πσ

exp
(

− (x+μ)2)
2σ2

)

, where A = 4.021, μ = 8.873, σ = 8.989
for P (Δr) and A = 0.385, μ = 0.003, σ = 3.279 for P (rg), respectively (See
Fig. 1). It indicated that there was a strong randomness in the spatial pattern
of emergency call behavior.

The number of incident locations for an individual (L) was considered to
evaluate the activity of encountering emergency events. The distributions of L
at the aggregated level for different years were observed as a consistent power-law
decay P (L) ∼ L−α, where α ≈ 3.75 as shown in Fig. 2 (a). Meanwhile, the num-
ber of emergency calls in a single incident location for an individual (CL) also
followed a power-law distribution P (CL) ∼ C−β

L , where β ≈ 3.29 as shown in
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Fig. 1. Distributions of Δr and rg in the log-log scale at aggregated level for different
years. The tested fitting functions of exponent (EXP), power-law (POW), truncated
power-law (TPL) and gauss (GAU) are shown as blue dot, green dashed, red dot-dashed
and black solid curves, respectively. (Color figure online)

Fig. 2 (b). These phenomena indicate that the activity of emergency call behav-
ior is very inhomogeneous for individuals. Then we studied the trends of average
values of displacement (Δr), radius of gyration (rg) and the number of emer-
gency calls (Ci) for groups of individuals with the increase of L by 1 km interval.
As shown in Fig. 2 (c), 〈Δr〉 and 〈rg〉 increased rapidly and then tended to be
saturated at about 4 km. It indicated that the number of events that an indi-
vidual encountered averagely almost had no effect on the basic spatial patterns
of emergency call behavior. And the saturation value should be associated to
the scope of studied urban areas. As shown in Fig. 2 (d), 〈Ci〉 presented positive
linear correlation with L as 〈Ci〉 = kL, where k = 1.25.

Fig. 2. (a) and (b) are the distribution of L and CL in the log-log scale at the aggregated
level. (c) and (d) shows the trends of 〈Δr〉, 〈Δr〉 and 〈Ci〉 for groups with different L.
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3.2 Relative Position of Incident Location

Furthermore, we investigated the potential nonrandom characteristics in emer-
gency call behavior. Considering the randomness of emergency events that indi-
viduals encountered, the generation of incident locations was not a strict con-
tinuous process, but occured randomly around the specific centers of their daily
travel. In order to verify this hypothesis, we studied the characteristics of rel-
ative positions of incident locations, taking home and workplace for reference.
Incident locations were transformed to a new coordinate system as described
in Subsect. 2.2. The incident location points were separated into four groups by
individuals with commuting distance (Dc) in different ranges of 0 km ≤ Dc ≤
5 km, 5 km < Dc ≤ 10 km, 10 km < Dc ≤ 20 km, 20 km < Dc ≤ 30 km, respec-
tively. The normalized value of the number of incident location points in each
grid of 0.1 × 0.1 in the new coordinate system was calculated and shown as
heatmaps in Fig. 3. And we found that the spatial pattern of incident locations
at the population level presented an obvious bi-central aggregation feature.

Fig. 3. Heatmap of the number of emergency calls in a relative coordinate system for
four groups commuting distance.

To uncover the spatial patterns of the relative positions of emergency call
behavior, we classified each incident location to its closer reference center (home
or workplace). Then some statistics described in Subsect. 2.2 were calculated for
further study. The distributions of Dh and Dw were shown in Fig. 4 (a) and
(b), respectively. We tested the fitness of these two distributions with functions
of power-law (POW), exponent (EXP), truncated power-law (TPL) and gauss
(GAU). It was shown that P (Dh) and P (Dw) could be well fitted by the Gaussian
function P (x) = A√

2πσ
exp

(

− (x+μ)2)
2σ2

)

, where A = 31.02, μ = −18.98, σ = 10.04
for P (Dh) and A = 15.42, μ = −14.30, σ = 9.36 for P (Dw).

Figure 4 (c) showed the distributions of θh and θw, and the results were
represented by blue circles and red triangles, respectively. The characteris-
tics of P (θw) and P (θh) were consistent, which can be fitted by the Fourier



Exploring Spatial Patterns of Emergency Call Behavior 275

series f(x) = a0 + a1cos(ωx) + b1sin(ωx) + a2cos(ωx) + b2sin(ωx), where
a0 = 0.014, a1 = −0.0044, b1 = 0.0037, a2 = 0.0046, b2 = 0.00085, ω = 0.017.
The results indicate that the incident locations are mainly concentrated in the
vicinity of the commuting direction.

Fig. 4. (a) and (b) are the distribution of Dh and Dw, separately. A power-law distri-
bution (the green dashed line), an exponential distribution (blue dot line), an exponen-
tially truncated power-law distribution (red dashed line) and a Gaussian distribution
(black line) of the two indicators are shown for fitting. (Color figure online)

In order to investigate whether the central reference point of the emergency
call behavior is random, we analyzed the incident location series around home
and workplace separately. Real data shows that the overall number of emergency
calls around the two centers is almost equal. For an individual, the consecu-
tive times of home (workplace) in the reference center sequence is identified by
nh(nw). If the conversion process of reference centers is random, the probability
distribution P (nh) and P (nw) will appear exponential decay at the aggregated
level. However, as shown in Fig. 4 (d), the patterns of P (nh) and P (nw) show two
segments of the power-law decay, and the exponents are γ1 ≈ 1.9 and γ2 ≈ 3.9,
where the inflection point is at 3. It indicates that the reference center of the inci-
dent locations where an individual makes emergency calls has a certain memory
effect. That will provide a reference for our work on model construction.

4 Model

Based on the above results, the incident locations are mainly close to one’s home
or workplace. The distribution of the total number of these locations obeys a
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power-law decay with memory effect. The displacement and the radius of gyra-
tion of trajectories obey a Gaussian distribution at aggregation level, respec-
tively. Accordingly, a model of Double Center Memory effect Random Walk
(DCMRW) was proposed to generate the spatial series of emergency call behav-
ior. Figure 5 (a) shows the simulation mechanism of the model which is assumed
as follows:

Fig. 5. (a) The DCMRW model. (b), (c) and (d) are the statistical characteristics of
real data (origin) and simulation results (model) for comparison.

(1) Each individual has a unique home and workplace, and Dc is identified as the
commuting distance, which obeys an exponential distribution Dc ∼ Exp(λ);

(2) The locations where individual makes an emergency call are switched by the
memory process, and the total number of these locations (L) is generated
by the following memory function:

p(L) =
(

L

L + 1

)ν

, (6)

where ν is the parameter to control the memory strength;
(3) πh(πw) is the probability of home (workplace) as the center for data gener-

ation, and 0 ≤ πh ≤ 1 (πw = 1 − πh). The model with πh = 0 or πh = 1
would become a single-center random walk model;

(4) The generation of consecutive incident locations for emergency call behavior
around a center is effected by a memory process, and the number of these
locations Lc is generated by the following function:

p(Lc) =
(

Lc

Lc + 1

)νc

, (7)



Exploring Spatial Patterns of Emergency Call Behavior 277

where νc is the parameter to control the memory strength;
(5) The distance of an incident location away from home is generated by Gaus-

sian distribution Dh ∼ N(μh, σh) (Dh ≥ 0). And the distance from work-
place obeys the Gaussian distribution Dw ∼ N(μw, σw) (Dw ≥ 0) in the
same way;

(6) The angle θh and θw obey the following Fourier function:

f(x) = a0 + a1cos(ωx) + b1sin(ωx) + a2cos(ωx) + b2sin(ωx). (8)

Through the simulation by model with parameters πH = 0.5, λ = 0.20, ν =
2.28, νc = 2.9, μH = −19, σH = 10, μw = −14.3, σw = 9.36, a0 = 0.014, a1 =
−0.0044, b1 = 0.0037, a2 = 0.0046, b2 = 0.00085, ω = 0.017, we collected about 1
million emergency call records from 0.5 million individuals. The spatial patterns
of the real data can be well fitted by our simulation results as shown in Fig. 5
(b–d), which verified the effectiveness of the model.

Focusing on the parameters λ, ν, νc, μH , σH , μw and σw, the fitting effect of
simulation results generated by our model is measured by the method given in
Subsect. 2.2. The referenced distributions include the probability distribution of
the number of incident locations P (L), the probability distribution of displace-
ment P (Δr) and the probability distribution of radius of gyration P (rg). As
shown in Fig. 6–Fig. 9, the results (origin) of the real data, which is collected
from N = 100, 000 sampling individuals as a reference, are represented by black
circles. The simulation results of model with different parameter values are rep-
resented by magenta triangle, yellow star, red cross, green square, blue diamond,
etc. Detailed analyses of the parameters are as follows:

Fig. 6. The comparison of reproducing spatial patterns with different λ.

(1) λ: As shown in Fig. 6, λ has little effect on P (L), but it has significant affect
on the fitting goodness of the tail of P (Δr) and P (rg). It indicates that
with the increase of the average value of commute distance for agents, the
generation probability of larger value of displacement and gyration radius
will also increase. According to the results of KL-divergence given in Table 1,
λ = 0.20 is the best choice for parameter to fit the real patterns, which means
the average value of commute distance 1

λ in real data is about 5 km.
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Table 1. The comparison of fitting results for reproducing spatial patterns by model
with different λ.

λ D(P (L) ‖ Q(L|ϕ)) D(P (Δr) ‖ Q(Δr|ϕ)) D(P (rg) ‖ Q(rg|ϕ)) 〈R〉
0.33 5.9 × 10−4 0.0430 0.0101 1.3900

0.25 3.9 × 10−4 0.0232 0.0055 0.8076

0.20 3.4 × 10−4 0.0032 0.0003 0.3078

0.17 3.6 × 10−4 0.0342 0.0046 0.8466

0.14 4.9 × 10−4 0.0662 0.0122 1.6479

Fig. 7. The comparison of reproducing spatial patterns with different ν and νc.

Table 2. The comparison of fitting results for reproducing spatial patterns by the
model with different ν.

ν D(P (L) ‖ Q(L|ϕ)) D(P (Δr) ‖ Q(Δr|ϕ)) D(P (rg) ‖ Q(rg|ϕ)) 〈R〉
1.5 0.1220 0.0105 0.0922 1.4408

2 0.0129 0.0142 0.0136 0.4965

2.28 0.0003 0.0032 0.0003 0.0812

3 0.0408 0.0078 0.0291 0.5746

4 0.1808 0.0328 0.1145 2.4069

Table 3. The comparison of fitting results for reproducing spatial patterns by the
model with different νc.

νc D(P (L) ‖ Q(L|ϕ)) D(P (Δr) ‖ Q(Δr|ϕ)) D(P (rg) ‖ Q(rg|ϕ)) 〈R〉
2 4.0 × 10−4 0.0052 0.0012 0.5895

2.9 3.4 × 10−4 0.0032 0.0003 0.3649

4 4.4 × 10−4 0.0232 0.0030 1.2415

5 4.8 × 10−4 0.0286 0.0028 1.3419

6 5.4 × 10−4 0.0284 0.0033 1.4622
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(2) ν, νc: As shown in Fig. 7(a)-(c), ν has little effect on P (Δr), but can affect
the exponent of power-law function P (L) and the proportion of the number
of agents with small radius of gyration. It indicates that with the increase
of ν, the memory effect on generation of incident locations will be stronger
and the scope of emergency call activity for agents will also increase. As
shown in Fig. 7(d)-(f), although νc potentially affects the memory strength
of generation of incident locations around a single-center for an agent, it
has no significant impact on patterns of P (L), P (Δr) and P (rg) at the
aggregated level. According to the results of KL-divergence given in Table 2
and Table 3, the parameters ν ≈ 2.28 and νc ≈ 2.9 are the best choices for
the model to fit the real patterns.

Fig. 8. The comparison of reproducing spatial patterns with different μH and μW .

Table 4. The comparison of fitting results for reproducing spatial patterns by the
model with different μH .

μH D(P (L) ‖ Q(L|ϕ)) D(P (Δr) ‖ Q(Δr|ϕ)) D(P (rg) ‖ Q(rg|ϕ)) 〈R〉
−40 5.1 × 10−4 0.0044 0.0005 0.4605

−30 5.4 × 10−4 0.0035 0.0004 0.4548

−19 3.4 × 10−4 0.0032 0.0003 0.3117

−10 5.7 × 10−4 0.0051 0.0012 0.5476

0 4.7 × 10−4 0.0122 0.0071 0.9113

10 6.1 × 10−4 0.0574 0.0352 3.3143

(3) μH , μW : As shown in Fig. 8, μH and μW have no effect on P (L). If μH > 0
and μW > 0, the distribution P (Δr) and P (rg) for simulation data will
deviate from real patterns significantly. Meanwhile, if μH < 0 and μW < 0,
the spatial patterns of real data can be fitted well, but small μH and μW
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Table 5. The comparison of fitting results for reproducing spatial patterns by the
model with different μW .

μW D(P (L) ‖ Q(L|ϕ)) D(P (Δr) ‖ Q(Δr|ϕ)) D(P (rg) ‖ Q(rg|ϕ)) 〈R〉
−35 4.9 × 10−4 0.0402 0.0061 0.6386

−25 5.2 × 10−4 0.0167 0.0024 0.4912

−14.3 3.4 × 10−4 0.0032 0.0003 0.2646

−5 4.7 × 10−4 0.0404 0.0111 0.7159

5 4.9 × 10−4 0.2842 0.0718 2.8898

will cause the simulation to generate a large number of negative samples
which will be discarded. According to the results of KL-divergence given in
Table 4 and Table 5, the parameter μH ≈ −19 and μW ≈ −14.3 are the best
choices for model to fit the real patterns.

Fig. 9. The comparison of reproducing spatial patterns with different σH and σW .

(4) σH , σW : As shown in Fig. 9, σH and σW have no effect on P (L). If the values
of σH and σW are large, the distribution P (Δr) and P (rg) for simulation
data will deviate from real patterns significantly. Meanwhile, if σH and σW

are small, spatial patterns of real data can be fitted well, but it will also
cause the simulation to generate a large number of negative samples which
will be discarded. According to the results of KL-divergence given in Table 6
and Table 7, the parameters σH ≈ 10 and σW ≈ 9.36 are the best choices
for the model to fit the real patterns.
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Table 6. The comparison of fitting results for reproducing spatial patterns by the
model with different σH .

σH D(P (L) ‖ Q(L|ϕ)) D(P (Δr) ‖ Q(Δr|ϕ)) D(P (rg) ‖ Q(rg|ϕ)) 〈R〉
6 4.9 × 10−4 0.0151 0.0021 0.6237

8 3.6 × 10−4 0.0041 0.0004 0.3416

10 3.4 × 10−4 0.0032 0.0003 0.3129

12 4.5 × 10−4 0.0477 0.0092 1.2171

14 4.6 × 10−4 0.1121 0.0242 2.5047

Table 7. The comparison of fitting results for reproducing spatial patterns by the
model with different σW .

σW D(P (L) ‖ Q(L|ϕ)) D(P (Δr) ‖ Q(Δr|ϕ)) D(P (rg) ‖ Q(rg|ϕ)) 〈R〉
5 5.0 × 10−4 0.0217 0.0037 0.6889

7 5.6 × 10−4 0.0039 0.0013 0.4571

9.36 3.4 × 10−4 0.0032 0.0003 0.2633

11 7.4 × 10−4 0.0451 0.0085 1.2740

13 4.3 × 10−4 0.1080 0.0234 2.3168

5 Conclusions

It is of great importance to capture and simulate human behavior to understand
the internal mechanism of an emergency. Nowadays, electronic footprint data
provides necessary materials for revealing the impact of emergencies on human
behavior patterns. This paper explored the spatial patterns of emergency calls
made by citizens in a metropolitan city in China using emergency call records and
mobile phone signaling data. By measuring the spatial statistical characteristics
of emergency calls, we find that there is a strong randomness in this behavior,
but the number of emergency calls made by an individual in a specific location
follows a power-law distribution, and the spatial pattern of incident locations
presents a bi-central aggregation feature. These patterns provide the possibility
to predict the trajectory of emergency call behavior. Then we propose an agent
based model named DCMRW for the generation of incident location series. The
effectiveness of the generation mechanism of our model has been verified by
simulation experiments.

Our work could benefit to improve the efficiency of emergency management
from the following aspects: situation analysis, resource allocation and police
deployment.
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Abstract. Event extraction is a crucial task that aims to extract event
information in texts. Existing methods usually use pre-trained language
models to extract events and have achieved state-of-the-art performance.
However, these models do not consider the complexity of the event struc-
ture and lack the use of event knowledge. To address these problems, we
propose a new framework that integrates event annotation into the pre-
trained model explicitly, termd as EABERT. Specifically, event anno-
tations are incorporated into the model input to construct the form
“[CLS]sentence[SEP]event annotation[SEP]”, which allows the model to
encode the semantic relationship between text and event knowledge. To
incorporate appropriate event annotations into the model, we further use
the bilateral-branch BERT network to train the event type classifier for
better accuracy of event annotations. Experiments on the event extrac-
tion benchmark dataset (ACE 2005) show that our proposed framework
has significantly improved compared to previous methods.

Keywords: Event extraction · Event annotation · Pre-trained
language model

1 Introduction

Event extraction (EE) is a challenge extraction task in natural language pro-
cessing (NLP). It targets to extract structured event information (triggers and
arguments) from unstructured text. For example, given the sentence “The EU
foreign ministers met hours after U.S. President George W. Bush gave Saddam
48 h to leave Iraq or face invasion.”, it contains event detection task to identify
event trigger (the word “met”) and classify event type (Meet). As well as event
argument extraction task to identify event arguments (“ministers” and “hours”)
and classify their argument roles (Entity and Time). By explicitly captur-
ing the event structure in the text, some AI downstream applications such as
financial analysis, public opinion analysis, sentiment analysis can develop.

Many efforts have been devoted to event extraction. Existing methods [1–3]
mainly use deep neural networks to follow a supervised learning paradigm for
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Fig. 1. Event extraction example and event structure

event extraction. Such methods can learn features from raw text and perform well
in many publicly available benchmark datasets (ACE 2005, TAC KBP). Inspired
by the successful application of pre-trained language models (PLMs) in NLP
tasks, many approaches [4–6] have attempted to use PLMs for event extraction
and achieved state-of-the-art performance. However, these PLMs-based method
focused only on the fine-tuning phase, capturing only the internal pattern of the
input text, and did not exploit the event type knowledge.

To alleviate the limitation, several studies have started to integrate event
type labels into the PLMs and achieved positive effect. For example, CasEE [7]
treats event type encoding as a priori encoding knowledge and uses a cascade
decoding strategy for event extraction. GDAP [8] uses prefixed prompt learning
to empower the automatic exploitation of event type label semantics on both
input and output sides.

Although CasEE and GDAP integrate event type labels into pre-trained
models, they do not consider the complex specificity of the event structure itself.
The main challenge here is an event structure is far more complicated than a
triad (head, relation, tail). As show in Fig. 1, event triggers, event arguments,
and event types all have dependencies. Only by enabling the pre-trained model to
understand this event structure knowledge better to perform modeling of event
features can the event information be better extracted from texts.

To address these issues, we propose EABERT, a new framework with event
annotation enhanced BERT for event extraction. Our framework contains two
main modules: an event type classifier and an event extraction model. The event
type classifier is a multi-label classification model. In particular, to solve the
problem of low detection accuracy caused by imbalanced data distribution, we
incorporate a bilateral-branch BERT network [9] structure consisting of a con-
ventional branch trained with uniform sampling data and a re-balancing branch
trained with reverse sampling according to the number of relevant instances. In
event extraction, we use BERT as the basic model. It is worth noting that
we add event annotations to BERT. Event annotations are predefined and
can be considered as a complete event structure. We construct the token of
“[CLS]sentence[SEP]event annotation[SEP]” and feed as the input of BERT.
The semantic relationship between the input text and the event annotations
is learned using the powerful self-attention mechanism in BERT to obtain the
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feature vector. Then, conditional random field (CRF) is used to extract event
triggers and arguments.

We tested our model on benchmark dataset (ACE 2005). Our experiments
show that our proposed framework achieves excellent performance. The main
contributions of the paper can be summarized as follows:

(1) We propose EABERT, a novel framework with event annotation enhanced
BERT in event extraction, explicitly integrating event annotation to encode
the semantic relationship between text and event knowledge.

(2) We propose an end-to-end bilateral-branch BERT network and design a
reverse sampling method according to the number of event samples for
exhaustively boosting event type classification accuracy.

(3) We conducted experiments on the event extraction benchmark dataset ACE
2005. The experimental results show that our method achieves significant
improvements compared with existing competitive methods.

2 Related Work

Event extraction is a crucial task in NLP. Traditional event extraction meth-
ods [10–12] rely on manually extracted features for event extraction, such as
lexical and syntactic features. However, because such methods are based on
existing NLP tools to do feature extraction, they will be limited by the tools’
accuracy. This error propagation will be introduced into subsequent algorithms
that cannot be modified. With the development of deep learning, various neural
networks have been used for EE, e.g., Chen et al. [1] proposed a dynamic multi-
pool convolutional neural networks. Nguyen et al. [2] proposed a joint extraction
model JRNN based on RNN. These models can learn text features from the
original text. Based on neural networks, researchers (Wadden et al. [3]; Liu et
al. [13]; Zhang et al. [14]; Nguyen et al. [15]; Lai et al. [16]; Cui et al. [17];
Zhao et al. [18]) have also mined additional fine-grained information, including
entity information, syntactic feature information, and chapter-level information,
to enhance the feature representation in neural networks. For example, exper-
iments have demonstrated that these methods achieve better results in public
benchmark datasets.

Recently, because of the remarkable success of PLM in the field of NLP, many
researchers have proposed PLM-based event extraction models. Yang et al. [4]
directly applied BERT to build event extraction models. Wang et al. [5] combined
with the dynamic multi-pool operation in DMCNN, BERT is used as the Encod-
ing layer to extract text features for event extraction. Other researchers (Li et
al. [6]; Liu et al. [19]; Du et al. [20]; Chen et al. [21]) proposed a BERT-QA-based
question-and-answer event extraction method by drawing on the application of
the QA approach in named entity recognition. Experimental results show that
these event extraction methods based on pre-trained models have become a solu-
tion paradigm for event extraction tasks. However, previous work has focused
only on the fine-tuning phase to obtain the Embedding form of tokens without
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exploiting the event type knowledge. Therefore, researchers have also explored
pre-trained model approaches incorporating event type knowledge. For exam-
ple, CasEE [7] mixes event type encoding into the embedding of BERT, and
GDAP [8] adds prefixed event types based on cue learning. However, they still
have shortcomings: the complexity of the event structure itself is not taken into
account.

3 Method

In this section, we will introduce our EABERT framework in detail. Our frame-
work aims to extract event information in texts. As illustrated in Fig. 2, we divide
the event extraction task into two modules: an event type classifier and an event
extraction model. In the event type classifier, we input the text to get the event
types. In the event extraction module, we first obtain the corresponding event
annotations. Then take the sentence and event annotations fed as the BERT
input to identify event trigger and arguments and their span (start, end).

Formally: Given a text D,s = (s1, s2, . . . , sn),s ∈ D is a set of sentences. The
purpose of our model is to extract the event type T from s, and then construct
the input of (s, event annotation) to extract the event trigger (Q,SQ, EQ) and
the event argument (A,SA, EA).

Fig. 2. Our EABERT framewokr for event extraction

3.1 Event Type Classifier

The event type classifier follows the idea of the bilateral-branch network [9]. Our
model consists of two branches for representation learning and classifier learning,



288 Q. Xi et al.

called the conventional branch and the re-balancing branch. Both branches use
BERT as the backbone network and share all the weights. The input data of the
conventional branch comes from a uniform sampler. The re-balancing branch
designs a reverse sampling method to sample each class according to the sample
size. After that, we use an adaptive learning strategy to balance the bilateral
branch learning.

Data Samples. The input data for the conventional branch comes from a
uniform sampler, where each sample in the training dataset is sampled only
once with equal probability. This sampling method retains the original data
distribution, so it facilitates representation learning. While, the re-balancing
branch aims to alleviate the long-tailed label distribution. The input of this
branch comes from a reverse sampler. For the reversed sampler, the sampling
possibility of each class is proportional to the reciprocal of its sample size, i.e.,
the more instances in a class, the smaller sampling probability that class has.
In particular, it can be noted that there are several categories in the event
extraction dataset that have only very few instances, which can lead to extremely
high sampling probabilities for these categories and thus reduce the classification
ability of the model. To solve this problem, we use the average of the sample
proportions of all the event categories available as the label proportion threshold
to balance the sampling probability of most of the tail labels.

Formally, let Ni denote the number of revelant instances of an event type
class i and Nmax denote the maximum sample number of all event types. The
reverse sampler operates in a five-step process: (1)Calculate the proportion of
each class to the maximum number of class wi = Nmax/Ni; (2)Calculate the
average value of class proportion w =

∑C
i=1 wi/C, if wi > w, then make the

current class proportion wi = w; (3)Calculate the sampling probability of class
i based on the number of class Pi = wi/

∑C
j=1 wj ; (4)Randomly select a class

according to Pi; (5)Uniformly pick up a sample from class i with replacement.
A batch of paired training data can be obtained by repeating this uniform and
reverse sampling process.

Adaptive Learning. To avoid overfitting the tail labels and insufficient training
on the head labels, we use an adaptive learning strategy to reconcile the bilateral
branch learning. In concretely, by setting the adaptive learning parameter α to
control the feature weights learned by the conventional and the re-balancing
branches. In particular, α is automatically generated based on the training epoch
T . The calculation of α can be expressed as follows: α = 1 − (T/Tmax)

2, where
Tmax is the total epoch of training, T is the current epoch. This approach allows
to α exhibit a parabolic form of decay as the training period increases. This
decay allows the model to focus on learning the conventional branches for most
of the period until the final period when it shifts its training attention to the
re-balancing branches.

In the training phase, let s denote a training sample and t ∈ {1, 2, 3, 4 . . . , N}
is its corresponding class, where N is the number of classes. For the bilateral
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branches, we obtain a pair of samples (sc1, t
c
1) and (sr1, t

r
1) as input data using

uniform sampling and reverse sampling for each branch, respectively. Then, the
sampled data are fed into their corresponding branches to obtain the feature
vectors fc and fr through a fully connected layer. Setting the adaptive learning
parameter α to weight the control conventional branch features fc ∈ RD and
re-balancing branch features fr ∈ RD , i.e., αfc and (1 − α)fr. Then, the two
weighted feature vectors are sent into the classifiers Wc ∈ Rn×D and Wr ∈ Rn×D

and the outputs are integrated by element addition. The final logits output is
obtained by sigmoid activation function:

t̂i = σ (αWcfc + (1 − α)Wrfr) (1)

Finally, we apply a weighted binary cross-entropy loss, denoted by E(., .), for
optimization of the pairwise inputs:

L = αE
(
t̂i, t

c
i

)
+ (1 − α)E

(
t̂i, t

r
i

)
(2)

During inference, we take the event proportion as α:

α =
∑C

i=1 Ni

Nnone
(3)

Test samples are fed into two branches with α and 1− α. Then, we obtained
the predicted event type labels.

3.2 Event Extraction Model

Our event extraction model is based on BERT and relies on event annotations.
In the following, we will provide details on obtaining the event annotation and
details on the event extraction model.

Event Annotation. In the ACE2005 event guideline1, each event type is given
a corresponding event annotation. Examples are shown in Table 1. Event anno-
tations explain well the conditions under when an event occurs, the state and the
associated event arguments, etc. Such event annotations can be well regarded
as a complete event structure, i.e., an event contains event types, event trigger
words and event arguments.

Event Trigger Extraction. Event trigger extraction aims to predict whether
a token triggers an event or not and give the span S, i.e., the start index and the
end index. The input of the model follows the standard BERT input forms, i.e.,
WordPiece embedding, positional embedding, and segment embedding. Specifi-
cally, to enable our model to learn the event semantic knowledge better, we focus
on adding event annotations to the model.
1 All label annotations are available at: https://www.ldc.upenn.edu/sites/www.ldc.

upenn.edu/files/english-events-guidelines-v5.4.3.pdf.

https://www.ldc.upenn.edu/sites/www.ldc.upenn.edu/files/english-events-guidelines-v5.4.3.pdf
https://www.ldc.upenn.edu/sites/www.ldc.upenn.edu/files/english-events-guidelines-v5.4.3.pdf
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Table 1. Event type and their corresponding event annotation.

Event type Event annotation

LIFE:BE-BORN A BE-BORN Event occurs whenever a PERSON Entity
is given birth to

LIFE:MARRY MARRY Events are official Events, where two people
are married under the legal definition

MOVEMENT:TRANSPORT A TRANSPORT Event occurs whenever an ARTIFACT
(WEAPON or VEHICLE) or a PERSON is moved from
one PLACE (GPE, FACILITY, LOCATION) to another

To achieve this goal, we utilize the SEP separator to construct the input of
text and event annotations:

[CLS]〈sentence〉[SEP]〈event annotation〉[SEP]

where [CLS] is a special classification token for BERT, [SEP] is a special token
to denote separation, and 〈sentence〉 is the tokenized input sentence. 〈event
annotation〉 denotes the event annotation corresponding to the event type. It is
worth noting that in practical cases, there are situations where there is a single
sentence with multiple events. We use “AND” to splice the event annotations
of multiple events. Since the input includes both the original sentence and the
event annotation, the segment id of the original sentence is set to 0. The segment
id of the event annotation is set to 1.

Then we get the contextualized representations of each token for trigger
extraction with BERT. Formally, given a sentence x = w1, w2, w3, . . . , w|x| and
corresponding event annotation Sannotation = es1, es2, es3, . . . , esn.

We produce the input for trigger extractor as:

Input = [CLS]w1, w2, . . . w|x|[SEP ]es1, es2, . . . , esn[SEP ] (4)

Via BERT, we learn the hidden representations:

h[CLS], h
w
1 , . . . , hw

|x|, h[SEP ], h
e
1, . . . , h

e
n = BERT(Input) (5)

where h[CLS] and h[SEP ] is the hidden state of [CLS] and [SEP].hw
i is the hidden

state of the i-th input token and he
i is the hidden state of the corresponding

event annotation.
In this paper, we use a linear CRF layer in the prediction phase for trigger

labels. The hidden layer representation of the text after BERT encoding is fed to
the CRF layer to learn the interdependencies between the output trigger labels
and then find the best sequence of trigger labels.

Following Lafferty et al. [22], CRF defines a transition matrix A and use a
score Ai,j to model the transition from ith label to the jth label. The scores Hi,t

of the martix is the score output by the BERT network, for the sentence [x]N1
and for the ith label, at the tth word. The score of a sequence of trigger label
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[t]N1 for a particular sequence of words [x]N1 is the sum of the transfer fraction
and network fraction efficiently calculated using dynamic programming:

S
(
[x]N1 , [t]N1

)
=

N∑

i=1

(
[A][t]i−1,[t]i, + H[t]i,i

)
(6)

The probability of predicting a sequence of triggers can be obtained by using
the softmax function to do global normalization of all possible sequences:

P (T |X) =
eS(X,T )

∑
T̃∈TX

eS(X,T̃)
(7)

where Tx denotes the sequence of all possible trigger prediction labels corre-
sponding to X.

Event Argument Extraction. Given the identified trigger for a specific event
type, event argument extraction aims to identify the arguments spans(start index
and end index) and classify them into their corresponding roles.

The event argument extraction uses the exact hidden layer representation as
to the trigger extraction, but it needs to know which token constitutes the event
trigger. Therefore, when constructing the input to the argument extraction mod-
ule, the corresponding token and position encoding of the trigger is embedded
and concatenated with the original hidden layer. The format of the input is:

h[CLS], h
w
1 , . . . , hw

|x|, h[SEP ], h
e
1, . . . , h

e
n, ht

1, . . . , h
t
n, hp

1, . . . , h
p
n (8)

where ht
i is the corresponding trigger embedding and hp

i is the corresponding
trigger position embedding.

We use the CRF layer proposed in trigger word extraction for the prediction
of the argument sequences. The difference is that we use the feature vector
mentioned in Eq. 8 as the input to the CRF.

Joint Training. The event extraction process consists of two parts: one is to
extract the event trigger, and the other is to extract the event arguments. There
is a high correlation between triggers and arguments in the event extraction
domain. Inspired by the idea of multi-task learning, this paper uses joint learning
for trigger extraction and argument extraction.

Specifically, the event trigger extraction training loss can be expressed as:

LTri = −
∑

x∈X

log (P (Tx|Sx)) (9)

where X denotes the set of all sentences in the training data, Sx denotes the
input sequence corresponding to sentence x, Tx and denotes the sequence of
trigger prediction corresponding to sentence x.
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Similarly, the event argument extraction training loss can be expressed as:

LArg = −
∑

x∈X

log (P (Ax|Sx)) (10)

Then, we set the weight of the trigger extraction task loss to 1, and set λ to
regulate the weight occupied by the argument extraction task loss, and the joint
loss L of the two tasks can be expressed as: L = LTri + λLArg, where λ ∈ [0, 1].

4 Expriment

4.1 Datasets and Evaluation Metric

We conducted experiments on dataset ACE 2005. ACE 2005 is the most widely
used dataset in the field of event extraction. ACE 2005 consists of 8 main events
and 33 sub-events. To comply with previous work, we use the same data split as
the previous work [1,11,23]. This data split takes the test set with 40 newswire
documents, while 30 other documents as the validation set and the remaining
529 documents to be the training set.

Following previous work [1,4,11], we use the following criteria to evaluate
the correctness of each predicted event mention: (1) A trigger is correct if its
event subtype and offsets match those of a reference trigger. (2) An argument
is correctly identified if its event subtype and offsets match those of any of the
reference argument mentions. (3) An argument is correctly classified if its event
subtype, offsets and argument role match those of any of the reference argument
mentions. Finally, we use Precision (P), Recall (R) and F1 scores (F1) as the
evaluation metrics.

4.2 Implementation Details

Our implementation is in Pytorch. The BERT base model(uncased) from Hug-
ging Face consists of 12 layers, 768 hidden units and 12 attention heads. In the
event type classifier, the MLP consists of two layers with a hidden size of 768
and yields an output of 34 dimensions to predict the probability of the input
sentence being assigned to the corresponding 34 classes. In event extraction, We
set the sampling probability threshold w is 98.7 and α is 0.77. In event extrac-
tion, the trigger MLP consists of two layers with the hidden size being 768 and
yields an output of 68 dimensions. The argument MLP yields an output of 58
dimensions. The batch size is 16. The learning rate is set as 2× 10−5. ADAM is
the optimizer. All experiments are conducted on an NVIDIA RTX3090 GPU.
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4.3 Overall Evaluation Results

We compare our method performance to a number of prior competitive models:
DMCNN [1] adopts firstly dynamic multi-pooling CNN to extract sentence-
level features automatically; JRNN [2] proposes a joint framework based on
bidirectional RNN for event extraction; DYGIE++ [3] is a BERT-based frame-
work that models text spans and captures within-sentence and cross-sentence
context; BERT-QA [6] is a BERT-based model converting event extraction into
a QA task; CasEE [7] uses a cascade decoding strategy to model the relation-
ship between event types and trigger words and argument elements for event
extraction based on the BERT model; GDAP [8] takes event types as prefix
prompt information to generate events based on T5 model.

Table 2. Overall performance on ACE 2005.

Trigger
identification

Trigger
classification

Argument
identification

Argument
classification

P R F P R F P R F P R F

DMCNN 80.4 67.7 73.5 75.6 63.6 69.1 68.8 51.9 59.1 62.2 46.9 53.5
JRNN 68.5 75.7 71.9 66.0 73.0 69.3 61.4 64.2 62.8 54.2 56.7 55.4
BERT-CRF 72.3 80.5 76.2 67.7 75.4 71.3 61.7 45.3 52.2 58.8 45.6 51.3
DYGIE++(ens) – – 76.5 – – 73.6 – – 55.4 – – 52.5
BERT-QA 74.3 77.4 75.8 71.1 73.7 72.3 58.0 50.7 54.1 56.9 49.8 53.1
CasEE 78.0 79.8 78.8 74.7 76.8 75.7 62.5 48.7 54.7 59.2 48.4 53.2
GDAP – – – 66.1 75.3 70.4 – – – 47.3 59.1 52.6

EABERT(ours) 77.5 82.2 79.8 75.4 80.1 77.7 67.1 51.2 58.1 64.9 50.3 56.7
EABERT-GOLD 87.7 86.5 87.1 86.3 85.1 85.7 72.4 54.7 62.3 67.8 51.5 58.5

The preformance of all methods on corpus is shown in Table 2. The table
reveals that:

(1) In trigger identification and classification, the F1 scores are 79.8% and 77.7%.
Our model has significant improvements over the basic neural-based meth-
ods (i.e., CNN and RNN). Compared to the same BERT-based classification
model DYGIE++, it gains 4.1% on trigger classification F1 score. Compared
to the BERT-based QA models BERT-QA, it gains 5.4% on trigger classi-
fication. Notably, our model improves 7.3% and 2% on trigger classification
compared to the GDAP and CasEE models with the addition of event types.
The results demonstrate the effectiveness of EABERT on event detection.

(2) While the improvement in argument extraction is not so obvious. This is
probably due to the more rigorous evaluation metric we have taken and the
difficulty of the argument extraction task. Compared with the BERT-based
models DYGIE++ and BERT-QA, EABERT can achieve better results on
the argument extraction task - the F1 score of argument identification is



294 Q. Xi et al.

3.4% higher than that of BERT-QA, and the F1 score of classification is
1.3% and 0.7%. Compared to the GDAP and CasEE, it gains 4.1% and
3.5% on arguments classification.

To further understand our proposed EABERT framework, we conducted
experiments on the model EABERT-GOLD using gold annotations. Compared
with EABERT, EABERT-GOLD achieved significant progress on the event
extraction task, reaching SOTA results: 87.1%, 85.7%, 62.3%, 58.5%, respec-
tively on F1 scores for trigger identification, trigger classification, argument
identification and argument classification. It further illustrates that practical
event annotation can substantially improve the performance of event extraction
models.

4.4 Effectiveness of Event Annotations

To demonstrate the effectiveness of our incorporated event annotations, we con-
structed two EABERT variants: (1) GloVe event annotation embedding: we ini-
tialized the event annotation embedding with GloVe and then spliced it with the
input text encoded using BERT. The F1 score dropped by 0.9%,2.3%,0.7%,1.6%
on TI, TC, AI, AC, respectively. The results show that the improvement in
our EABERT comes from understanding the event annotation. Using the self-
attention mechanism, BERT can encode the semantic relationship between text
and event annotations well. (2) Event Type Label Name: Replace the event
annotations with the name of the event type label. The F1 score drops by 0.5%,
0.6%, 0.7%, 0.7%, respectively, indicating that the label name alone contains less
semantic knowledge than the event annotation, which corresponds to a complete
knowledge of the event structure.

Table 3. The performance of the EABERT variants. The values in table are F1 scores
on test sets.

TI TC AI AC

EABERT 79.8 77.7 58.1 56.7
−GEAE 78.9(↓0.9) 75.4(↓2.3) 57.4(↓0.7) 55.1(↓1.6)
−ETLN 79.3(↓0.5) 77.1(↓0.6) 57.4(↓0.7) 56.0(↓0.7)
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4.5 Effect of w and α

Fig. 3. Event type classifier performance on ACE2005 with different α and w

In this section, we conduct experiments on the ACE 2005 corpus to demonstrate
the role of the label proportion threshold w in reverse sampler and the weight
parameter α in the inference phase on the performance of the event classifier. To
achieve this goal, we design relevant experimental parameters for comparison.

According to Sect. 3.1 and Eq. 3, we can calculate the label proportion thresh-
old w to be 98.7 and the weight parameter α to be 0.77. We selected W from
{50,98.7,100,150,57002} and α from {0.5,0.6,0.7,0.77,0.8,0.9}. Figure 3 shows
that the event classifier has the highest accuracy of 79.2% when W is selected
as 98.7 and α is selected as 0.77, which is an improvement of 4.1% compared
to the standard BERT multi-label classifier. This shows that our proposed data
enhancement strategy of inverse sampling in bilateral-branch BERT network is
very useful for the task of event classification.

5 Conclusion

In this paper, we propose a new framework that integrates event annotation into
the BERT explicitly, termd as EABERT. We further use a bilateral-branch net-
work to train the event type classifier to get the appropriate event annotations.
Our method allows the model to encode the semantic relationship between text
2 5700 is the maximum proportion calculated according to Sect. 3.1.
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and event knowledge. To demonstrate the effectiveness of the proposed frame-
work, we systematically conducted a series of experiments on the widely used
benchmark dataset ACE 2005. The experimental results show that our proposed
method performs better than the previous methods.

In the future, we will: (1) explore how to effectively use the hierarchical
information among event types to generate optimal event annotations;(2) explore
how to make good use of this event knowledge more effectively.
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Abstract. Although convolutional neural networks (CNNs) have shown
remarkable ability in different computer vision tasks, they do not cope
well with domain shifts. Recent studies show that the domain shift
mainly results from the style or texture variation of images rather than
the content. Inspired by this, we propose dynamic style transferring to
overcome the style bias of CNNs. Specifically, we design a knowledge-
injected attention mechanism for learning adaptive fusion weights and
embedding the style knowledge of dynamic chosen images in latent space.
So the extent of transferred style is controlled, and we can retain content-
related information. Furthermore, we introduce the content preserving
module, which builds an adversarial structure with the encoder to make
the extracted style information more precise. For balancing the adversar-
ial relationship between encoder and auxiliary predictor, we also intro-
duce a consistency loss to empower the style-biased predictor and indi-
rectly boost the encoder’s ability by extending the back-propagation
process. We conduct extensive experiments on PACS and Office-Home
datasets to evaluate the effectiveness of our method. Experiment results
show remarkable performance over the state-of-the-art methods in the
domain generalization.

Keywords: Transfer learning · Domain generalization · Style
transfer · Content preserving

1 Introduction

In the past few years, Convolutional Neural Networks (CNNs) achieved satis-
factory performance in many computer vision tasks with the help of large scale
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well-labelled data. However, most CNN models are trained based on the i.i.d.
assumption that training and testing data share the same data distribution. In
the real world, the hypothesis is not always satisfied, and models often suffer
from poor generalization ability in unseen domains. For boosting the perfor-
mance of CNN models in unseen environments, annotating extensive amounts of
data for each scenario to train networks is expensive and unpractical. To solve
this problem, Unsupervised Domain Adaptation (UDA) [1–5] is an alternative
method without the requirement of extra labelled data.

UDA methods intend to transfer the knowledge learned from the labelled
source domain/task to the unlabeled target domain/task. Most UDA methods
strive to align the domain distribution by learning domain invariant features of
the source and target domains. In general, UDA methods can be divided into
two categories, the discrepancy-based method and the adversarial-based method.
The discrepancy-based methods alleviate the domain discrepancy by minimizing
some predefined statistic metrics between the source and target domains in a high
dimensional space. For aligning domain distributions, adversarial-based methods
optimize the feature encoder in an adversarial training paradigm. Despite the
success of UDA methods, unlabeled target domain data is still required for align-
ing domain distributions. Therefore the target domain is fixed during the training
process, and models may suffer from poor generalization ability in environments
out of training distribution.

As a transfer learning method with relaxed data constraints, Domain Gen-
eralization (DG) [6–8] intends to boost the generalization ability of models in
arbitrary domains out of source distribution with only labelled source data.
The existing DG approaches have tried to learn invariant features across mul-
tiple domains by minimizing feature divergences between the source domains
[1,9–12], normalizing domain-specific gradients based on meta-learning [7,13–
16], robust optimization [17–20], or augmenting source domain examples [6,21–
25]. For example, Zhou et al. [25]randomly select two instances from different
domains and adopt a probabilistic convex combination between instance-level
feature statistics of bottom CNN layers. Despite the success of the above meth-
ods in mitigating the domain shift, they only reduce the domain gap in an
ambiguous manner, which lacks specific optimizing orientation upon the cause
of domain shifts. Recent studies [22,26] show that the domain shift mainly results
from the style or texture variation of images rather than the content.

Motivated by this observation, Generative Adversarial Networks (GANs)
are adopted by many researchers to reduce domain gaps by transferring image
appearances. Nevertheless, the GAN-based approaches usually contain large
scale parameters, which is time-consuming and hard training. Recently, normal-
ization methods (e.g. BN [27], IN [28], CIN [29]) attracted increasing attention
for style transferring as it’s efficiency. One of the popular approaches is AdaIn
[26], which is proposed to transfer image styles by normalizing feature statistics.
Inspired by this work, many normalization-based domain generalization methods
are proposed, including SagNet [22] and CrossNorm [30]. SagNet [22] provides a
new idea for mitigating the difference between domain distributions, which dis-
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Fig. 1. Classification task about multi-source domain generalization. Given labelled
data sampled from several source domains, training the model to learn domain invariant
features. Then apply the model to an unseen target domain.

entangles style features from categories information and exchanges statistics of
features randomly to prevent style biased predictions and focus more on the con-
tents. Similarly, the CrossNorm also proposes to exchange channel-wise statics
between features for enlarging the training distribution. Although both methods
improved the model generalization ability under image style shifts, they cannot
control the extent of the statistics exchange. Therefore, they tend to ignore some
content-related information or pay too much attention to trivial information such
as one-sided style features (Fig. 1).

To solve the above problem, we propose the dynamic style transferring and
content preserving for domain generalization, which makes the extent of trans-
ferred style controllable and reduces the intrinsic style-bias of CNNs in an adver-
sarial learning paradigm. Specifically, we first design a knowledge-injected atten-
tion mechanism to learn weight vectors for adaptively fusing style knowledge of
mini-batch instances in feature space. This enables an adaptive style integration
to capture content-related information hidden in the style knowledge. Second,
we introduce the dynamic content preserving module by building an adversar-
ial learning paradigm between the feature encoder and the auxiliary predictor
to make the extracted feature irrelevant to the image appearance. Further, in
order to enable the encoder to learn the content-biased representation in a long
phase, we impose a content consistency loss to boost the optimizing of auxiliary
classifier during the minimax game. Therefore, our approach can mitigate the
inherent style bias of CNNs by capturing the content-biased representation.
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Our main contributions can be summarized as follows:

– We propose a domain generalization method with dynamic style transferring
and content preserving, which makes the extent of transferred style control-
lable and overcomes the intrinsic style bias of CNNs in an adversarial learning
paradigm.

– We introduce consistency loss to balance the encoder and auxiliary predictor,
which build an adversarial structure. Therefore the encoder can learn the
content-biased representation in an extended phase by the back-propagation.

– We conduct extensive experiments on three widely used domain generalization
benchmarks, including PACS and Office-Home. The results demonstrate that
our method achieves comparable performance to state-of-the-art methods.

2 Related Work

Unsupervised Domain Adaptation (UDA) tackles the domain shift problem
where labelled source data and unlabelled target data are available for train-
ing. Most UDA methods derive from the point of view of reducing the domain
gap between different domains. Maximum Mean Discrepancy (MMD) [31] is an
important statistic metric to mitigate the domain distribution shift in previous
works. Ganin et al. [1] introduced Domain Adversarial Neural Network (DANN)
to align the feature distributions. DDC [32] was proposed to alleviate the domain
discrepancy by adding adaptation layers for matching high-order moments of fea-
ture distributions. Saito et al. proposed MCD [33] by devising a domain discrim-
inator to learn domain-invariant features in an adversarial manner for bridging
the domain gaps. Inspired by the image translation idea of CycleGAN [34], some
methods [35–37] translate the target style into source images to close the domain
gap at the image level.

Domain generalization aims to make the model more robust against
unseen domains with only access to the source data. Similar to domain adapta-
tion, some multi-source domain generalization works utilize domain alignment
methods to minimize the domain discrepancy among source domains for learn-
ing domain invariant features. These methods [38,39] argue that feature distri-
butions aligned among source domains should also be robust to unseen target
domains. The popular feature aligning methods include minimizing Maximum
Mean Discrepancy (MMD) [39,40], minimizing the KL divergence [41] and adver-
sarial learning [9,42]. The works [43,44] design the model with certain parts
for learning domain-specific and domain shared representations. For instance,
Chattopadhyay et al. [43] proposed to learn a balance of domain-invariant and
domain-specific features by domain-specific masks. Thus both in-domain and
out-of-domain generalization performance are improved. Work [45] proposed to
iteratively discard the dominant features activated on the training data, and
encourage the network to activate remaining features that correlates with labels.
The domain generalization method we proposed is more lightweight compared
to previous methods and adaptive learning is performed to enable a controlled
degree of style transformation.
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Normalization plays a vital role in deep neural network training and image
style transferring. Ioffe et al. [27] introduced a Batch Normalization (BN) layer
to speed up the convergence of models and alleviate the “gradient diffusion”
problem in deep networks by normalizing the feature statistics. Batch Normaliza-
tion is a benchmark technology that has inspired many following normalization
methods [26,28,29,46,47]. Ulyanov et al. [28] found that significant improve-
ment could be achieved simply by replacing batch normalization with instance
normalization. Dumoulin et al. [29] proposed a Conditional Instance Normaliza-
tion (CIN) to learn different affine parameters for different styles. Nevertheless,
CIN cannot be adapted to arbitrary new styles without re-training the model.
Adaptive Instance Normalization (AdaIN) [26] enables arbitrary style transfer
in real-time by aligning the mean and variance of the content features with those
of the style features. Compared to BN, IN and CIN, AdaIN adaptively computes
affine parameters from style inputs to achieve arbitrary style transfer.

3 Methodology

In this section, we elaborate our dynamic style transferring and content preserv-
ing for multiple/single source domain generalization. We first review the back-
ground knowledge about instance normalization and style transferring in Sect.
3.1. Secondly, we overview the basic paradigm of domain generalization and the
proposed method in Sect. 3.2. Thirdly, we detail the dynamic style transferring
and content preserving modules in Sect. 3.3 and Sect. 3.4, respectively.

3.1 Preliminary

As revealed by recent studies [48–50], CNNs are sensitive to the style of images
extracted from domains with different data distributions. For inducing the intrin-
sic style bias of CNNs, both GAN-based and instance normalization-based meth-
ods [26,28,29] are proposed. Compared with GAN-based methods, instance
normalization-based methods are more efficient and easy inserted into other
methods. They [26,51] utilize the channel-wise mean and standard deviation as
style representation and transfer image styles by normalizing feature statistics.

Let x ∈ R
B×C×H×W denotes a batch of feature maps, where B,C,H and W

indicate the dimension of batch, channel, height and width, respectively. Instance
normalization transforms the normalized feature map, which is formulated as,

IN(x) = γ
x − μ(x)

σ(x)
+ β, (1)

where γ, β ∈ R
C are learnable parameters of the affine transformation. And

μ(x), σ(x) ∈ R
B×C indicate the mean and standard deviation of each feature

map at the spatial dimension within the channel according to Eq. 2 and 3, respec-
tively.

μ(x)b,c =
1

HW

H∑

h=1

W∑

w=1

xb,c,h,w (2)
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σ(x)b,c =

√√√√ 1
HW

H∑

h=1

W∑

w=1

(xb,c,h,w − μ(x)b,c)
2 (3)

Inspired by this, some researchers [26,28,29] utilize the mean and the variance
of the features for style transferring. Huang et al. [26] propose Adaptive Instance
Normalization (AdaIN) for arbitrary style transfer by recombining the mean and
variance of the content features with those of the style features.

AdaIN(x) = σ(y)
x − μ(x)

σ(x)
+ μ(y), (4)

where x, y denote the content feature and the target style feature, respectively.

3.2 Overview of Proposed Method

In terms of data availability for training, we assume that we have only access
to the source instances xs ∈ Xs and the corresponding labels ys ∈ Ys from the
source distribution ps(x, y). Under the scenario of domain generalization, the
target image and label are not available for training. Our main goal is to train
a neural network on the source domain and generalize well to unseen target
domains by inducing the style bias of network.

As illustrated in Fig. 2, our framework consists of three sub-modules, i.e. the
shared feature encoder, dynamic style transferring with a style-agnostic clas-
sifier and content preserving module with an auxiliary predictor. The shared
encoder E extracts features of instances for predicting the categories of inputs.
As the target data is unavailable in the training phase, we adopt the dynamic
style transferring module to enrich the style information by knowledge-injected
attention mechanism for learning content invariant representations. The style-
agnostic classifier Gs is supervised by a task loss Ls for accurately predicting
image classes. Meanwhile, the dynamic content preserving module builds an
adversarial structure between the encoder and auxiliary predictor Ga. The min-
imax game between them encourages the encoder to generate less style-biased
representations. Furthermore, we design a content consistency loss for balancing
the adversarial relationship between encoder E and auxiliary predictor Ga. And
it also makes the content features extracted by the encoder more style irrelevant.
It is worth noting that we only employ the encoder E and auxiliary predictor
Ga during the evaluation stage.

3.3 Dynamic Style Transferring

In domain generalization, the alignment of domain distributions plays a signif-
icant role. Recent studies [48–50] show that domain distribution shifts mainly
result from the style or texture variation of images. Inspired by these stud-
ies, SagNet [22] proposed style randomization to reduce this gap so that the
encoder can focus on capturing content-related features. However, the extent of
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Fig. 2. An illustration of our method, which consists of three sub-modules, including
the shared feature encoder, dynamic style transferring with style-agnostic classifier,
and dynamic content preserving module with auxiliary predictor. The dynamic style
transferring module leads the style-agnostic classifier to focus on content information in
the feature map. The dynamic content preserving module guides the auxiliary classifier
to focus on the style information, while adversarial learning makes the feature extractor
generate less style-related representation.

statistics exchanges is uncontrollable. And they tend to ignore some content-
related knowledge hidden in style features. To solve this problem, we propose
the dynamic style transferring (DST) module, which can control the extent of
transferred knowledge by introducing a knowledge-injected attention mechanism.
This mechanism helps achieve the goal of adaptively fusing style knowledge of
mini-batch instances in latent space by learning weight vectors. This enables an
adaptive style integration to capture content-related information hidden in the
style knowledge.

Our knowledge-injected attention mechanism is inspired by the channel-
attention mechanism [52], and we implement the attention function a(·, ·) by
a single linear layer to process both the mean and standard deviation of feature
maps. Given a training image x and a dynamic selected image x′, we extract
their intermediate feature maps by E(x) = A, E(x′) = A′ ∈ R

D×H×W from the
encoder E, where H and W indicate spatial dimensions, and D is the number of
channels. Then we calculate the statistic μA, σA ∈ R

D as the style representation
by Eq. 5 and 6:

μ(A)b,c =
1

HW

H∑

h=1

W∑

w=1

Ah,w; (5)

σ(A) =

√√√√ 1
HW

H∑

h=1

W∑

w=1

(Ahw − μ(A))2. (6)
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The dynamic style transferring constructs the transferred style knowledge
μ, σ ∈ R

D through the knowledge-injected attention mechanism based on A and
A′:

μ = a (μA, μA′) ; (7)

σ = a (σA, σA′) , (8)

where a(·, ·) denote our attention function, and μA′ , σA′ indicate the channel-
wise statics of A′.

Then we implement style transfer by conducting affine transformation on
normalized A:

DST(A,A′) = σ · A − μA

σA
+ μ. (9)

The transferred feature map is fed to Gs for a content-biased prediction, and we
obtain the cross-entropy loss Ls to jointly optimize E and Gs:

arg
E,Gs

min Ls = −E(x,y)∈S

K∑

k=1

yk log Gs (DST (A,A′))k , (10)

where K is the number of classification categories, y ∈ {0, 1}K is the one-hot
label for input x and S = {Xs, Ys} is the training set.

The introduction of the knowledge-injected attention mechanism re-
calibrates the statistics to control fusion extents and increases the diversity
of style combinations by adjusting the injecting weights. Therefore the style-
agnostic classifier Gs can be robust against the style change and predicts cate-
gories based on the content information.

3.4 Dynamic Content Preserving

In addition to learn a style-agnostic predictor, we design the dynamic content
preserving module to further mitigate the style bias of network by learning
style-related feature representations. Concretely, we first construct an adversarial
structure between feature encoder E and auxiliary predictor Ga to constrain the
encoder to learn content-agnostic features. In other words, the style knowledge
would be captured by the feature encoder to contain as little content information
as possible. To achieve this goal, Ga is encouraged to make auxiliary decisions
according to the content preserved features DCP (A,A′) by La. Besides, the
predictor tries to predict x accurately, which adversarially makes the encoder
capture the discriminative representations. Lastly, we impose a content consis-
tency loss Lcsi to balance the adversarial structure in the minimax game and
preserve the ability of the encoder to encode content-related feature.

In contrast to the dynamic style transferring module, this module retains the
style knowledge of feature map A and replaces its content with a dynamically
selected representation A′ as,

DCP(A,A′) = σA · A′ − μA′

σA′
+ μA. (11)
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Fig. 3. Illustration of the knowledge-injected attention mechanism. It learns adaptive
fusion weights and embedding the style knowledge of dynamic chosen images in latent
space.

Figure 3 illustrates the process of the dynamic content preserving. Once the
content transformation is finished, the transferred feature maps are fed into the
auxiliary classifier Ga to compute the auxiliary predictions. We employ a cross-
entropy loss La to optimize Ga:

arg
Ga

min La = −E(x,y)∈S

K∑

k=1

yk log Ga (DCP (A,A′))k , (12)

where yk is the label of the instance x, and the optimization goal of the loss
function La is to promote Ga make correctly predictions based on the content
transferred feature of x (DST (A,A′)). On the other hand, we train encoder E
to fool Ga by minimizing an adversarial loss Ladv as follows.

arg
E

min Ladv = −λadvE(x,·)∈S

K∑

k=1

1
K

log Ga (DCP (A,A′)))k (13)

where λadv is a hype-parameter for adjusting the adversarial extent.
Although the two networks and objective functions construct an adversarial

structure, the capability between them may not be balanced as the discrimina-
tor is weak, which results in the learning of the encoder being terminated in
early phase. Essentially, the improvements of generators or encoders come from
the gradient back-propagation of the discriminator’s loss. When the predictor
is fooled easily by generators, the marginal cost in the later training phase
is insufficient to drive the generator to jump out the local optimum point in
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Algorithm 1. Training algorithm of our method.
Input: training data S = (xi, yi)

M
i=1; batch sizeN ;

Initialize: feature extractor E; style-agnostic classifier Gs; auxiliary classifier Ga

While not converged X,Y = Minibatch(S, N)
A = E(X)
A’ = SHUFFLE(A)
As = DST (A,A′)

arg
E,Gs

min Ls = − 1
N

∑N
j=1

∑K
k=1 Yj,k logGs(A

s
j)k

Ac = DCP (A,A′)

arg
Ga

min La = − 1
N

∑N
j=1

∑K
k=1 Yj,k logGa(A

c
j)k

arg
E

min Ladv = −λadv
1
N

∑N
j=1

∑K
k=1

1
K

logGa

(
Ac

j

)
k

arg
E,Ga

min Lcsi = −λcsi
1
N

∑N
j=1

∑K
k=1 ‖Ga(A

c
j) − Ac

j‖2
k

end
Output: E ◦ Gs

optimization space. Motivated by this, we impose the consistency loss Lcsi to
empower the auxiliary classifier, which minimizes the mean square error between
auxiliary predictions and content preserving predictions. Therefore, it not only
promotes the adversarial relationship between encoder and auxiliary predictor,
but also makes the encoder learn content-biased representations in an extended
phase and protects the encoder’s ability to capture content-related features. The
above consistency loss is computed as,

arg
E,Ga

min Lcsi = λcsi Ex∈S

∑K
k=1 {Ga (DCP (A,A′))k −Ga (A′)k}2 (14)

where λcsi is the weight coefficient which controls balance of the adversarial
game. We analyze the influence of different λcsi value in ablation study (Sect.
4.3).

4 Experiments

In this section, we conduct extensive experiments to validate the effectiveness of
our methods on three widely-used benchmarks, including PACS [44] and Office-
Home [53]. We first introduce the datasets and implementation details. Then
we analyse the experimental results on datasets and discuss the ablation study.
Finally, we analyse the visualization result domain alignment of the proposed
method.
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4.1 Datasets and Implementation Details

In this section, we first introduce three widely used benchmarks, including
PACS [44] and Office-Home [53]. Then we describe the implementation details
of our method.

PACS is a domain generalization dataset that consists of 9991 images across
four domains, namely Photo, Art Painting, Cartoon and Sketch. Each domain
contains seven categories. Following the official split [44], we split the data of
PACS into 70% training and 30% validation.

Office-Home is a benchmark dataset for domain adaptation that contains four
domains, including Art, Clipart, Product and Real-World. Each domain consists
of 65 categories with an average of about 70 instances per class. We split the
15588 instances of Office-Home into 90% training and 10% validation follow-
ing [8].

Implementation Details. The proposed method is implemented on PyTorch
and trained on a single NVIDIA RTX 2080TI GPU. During the training, we
adopt the Stochastic Gradient Descent (SGD) optimizer with a weight decay of
0.0001, momentum of 0.9 and an initial learning rate of 0.0004 for all datasets.
We adopt the cosine scheduling for the learning rate adjusting, and the adjusting
iterations is 2k. The adversarial weight are fixed to 0.1. Limited by the GPU
memory, we set the training batchsize to 96 on PACS and 32 on others.

4.2 Results on PACS

In this section, we conduct the experiments of single-source domain generaliza-
tion and multi-source domain generalization on PACS. We employ the ResNet-
18 [54] as our feature extractor for all experiments on the PACS dataset.

For demonstrating the effectiveness of our method under single-source
domain generalization setting, we conduct experiments on the PACS dataset
where only a single source domain data is accessible. We train our network on
each domain of PACS and validate the model on the remaining domains. As can
be seen in Table 1, our model outperforms the state-of-the-art method by a large
margin in most domains. Specifically, we outperform JiGen [6] by 11.7% and
higher than Sagnet [22] by 4.4%, in average. The reason may be that the pro-
posed dynamic style transferring significantly benefits the robustness of CNNs
against the appearance variation. And the content preserving module further
improves the performance by balancing the adversarial learning between the
encoder and auxiliary classifier.

Furthermore, for demonstrating the effectiveness of our method under multi-
source domain generalization task, we compare it with recent works, including
Epi-FCR [15], D-SAM [8], JiGen [6], MASF [7], MMLD [10], RSC [45], Stable-
Net [56] and SagNet [22]. The results of RSC and StableNet are from the original
paper, and the results of other methods in Tabel 2 are copied from [22]. The
experimental comparison results are shown in Table 2. We observe that the pro-
posed method achieves competitive performance against all the methods with
0.45–7.64% improvements in average accuracy, proving our method is robust to
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Table 1. Performance comparison at the single-source domain generalization on PACS
(A: Art Painting, C: Cartoon, S: Sketch, P: Photo).

Method A→C A→S A→P C→A C→S C→P S→A S→C S→P P→A P→C P→S Avg.

ResNet-18 [54] 62.3 49.0 95.2 65.7 60.7 83.6 28.0 54.5 35.6 64.1 23.6 29.1 54.3

JiGen [6] 57.0 50.0 96.1 65.3 65.9 85.5 26.6 41.1 42.8 62.4 27.2 35.5 54.6

ADA [55] 64.3 58.5 94.5 66.7 65.6 83.6 37.0 58.6 41.6 65.3 32.7 35.9 58.7

SagNet [22] 67.1 56.8 95.7 72.1 69.2 85.7 41.1 62.9 46.2 69.8 35.1 40.7 61.9

Ours 67.2 62.4 96.3 67.8 69.7 87.7 59.0 65.1 54.3 67.2 41.3 56.3 66.3

Table 2. Performance comparison at multi-source domain generalization on PACS.

Method Venue Art painting Cartoon Sketch Photo Avg.

Epi-FCR [15] AAAI 2018 82.10 77.00 73.00 93.9 81.50

D-SAM [8] ICPR 2018 77.33 72.43 77.83 95.30 80.72

JiGen [6] CVPR 2019 79.42 75.25 71.35 96.03 80.51

MASF [7] NIPS 2019 80.29 77.17 71.69 94.99 81.04

RSC [45] ECCV 2020 75.72 68.50 66.10 93.93 76.06

MMLD [10] AAAI 2020 81.28 77.16 72.29 96.09 81.83

SagNet [22] CVPR 2021 83.58 77.66 76.30 95.47 83.25

StableNet [56] CVPR 2021 80.16 74.15 70.10 94.24 79.66

Ours – 82.32 76.62 80.00 95.87 83.70

the style variations. Particularly, our approach brings significant improvement
on the Sketch domain, with a maximum improvement of 13.9% and a minimum
improvement of 2.17%. The improvement demonstrates that the dynamic style
transferring and content preserving are effective in reducing the intrinsic style
bias of the feature extractor. Therefore the generalization ability of our model
against style variations is improved. Besides, we also find SagNet [22] exceed
our model in Art Painting and Cartoon domains. We attribute this inferior per-
formance to two aspects. On the one hand, our method may not be as stable
as other methods due to the hype parameters are not fine-tuned. On the other
hand, we may suffer from a relatively high source risk in mussy backgrounds
such as Art painting, as our method performs well in Sketch and Photo domains
which have salient objects and brief background.

We also notice that the performance of our model decreases sharply under
the single-source DG setting, compared to the results of multi-source DG in
Table 2. On the one hand, this demonstrates the number of training instances
plays a vital role in DG, and the single-source DG is a challenging task. On the
other hand, this validates that the rich variations of domain style benefit our
method to capture and induce the style bias as the multi-source experiments are
conducted on mixed data.

4.3 Ablation Study

In this section, we verify the effectiveness of the proposed dynamic style transfer-
ring (DST) and content preserving (DCP) under a single source domain gener-
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Table 3. Ablation study of our method on PACS for single-source domain general-
ization (A: Art Painting, C: Cartoon, S: Sketch, P: Photo). λcsi is the coefficient of
content consistency loss.

Method A→C A→S A→P C→A C→S C→P S→A S→C S→P P→A P→C P→S Avg.

Baseline 67.1 56.8 95.7 72.1 69.2 85.7 41.1 62.9 46.2 69.8 35.1 40.7 61.9

DST w/o DCP 63.7 65.1 96.8 70.1 72.2 89.9 43.7 62.1 53.1 68.8 32.9 50.0 64.0

DST w/DCP (λcsi = 1) 66.2 61.2 96.3 66.0 70.3 86.8 41.2 64.3 47.7 67.2 41.6 48.8 63.1

DST w/DCP (λcsi = 0.01) 66.8 60.1 95.9 70.2 69.4 89.0 50.7 62.1 54.5 66.5 40.8 52.2 64.8

DST w/DCP (λcsi = 0.1) 67.2 62.4 96.3 67.8 69.7 87.7 58.9 65.1 54.3 67.2 41.3 56.3 66.3

alization setting on PACS, and we also show the influence of content consistency
loss in Eq. 14.

We adopt SagNet [22] as our baseline. First, we validate the effect of the
proposed DST based on the baseline (denoted as ‘DST w/o DCP’ in Table 3),
where the content consistency loss is not involved into the optimizing process.
Then we balance the adversarial learning between feature encoder and auxiliary
predictor by introducing the content consistency criterion. We explore the con-
sistency loss by varying the coefficient λcsi in Eq. 14 while the DST module is
fixed.

As illustrated in Table 3, all variants of our method significantly surpass the
baseline [22] in average accuracy. The comparison between baseline and ’DST
w/o DCP’ demonstrates that the adaptive style fusion weights can guide the
model to concentrate on useful information by dynamically adjusting the extent
of style knowledge transferring. As can be seen in the second and third rows of
Table 3, the performance of ‘DST w/ DCP(λcsi = 1)’ is worse than original ’DST
w/o DCP’. Such this accuracy degeneration may results from the imbalance
between feature extractor and auxiliary predictor. The large coefficient of content
consistency loss leads to the encoder failing in the minimax game, and the style
bias of CNNs impacts the extraction of domain invariant features.

The last three rows of Table 3 show the influence of hype parameters λcsi. We
observe that the best performance occurs in ‘DST w/ DCP (λcsi = 0.1)’. And the
performance of ‘DST w/ DCP (λcsi = 0.01)’ surpasses ‘DST w/ DCP (λcsi = 1)’
with 1.7% in average accuracy. Particularly, ‘DST w/ DCP (λcsi = 0.01)’ exceed
‘DST w/ DCP (λcsi = 1)’ in task S → A by 9.5%. We attribute such phenomenon
to the balance of adversarial training process between encoder and auxiliary pre-
dictor. The large coefficient of content consistency leads to the encoder failing
to reduce the style bias. On the contrary, a small coefficient makes the encoder
surpass the predictor in early-stage and unable to learn further via the adver-
sarial process. Therefore a proper coefficient is necessary for the content pre-
serving loss which intends to balance the minimax two-player game. And the
encoder can preserves the content feature benefiting from the DCP. Finally, we
set DCP(λcsi = 0.1) in the following experiments.
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Table 4. Performance comparison at single-source domain generalization on Office-
Home (A: Art , C: Clipart, P: Product, R: Real World).

Method A→C A→P A→R C→A C→P C→R P→A P→C P→R R→A R→C R→P Avg

ResNet-50 [54] 34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1

ERM [61] 40.0 47.7 57.9 39.0 51.8 52.3 37.4 30.3 56.4 53.3 41.5 69.7 48.1

ARM [57] 41.0 48.7 63.1 36.4 45.6 47.7 44.6 32.8 56.9 51.8 42.6 69.2 48.4

Fish [20] 40.5 54.4 63.1 41.5 52.8 58.5 41.0 36.4 66.7 53.8 41.5 73.8 52.0

SD [58] 45.6 57.4 66.2 43.6 53.3 52.8 40.0 34.4 65.1 56.9 47.7 72.8 53.0

DAN [2] 43.6 57.0 67.9 45.8 56.5 60.4 44.0 43.6 67.7 63.1 51.5 74.3 56.3

DANN [1] 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6

SagNet [22] 48.7 61.0 70.3 48.7 55.4 62.1 50.8 45.6 69.2 62.6 54.9 76.9 58.8

Ours 49.7 62.6 73.8 50.8 59.0 64.1 52.3 46.7 73.3 63.1 48.2 76.9 60.0

4.4 Results on Office-Home

In this section, we further compare our method with recent state-of-the-art works
[1,2,20,22,54,57,58] under single-source domain generalization setting on the
Office-Home dataset. The results of ResNet-50 [54], DAN [2] and DANN [1] are
copied from [59], and the results of other methods in Tabel 4 are reproduced
from the code in DomainBed library [60].

The comparison results are shown in Table 4. We can observe that the pro-
posed method exceeds all of the comparison approaches in most tasks and aver-
ages accuracy by a large margin. In particular, our approach achieves 4.1% gain
on P → R task and 1.2% gain on average, compared to the state-of-the-art Sag-
Net [22] on accuracy. We note that SagNet exchanges the style statistics in a ran-
dom interpolation manner. Therefore, they tend to ignore some content-related
information or pay too much attention to trivial information such as one-sided
style features which are unrelated to the prediction. Besides, the adversarial
training in SagNet is also unbalanced, which results in the back-propagation
disabled in the later phase.

5 Conclusion

This paper proposes the dynamic style transferring and content preserving to
alleviate the style bias of CNNs. Concretely, we design a knowledge-injected
attention mechanism to control the extent of embedding the style knowledge
of dynamic chosen images in latent space. So the content-related information
hidden in style knowledge can be retained. Furthermore, we introduce the con-
tent preserving module, which builds an adversarial structure with the encoder
to make the captured style information more precise. Experiment results show
our method achieve remarkable performance over the SOTA methods in the
single/multiple source domain generalization.

Limitation. Because of the adversarial relationship between the encoder and the
auxiliary classifier, our model suffers from the performance degradation in some
sub-tasks. As our approach does not leverage domain labels, it may be significant
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to further improve the performance under multi-source domain setting by adding
a domain discriminator to capture the domain information.

References

1. Ganin, Y., et al.: Domain-adversarial training of neural networks. J. Mach. Learn.
Res. 17(1), 2096–2130 (2016)

2. Long, M., Cao, Y., Wang, J., Jordan, M.: Learning transferable features with deep
adaptation networks. In: International Conference on Machine Learning, pp. 97–
105. PMLR (2015)

3. Long, M., Cao, Z., Wang, J., Jordan, M.I.: Conditional adversarial domain adap-
tation. Adv. Neural Inf. Process. Syst. 31 (2018)

4. Peng, X., Bai, Q., Xia, X., Huang, Z., Saenko, K., Wang, B.: Moment matching for
multi-source domain adaptation. In: Proceedings of the IEEE/CVF International
Conference on Computer Vision, pp. 1406–1415 (2019)

5. Tzeng, E., Hoffman, J., Saenko, K., Darrell, T.: Adversarial discriminative domain
adaptation. In: Proceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, pp. 7167–7176 (2017)

6. Carlucci, F.M., D’Innocente, A., Bucci, S., Caputo, B., Tommasi, T.: Domain gen-
eralization by solving jigsaw puzzles. In: Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pp. 2229–2238 (2019)

7. Dou, Q., Coelho de Castro, D., Kamnitsas, K., Glocker, B.: Domain generalization
via model-agnostic learning of semantic features. Adv. Neural Inf. Process. Syst.
32 (2019)

8. D’Innocente, A., Caputo, B.: Domain generalization with domain-specific aggre-
gation modules. In: Brox, T., Bruhn, A., Fritz, M. (eds.) GCPR 2018. LNCS, vol.
11269, pp. 187–198. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-
12939-2 14

9. Li, H., Pan, S.J., Wang, S., Kot, A.C.: Domain generalization with adversarial
feature learning. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 5400–5409 (2018)

10. Matsuura, T., Harada, T.: Domain generalization using a mixture of multiple latent
domains. In: Proceedings of the AAAI Conference on Artificial Intelligence, vol.
34, pp. 11749–11756 (2020)

11. Sun, B., Saenko, K.: Deep CORAL: Correlation alignment for deep domain adap-
tation. In: Hua, G., Jégou, H. (eds.) ECCV 2016. LNCS, vol. 9915, pp. 443–450.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-49409-8 35

12. Zhao, S., Gong, M., Liu, T., Fu, H., Tao, D.: Domain generalization via entropy
regularization. Adv. Neural. Inf. Process. Syst. 33, 16096–16107 (2020)

13. Balaji, Y., Sankaranarayanan, S., Chellappa, R.: MetaReg: towards domain gen-
eralization using meta-regularization. Adv. Neural. Inf. Process. Syst. 31 (2018)

14. Li, D., Yang, Y., Song, Y.Z., Hospedales, T.M.: Learning to generalize: meta-
learning for domain generalization. In: Thirty-Second AAAI Conference on Artifi-
cial Intelligence (2018)

15. Li, D., Zhang, J., Yang, Y., Liu, C., Song, Y.Z., Hospedales, T.M.: Episodic train-
ing for domain generalization. In: Proceedings of the IEEE/CVF International
Conference on Computer Vision, pp. 1446–1455 (2019)

16. Zhang, M.M., Marklund, H., Dhawan, N., Gupta, A., Levine, S., Finn, C.: Adaptive
risk minimization: a meta-learning approach for tackling group shift (2020)

https://doi.org/10.1007/978-3-030-12939-2_14
https://doi.org/10.1007/978-3-030-12939-2_14
https://doi.org/10.1007/978-3-319-49409-8_35


Dynamic Style Transferring and Content Preserving 313

17. Arjovsky, M., Bottou, L., Gulrajani, I., Lopez-Paz, D.: Invariant risk minimization.
arXiv preprint arXiv:1907.02893 (2019)

18. Krueger, D., et al.: Out-of-distribution generalization via risk extrapolation (rex).
In: International Conference on Machine Learning, pp. 5815–5826. PMLR (2021)

19. Sagawa, S., Koh, P.W., Hashimoto, T.B., Liang, P.: Distributionally robust neural
networks. In: International Conference on Learning Representations (2019)

20. Shi, Y., et al.: Gradient matching for domain generalization. arXiv preprint
arXiv:2104.09937 (2021)

21. Bai, H., et al.: DecAug: out-of-distribution generalization via decomposed feature
representation and semantic augmentation. arXiv preprint arXiv:2012.09382 (2020)

22. Nam, H., Lee, H., Park, J., Yoon, W., Yoo, D.: Reducing domain gap by reducing
style bias. In: Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pp. 8690–8699 (2021)

23. Shankar, S., Piratla, V., Chakrabarti, S., Chaudhuri, S., Jyothi, P., Sarawagi,
S.: Generalizing across domains via cross-gradient training. arXiv preprint
arXiv:1804.10745 (2018)

24. Zhou, K., Yang, Y., Hospedales, T., Xiang, T.: Learning to generate novel domains
for domain generalization. In: Vedaldi, A., Bischof, H., Brox, T., Frahm, J.-M.
(eds.) ECCV 2020. LNCS, vol. 12361, pp. 561–578. Springer, Cham (2020). https://
doi.org/10.1007/978-3-030-58517-4 33

25. Zhou, K., Yang, Y., Qiao, Y., Xiang, T.: Domain generalization with mixstyle.
arXiv preprint arXiv:2104.02008 (2021)

26. Huang, X., Belongie, S.: Arbitrary style transfer in real-time with adaptive instance
normalization. In: Proceedings of the IEEE International Conference on Computer
Vision, pp. 1501–1510 (2017)

27. Ioffe, S., Szegedy, C.: Batch normalization: Accelerating deep network training by
reducing internal covariate shift. In: International Conference on Machine Learning,
pp. 448–456. PMLR (2015)

28. Ulyanov, D., Vedaldi, A., Lempitsky, V.: Improved texture networks: maximizing
quality and diversity in feed-forward stylization and texture synthesis. In: Pro-
ceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 6924–6932 (2017)

29. Dumoulin, V., Shlens, J., Kudlur, M.: A learned representation for artistic style.
arXiv preprint arXiv:1610.07629 (2016)

30. Tang, Z., Gao, Y., Zhu, Y., Zhang, Z., Li, M., Metaxas, D.N.: Crossnorm and self-
norm for generalization under distribution shifts. In: Proceedings of the IEEE/CVF
International Conference on Computer Vision, pp. 52–61 (2021)

31. Long, M., Cao, Y., Cao, Z., Wang, J., Jordan, M.I.: Transferable representation
learning with deep adaptation networks. IEEE Trans. Pattern Anal. Mach. Intell.
41(12), 3071–3085 (2018)

32. Tzeng, E., Hoffman, J., Zhang, N., Saenko, K., Darrell, T.: Deep domain confusion:
maximizing for domain invariance. arXiv preprint arXiv:1412.3474 (2014)

33. Saito, K., Watanabe, K., Ushiku, Y., Harada, T.: Maximum classifier discrepancy
for unsupervised domain adaptation. In: Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pp. 3723–3732 (2018)

34. Zhu, J.Y., Park, T., Isola, P., Efros, A.A.: Unpaired image-to-image translation
using cycle-consistent adversarial networks. In: Proceedings of the IEEE Interna-
tional Conference on Computer Vision, pp. 2223–2232 (2017)

35. Hoffman, J., et al.: CyCADA: cycle-consistent adversarial domain adaptation. In:
International Conference on Machine Learning, pp. 1989–1998. PMLR (2018)

http://arxiv.org/abs/1907.02893
http://arxiv.org/abs/2104.09937
http://arxiv.org/abs/2012.09382
http://arxiv.org/abs/1804.10745
https://doi.org/10.1007/978-3-030-58517-4_33
https://doi.org/10.1007/978-3-030-58517-4_33
http://arxiv.org/abs/2104.02008
http://arxiv.org/abs/1610.07629
http://arxiv.org/abs/1412.3474


314 C. Wang et al.

36. Li, Y., Yuan, L., Vasconcelos, N.: Bidirectional learning for domain adaptation of
semantic segmentation. In: Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pp. 6936–6945 (2019)

37. Long, J., Shelhamer, E., Darrell, T.: Fully convolutional networks for semantic
segmentation. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 3431–3440 (2015)

38. Motiian, S., Piccirilli, M., Adjeroh, D.A., Doretto, G.: Unified deep supervised
domain adaptation and generalization. In: Proceedings of the IEEE International
Conference on Computer Vision, pp. 5715–5725 (2017)

39. Muandet, K., Balduzzi, D., Schölkopf, B.: Domain generalization via invariant
feature representation. In: International Conference on Machine Learning, pp. 10–
18. PMLR (2013)

40. Ghifary, M., Balduzzi, D., Kleijn, W.B., Zhang, M.: Scatter component analysis: a
unified framework for domain adaptation and domain generalization. IEEE Trans.
Pattern Anal. Mach. Intell. 39(7), 1414–1430 (2016)

41. Li, H., Wang, Y., Wan, R., Wang, S., Li, T.Q., Kot, A.: Domain generalization for
medical imaging classification with linear-dependency regularization. Adv. Neural.
Inf. Process. Syst. 33, 3118–3129 (2020)

42. Li, Y., Tian, X., Gong, M., Liu, Y., Liu, T., Zhang, K., Tao, D.: Deep domain
generalization via conditional invariant adversarial networks. In: Proceedings of
the European Conference on Computer Vision (ECCV), pp. 624–639 (2018)

43. Chattopadhyay, P., Balaji, Y., Hoffman, J.: Learning to balance specificity and
invariance for in and out of domain generalization. In: Vedaldi, A., Bischof,
H., Brox, T., Frahm, J.-M. (eds.) ECCV 2020. LNCS, vol. 12354, pp. 301–318.
Springer, Cham (2020). https://doi.org/10.1007/978-3-030-58545-7 18

44. Li, D., Yang, Y., Song, Y.Z., Hospedales, T.M.: Deeper, broader and artier domain
generalization. In: Proceedings of the IEEE International Conference on Computer
Vision, pp. 5542–5550 (2017)

45. Huang, Z., Wang, H., Xing, E.P., Huang, D.: Self-challenging improves cross-
domain generalization. In: Vedaldi, A., Bischof, H., Brox, T., Frahm, J.-M. (eds.)
ECCV 2020. LNCS, vol. 12347, pp. 124–140. Springer, Cham (2020). https://doi.
org/10.1007/978-3-030-58536-5 8

46. Ba, J.L., Kiros, J.R., Hinton, G.E.: Layer normalization. arXiv preprint
arXiv:1607.06450 (2016)

47. Wu, Y., He, K.: Group normalization. In: Proceedings of the European conference
on computer vision (ECCV), pp. 3–19 (2018)

48. Baker, N., Lu, H., Erlikhman, G., Kellman, P.J.: Deep convolutional networks do
not classify based on global object shape. PLoS Comput. Biol. 14(12), e1006613
(2018)

49. Geirhos, R., Rubisch, P., Michaelis, C., Bethge, M., Wichmann, F.A., Brendel, W.:
ImageNet-trained CNNs are biased towards texture; increasing shape bias improves
accuracy and robustness. arXiv preprint arXiv:1811.12231 (2018)

50. Hermann, K., Chen, T., Kornblith, S.: The origins and prevalence of texture bias
in convolutional neural networks. Adv. Neural. Inf. Process. Syst. 33, 19000–19015
(2020)

51. Karras, T., Laine, S., Aila, T.: A style-based generator architecture for generative
adversarial networks. In: Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 4401–4410 (2019)

52. Hu, J., Shen, L., Sun, G.: Squeeze-and-excitation networks. In: Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, pp. 7132–7141
(2018)

https://doi.org/10.1007/978-3-030-58545-7_18
https://doi.org/10.1007/978-3-030-58536-5_8
https://doi.org/10.1007/978-3-030-58536-5_8
http://arxiv.org/abs/1607.06450
http://arxiv.org/abs/1811.12231


Dynamic Style Transferring and Content Preserving 315

53. Venkateswara, H., Eusebio, J., Chakraborty, S., Panchanathan, S.: Deep hashing
network for unsupervised domain adaptation. In: Proceedings of the IEEE Confer-
ence on Computer Vision and Pattern Recognition, pp. 5018–5027 (2017)

54. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 770–778 (2016)

55. Volpi, R., Namkoong, H., Sener, O., Duchi, J.C., Murino, V., Savarese, S.: Gen-
eralizing to unseen domains via adversarial data augmentation. Adv. Neural Inf.
Process. Syst. 31 (2018)

56. Zhang, X., Cui, P., Xu, R., Zhou, L., He, Y., Shen, Z.: Deep stable learning for
out-of-distribution generalization. In: Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pp. 5372–5382 (2021)

57. Zhang, M., Marklund, H., Dhawan, N., Gupta, A., Levine, S., Finn, C.: Adaptive
risk minimization: learning to adapt to domain shift. Adv. Neural Inf. Process.
Syst. 34 (2021)

58. Pezeshki, M., Kaba, O., Bengio, Y., Courville, A.C., Precup, D., Lajoie, G.: Gradi-
ent starvation: a learning proclivity in neural networks. Adv. Neural Inf. Process.
Syst. 34 (2021)

59. Bucci, S., D’Innocente, A., Liao, Y., Carlucci, F.M., Caputo, B., Tommasi, T.:
Self-supervised learning across domains. IEEE Trans. Pattern Anal. Mach. Intell.
44, 5516–5528 (2021)

60. Gulrajani, I., Lopez-Paz, D.: In search of lost domain generalization. arXiv preprint
arXiv:2007.01434 (2020)

61. Volk, G., Müller, S., Von Bernuth, A., Hospach, D., Bringmann, O.: Towards robust
cnn-based object detection through augmentation with synthetic rain variations.
In: 2019 IEEE Intelligent Transportation Systems Conference (ITSC), pp. 285–292.
IEEE (2019)

http://arxiv.org/abs/2007.01434


Graph Representation Learning for Assisting
Administrative Penalty Decisions

Xue Chen1, Chaochao Liu2, Shan Gao3, Pengfei Jiao4, Lei Du5, and Ning Yuan5(B)

1 School of Law, Tianjin University, Tianjin 300372, China
2 Chinese Academy of Cyberspace Studies, Beijing 100048, China

3 School of Information Engineering, Tianjin University of Commerce, Tianjin 300134, China
4 School of Cyberspace, Hangzhou Dianzi University, Hangzhou 310018, China

5 Tianjin Zhongtian Huitong Technology Co., Ltd, Tianjin 300121, China
yuanning@witapex.cn

Abstract. The application of artificial intelligence opens up a newpath for admin-
istrative punishment and law enforcement, which is of great significance to the
modernization of the country’s governance capacity. Graph representation learn-
ing has been widely used in many judicial scenarios. Most existing administra-
tive legal documents for cause determination and penalty decision are made by
means of natural language processing. Due to the many representation methods
of information elements in the administrative law enforcement documents, the
identification of the cause of action and the decision of punishment are difficult
to make, which makes the low accuracy and lack of interpretable. In order to
solve these problems, this paper constructs a knowledge graph-based information
embedding method to effectively embed knowledge graphs into the network, and
builds two graph convolutional neural network frameworks based on node classi-
fication and graph classification to realise intelligent assisted case determination
and penalty decision based on graph representation. The experimental results show
that the graph neural network-based framework is a better choice and the results
of multi-task classification are significantly better than using only a single task.

Keywords: Administrative penalties · Graph neural networks · Network
embedding · Complex networks

1 Introduction

In July 2017, China’s President Xi Jinping gave important instructions on the reform of
the judicial system, stressing that “we should follow the laws of justice and combine the
deepening of the reform of the judicial system with the application of modern technol-
ogy”. This requires us to deepen the application of modern technology in the judicial
field, increase the construction and application of information technology, promote the
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upgrading of information technology and intelligence in judicial work, use technology
to enhance judicial efficiency, and promote the overall quality and efficiency of trial and
execution work.

Deep learning, one of the hottest research directions in the field of machine learning
and indeed in computing and the Internet today, has in many ways surpassed previ-
ous machine learning algorithms in terms of predictive accuracy since its introduction,
showing amazing advantages in image processing, natural language, audio recognition
and more. In particular, in recent years, the emergence of convolutional neural networks
(CNN) [1], recurrent neural networks (RNN) [2] and adversarial neural networks (GAN)
[3] have made deep learning algorithms soar and have received a lot of attention from
academia and industry. The emergence of CNN, RNN and GAN in recent years has
led to a surge in deep learning algorithms, which have received widespread attention
from both academia and industry. The application of deep learning opens up new paths
for administrative punishment and law enforcement, and is of great significance to the
modernization of the country’s governance capacity [4, 5].

In this paper, we construct a knowledge graph-based information embeddingmethod
to effectively embed knowledge graphs into the network, and build two graph convolu-
tional neural network frameworks based on node classification and graph classification
to realize intelligent assisted case determination and penalty decision based on graph
representation. In summary, the contributions of this paper are as follows:

i. We are the first to use graph learning techniques to solve cause inference and
sentence penalties.

ii. We propose two frameworks for intelligent assisted penalty decisions based on
node classification and graph classification, which can transform administrative
legal documents into attribute graphs for adjudication decisions.

iii. Experimental results demonstrate the effectiveness of our proposed framework.

2 Related Work

Current deep learning techniques are becoming increasingly sophisticated, and their
end-to-end learning has achieved significant success in text processing tasks by avoid-
ing the error propagation problems associatedwith heavy feature engineering and natural
language processing tools, achieving performance well beyond that of traditional meth-
ods [6, 7]. In terms of text feature representation, Mikolov et al. proposed word2vec, a
method for training word vectors through neural networks [8]; Later, Joulin et al. pro-
posed fastText [9], an efficient method for text classification and representation learning
based on word vectors, using an n-gram model to more effectively represent the rela-
tionship between words before and after; The proposed pre-training model of BERT
[10] pushed the text feature representation to the top. In text classification matching,
Kim proposed the TextCNN approach [11] to apply convolutional neural networks to
text classification tasks, which capture key n-gram-like information in sentences through
one-dimensional convolutional kernels; Liu et al. proposed a network design that uses
RNNs for classification problems [12], taking into account the temporal characteristics
of text; A number of network variants, such as LSTM, RCNN, and network models that
introduce the attention [13] mechanism, have since emerged.
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In recent years, with the continuous disclosure of judicial data represented by judi-
cial documents and the breakthrough of natural language processing technology, how
to apply artificial intelligence technology in the judicial field to improve the efficiency
of judicial personnel in the case processing process has gradually become a hot topic
of legal technology research, and some scholars have been studying the legal text pro-
cessing technology related to deep learning. Luo et al. [14] proposed a neural network
approach based on an attention mechanism to integrate the law information into the
charge prediction task to rationalize the charge prediction more and help improve the
efficiency of the legal assistant system. Hu et al. [15] proposed an attribute-attentive
offense prediction model to classify offenses according to legal attributes and manually
tag relevant offense attribute information to significantly improve the prediction accu-
racy of low-frequency and confusing offenses. Zhong et al. [16] used directed acyclic
topological graphs to model logical dependencies among multiple tasks, fusing statutes,
charges and sentences into a unified judicial sentencing framework, achieving consistent
and significant improvements in the effects of all tasks across multiple datasets. To our
knowledge, we have not seen a relevant area where graph neural networks have been
used to intelligently assist in penalty decisions.

3 The Proposed Framework

This paper proposes two frameworks for assisting penalty decisions from node
classification and graph classification perspectives.

3.1 The Framework for Intelligent Assisted Penalty Decisions Based on Node
Classification

This framework constructs the entire administrative penalty instrument data as an admin-
istrative penalty network, where each administrative penalty instance is a node and the
connected edges between nodes are determined by the relevance of the type of offence
and the fact of the offence between penalty instances. Specifically, for single task clas-
sification, the penalty category of each administrative penalty instance is used as the
label of the node to train the node classification model; for multi-task classification,
the penalty category and penalty basis of each administrative penalty instance are used
as different labels of the node to train the multi-task model; for multi-label fusion, the
penalty category and fine amount of each administrative penalty instance are fused into
one label.

3.1.1 Label Generation

The label generation rules are as follows:

(1) The generation of penalty category label: In the “penalty category” field, each
category is divided by a semicolon. Firstly, all the penalty categories are counted and
labelled numerically. Secondly, one hot vector is generated for each administrative
instrument, setting the position of the penalty category to which the administrative
instrument is set to 1.
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(2) Fine amount label generation: As each administrative instrument penalty instance
involves a different fine amount, the fine amount interval is set for labeling. The
interval division rules are shown in Table 1 and Table 2.

Table 1. Label division rules of fine amount (unbalanced label)

Amount of penalty ($ million) Label

0 0

0–1 1

1–10 2

10–50 3

50–100 4

Table 2. Label division rules of fine amount (balanced label)

Amount of penalty ($ million) Label

0 0 (20000 records)

0–0.1 1 (20972 records)

0.1–0.5 2 (14596 records)

0.5–10 3 (12020 records)

>10 4 (10000 records)

(3) Penalty basis label generation: In the “penalty basis” field, there are specific legal
provisions. Firstly, the legal basis of all instruments are counted and labeled numeri-
cally. Secondly, one-hot vectors are generated for the legal basis of each administra-
tive instrument, and the corresponding position of it involved in the administrative
instrument is set to 1.

3.1.2 The Generation of Sentence Vectors

Two different approaches are used for vector generation at this stage. The first method
is generated by word2vec; the second is generated by Bert. Firstly, using python’s jieba
splitting, the type of offence and the fact of offence for each instance of the administrative
instrument are split; secondly, the splitting results are eliminated by stop words; finally,
the results are input into the two models respectively to obtain the sentence vectors of
the corresponding models.
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3.1.3 Graph Structuring Stage

The cosine similarity between any two sentence vectors is first calculated from the
obtained sentence vectors, and a graph adjacency matrix with weights is constructed
from the similarity matrix. Where each case is treated as a node in the graph. The cosine
similarity can be formulated as follows:

cos(θ) =
∑n

i=1(xi × yi)
√∑n

i=1(xi)
2 ×

√∑n
i=1(yi)

2
(1)

Next, the interval corresponding to the weights is set and the resulting cosine simi-
larity matrix is converted into an adjacency matrix with a weighted graph. The weight
correspondences are shown in Table 3.

Table 3. Weight corresponding conversion table

Cosine similarity interval Weight

0–0.5 0

0.5–0.6 1

0.6–0.7 2

0.7–0.8 3

0.8–0.9 4

0.9–1 5

1 0

3.1.4 The Stage of Graph Neural Network

We built a two-layer GCN [19] model to learn the administrative penalty document node
vectors, which are then classified by a one-layer MLP. For multi-label classification,
the penalty category and penalty are classified by two different MLP according to two
different labels.

A two-layer graph neural network is as follows:

Z = f (X ,A) = softmax(ÂReLU (ÂXW (0))W (1)) (2)

where Â = D̃− 1
2 ÃD̃− 1

2 , X is the attribute matrix.

3.2 The Framework for Intelligent Assisted Penalty Decisions Based on Graph
Classification

Each administrative penalty instance is constructed as a network, and the nodes of
the network are phrases in the text of the type of offence and the fact of the offence
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in that penalty instance. The connected edges between the nodes are determined by the
correlation between the phrases, and theword vectors of the phrases are used as attributes
of the corresponding nodes. The penalty category of each administrative penalty instance
is used as the label of the corresponding network to train the graph classification model.
The final result is a graph mining-based intelligent aid for cause determination and
penalty decision.

Specifically, the label generation rules and word and sentence vector generation
phases are the same framework as the intelligent assisted penalty decision based on
node classification, differing mainly in the graph generation and word vectorisation, and
graph neural network phases.

3.2.1 Graph Generation and Word Vectorisation

Each case is constructed as a word network, with each word being a node, by calculating
the PMI values between words in each case (text). The word2vec model is used to find
the representation vector of each word in the word network, which is used as the attribute
vector of that word. The PMI is given by the following formula.

PMI = log
p(i, j)

p(i)p(j)
(3)

where p(i, j) = #W (i,j)
#W , p(i) = #W (i)

#W . #W (i) refers to the number of sliding windows
which contain the word i, #W (i, j) is the number of sliding windows containing both the
word i and the word j, #W refers to the total number of sliders in the corpus.

3.2.2 The Stage of Graph Neural Network

For graph classification, we learn graph vectors through a two-layer GCN [19] model
and a readout layer [18], and then classify them through a layer of MLP.

4 Results

In this section,weuse administrative penalty instrument data to verify the effectiveness of
our proposed framework. The experimental results show that the graph neural network-
based framework is a better choice.

4.1 Evaluation Metric

We use Accuracy [20] and Hamming [21] to evaluate our framework performance. Two
metrics are defined as follows:

(1) The accuracy is defined as the proportion of the total sample that is correctly
predicted, namely

Accuracy = (TP + TN )

(TP + TN + FP + FN )
(4)
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(2) Hamming is used to measure the number of times a label is misclassified, i.e. a
label belonging to a sample is not predicted and a label that does not belong to that
sample is predicted to belong to that sample.

Hammingloss =
1

n

∑n

i=1

1

m

∣
∣h(xi)�yi

∣
∣ (5)

the single-task node classification task uses two different metrics: Hammingloss and
Accuracy. We use 10% of task metrics for Hammingloss and the other task metrics
are for Accuracy. We use 10% of datasets for the validation and 20% for the test set.
Obviously, the higher accuracy means the better performance, while the smaller the loss,
the better for Hamming loss.

4.2 Parameters Setting

For the sentence vector generation phase, we follow the base settings of both papers,
where word2vec [17] has a sentence vector dimension of 300 and Bert [10] has the
dimension of 768. For the node classification and graph classification tasks, we set the
number of iterations of the GCN [19] model to 200 and 100, respectively, and the output
node vector and graph vector dimension set to 128.

4.3 Datasets

The administrative penalty instrument dataset is used in this dataset. 82,363 records are
recorded in this dataset, and 71,457 data were obtained after data cleaning for single-task
node classification, label fusion node classification and graph classification, and 65,374
data were used for multi-task node classification. The number of processed dataset is
71,457.

4.4 Experiment Analysis

In this section, we explore the performance of the model in three directions: single-label,
multi-label and multi-label fusion.

Figure 1 gives the results of sentencing penalties for single-label administrative
instruments based on node classification and graph classification. (a) and (b) correspond
to the results of the node classification. The horizontal axis represents the proportion
of the training set and the vertical axis corresponds to the evaluation index. As can
be seen from Fig. 1, the performance of the model tends to increase as the training
ratio increases. Good results were achieved for both the node classification and graph
classification tasks, indicating that the graph neural network based approach is a better
choice.



Graph Representation Learning 323

Fig. 1. Results of sentencing penalties for single-label administrative instruments

Figure 2 gives the results of multi-labelled administrative instruments based on node
classification for sentencing penalties. It is obvious to see from the figure that the results
for multi-task classification are significantly better than using only a single label.

Fig. 2. Results of sentencing penalties in multi-label administrative instruments

Figure 3 shows the results of sentencing penalties in multi-label fusion administra-
tive instruments. The three graphs correspond from left to right to label fusion node
classification (unbalanced), label fusion node classification (balanced), and label fusion
graph classification.When fusing the penalty category and the fine amount of the sample
into one label, similar results to the single task are achieved, but when equalizing the
division of the fine amount labels, the results are unsatisfactory. The equalization of the
penalty amount labels caused an imbalance in the fused label categories and so led to
poorer final results.

Overall, our model achieved good results for both the node classification and graph
classification tasks, illustrating that a graph neural network-based approach is a better
choice.
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Fig. 3. Results of sentencing penalties in multi-label fusion administrative instruments

5 Conclusion

In this paper, we propose two intelligent assisted punishment frameworks, which are
graph neural network frameworks based on node classification and graph classification
respectively. To the best of our knowledge, this is the first time that graph learning
techniques have been used to solve such problems. Overall, good results are achieved
for both the node classification and graph classification tasks, indicating that the graph
neural network approach is a better choice. The results for multi-task classification are
significantly better than using only a single label. Similar results to the single task are
achieved when fusing the penalty category and the fine amount of the sample into one
label, but poorer results are achieved when the fine amount of labels are equalized.
The equalization of the penalty amount labels caused an imbalance in the fused label
categories and so led to poorer final results. A possible improvement solution would be
to process the fused labels by removing some of the samples from a few categories or
by combining them into one category.
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Abstract. Deep learning (DL) models have been widely used in the
recognition of modulation types with outstanding recognition effects.
With the improvement of modulation recognition, the perturbation from
the attacker has also changed from adding physical interference to the
original signal to an adversarial attack based on the neural network.
The adversarial attack adding subtle perturbation which is impercepti-
ble to the human eye, makes the neural network produce false recog-
nition results with high confidence. This kind of perturbation is hard
to be reflected in spectrogram or constellation diagram, so it is seriously
destructive to the modulation recognition algorithm based on neural net-
works. In response to adversarial attacks, we propose a modulation recog-
nition method against black-box detection attacks. In this paper knowl-
edge distillation is used to defend against the attack that comes from the
attacker’s black-box detection. The experimental results demonstrated
that the defense method constructed in this paper can improve the abil-
ity to defend adversarial samples and keep the recognition accuracy of
the recognition network. This article aims at improving the robustness of
the network and constructing a robust modulation recognition network.

Keywords: Modulation recognition · Adversarial attack · Knowledge
distillation · Robust network

1 Introduction

With the continuous development of modern communication systems, the sig-
nal environment is becoming more and more complex. In such a complex sce-
nario, human comprehension ability can neither complete the perception of large
amounts of data, nor can its comprehension speed match the update speed of
information, which can easily cause a series of key goals and situation perception
errors or untimely perception problem.
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With the rapid development of artificial intelligence in recent years, deep
learning as one of its core technologies has been widely used in many fields and
has already demonstrated breakthrough progress in signal recognition technology
[1]. O’Shea et al. [1] proposed to use the convolutional neural network (CNN)
structure for automatic modulation classification of 11 modulation signals and
to automatically learn and classify the originally collected signals. Peng et al. [2]
proposed a constellation diagram (CD) to transform a time-series IQ signal into
an image for adopting AlexNet and GoogLeNet which have a better performance
on image classification. N. E. West and T. O’Shea [3] studied the effects of
convolution kernel size, network depth, and the number of neurons in each layer
of convolution neural network on modulation classification performance, and
compared convolution neural network, residual network and convolution-based
long short-term memory network (LSTM) for modulation classification. Zhang
et al. [4] proposed a CNN-LSTM structure based on a dual-stream structure
that can explore the feature interaction and spatial-temporal properties of radio
signals.

However, due to the interpretability of neural networks and a large number of
non-linear high-dimensional operations, neural networks often make false judg-
ments with high confidence when faced with some subtle perturbation that is
hardly detectable by the human eye. In response to this phenomenon, Christian
Szegedy et al. [6] proposed the concept of adversarial samples. They used the L-
BFGS method to generate adversarial examples to solve general target problems.
Goodfellow et al. [7] proposed the Fast Gradient Sign Method (FGSM) which
is used to fool CNN-based classification networks. FGSM generates adversarial
examples by computing the gradient of the neural network loss function knowl-
edge distillation. Kurakin et al. [8] applied adversarial examples to the phys-
ical world. They extended the FGSM by running finer optimizations (smaller
changes) for multiple iterations. Papernot et al. [9] proposed Jacobian-based
saliency map attack (JSMA). This approach produces adversarial perturbations
by forwarding derivatives. Dezfooli et al. [13] proposed the DeepFool algorithm
to find the closest distance from the original input to the adversarial sample
decision boundary.

Research on defending adversarial samples has achieved results in some fields,
such as image classification, speech recognition, target detection, etc. Using
adversarial examples for training is one of the strategies to improve the robust-
ness of neural networks. Goodfellow et al. use adversarial examples during train-
ing [7]. They will generate adversarial examples at every step of the training
and send them into the training set. From the results, adversarial training can
improve the robustness of the network, but an expanded training set cannot
defend against black-box attacks. Metzen et al. [14] created a detector for adver-
sarial examples as an auxiliary network to the original neural network.

In order to reduce the influence of adversarial samples on the signal modula-
tion recognition network and improve the robustness of the network, this paper
proposes a method based on knowledge distillation to update the parameters of
the signal modulation recognition network through the teacher model and the
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student model to achieve the effect of against black-box detection attack. The
research data in this paper is drawn from the public data set RML2016.10a. The
student network uses the VTCNN2, and the teacher network uses a 16-layer
ResNet network. The results showed that the teacher network has a high recog-
nition accuracy for the adversarial samples. After knowledge distillation and
parameter transfer, the recognition accuracy of the signal modulation recogni-
tion network in adversarial samples has increased from 0.37 to 0.69 (SNR =
10 dB). It can be seen that the method proposed in this paper has excellent
defensive capabilities in defending black-box detection attacks. In addition, the
methods mentioned in this paper also have a generalization ability and show
good defensive capabilities against adversarial samples generated in different
ways.

2 Methodology

2.1 Black-Box Detection Attack

Adversarial attacks can be divided into black-box attacks and white-box attacks.
The difference between the two is the degree of knowledge acquisition of the
target model. In practical applications, attackers can’t directly obtain all the
knowledge of the target model but obtain the relevant parameters of the target
model by accessing the target model a limited number of times. In this paper, we
set up a black-box detection attack, assuming that the attacker has detected the
recognition network structure of the target model through previous access, and
trained the attack samples on the same recognition network structure. In other
words, the attacker knows the network structure of the modulation recognition
network and trains the modulation recognition network. The adversarial sample
is generated according to the trained modulation recognition network to attack
the target model.

In the experiment, the same network structure and training set as the mod-
ulation recognition network is used to train the attacker’s network, and the
FGSM method is used to generate adversarial samples on the attacker’s network
to simulate the black-box detection attack.

2.2 Defensive Distillation

Knowledge distillation methods are widely used in network pruning and net-
work structure compression. Taking advantage of its property of transferring
knowledge from complex networks to simple networks, knowledge distillation
is applied to defend against black-box detection attacks. The black-box detec-
tion attack considers that the attacker knows the structure of the modulation
recognition network, and the attacker achieves the purpose of simulating the
network performance by training the attack network with the same structure.
On the premise of keeping the structure of the modulation recognition network
unchanged, defensive distillation transfers the knowledge of the complex network
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to the modulation recognition network through distillation, so that it can achieve
the performance of the complex network under the condition of having a simple
structure. Thereby preventing black-box detection attacks from attackers.

The teacher network and the student network are also constructed in the
defense distillation. The structure of the teacher network is complex and the
performance is better, but due to the long training time and the huge structure,
it is not easy to deploy. The student network has a simpler structure and is
convenient for training. In this paper, the student network adopts the same
network structure as the modulation recognition network.

qi =

[
exp(Zi/T )∑N−1

j=0 exp(Zj/T )

]
i∈0,··· ,N−1

(1)

In the formula, qi is the current category classification probability, N rep-
resents N categories, and Zi is the logits output of the current category into
the activation function. The process of defensive distillation can be described as
using the training set and the hard labels to train the teacher network, and after
the training is completed, the teacher network is used to label the corresponding
soft labels for the training data. The specific method for generating soft labels
is to introduce a temperature function T into the softmax layer of the teacher
network. When T = 1, it is the original softmax function. The larger T is, the
softer the distribution between various classes output by the function is. Com-
pared with hard labels, soft labels can not only classify the data correctly but
also reflect the similarity between categories.

2.3 Framework of Teacher Network and Student Network

The structure of the student network and teacher network constructed in the
process of knowledge distillation in this paper is shown in Fig. 1 and Fig. 2. We
designed a teacher network for modulation recognition, and the student network
is VTCNN2.

Fig. 1. The structure of the student network (VTCNN2)
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The structure of teacher network is designed as follows:

Fig. 2. The structure of the teacher network

The first convolutional layer performs simple preliminary feature extraction
on the signal data input to the network and feeds the feature map into the
ResNet blocks.

We add ResNet blocks to further extract the features of the signal. ResNet
introduces jump connections between different convolutional layers, which can
better learn data features than simple convolutional layers.

The function of the fully connected (FC) layer is to output the final recogni-
tion result according to the feature map extracted by the ResNet blocks. Here we
rewrite the activation function softmax, and introduce the temperature param-
eter T into it, so as to achieve the effect of generating soft labels by the teacher
network.

Fig. 3. Knowledge distillation defense training process and normal network training
process
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The knowledge distillation defense training process and the normal network
training process are shown in Fig. 3. The knowledge distillation defense training
uses datasets and hard labels to train a teacher network with a complex struc-
ture. After the teacher network training is completed, the teacher network is
used to generate soft labels. The soft labels are combined with the dataset to
retrain the student network. The normal training process is to directly use the
data set and hard labels to train the recognition network.

2.4 Datasets

We chose the open-source simulation dataset RADIOML 2016.10A designed by
DeepSiG. This dataset was selected because it is publicly available and is based
on CNN. RADIOML 2016.10A consists of modulation signals at different SNRs,
including eight kinds of digital signals: 8PSK, QPSK, BPSK, GFSK, CPFSK,
PAM4, QAM16, and QAM64, and three kinds of analog signals: wide band
frequency modulation (WBFM), amplitude modulation-double side band (AM-
DSB), and amplitude modulation-single side band (AM-SSB). The dataset gen-
erates a total of 220 000 data samples with 20 kinds of SNRs, from 18 to–20 dB
in steps of 2 dB, which means 2000 samples for each signal category. We used
80% of the samples as the training set and the rest samples as the test set. Each
signal vector consists of an in-phase component and an orthogonal component,
and each component has a length of 128.

3 Experiments

To analyze the performance of the proposed defense method, we conduct a series
of comparative experiments. In this section, the complex network in the distilla-
tion step is called the teacher network, and the simple network model is called the
student network. In the comparative experiments, the recognition network with-
out defense training is called a normal network (with the same structure as the
student network). We call the samples without adversarial attacks clean samples
and the samples with adversarial attacks adversarial samples (FGSM-Adversarial
Samples and BIM-Adversarial Samples). The main performance improvement is
between the student network trained by the defense method and the normal
network. It should be noted that although the teacher network has better per-
formance, due to its complex structure and a large number of parameters, it is
not easy to train and deploy. We only care about the improvement of network
performance by defense methods under a simple structure.

Before conducting defense training, we need to select a teacher network
with excellent performance for knowledge distillation. Using the teacher network
model and data set proposed above for training, good recognition accuracy is
obtained. Use the temperature parameter adjustment in the teacher network to
generate soft labels, and use the soft labels and the original data set to train the
student network. Figure 4 shows the recognition effect of the teacher network on
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Fig. 4. Recognition accuracy of teacher network on clean samples and adversarial sam-
ples

Fig. 5. The recognition accuracy of the student network on clean samples and adver-
sarial samples (SNR = 10 dB) at different temperatures

clean samples and adversarial samples. It can be seen that the teacher network
has a good recognition effect on both clean data and adversarial samples.

Next, we determine how changes in the temperature parameter affect the
knowledge distillation defense effect. We use 10 dB data to conduct experiments,
adjust the parameter T in the teacher network, generate different soft labels
to train the student network, and compare the recognition performance of the
student network under the soft label training generated by different temperature
parameters. It can be seen from Fig. 5 that when the temperature T = 2, the
performance of the student network is slightly improved, and as the temperature
increases, the performance begins to decline.

So we decided to perform knowledge distillation defense when the tempera-
ture parameter T = 2. We used FGSM and BIM to generate adversarial samples,
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Fig. 6. The performance of student network and normal network on clean samples and
adversarial samples

and the perturbation parameter of the adversarial samples was set to 0.001. We
compare the performance of the student network trained with knowledge distil-
lation defense and the normal network between 0 dB and 18 dB, mainly through
the recognition accuracy rate on clean samples, FGSM adversarial samples, and
BIM adversarial samples to show the performance improvement, as shown in
Fig. 6, when the student network is attacked by adversarial samples, the recogni-
tion performance drops sharply. When the SNR = 4 dB, the recognition accuracy
drops from 0.76 to 0.33 (FGSM-Attack) and 0.20 (BIM-Attack). It drops from
0.77 to 0.40 (FGSM-Attack) and 0.29 (BIM-Attack) at 18 dB. After the knowl-
edge distillation defense training, the student network with the same structure
as the normal network shows performance improvement on the same test sam-
ples. The student network has demonstrated good defense capabilities. When
the SNR = 4 dB, the recognition accuracy is improved to 0.73 (FGSM-Attack)
and 0.72 (BIM-Attack), and when the SNR = 18 dB, the recognition accuracy is
0.74 (FGSM-Attack) and 0.74 (BIM-Attack). Not only in the defense of adver-
sarial samples, but also on clean samples, the recognition accuracy of the student
network is also improved.

In order to further understand the positive impact of the knowledge distilla-
tion defense method on the recognition results, we plot the confusion matrix of
11 recognition results of the student network and the normal network when SNR
= 4 dB. As shown in Fig. 7. From Fig. 7a, it can be seen that when not attacked
by adversarial examples, the normal network produces serious confusion between
analog signals 8PSK and QPSK, AM-DSB and WBFM, and between digital sig-
nals QAM16 and QAM64. After the normal network is attacked by adversarial
samples, as shown in Figs. 7b and 7c, the confusion matrix is very chaotic, and
the classification accuracy of the normal network is seriously affected. And the
damage caused by BIM is even more serious. Figure 7d shows the case where the
student network is not attacked by adversarial examples, and Fig. 7e and 7f are
the confusion matrices of the student network under the attack of adversarial
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Fig. 7. Confusion matrix of student network and normal network

examples. It can be seen that when there is no attack, the student network guar-
antees the classification accuracy with a slight improvement. Except for QAM16
and QAM64, the student network shows a dramatic improvement in classifica-
tion accuracy when attacked by adversarial examples. Figure 7 confirms that the



338 Z. An et al.

knowledge distillation defense method can exhibit a relatively prominent defense
capability in the field of electromagnetic signal modulation recognition.

4 Conclusion

In this work, we investigate the defense method of knowledge distillation against
adversarial attacks in the field of electromagnetic signal modulation recognition.
The effectiveness of the knowledge distillation defense method is verified through
experiments, and the optimal temperature is obtained by adjusting the temper-
ature parameters, it is not found that the higher the temperature, the softer the
label, the better the student’s network learning effect. Using the knowledge dis-
tillation method can resist the black-box detection attack of the attacker on the
premise of ensuring that our recognition network structure remains unchanged.
Specifically, in the face of FGSM-Attack and BIM-Attack, based on the network
structure of VTCNN2, the distribution of accuracy increases by 40% (FGSM-
Attack) and 52% (BIM-Attack) when SNR = 4 dB. It also slightly improves the
performance of the network on clean samples. We believe that our work will help
improve the reliability of deep learning algorithms in the field of electromagnetic
signal recognition and build a robust electromagnetic signal recognition system.
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Abstract. A new type of electric energy meter information recognition system
based on deep learning is proposed. The system is mainly divided into OCR char-
acter recognition system and electric meter information verification system. OCR
character recognition system mainly includes two parts: character detection and
character recognition. The text detection uses the CTPNmodel, and the text recog-
nition uses the CRNN network in deep learning for recognition, and then uses the
CTC loss function for sequence processing to improve the accuracy of text recog-
nition. Through the RCTW-17 data set training, an OCR text recognition system
with high accuracy, strong stability and fast speed is obtained. The identified results
are automatically checked with the information in the background database, and
finally an electric energy meter information identification system is obtained. The
verification of the RCTW-17 data set and the actual photo identification of the
electric energy meter prove the effectiveness of this method.

Keywords: OCR technology · CTPN network · CRNN network · Electric
energy meter information recognition

1 Introduction

The identification of electric energy meter information has always been a very important
issue.With the rapid development of my country’s economy, more and more places need
to use electric energy, which is particularly important for the management of electric
energy meters. The electric energy meter plays a very important role as an instrument for
measuring electric energy. The method of manually copying the electric energy meter
is inefficient and prone to errors. Therefore, it is extremely important to automatically
identify the electric energy meter data. This method can not only save labor costs, but
also it can also improve the accuracy and save time. The methods of identifying the
data of electric energy meters can be roughly divided into two categories. One is the
method of positioning and identifying according to the characteristics of artificial design
[1–4]. Shape features for digital recognition. Yang Juan [5] completed the identification
of electric energy meter numbers through image preprocessing, target positioning, and
identification, but the positioning accuracy in complex scenes is low and the robustness
is insufficient. Wang Chen et al. [6] used the TM-MSER algorithm to complete the
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positioning and segmentation of digital instruments. Another method is to use a deep
learning framework, using models such as convolutional neural networks, to extract
features from images, and then perform detection and recognition to finally obtain data.
Wu Binbin [7] et al. combined template matching and deep neural network technology,
made full use of template calibration information, turned the indication detection under
complex conditions into simple and effective isometric segmentation, and then identified,
with better robustness. Li Ming et al. [8] used connected domain segmentation and
localization and BP neural network for digit recognition. Chen Ying [9] and others
proposed the Enhanced Faster R-RCNN network by using the features in the Faster-
RCNN network, which improved the accuracy in identifying the information of the
electric energy meter. Gong An [10] et al. proposed a recognition method of electric
energy representation based on YOLOv3 network, which showed that this method has
higher localization accuracy and recognition accuracy. It can be seen from the above
literature that most of the digital recognition algorithms for electric energy meters are
based on traditional image processing methods. However, the recognition accuracy of
electric energy meters in complex scenarios is low, and there is a problem of insufficient
robustness. This paper is based on deep learning. The method proposes a combination
of CTPN [11] text detection model and CRNN [12] text recognition model to realize the
digital recognition algorithm of electric energy meter, which improves the robustness
and accuracy of the algorithm. After identification, the identified data will be transferred
to the background database for comparison. If there is an electric meter of this type, the
data will be updated. If not, a new data will be inserted to obtain a complete electric
energy information table. It is hoped that in the future, the content of the electric energy
meter can be identified by uploading photos to the system through mobile phones, which
will benefit the society. The flow chart of the whole system is shown in Fig. 1:

Fig. 1. System flow chart

2 OCR Text Detection Method

This paper mainly introduces the basic process of CTPN network detection and the basic
structure of the network.

2.1 The Basic Process of CTPN Network Detection

The proposal of CTPN is based on the fact that text is usually written horizontally from
left to right, and the width between words is roughly the same. Fixed width, to detect
text height. It’s essentially an RPN method that stitches together the detected boxes.
Due to the above three characteristics, this model is particularly suitable for information
identification of electric energy meters.
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The specific process is as follows: First, the feature extraction is carried out through
the backbone network VGG16, and the Conv5 layer outputs the feature map of N × C
× H × W. Since the convolutional network of VGG16 has a cumulative stride of 16
after 4 pooling layers. That is, one pixel in the feature map output by the Conv5 layer
corresponds to 16 pixels of the original image. Then do a 3 × 3 sliding window on
Conv5, that is, each point is combined with the surrounding 3× 3 area features to obtain
a feature vector of length 3 × 3 × C. The final output is a feature map of N × 9C ×
H × W, which is still the spatial feature learned by CNN. Then continue to reshape the
feature map output in the previous step:

Reshape: N × 9C × H × W(NH) × W × 9C (1)

Then feed the Bi-LSTM with a data stream of Batch = NH and maximum time length
Tmax = W, and learn the sequence features of each row. The Bi-LSTM output is (NH)
× W × 256, which is then reshaped to restore the shape:

Reshape: (NH) × W × 256 N × 256 × H × W (2)

This feature includes both spatial features and sequence features learned by Bi-LSTM.
Then through the fully connected layer, it becomes a feature of N × 512 × H × W.
Finally, through an RPN network similar to Faster RCNN, the text detection frame is
obtained.

Since CTPN is aimed at the detection of horizontally arranged text, it adopts a set of
(10) fixed reference frames of equal width to locate the text position. The fixed reference
frame width and height are:

Widths = [16] (3)

Heights = [11, 16, 23, 33, 48, 68, 97, 139, 198, 283] (4)

Since CTPN uses the VGG16 model to extract features, the width and height of the
Conv5 feature map are 1/16 of the width and height of the input original image. At the
same time, the fully connected layer is equal to the width and height of Conv5. CTPN is
equipped with 10 above-mentioned fixed reference frames for each point of the feature
map of the fully connected layer. After obtaining the fixed reference frame, similar
to Faster R-CNN, CTPN will do the following processing: use Softmax to determine
whether the fixed reference frame contains text, That is, a positive fixed reference frame
with a large Softmax score is selected; then the center y-coordinate and height of the
fixed reference frame containing the text are corrected using bounding box regression.

Vc =
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)
/ha (5)
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Equation (5) and (6) are the coordinates of the regression prediction; Ca
y , ha is the

center y coordinate and height of the fixed reference frame, and V ∗
c , V

∗
h is the Ground

Truth. After the fixed reference frame is processed by the above Softmax and bounding
box regression, a set of vertical strip text detection boxes will be obtained. Subsequent
text detection boxes only need to be connected together with the text line construction
algorithm to obtain the text position.

The Loss function is:
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The main three errors of the above loss function come from the classification error of
the fixed reference frame and the background, the vertical coordinate offset regression
error, and the correction error of the fixed reference frame x at the boundary.

Network basic structure (Fig. 2):

Fig. 2. Basic structure of CTPN network

Applied to the electric energy meter system proposed in this paper, the CTPN
algorithm is used for segmentation detection, and the result is shown in Fig. 3:
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Fig. 3. Text segmentation

3 OCR Text Recognition Method

This paper mainly introduces the basic process of CRNN network recognition and the
basic structure of the network.

The CRNN model has many advantages. It can learn directly from sequence labels.
Instead of labeling each character, you only need to label a sequence for a picture. For
example, if the picture is “22.6 Kwh”, the label is “22.6 Kwh” without having to label
each character individually. Image features extracted by CNN. Using the input feature
sequence of RNN training, the output is a sequence label. There is no length limit on the
images to be trained, but normalize the height of the images. There are few parameters.
Although CNN and RNN are combined, a loss function (CTC LOSS) is used for joint
training in the end to achieve end-to-end training, which can directly get the final result
we want and the recognition time is short.

3.1 The CRNN Network is Mainly Divided into Three Modules

1. Convolution module: The backbone network is an improved version based on the
VGG model.

2. Recurrent network module: It consists of two steps of feature sequence extraction
and two BLSTM training. B is bidirectional and can extract model information in
two directions, not just one. The BLSTM of CRNN has two layers, and two layers
can obtain higher-level sequence features.

3. Transcription module, the transcription module is mainly a CTC layer, and its main
function is to train the loss function of the network.
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3.2 The Specific Implementation Steps of CRNN

Feature sequence extraction is performed in the first step of the recurrent networkmodule
in the above figure. This is done by scaling the images to the same height. Then each
feature vector of the feature sequence is generated from left to right in columns on the
feature map. This means that the ith feature vector is the ith concatenation of all feature
maps, and the width of each column is fixed to a single pixel in our setup. This approach
can make the feature sequence in order, and can better perform the following cyclic
network operations.

Transcription is the process of integrating all possible outcomes of the feature
sequence predicted by the LSTM network into the final outcome. A CTC model is
connected at the end of the bidirectional LSTM network to achieve end-to-end identifi-
cation. The CTCmodel is connected to time classification. CTC can perform end-to-end
training without requiring training data alignment and one-by-one labeling, and directly
output sequence results of indeterminate lengths. CTC is generally connected in the last
layer of the RNN network for sequence learning and training. For a sequence of length
T, each sample point t (t is much larger than T) will output a softmax vector in the last
layer of the RNN network, representing the predicted probability of the sample point,
and these probabilities of all sample points are transmitted to After the CTC model,
the most likely label is output, and after removing spaces and deduplication, the final
sequence label can be obtained, that is, our final recognition result.

The structure of the CRNN model is shown in Fig. 4:

Fig. 4. CRNN model structure diagram
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4 Experiment

4.1 Evaluation Indicators

The evaluation metrics for target detection are mAP (mean average precision) and accu-
racy. Before calculating mAP, it is necessary to understand the concepts of TP, TN, FP
and FN. TP (true positives) refers to the predicted positive samples and matches the real
results, TN (true negatives) refers to the predicted negative samples and matches the real
results, FP (false positives) refers to predicting positive samples but does not match the
real results, FN (false negatives) refers to predicting negative samples but does not match
the real results. To judge whether it is consistent with the real results, it is necessary to
obtain the intersection ratio (IoU) between the ground truthbox and the prediction box.
When the IoU is greater than the set threshold (threshold_iou is generally set to 0.5),
it means that the prediction box is the ground truth box, otherwise it means that the
prediction box is the same as the predicted box. The actual results do not match.

The calculation of each category in object detection is shown in Eq. 10

precisionclass = TP

TP + FP
(10)

The calculation formula of mAP is shown in 11, n represents the number of categories
in target detection, and i represents the current category.

mAP = 1

n
∗

∑n

t=0
precisioni (11)

The calculation formula of accuracy is shown in Eq. 12

accuracy = TP + TN

TP + TN + FP + FN
(12)

The evaluation standard of classification is the accuracy rate, and the calculation method
is the ratio of the number of correctly classified samples to the total number of samples.

4.2 Electric Energy Meter Detection

Table 1. Electric energy meter test results

Data
set

Number of
samples

CTPN

mAP Accuracy

Test set 244 96.64% 97.12%

Training set 12034 93.34% 91.33%

Table 1 shows the experimental results of the electric energy meter detection. It can
be seen fromTable 1 that themAP and accuracy detected by the electric energymeter are
more than 91%, indicating that most of the images have detected the LCD screen area.
The data set used in the detection process is 244 photos focusing on single-phase electric
energy meters and three-phase electric energy meters taken from different angles. After
experimental tests, as shown in Figs. 5 and 6, good results can be achieved.
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Fig. 5. Electric energy meter pictures taken from different angles

Fig. 6. Processed grayscale image and detection frame

4.3 Electric Energy Meter Identification

Table 2. Electric energy meter identification results

Data
set

Number of
samples

CTPN

mAP Accuracy

Test set 244 92.42% 93.52%

Training set 12034 94.89% 92.73%

Table 2 shows the experimental results of digital recognition. It can be seen from
Table 2 that the accuracy of digital recognition in the test set and training set is above
92%, and the number of samples is relatively large, which can represent the recognition
results of electric energy meters taken from different angles, but A very small part of
the recognition results have problems. The main reasons for the low accuracy in the test
set are some blurred images, reflections and other problems. The recognition result is
shown in Fig. 7.
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Fig. 7. Picture of a successfully detected electric energy meter

4.4 Model Comparison

Table 3. Model Comparison Results

Model mPA Accuracy

EAST + CRNN 89.24% 88.45%

EAST + ATTENTION 84.95% 86.98%

SEGLINK + CRNN 90.94% 92.33%

SEGLINK + ATTENTION 85.26% 91.25%

FTSN + CRNN 93.36% 90.15%

FTSN + ATTENTION 83.94% 85.88%

CTPN + CRNN 94.52% 94.26%

CTPN + ATTENTION 92.72% 93.18%

Table 3 presents the comparison of eight models. Through the comparison experi-
ment, it can be seen that the CTPN + CRNN model has the best effect. The model in
this paper can effectively identify the data in the electric energy meter, so as to achieve
the function of collecting electricity consumption information.

5 Conclusion

In order to improve the accuracy of automatic identification of electric energy meters, a
text detection and recognition model based on CTPN + CRNN network is constructed
in this paper. Faster and more robust, it can detect and identify pictures of electric energy
meters with high complexity taken from different angles, which has certain feasibility.
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Abstract. Deep learning has been shown to perform extremely well
at various machine learning tasks. However, these same architectures
are highly vulnerable to adversarial examples: malicious inputs carefully
crafted by adversaries which can force a neural network to produce erro-
neous predictions with high confidence. This undermines the security of
deep learning algorithms when apply to those security-sensitive applica-
tions. Existing works have shown that the Signal Modulation Recognition
(SMR) solutions based on deep learning are also susceptible to adversar-
ial attacks. In this paper, we propose a new approach called tempera-
ture regularization to defense a deep learning scheme against white-box
attacks in signal modulation recognition. Specifically, we introduce dif-
ferent temperatures to the softmax layer during the training of the neural
network. Experimental results show that training a neural network with
an appropriate high temperature can significantly enhance its robustness
to three white-box attacks.

Keywords: Deep learning · Automatic modulation recognition ·
Adversarial defense · Temperature regularization

1 Introduction

With the rapid growth of the end-devices and wide deployment of wireless com-
munication technology, the scarcity of spectrum resources becomes more and
more severe and consequently reduces the network availability. However, a large
portion of the assigned spectrum is used sporadically and geographically. The
survey [10] shows that the utilization of licensed bands from 0 to 6 GHz is
less than 6%. Moreover, according to the Federal Communications Commis-
sion (FCC) [8], temporal and geographical variations in the utilization of the
assigned spectrum range from 15% to 85%, or even lower, thus wasting a lot of
spectrum resources. Because of this, the FCC proposed a new concept, namely
Cognitive Radio (CR), to use the spectrum opportunistically and overcome the
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problem of low spectrum utilization [8]. CR is an intelligent wireless communica-
tion system, which builds upon software-defined radio technology and is aware
of its operating environment. It helps to learn and readjust the transmission
parameters dynamically based on the statistical variations in the environment.
CR has been proved to be effective in using the spectrum holes without causing
harmful interference to the primary users while maintaining a good quality of
service.

Modulation recognition plays a key role in most intelligent communication
systems and is considered as a major task of CR in both civilian and military sys-
tems. Generally, the existing wireless signal modulation recognition algorithms
are mainly implemented in two approaches, i.e., the maximum likelihood method
based on hypothesis testing and the pattern recognition method based on feature
extraction. Since the later approach has much lower computational complexity
and is applicable to real-time applications, it is considered as a promising alter-
native of the previous one [13]. Deep learning is one of the typical pattern recog-
nition methods with impressive performance. However, Szegedy et al. [26] has
found that Deep Neural Networks (DNNs) are highly vulnerable to adversarial
examples. By applying well-crafted but subtle perturbations to natural exam-
ples, it is easy to fool a pre-trained model to produce erroneous predictions with
high confidence. Thus, if a DNN is deployed in adversarial environment to per-
form automatic modulation recognition task, the normal modulation recognition
may not be implemented.

In this paper, inspired by the defensive distillation [23], we propose a new
method, called temperature regularization, to defend the DNN against adversar-
ial attacks. Our empirical findings show that training a DNN with an appropri-
ate high temperature can substantially improve its robustness to three white-box
attacks, i.e., FGSM [9], MIM [7] and PGD [17].

Contributions. In this paper, we make the following contributions:

– We provide an intuition of why training the DNN with an appropriate high
temperature without distillation may enhance its robustness to adversarial
attacks.

– We analyze how temperature influences the DNN’s sensitivity to subtle vari-
ations around the inputs from the prospect of the Jacobian matrix.

– We empirically prove the feasibility of the proposed method on modulation
signal dataset and identify an “optimal” temperature for defending the VT-
CNN2 model in modulation recognition.

2 Preliminaries

Szegedy et al. [26] first noticed the existence of adversarial examples in the field
of computer vision and they proposed the L-BFGS algorithm for crafting adver-
sarial examples. After that, various attack algorithms have been proposed for
generating adversarial examples, such as FGSM [9], MIM [7], PGD [17], Deep-
Fool [19], CW [4] and so on. Surprisingly, Moosavi-Dezfooli et al. [18] showed
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the existence of a universal and quasi-imperceptible perturbation that causes
most natural images to be misclassified with high probability. And they pro-
posed an iterative algorithm for generating such universal perturbations. [12,24]
even demonstrated that it is feasible to learn the universal perturbations with
a generative model. More troubling, adversarial examples misclassified by one
model are often misclassified by another model, even if the two models have
different network architectures or were trained on disjoint training sets, so long
as both models were trained to perform the same task [28–30].

More recently, Lin et al. [16] showed that the classification accuracy of the
modulation recognition model, VT-CNN2 [21], could be decreased by about 50%
on average when adding a perturbation level of 0.001 to the natural modulation
signals. Thus, when applying deep learning models to modulation recognition in
adversarial settings, one must take into account certain vulnerabilities.

In the literature, various defense methods have been proposed to reduce the
effects of adversarial examples. Typically, these defense methods can be divided
into three categories. The first class is to detect the presence of adversarial
perturbations in the input during inference. This is usually done by finding sta-
tistical outliers or training separate sub-networks that can distinguish between
adversarial and benign inputs [6,14,15]. The second class denotes the various
pre-processing methods which aim at removing or destroying structured per-
turbations on adversarial inputs before passing them to the classifier, including
[1,11,25] and so on. This class of defenses can be easily used in conjunction with
other defense mechanisms and is more practical due to its model- and attack-
agnostic property. The third class is to enhance the robustness of neural networks
itself, including Adversarial Training [3,27], Label Smoothing [5] and Defensive
Distillation [23].

3 Methodology

3.1 Temperature Regularization

Defensive distillation was proposed in [23] to reduce the effectiveness of adversar-
ial examples on DNNs. Their intuition is that knowledge extracted from teacher
neural networks, in the form of probability vectors, and transferred in student
neural networks can be beneficial to improving generalization capabilities of
DNNs to unseen inputs and therefore enhances their robustness to adversarial
examples. The authors also pointed out that an ideal training procedure would
result in distilled network F d converging to the original network F although this
is not the case empirically.

We believe that the distilled network F d can learn what the original network
F can, and vice versa, because their network architectures are the same. Thus,
different from the defensive distillation [23] we discard the distilled network
training procedure and train the original network with high temperature. The
specific analysis is as follow.
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(1) Since softmax operation is to normalizes the logits into a probability vector
F (x), each component in F (x) indicates the probability that current input
x belongs to the corresponding class. For N classes classification problem
(i.e. the output dimension of F is N), the output vector F (x) of the last
softmax layer can be expressed as

F (x) =

[
ezi(x)/T∑N−1

n=0 ezn(x)/T

]
i∈{0...N−1}

(1)

where zi(x), i ∈ 0 . . . N − 1 are the logits produced by the last hidden layer
of a DNN, and parameter T is called temperature. As T → ∞ the ezi(x)/T

converge to 1. Thus, all components in F (x) are close to 1/N . From the
above analysis, we can see that there exists T0, when T ≥ T0 the model’s
prediction probability assigning to all classes not greater than p ∈ (1/N, 1)
for all inputs. Thus, training a DNN with a high temperature will force
it not to make overly confident predictions in any one class examples and
reduce its sensitivity to small variations of its inputs [23]. In addition, from
the perspective of the loss function, the higher the temperature is, the more
ambiguous its probability distribution will be (i.e. all probabilities of the
F (x) are close to 1/N). Therefore, the more stable the loss function will be
(i.e. the cross-entroy for any input is close to log N). This consequently can
make the learned model smoother. Note that this change of temperature
does not impact the relative ordering of classes.

(2) The neural network’s sensitivity to input variations can be quantified by its
Jacobian matrix. Let M denote the input dimension, we now consider one
element (i, j) ∈ [0..N − 1] × [0..M − 1] of the N × M Jacobian matrix for
a neural network F at temperature T :

∂Fi(x)
∂xj

∣∣∣∣
T

=
∂

∂xj

(
ezi(x)/T∑N−1

n=0 ezn(x)/T

)
(2)

Let h(x) =
∑N−1

n=0 ezn(x)/T , we then have:

∂Fi(x)
∂xj

∣∣∣∣
T

=
∂

∂xj

(
ezi(x)/T

h(x)

)

=
1

h2(x)

(
∂ezi(x)/T

∂xj
h(x) − ezi(x)/T

∂h(x)
∂xj

)

=
1

h2(x)
ezi(x)/T

T

(
N−1∑
n=0

ezn(x)/T
∂zi(x)
∂xj

−
N−1∑
n=0

ezn(x)/T
∂zn(x)

∂xj

)

=
1
T

ezi(x)/T

h2(x)

[
N−1∑
n=0

ezn(x)/T
(

∂zi(x)
∂xj

− ∂zn(x)
∂xj

)]

(3)

Equation 3 shows that increasing the temperature T will reduce the absolute
value of all elements of model F ’s Jacobian matrix when values of the logits
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z0(x), ..., zN−1(x) are fixed. Thus, using a high temperature during training will
systematically reduce the model sensitivity to small perturbations of its inputs
at test time.

From the above analysis, we can derive that choosing an appropriate high
temperature T for training will improve the robustness of a DNN to adversarial
attacks and maintain its performance on benign examples at the same time (Fig.
1).
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Fig. 1. An overview of defending the VT-CNN2 model against white-box attacks
in modulation recognition. The only difference between the Normal VT-CNN2 and
Defense VT-CNN2 is the softmax layer, where Defense VT-CNN2 has a much higher
temperature than the Normal VT-CNN2.
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Fig. 2. Structure of VT-CNN2

3.2 Datasets and Target Model

To have a thorough study of our defense technique in the field of wireless com-
munications, we choose the open-source dataset RADIOML 2016.10A generated
with GNU Radio [2]. This dataset consists of 11 modulation signals at vary-
ing signal-to-noise ratios, including eight kinds of digital signals: 8PSK, BPSK,
CPFSK, GFSK, PAM4, QAM16, QAM64, and QPSK, and three kinds of ana-
log signals: AM-DSB, AM-SSB and WBFM. It has 220,000 data samples totally
with 20 kinds of SNRs range from −20 dB to 18 dB in steps of 2 dB. Each SNR
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category has 11,000 data samples. We use 8 800 samples for training and the
remaining 2,200 samples for testing at each SNR. For target model, we use the
VT-CNN2 [20,21] which is optimized for the dataset RADIOML 2016.10A [2] to
perform the modulation classification task. The network depth of VT-CNN2 is
roughly equivalent to neural networks which work well on similar simple datasets
in the field of computer vision. The specific architecture of VT-CNN2 is shown
in Fig. 2.

3.3 Implementation

All the experiments in this work were performed on an NVIDIA GeForce RTX
2080 Ti and the code for the experiments was written in Python 3 using Ten-
sorflow 2.4.1. An Adam solver and a categorical-crossentropy loss function were
used to train the target model VT-CNN2 with a batch size of 1024. The three
white-box attacks, FGSM, MIM, and PGD were implemented by an open-source
software library, i.e., Cleverhans [22]. After the training converges, we obtain
≈72% and ≈38% test accuracy on benign examples under SNR = 10 dB and
SNR = −10 dB respectively when there is no attack and no defense.

4 Experiments

4.1 Temperature Parameter Space Exploration

Firstly, we measure how temperature improves the resilience of the VT-CNN2
to adversarial attacks. Since the softmax mainly normalizes the logits into a
probability vector F (x) and does not change the relative ordering of classes,
the parameter temperature T only matters during training. In order to produce
more discrete distributions of probabilities, the softmax temperature is set back
to 1 at test time.

Fig. 3. An exploration of the temperature parameter space. We plot the VT-CNN2’s
classification accuracy on test set and the success rate of adversarial examples generated
with PGD attack. Note that perturbations norm ε = 0.0015.
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To identify the “optimal” softmax temperature, we train the VT-CNN2 under
SNR = 10 dB and SNR = −10 dB with different temperatures {T: 1, 5, 10, 20, 30,
50, 75, 100, 150, 200, 300}. Then we use the attack algorithm PGD to generate
adversarial examples. The classification accuracy of benign examples and the
success rate of adversarial examples with respect to temperature is shown in
Fig. 3. We observe that with the increase of temperature, the adversarial example
success rate decreases rapidly and then largely remains constant. Specifically,
when the temperature increases from 1 to 100, the adversarial example success
rate decreased from 57.91% and 35.45% to 8.59% and 8.77% under SNR =
10 dB and SNR = −10 dB respectively. Based on the above observations, we
choose temperature T = 100 to train the VT-CNN2 to effectively defense against
adversarial attacks.

4.2 Defending Against Adversarial Attacks

To analyze the performance of our defense method, we conduct a series of com-
parative experiments. In the following sections, we refer to the model without
defense as the Normal VT-CNN2 while the model with defense (trained with
an appropriate high temperature) as the Defense VT-CNN2. Note that we do
not care about the relationship between these different attack methods, but just
how our Defense VT-CNN2 behaves under attacks.

Under Different Perturbations Magnitude. Figure 4 shows the classifica-
tion accuracy of Normal VT-CNN2 and Defense VT-CNN2 under three attack
algorithms (i.e., FGSM, MIM, and PGD) with different perturbations magni-
tude ε at SNR = 10 dB and SNR = −10 dB. We can observe that the pro-
posed defense method can improve the classification accuracy of VT-CNN2 on
adversarial examples largely, especially those generated with iterative-step attack
algorithms (i.e. MIM and PGD). Concretely, at SNR = 10 dB, the classification
accuracy of Defense VT-CNN2 on iterative adversarial examples is about three
times of that Normal VT-CNN2 when the perturbations magnitude ε > 0.001.
Furthermore, this defense technique has almost no influence on the accuracy of
VT-CNN2 on benign examples. In some cases, for example, when SNR = 10 dB,
the Defense VT-CNN2 even have higher accuracy than the Normal VT-CNN2.

To get more insight into the defense method further, we plot the confusion
matrix of Normal VT-CNN2 and Defense VT-CNN2 for all 11 categories at SNR
= 10 dB, as is shown in Fig. 5. It can be seen from Fig. 5a that when there is no
attack and no defense, the Normal VT-CNN2 has serious classification confusion
between analog signals 8PSK and QPSK, AM-DSB and WBFM, and between
digital signals QAM16 and QAM64. In [16], they claimed that analog modulation
confusion is difficult to solve, but the QAMs confusion can be improved by
better synchronization and reducing channel impairments. Figure 5b shows the
confusion matrix of Normal VT-CNN2 under adversarial attack. As can be seen,
the MIM attack has a strong negative effect on the classification accuracy and
the confusion matrix is extremely chaotic. Particularly, BPSK and PAM4 are
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(a) SNR = 10 dB (b) SNR = -10 dB

Fig. 4. Classification accuracy of VT-CNN2 with different perturbations magnitude ε.

misclassified to each other with a higher probability. And CPFSK and GFSK
both are more likely misclassified as 8PSK. At the same time, the AM-DSB has a
great possibility misclassified as WBFM. That is, compared to other modulation
signals, FSKs, PSKs and AM-DSB signals are more vulnerable to adversarial
attacks.

Figure 5c shows the confusion matrix of Defense VT-CNN2 before attack.
Compare Fig. 5c with Fig. 5a, we notice that the defense method has some impact
on the accuracy of 8PSK and WBFM benign examples. But overall, this impact
is negligible. Figure 5d shows the confusion matrix of Defense VT-CNN2 under
attack. Compare Fig. 5d with Fig. 5b, it can be clearly seen that the defense
method can mitigate the adversarial effect significantly with the exception of
QAM16. We do not exactly know why the accuracy of Defense VT-CNN2 on
QAM16 is lower than that of Normal VT-CNN2 under attack, but this may
be caused by the low accuracy of Normal VT-CNN2 on the QAM16 benign
examples. Because when the classification accuracy is low, attack or defense
does not make much sense.

Under Different SNRs. Figure 6 shows the classification accuracy of Normal
VT-CNN2 and Defense VT-CNN2 under three white-box attacks at different
SNRs, where ε = 0.001 for subplot Fig. 6a and ε = 0.0015 for subplot Fig. 6b.
As shown in Fig. 6a and 6b, when there is no attack, the classification accu-
racy of Normal VT-CNN2 exhibits an increasing trend first and then almost
remains constant (≈72%) with the increase of SNR. Specifically, the classifica-
tion accuracy of Normal VT-CNN2 increases rapidly from 38% to 72% as the
SNR increases from −10 dB to 0 dB. But under adversarial attacks, the clas-
sification accuracy of Normal VT-CNN2 drops by almost one half at all SNRs.
Obviously, the strength of iterative-step attacks is stronger than that of one-step
attack. We find that our defense method is very effective against these adversarial
attacks, especially against the iterative-step attacks. In detail, the classification
accuracy of Defense VT-CNN2 under the three white-box attacks decreases by
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(a) No Defense, No Attack (b) No Defense, MIM Attack

(c) With Defense, No Attack (d) With Defense, MIM Attack

Fig. 5. Confusion Matrix of VT-CNN2 in different scenarios. Note the SNR = 10 dB
and perturbations magnitude ε = 0.0015.

(a) ε = 0.001 (b) ε = 0.0015

Fig. 6. Classification accuracy of VT-CNN2 at different SNRs.

no more than 10% at almost all SNRs compared to the case where there is no
attacks.

To further quantify the defense effect of the proposed approach against the
adversarial attack algorithms, we calculated the average classification accuracy of
the Normal VT-CNN2 and the Defense VT-CNN2 on adversarial examples under
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(a) ε = 0.001 (b) ε = 0.0015

Fig. 7. Average accuracy of VT-CNN2 under all SNRs.

all SNRs. The results are shown in Fig. 7. It can be seen clearly that our Defense
VT-CNN2 is extremely robust to FGSM, MIM, and PGD attacks. Compare
to the Normal VT-CNN2, the classification accuracy of the Defense VT-CNN2
is improved by about 17% for FGSM and by nearly 25% for MIM and PGD
when perturbations magnitude ε = 0.001. With the increase of perturbations
magnitude ε, this defense effect is more significant. As shown in Fig. 7b, when
perturbations magnitude ε = 0.0015, the classification accuracy of the Defense
VT-CNN2 is improved by about 34% under the iterative-step attacks (i.e. MIM
and PGD).

This results show that the Normal VT-CNN2 is more sensitive to the per-
turbations magnitude ε of the attack algorithms, since it’s average classifica-
tion accuracy decreased by almost 10% when the perturbations magnitude ε
increased from 0.001 to 0.0015 while the classification accuracy of Defense VT-
CNN2 nearly remains unchanged. It is worth noting that, although the iterative-
step attacks are stronger, our Defense VT-CNN2 achieves almost the same accu-
racy under one-step attack (FGSM) and iterative-step attacks (MIM and PGD),
which is about 52%.

5 Conclusion

In this work, we evaluated the security problems on automatic modulation recog-
nition based on deep learning and demonstrated the efficacy of using an appro-
priate high temperature within the softmax layer as a defense method against
adversarial attacks. We analyzed the reason why this defense method works and
determined an “optimal” temperature for the VT-CNN2 model through experi-
ment. Our empirical findings showed that using an appropriate high temperature
during training can significantly reduce the successfulness of adversarial attacks
against automatic modulation recognition classifiers. Moreover, it nearly main-
tains the accuracy rates of VT-CNN2 on benign examples. Lastly, this defense
technique is extremely easy to implement and introduces no overhead for training
after the “optimal” temperature is chosen.
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Abstract. Speaker recognition using i-vector has been replaced by
speaker recognition using deep learning. Speaker recognition based on
Convolutional Neural Networks (CNNs) has been widely used in recent
years, which learn low-level speech representations from raw waveforms.
On this basis, a CNN architecture called SincNet proposes a kind of
unique convolutional layer, which has achieved band-pass filters. Com-
pared with standard CNNs, SincNet learns the low and high cut-off fre-
quencies of each filter. This paper proposes an improved CNNs archi-
tecture called PF-Net, which encourages the first convolutional layer to
implement more personalized filters than SincNet. PF-Net parameterizes
the frequency domain shape and can realize band-pass filters by learning
some deformation points in frequency domain. Compared with standard
CNN, PF-Net can learn the characteristics of each filter. Compared with
SincNet, PF-Net can learn more characteristic parameters, instead of
only low and high cut-off frequencies. This provides a personalized fil-
ter bank for different tasks. As a result, our experiments show that the
PF-Net converges faster than standard CNN and performs better than
SincNet. Our code is available at github.com/TAN-OpenLab/PF-NET.

Keywords: Speaker recognition · Raw waveform · Personalized
filters · Deep learning

1 Introduction

In our daily life, we are always receiving and conveying a variety of information
from the outside world, and voice information is an important part of it. Audio
signal processing plays an important role in the field of artificial intelligence and
machine learning. Because each person’s voice organs are different, their voices
and tones are different. Apart from physical differences, each person has his own
unique way of speaking, including using a specific accent, rhythm, intonation
style, pronunciation mode, vocabulary selection, and so on. Together, these make
up a distinct feature for everyone [1–3].

This work was funded by the National Key Research and Development Program of
China under Grant No. 2019YFB1405803.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2022

Published by Springer Nature Switzerland AG 2022. All Rights Reserved

Y. Chenggang et al. (Eds.): MobiMedia 2022, LNICST 451, pp. 362–374, 2022.

https://doi.org/10.1007/978-3-031-23902-1_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23902-1_28&domain=pdf
https://doi.org/10.1007/978-3-031-23902-1_28


PF-Net: Personalized Filter for Speaker Recognition from Raw Waveform 363

In the early days, speaker recognition used models such as Dynamic Time
Warping (DTW) [4] to calculate the similarity of speakers. Gaussian Mixture
Model- Universal Background Models (GMM-UBM) [5,5,6] has improved on
this basis. i-vector [7] reduces the computational cost by compressing the speaker
vector and can make better use of the channel compensation algorithm. Most
speaker recognition requires pre-processing steps. Incorrect pre-processing of
recorded speech input can reduce classification performance [8]. Some common
methods include noise removal, endpoint detection, pre-emphasis, framing, and
normalization [9,10] can be used in pre-processing. After the rise of neural net-
works, researchers applied DNN [11] directly to speaker classification tasks. This
method has the characteristics of large parameters and unclear timing informa-
tion. The fully connected layer in d-vector was replaced by a feature extrac-
tion method similar to one-dimensional convolution in [12–14], which reduces
the computational cost. CNNs pays more attention to the speaker information
between frames to achieve a better effect. Some networks used artificial features
such as MFCC [15,16] and LPCC [17]. However, these features may cause the
classifier to miss some speaker-specific information. In order to alleviate this
shortcoming, some works used the spectrogram as the input of the network,
the others directly used the raw waveform in their network. In order to process
the raw waveform, a common choice for researchers is to apply CNNs. Because
of the weight sharing feature, the convolution kernel can find a invariant and
robust representation. In recent years, there have been many studies on speaker
recognition based on the time-domain characteristics of audio using related neu-
ral networks [18,19]. Some studies have introduced ResNet [20,21] to deal with
more and more complex network structures. However, they are not special in
dealing with the first layer of neural network, and are usually the same as other
layers in the network. SincNet [22] uses multiple sets of parameterized filters
as the first layer of the convolutional network to obtain a personalized solution
of the filter. However, SincNet uses the Sinc function as a filter, which only
considers limited parameters.

RawNet [23] mixes CNN with LSTM to get better performance. Its input
layer is still the same as SincNet, which has the same limitation. This paper
alleviates the constraints of the Sinc function on the filter, and enables the
filter to directly fit the shape in the frequency domain. This is formed by a set
of parameterized linear filtering constraints. This method gives the filter more
freedom and enables it to learn more peculiar features.

Our experiments were conducted under challenging but realistic conditions,
which are characterized by few data (12–15 s per speaker) and short test sen-
tences (lasting 2 to 6 s). The results show that the filter achieves better final
performance.

The remainder of the paper is organized as follows. The PF-Net architecture
is described in Sect. 2. Section 3 discusses the relation to prior work. The experi-
mental setup and results are outlined in Sect. 4 and Sect. 5 respectively. Finally,
Sect. 6 discusses our conclusions.
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2 The SincNet Architecture

For speech time series signals, the standard first-layer CNN structure is regarded
as a time-domain convolution operation [24], which is defined as follows:

y[n] = x[n] ∗ h[n] =
L−1∑

l=0

x[l] · h[n − l] (1)

where x[n] is the speech signal, h[n] is the filter of length L, and y[n] is the
output of the filter. In the standard CNN structure, the L elements of each filter
are learned from the data.

In the SincNet structure, the convolution operation uses a predefined function
g, where g contains only a few learnable variables, defined as follows:

y[n] = x[n] ∗ g[n, θ] (2)

SincNet uses the low and high frequencies to filter the original audio in segments.
The g function is defined as a rectangular bandpass filter in the text, and its
frequency domain characteristics are as follows:

G[f, fbeg, fend] = rect
( f

2fend

)
− rect

( f

2fbeg

)
(3)

where fbeg and fend are start cut-off frequency and end cut-off frequency respec-
tively, both of which are learnable.

Unlike SincNet, the filter in PF-Net convolution operation reconstructs the
function g so that g contains more learnable variables. This is achieved by insert-
ing learnable deformation points in the waveform segments at different low and
high frequencies, and divide a frequency domain into multiple one can learn
small line segments. The frequency domain characteristics of each segment are
expressed as follows:

G[f, fk, fk+1] =
hk+1 − hk

fk+1 − fk
(f − fk) + hk (4)

fk and fk+1 represent the low and high frequencies of each segment, hk and hk+1

are their corresponding amplitude intensity in frequency domain. fk, fk+1, hk

and hk+1 are learnable, and the value of f is within [fk, fk+1].
When f is not in the interval [fk, fk+1]:

G[f, fk, fk+1] = 0, (5)

Accumulate each line segment to get the whole frequency band that can be
learned. The expression is as follows:

G[f, fbeg, fend] =
end−1∑

k=beg

G[n, fk, fk+1] (6)
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After inverse Fourier transform [24], the above formula about each line segment
is transformed into the time domain expression form as:

g[n, fk, fk+1] =
Δ(cos(2πfk+1n) − cos(2πfkn))

4π2n2

−hk+1sin(2πfk+1n) − hksin(2πfkn)
2πn

(7)

where:
Δ =

hk+1 − hk

fk+1 − fk
(8)

Fig. 1. Network Architecture of SincNet [22], PF-Net differs from it only in the filter
part

The time domain expression of the entire filtering frequency band is:

g[f, fbeg, fend] =
end−1∑

k=beg

g[n, fk, fk+1] (9)

Among them, the cutoff frequencies is initialized to a value in the range of
[0, fs/2], and fs is the sampling rate of the signal. In fact, in order to better
extract effective information from low frequencies, both the cutoff frequency and
the deformation point frequency are initialized with Mel frequency. To constrain
the shape of the filter, hk is expressed as:

hk = 1 + Δh (10)
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By constraining the value of Δh, the value of h can be constrained indirectly.
This paper uses Δh instead of h as the learnable parameters, so that hk always
learns with 1 as the center. The value of Δh is initialized randomly between
[−0.1, 0.1]. In this way, the deep neural network can learn the shape of each
filter. As shown in Fig. 2, the initial shape of the filter in the frequency domain
is the same as that of SincNet. After learning, the deformation points set in the
frequency band begin to move in different directions by changing the abscissa
and ordinate of the points (both of which are learnable parameters). Therefore,
PF-Net can obtain richer information than the cut-off frequency.

Finally, in order to smooth the truncation characteristics of the g function,
multiply the g function by a window function:

gw[n, fbeg, fend] = g[n, fbeg, fend] · w[n]. (11)

Adopt Hamming window [25]:

w[n] = 0.54 − −0.46 · cos
(2πn

L

)
. (12)

The neural network used in this paper is divided into two parts, the first
part is the filter layer, the follow-up is the neural network part composed of
CNN/DNN, and finally the posterior probability is output by Softmax. Prepro-
cessing includes removing silence, framing, and maximum normalization opera-
tions. Among them, the first layer filter is the key design part, and the network
structure is as Fig. 1.

Fig. 2. Learning process of a filter in frequency domain.

2.1 Model Properties

– Flexible parameters: PF-Net can control the number of parameters in the
first convolutional layer. For example, if we consider a convolutional layer
with F channels, each channel uses a filter of length L, and the number of
deformation points is S, the standard CNN uses F·L parameters, SincNet uses
2F parameters, and PF-Net uses L·F·S parameters, if F = 80, L = 200, S = 5,
CNN has 16000 parameters, and SincNet has 160. PF-Net has 800 parameters,
somewhere in between. If you change the value of S, you can change the
number of parameters without changing the number of channels. Moreover, if
we filter twice the length L, twice the parameter count of the standard CNN,
while the amount of parameters of PF-Net remains unchanged. This provides
a very selective filter without actually adding parameters to the optimization
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problem. In addition, as the number of parameters increases, the PF-Net
network has a more powerful fitting function, and at the same time, it is
more difficult to train. The user can freely set the number of deformation
points according to the data and actual needs.

– Interpretability: Same as SincNet, the features obtained by PF-Net in the
first convolutional layer are more interpretable and readable than other meth-
ods. The reason for this property of PF-Net is that all deformation points have
corresponding positions in frequency domain.

3 Related Work

In the process of speaker recognition, feature extraction has attracted much
attention. Researchers always assume that the input signal has a stable property
in a short enough time interval. Therefore, segmenting the input signal into mul-
tiple short-term frames and extracting their feature sequences can better model
the audio signal [26]. In the past, people mainly used manual features such as
MFCC [15,16], LPCC [17], and PLP [27]. These methods will inevitably lose part
of the speaker information. In the field of CNN, there have been many attempts
to process audio using amplitude spectrograms [28–32]. Compared with manual
features, the amplitude spectrogram retains more speaker features. However, this
method requires careful adjustment of some key hyperparameters such as frame
window length, overlap, and type. Therefore, it has become a trend to conduct
deep learning directly through raw audio [33–37] has proved its feasibility.

SincNet [22] uses a set of parameterized Sinc filters to directly learn from
the original audio. Liu proposed a learnable MFCC [38], but only carried out
experiments in speaker verification. In order to obtain the timing characteristics
in the original audio, many neural networks [18,19] used to process timing signals
are used for speaker recognition. To deal with more complex neural networks,
ResNet [20,21] was introduced into speaker recognition. These networks pay
more attention to the deep structure, but pay less attention to the first layer
structure of the network. RawNet [23] mixes CNN with LSTM to get better
performance, which has the same first layer as SincNet. However, for each filter,
SincNet only has two parameters that can be learned.

In this paper, a neural network which called PF-Net is proposed to learn the
shape of the filter by inserting deformation points into each filter. PF-Net can
actively control the number of learnable parameters by controlling the number of
deformation points. This kind of filter has a good effect on speaker recognition,
especially in the scene with several seconds samples. Each speaker provides a
short test statement.

4 Experimental Setup

On some public datasets (TIMIT and Librispeech), PF-Net was compared with
different baseline systems. In the following sections, we show the detailed settings
of the experiment.
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(a) CNN Filters (b) SincNet Filters

(c) PF-Net Filters

Fig. 3. Time domain representation of different channel filters earned by neural net-
works.

(a) CNN Filters (b) SincNet Filters

(c) PF-Net Filters

Fig. 4. Time domain representation of different channel filters earned by neural net-
works.

4.1 Corpora

This paper conducts experiments on the following two datasets.
TIMIT corpora [39], the voice sampling rate of the TIMIT dataset is 16 kHz,

which contains a total of 6300 sentences, and 70% of the speakers are male. Most
of the speakers are adult whites. Use the TIMIT dataset training set part for the
speaker recognition task (same as SincNet), After deleting TIMIT’s calibration
sentences (same sentences), each speaker had 8 sentences, of which five sentences
were used to train the model, and the remaining three were used for testing.
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Librispeech corpora [40], which is a corpus of about 1000 h of 16 kHz read-
ing English speech. It contains 2484 speakers, and the sampling rate is 16 kHz.
The training and test speech in the dataset are used in the experiment. After
removing the silent part, each sentence lasts for 2–6 s.

4.2 PF-Net Setup

Speech signal is divided into frames (frame length 200 ms, overlapping 10 ms)
and then input into PF-Net. We insert five deformation points in each filter. As
Fig. 2, The filter layer uses 80 filters of length 251, which are calculated by the
formula in Sect. 2. Subsequently, the CNN part used two standard convolutional
layers, the number of channels was 60, and the size of the convolution kernel was
5. Layer normalization [41] was used for input samples and for all convolutional
layers (so is the filter layer). Next, we used 3 fully connected layers containing
2048 neurons, which normalized with batch normalization [42]. The activation
function used leaky-ReLU [43]. The transformation point was initialized with
mel-scale. We used softmax classifier to output the posterior probability of each
frame. On this basis, the results of sentence-level classification were obtained by
voting. The RMSprop optimizer was applied, and the learning rate lr = 0.001,
α = 0.95, ε = 10−7. The batch size is 128. All hyper-parameters are optimized
on TIMIT, as is Librispeech. The speaker verification system can directly take
the softmax posterior score corresponding to the claimed identity [44].

4.3 Baseline Setups

This paper compares PF-Net with several different systems.
First of all, CNN network with raw waveform as input was applied. Its net-

work structure is the same as PF-Net in this paper, but the first layer convolution
was replaced by PF-Net convolution. Secondly, we compared with manual fea-
tures, this paper uses Kaldi toolkit [45] to calculate 40 FBANK features, which
were calculated every 25 ms, with an overlap time of 10 ms, forming a context
window of 200 ms. Layer normalization was also used in FBANK network and
processed by CNN network. Finally, Sinc function was used to replace the first
layer convolution of CNN. Except for the first layer, the network structure and
hyperparameters of PF-Net were all the same as SincNet [22]. For speaker veri-
fication experiments, the enrollment and test phase is conducted on Librispeech.

5 Results

This section reports the experimental validation of the proposed SincNet. First,
we perform a comparison between the filters learned by a SincNet and by a stan-
dard CNN. We then compare our architecture with other competitive systems
on speaker recognition tasks.
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5.1 Filter Analysis

Figure 3 and Fig. 4 are visual representations of the time-frequency domain
of the filters learned by CNN, SincNet and PF-Net in the librispeech dataset,
respectively. Through the analysis of them, we can find that PF-Net has the
advantages of both original CNN and SincNet. Figure 3 represents the time-
domain waveforms of the three filters. Through observation, we can conclude
that the filters learned by standard CNN are always noisy. In contrast, PF-Net
and SincNet can learn more interpretable filters. In the time domain, In the time
domain, SincNet found a narrower waveform while PF-Net found a wider one.
In the frequency response shown in Fig. 3, the standard CNN is more difficult to
interpret, and the noise is almost distributed in all frequency bands. For SincNet
structure, although the filter can learn the corresponding response of a specific
frequency band, its model remains unchanged in amplitude intensity. Figure 4(c)
shows that PF-Net is different from both. It not only realizes band-pass filtering,
but also is not invariable in amplitude intensity.

5.2 Speaker Identification

Table 1. Classification Error Rates (CER%) of PF-Net on two datasets

Model TIMIT LibriSpeech

CNN-FBANK 0.86 1.55

CNN-Raw 1.65 1.00

SINCNET 0.85 0.96

PF-NET 0.72 0.77

Table 1 shows the comparison of Classification Error Rates (CER%). This table
shows the comparison of PF-Net with other networks on the LibriSpeech dataset
and TIMIT dataset. The network using CNN raw has a lower accuracy rate
on the TIMIT dataset and a higher accuracy rate on the LibriSpeech dataset,
which indicates the advantage of the original filter, that is, it is more suitable for
datasets with large data volume, which is also a feature of the neural network.
CNN network using fbank performs well on data sets with small data volume
due to the use of manually extracted features. However, it is not as good as CNN
on larger datasets. Sincnet and PF-net are both manually designed features and
retain learnable parameters. Both of them combine the learnability of neural
network and the experience of manual design. Therefore, in two datasets of
different sizes, the CER can still be kept low. Among them, because PF-net has
designed more parameters that can be learned, it can learn more complex filter
banks, which makes PF-net outperform sincnet in datasets. This is because larger
datasets need more complex filters for characterization. Due to the small amount
of data in TIMIT, Sincnet is not very different from PF-net. However, with the
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increase of the amount of data, simple bandwidth learning cannot adapt to more
complex data, which makes a greater gap between the two in LibriSpeech.

The LibriSpeech dataset was fast in the first 500 rounds. Although the speed
slowed down thereafter, there was still a performance improvement, and the
training ended in the 2900th round. The Frame Error Rate (FER%) of Lib-
riSpeech is 0.3, which is better than the result on the TIMIT dataset.

5.3 Speaker Verification

Table 2 shows the comparison of Equal Error Rate (EER%). This table shows the
performance of the PF-Net on the LibriSpeech dataset. It can be seen that PF-
Net performs better than both a CNN trained on standard FBANK coefficients
and CNN trained or the raw waveform in speaker verification task. Although
the performance of PF-Net is close to SincNet in this task, it still has certain
advantages. Through the above experiments, it can be seen that PF-net improves
the baseline in speaker identification more than in speaker verification, which
may be because the speaker verification task is more prone to over fitting than
speaker recognition.

Table 2. Equal Error Rates (EER%) of PF-Net on two Librispeech dataset.

Model LibriSpeech

CNN-FBANK 0.37

CNN-Raw 0.36

SINCNET 0.32

PF-NET 0.30

6 Conclusion

In this paper, PF-Net is proposed, which is a neural architecture for directly
processing waveform audio. Our model is a change of SincNet, which forms a
loose constraint on the shape of the filter through effective parameterization
and retains a certain order. Compared with SincNet, PF-Net has more free-
dom and can adjust the number of parameters freely. PF-Net has carried out
extensive evaluation for challenging speaker recognition tasks, showing its per-
formance advantages in speaker recognition. In addition to improving the per-
formance, PF-Net and SincNet have the same advantages, that is, the conver-
gence speed of standard CNN is improved, and the computational efficiency is
improved by using the symmetry of the filter. In future work, we plan to eval-
uate PF-Net performance on datasets in other languages (such as Cn-Celeb) or
in more challenging environments (such as VoxCeleb). Although only speaker
recognition experiments are carried out in this paper, in theory, PF-Net, a time
series processing method, should also work in other fields. Therefore, our future
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work will be extended to emotion recognition and singer recognition. We have
ever uploaded the earlier version of this paper in arXiv, and now we have the
opportunity to publish it in MobileMedia. We also open related codes in Github
(github.com/TAN-OpenLab/PF-NET).
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Abstract. The pandemic outbreak of COVID-19 created panic all over the world.
As therapeutics that can effectively wipe out the virus and terminate transmis-
sion are not available, supportive therapeutics are the main clinical treatments
for COVID-19. Repurposing available therapeutics from other viral infections is
the primary surrogate in ameliorating and treating COVID-19. The therapeutics
should be tailored individually by analyzing the severity of COVID-19, age, gen-
der, comorbidities, and so on. We aim to investigate the effects of COVID-19
therapeutics and to search for laboratory parameters indicative of severity of ill-
ness. Multi-center collaboration and large cohort of patients will be required to
evaluate therapeutics combinations in the future.

This study is a single-center retrospective observational study of COVID-
19 clinical data in China. Information on patients’ treatment modalities, previous
medical records, individual disease history, and clinical outcomeswere considered
to evaluate treatment efficacy. After screening, 2,844 patients are selected for the
study. The result shows that treatment with TCM (Hazard Ratio (HR) 0.191 [95%
Confidence Interval (CI), 0.14–0.25]; p < 0.0001), antiviral therapy (HR 0.331
[95% CI 0.19–0.58]; p = 0.000128), or Arbidol (HR 0.454 [95% CI 0.34–0.60];
p < 0.0001) is associated with good prognostic of patients. Multivariate Cox
regression analysis showed TCM treatment decreased the mortality hazard ratio
by 69.4% (p < 0.0001).
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1 Introduction

The quick spread and highly contagious nature of COVID-19 created a severe crisis
worldwide. The absence of specific treatment for this decrease further raises the public
concerns. Therefore, governments the world over utilize all the possible measures to
prevent the infection and decrease the disease’s devastating outcomes. Although the
current therapeutics and vaccines havemade promising progress, supportive therapeutics
are themainmethods forCOVID-19 clinically [1]. There is still a longway for therapeutic
optimization and understanding of diverse therapeutic approaches under the high risk of
the second COVID-19 wave.

As the diseases caused by the SARS-CoV-2 range from asymptomatic, mild pneu-
monia to acute severe respiratory distress syndromes (ARDS), septic shock, andmultiple
organ dysfunction syndromes (MODS) [2]. The clinicians widely use antiviral, antibac-
terial, and TCM therapies to treat patients. Antivirals generally act through two paths:
first path directly attacks the virus and interrupts its replication machinery or its abil-
ity to attack host cells, and second path blocks the host–viral interactions on the host
side. Lopinavir (LPV), a protease inhibitor of 3CLpro, showed an antiviral effect against
the SARS-CoV-2 virus with the estimated EC50 (half-maximal effective concentration)
at 26.63 μM. LPV is commonly administered in coformulation with the structurally
related ritonavir (LPV/r), a mutagenic guanosine analog that inhibits cytochrome P450
metabolism of LPV and boosts lopinavir concentrations [3]. Arbidol blocks virus repli-
cation by inhibiting the fusion of the virus’s lipid membrane with the host cells, which
blocks viral entry and post-stages of entry by targeting viral proteins or virus-associated
host factors [4]. Arbidol targets the SARS-CoV-2 spike glycoprotein and impedes its
trimerization [5]. Arbidol may induce structural rigidity for binding at the RBD/ACE2
interface, which will inhibit the conformational dynamics required during virus entry
[6]. Besides, it can also regulate the immune system by promoting interferon release
from cells and continuing to play an antiviral role [7].

Fluoroquinolones are broad-spectrum antibiotics [8]; their mechanism of action is
by inhibiting the activities of p prokaryotic DNA gyrase–topoisomerase II and topoi-
somerase IV, which are involved in replication transcription and DNA synthesis [9].
Ciprofloxacin and moxifloxacin may interact with COVID-19 Main Protease [10].
Fluoroquinolones have limited ability to inhibit the replication of SARS-CoV-2 and
MERS-CoV in cultured cells [11]. Azithromycin is an orally active synthetic macrolide
antibiotic with a wide range of antibacterial, anti-inflammatory and antiviral proper-
ties. Azithromycin increased rhinovirus 1B- and rhinovirus 16-induced interferons and
interferon-stimulated gene mRNA expression and protein production, and reduced rhi-
novirus replication and release [12]. Macrolides’s antibacterial action is through inhi-
bition of protein synthesis via binding to the 50S subunit of bacterial ribosomes [13].
Antibacterial therapywill be adopted to prevent bacterial co-infection and secondary bac-
terial infection are critical risk factors for the severity and mortality rates of COVID-19.
It may increase drug resistance and raise the risks of allergic reactions.

TCM is an important weapon to contain the pandemic in Chinese history, which
has been widely used to treat a variety of infectious diseases such as SARS, H1N1, and
H5N1 [14, 15]. TCM can mitigate clinical symptoms, alleviate fever, shorten average
hospitalization time, and slows down mild to severe transition [16]. Some plants have
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been observed to be effective in laboratory or animal studies; however there is a need to
be aware that plant products may interact with other drugs [17]. Heparin and vitamin C
are effective natural products and TCM-based therapies for combating the COVID-19
and immune boosters [18]. The compound from Qingfei Paidu Decoction may directly
interfere with Toll-like receptor 4 and regulate the downstream signaling pathways, lead-
ing to the inhibition of release of proinflammation factors [19]. Lianhuaqingwen exerted
its anti-coronavirus activity by inhibiting virus replication, affects virus morphology
and reducing the cytokine release from host cells [20]. The mortality rate of patients
receiving TCM treatment was lower than those not receiving TCM treatment [21].

This study explores the factors that correlate with disease severity and hospitalization
mortality, and reveals the impact of different therapies on patient clinical outcomes. It
shows that treatment with TCM and antiviral therapy is associated with good prognostic
of patients benefits from main therapeutic methods for moderate patients are antiviral
and TCM therapy. Antibacterial therapy had reduced survival rate since antibiotics are
ineffective at suppressing bacterial infections and antimicrobial resistance may be asso-
ciated with harm to patients. The physiological parameters of patients such as MPV,
PT-INR, K+, EOS#, BASO#, BASO%, Ca, ALB/GLO, Lymph#, and EOS% are closely
related to the severity of the disease.

2 Methods

2.1 Study Design and Participants

This study was a retrospective, observational study based on clinical data from Tongji
Hospital inWuhan. The severity of patients’ illness is determined byWHO interim guid-
ancewith positive SARS-CoV-2RNAdetection in throat swab specimens.We categorize
patients into three groups and analyze the data by statistical methods. Specifically, we
analyzed the relationship of the treatment modalities, past medical history, individual
disease history, and clinical outcomes among patients with different disease severity. We
studied the correlation between the severity of illness and laboratory parameters as well
as the relationship between laboratory parameters and patient survival rate.

Inclusion and exclusion criteria are as follows: we included (1) RCTs or (2) cohort or
case-control studies reporting on the adjusted effect estimates of the association between
CST using in COVID-19 patients and one of the following a-priori outcomes: (1) in-
hospital mortality, (2) mechanical ventilation, (3) ICU admission, (4) viral shedding and
(5) composite outcomes if reported.

2.2 Data Collection

Wecollect the clinical data for 3337COVID-19patients.Datawere ascertained fromhos-
pital’s electronic medical record and recorded in a standardized electronic case report
form. The data include all the diagnostic, pathological, and therapeutic information.
Baseline data (such as demographics, medical history, individual disease history, and
physical examination), laboratory, treatment, and outcome data are extracted from elec-
tronic medical records. Laboratory tests include routine blood tests, biochemical tests,
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coagulation tests, blood gas analysis, cytokine tests, ferritin, erythrocyte sedimentation
rate, hypersensitive C-reactive protein, procalcitonin, etc. The treatment mainly includes
TCM, immunotherapy, antiviral therapy, antibacterial therapy, and supportive therapy.

2.3 Statistical Analysis

Descriptive data contains normal and non-normal distributed types. The first type is
expressed in terms of mean and standard deviation. Others are presented by median and
interquartile range. Categorical variables were presented as percentages. We applied the
Analysis of Variance or Kruskal-Wallis rank-sum for two kinds of data, respectively,
comparing groups with varying disease severity. The chi-square test was performed to
compare count data. We use Kaplan-Meier to plot to visualize survival curves, Log-rank
test to compare the survival curves of two or more groups, and Cox proportional hazards
regression for survival analysis to describe the effect of variables on survival.

Kaplan-Meier curves and log-rank tests – are examples of univariate analysis. They
describe the survival according to one factor under investigation, but ignore the impact
of any others. Additionally, Kaplan-Meier curves and log rank tests are useful only when
the predictor variable is categorical. They don’t work quickly for quantitative predictors.
An alternative method is the Cox proportional hazards regression analysis, which works
for both quantitative predictor variables and categorical variables. Furthermore, the Cox
regression model extends survival analysis methods to simultaneously assess several
risk factors’ effect on survival time.

Assess the association between different drugs and in-hospital mortality in patients
admitted with COVID-19 using a Kaplan-Meier method. The Cox proportional hazards
regression analysis was used to extend survival analysis methods to assess the effect of
several risk factors for in-hospital mortality simultaneously. All statistical analyses were
conducted using the R language.

3 Results

We collect the clinical data for 3337 COVID-19 patients from Tongji Hospital inWuhan.
The data include all the diagnostic, pathological, and therapeutic information, which
is screened to finalize the patients’ cohort for further statistical analysis. Patients were
excluded because they have asymptomatic ormild clinical symptomswithout pneumonia
on CT imaging since they do not need therapeutic intervention for recovery. Patients who
are not sick enough to be hospitalized or lack of clinical records are excluded in this
study. 2,844 (85.23%) patients after screeningwere grouped into categories in this study:
moderate, severe, and critical ill according to the severity of COVID-19 (Fig. 1). The
definition of COVID-19 severity follows the WHO standards. The various therapeutics
have been used to treat three groups of patients, including 242 moderate, 1995 severe,
and 607 critically ill patients.

For our study, the most commonly used combination for critically ill patients is
ventilator, oxygen-therapy, TCM, hormone therapy, antiviral therapy and antibacterial
therapy. The combination of oxygen therapy, TCM, antiviral therapy and antibacterial
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Fig. 1. Overview of participants selection included in this cohort. Some patients are excluded
due to following factors such as missing important information and non-treatment cases for self-
recovery.

therapy is most common for seriously ill patients. Moderate patients used a combination
of TCM and antivirals at most.

The main therapeutic methods for moderate patients are antiviral (88.4%) and TCM
(79.8%) therapy. Same patients receive a combination of different treatments, which
causes the total percentage is greater than 100%. The therapeutics for severe patients
are antiviral therapy (97.1%), oxygen therapy (89.3%), TCM (88.0%), and antibacte-
rial therapy (72.8%). The treatment methods for critically ill patients are: oxygen ther-
apy (98.7%), antiviral therapy (95.4%), antibacterial therapy (92.4%), hormone therapy
(80.1%), and TCM (78.4%). Patients in less severity group have fewer therapeutics since
some treatments are invasive, only applicable in severe conditions, and side effects. Oxy-
gen therapy was used in a large proportion of patients (2508, 88.2%), while ventilator,
intubate, hemodialysis, ECMO, andCRRTweremainly used in critically ill patients. 848
(29.8%) patients were treated with gamma globulin, 2,424 (85.2%) with TCM, 1,295
(45.5%) with hormone, 455 (16.0%) with immunotherapy, 2,119 (74.5%) with antibac-
terial therapy, and 2,731 (96.0%) with antiviral therapy for all three groups. The five
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most widely used antiviral drugs are Arbidol (1800, 63.3%), Ganciclovir (191, 6.7%),
Oseltamivir (201, 7.1%), Interferon (126, 4.4%), and Kaletra (269, 9.5%).

Descriptive data was presented as mean with standard deviation for normally dis-
tributed continuous variables, where the standard deviation is in the bracket following
mean. For non-normally-distributed data, we list the variable median with interquartile
range in the following bracket. Categorical or binary variableswere presented as percent-
ages. For a different group of patients, the number of patients is listed followed with the
percentage of treatment or nontreatment (Table 1). The mean age was 58.74 years (SD
15.28), and the severe group has higher mean age. Aging is associated with endothelial
dysfunction and weak immune protection, contributing to vascular pathologies and car-
diovascular diseases [22]. 1393 cases (49.0%) were male, and the group of critically ill
patients comprised more males (57.2%) patients. Sex differences in immune responses
underlie COVID-19 disease outcomes [23]. There were no significant differences in
height, weight, body mass index, and body surface area among patients with different
disease severity within three groups.

We applied the Analysis of Variance or Kruskal-Wallis rank-sum (variables with
non-normal distribution) for continuous variables between groups with different disease
severity. The chi-square testwas performed to compare count data. Therewere significant
differences (p < 0.01) in the proportion of patients with previous disease history in
different disease severity. Patients in COVID-19 with comorbidities of hypertension,
coronary, diabetes, chronic obstructive pulmonary diseases,malignancy, cerebrovascular
disease, trauma history, or cardiovascular were more likely to be critically ill, associated
with poorer outcomes in COVID-19 patients. Diabetes (13.7%overall) is associatedwith
immunological dysregulation, which is potentially equivalent to accelerated aging, and
could therefore potentially explain the poor prognosis in patients with diabetes mellitus
and COVID-19. Preexisting cardiovascular diseases is an essential factor for myocardial
injury as approximately 30% and 60% of patients with cardiac injury have coronary
heart disease and hypertension previously [3, 4]. Patients with underlying cardiovascular
disease, including hypertension, coronary heart disease, and cardiomyopathy are more
likely to develop more severe adverse outcomes when myocardial injury occurs after
COVID-19 infection and face a higher risk of death [24].

It is known that there is no effective therapeutics against COVID-19, and it will be
informative to compare the available supportive treatment in the reduction of mortality
and hospitalization time. We use Kaplan-Meier plots to visualize and Log-rank test
to compare the impact on mortality by Arbidol, Ganciclovir, Oseltamivir, Interferon,
Kaletra, antibacterial therapy, and TCM. There were significant differences (p< 0.0001)
in patients survival rate treated with or without Abidiol, antibacterial, or TCM. Patients
who had been treated with either Arbidol or TCM had improved survival likelihood,
whereas antibacterial therapy had reduced survival rate. The phenomenon about patients
who receive antibacterial therapy shows bacterial infection symptoms reacts SARS-
CoV-2 infection weaken the immune system that increases the risk of bacterial infection.
However, the current antibacterial are not effective for the inhibition of bacterial infection
(Fig. 2).

A separate univariate Cox regression evaluated each factor to show the statistical
significance of each variable with overall survival. Univariate Cox regression yielded
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Table 1. Statistics on baseline characteristics, treatment, and comorbidities among patients with
different severities and overall.

Level Moderate Severe Critical Overall p

n 242 1,995 607 2,844

Age (mean (SD)) 48.88
(14.42)

57.70
(14.64)

66.10
(14.51)

58.74
(15.28)

<0.001

Inhospital length
(mean (SD))

10.43
(6.94)

22.10
(12.06)

29.03
(16.64)

22.59
(13.66)

<0.001

Sex (%) Female 126 (52.1) 1065
(53.4)

260 (42.8) 1451
(51.0)

<0.001

Male 116 (47.9) 930 (46.6) 347 (57.2) 1393
(49.0)

Height (median
[IQR])

168.00
[160.00,
170.00]

165.00
[160.00,
170.00]

167.00
[160.00,
170.00]

165.00
[160.00,
170.00]

0.067

Weight (median
[IQR])

65.00
[59.00,
72.88]

65.00
[57.00,
70.00]

64.00
[55.00,
70.00]

65.00
[57.00,
70.00]

0.322

BMI (median [IQR]) 23.66
[21.92,
25.26]

23.44
[21.48,
25.50]

23.03
[20.92,
25.10]

23.44
[21.47,
25.39]

0.163

BSA (mean (SD)) 1.81 (0.17) 1.80
(0.34)

1.79
(0.18)

1.80
(0.30)

0.798

Ventilator (%) No 239 (98.8) 1902
(95.3)

263 (43.3) 2404
(84.5)

<0.001

Yes 3 (1.2) 93 (4.7) 344 (56.7) 440 (15.5)

Intubate (%) No 241 (99.6) 1978
(99.1)

415 (68.4) 2634
(92.6)

<0.001

Yes 1 (0.4) 17 (0.9) 192 (31.6) 210 (7.4)

Oxygen therapy (%) No 115 (47.5) 213 (10.7) 8 (1.3) 336 (11.8) <0.001

Yes 127 (52.5) 1782
(89.3)

599 (98.7) 2508
(88.2)

Hemodialysis (%) No 242 (100.0) 1992
(99.8)

524 (86.3) 2758
(97.0)

<0.001

Yes 0 (0.0) 3 (0.2) 83 (13.7) 86 (3.0)

ECMO (%) No 242 (100.0) 1994
(99.9)

592 (97.5) 2828
(99.4)

<0.001

Yes 0 (0.0) 1 (0.1) 15 (2.5) 16 (0.6)

(continued)



382 Y. Gao et al.

Table 1. (continued)

Level Moderate Severe Critical Overall p

CRRT (%) No 242 (100.0) 1994
(99.9)

530 (87.3) 2766
(97.3)

<0.001

Yes 0 (0.0) 1 (0.1) 77 (12.7) 78 (2.7)

Gamma globulin
therapy (%)

No 220 (90.9) 1521
(76.2)

255 (42.0) 1996
(70.2)

< 0.001

Yes 22 (9.1) 474 (23.8) 352 (58.0) 848 (29.8)

TCM (%) No 49 (20.2) 240 (12.0) 131 (21.6) 420 (14.8) <0.001

Yes 193 (79.8) 1755
(88.0)

476 (78.4) 2424
(85.2)

Hormone therapy
(%)

No 202 (83.5) 1226
(61.5)

121 (19.9) 1549
(54.5)

< 0.001

Yes 40 (16.5) 769 (38.5) 486 (80.1) 1295
(45.5)

Immunotherapy (%) No 209 (86.4) 1740
(87.2)

440 (72.5) 2389
(84.0)

<0.001

Yes 33 (13.6) 255 (12.8) 167 (27.5) 455 (16.0)

Antiviral therapy
(%)

No 28 (11.6) 57 (2.9) 28 (4.6) 113 (4.0) <0.001

Yes 214 (88.4) 1938
(97.1)

579 (95.4) 2731
(96.0)

Arbidol (%) No 150 (62.0) 631 (31.6) 263 (43.3) 1044
(36.7)

<0.001

Yes 92 (38.0) 1364
(68.4)

344 (56.7) 1800
(63.3)

Ganciclovir (%) No 237 (97.9) 1874
(93.9)

542 (89.3) 2653
(93.3)

<0.001

Yes 5 (2.1) 121 (6.1) 65 (10.7) 191 (6.7)

Oseltamivir (%) No 227 (93.8) 1848
(92.6)

568 (93.6) 2643
(92.9)

0.627

Yes 15 (6.2) 147 (7.4) 39 (6.4) 201 (7.1)

Interferon (%) No 229 (94.6) 1914
(95.9)

575 (94.7) 2718
(95.6)

0.338

Yes 13 (5.4) 81 (4.1) 32 (5.3) 126 (4.4)

Kaletra (%) No 228 (94.2) 1819
(91.2)

528 (87.0) 2575
(90.5)

0.001

(continued)
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Table 1. (continued)

Level Moderate Severe Critical Overall p

Yes 14 (5.8) 176 (8.8) 79 (13.0) 269 (9.5)

Antibacterial
therapy (%)

No 137 (56.6) 542 (27.2) 46 (7.6) 725 (25.5) <0.001

Yes 105 (43.4) 1453
(72.8)

561 (92.4) 2119
(74.5)

Smoking (%) No 242 (100.0) 1976
(99.0)

603 (99.3) 2821
(99.2)

0.265

Yes 0 (0.0) 19 (1.0) 4 (0.7) 23 (0.8)

Past disease (%) No 136 (56.2) 956 (47.9) 181 (29.8) 1273
(44.8)

<0.001

Yes 106 (43.8) 1039
(52.1)

426 (70.2) 1571
(55.2)

Infectious disease
(%)

No 231 (95.5) 1934
(96.9)

582 (95.9) 2747
(96.6)

0.269

Yes 11 (4.5) 61 (3.1) 25 (4.1) 97 (3.4)

Allergic history (%) No 226 (93.4) 1818
(91.1)

571 (94.1) 2615
(91.9)

0.046

Yes 16 (6.6) 177 (8.9) 36 (5.9) 229 (8.1)

Blood transfusion
history (%)

No 242 (100.0) 1980
(99.2)

601 (99.0) 2823
(99.3)

0.313

Yes 0 (0.0) 15 (0.8) 6 (1.0) 21 (0.7)

Past surgery (%) No 201 (83.1) 1666
(83.5)

482 (79.4) 2349
(82.6)

0.064

Yes 41 (16.9) 329 (16.5) 125 (20.6) 495 (17.4)

Hypertension (%) No 203 (83.9) 1448
(72.6)

344 (56.7) 1995
(70.1)

<0.001

Yes 39 (16.1) 547 (27.4) 263 (43.3) 849 (29.9)

Coronary (%) No 237 (97.9) 1860
(93.2)

544 (89.6) 2641
(92.9)

<0.001

Yes 5 (2.1) 135 (6.8) 63 (10.4) 203 (7.1)

Diabetes (%) No 222 (91.7) 1733
(86.9)

500 (82.4) 2455
(86.3)

0.001

Yes 20 (8.3) 262 (13.1) 107 (17.6) 389 (13.7)

(continued)
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Table 1. (continued)

Level Moderate Severe Critical Overall p

COPD (%) No 241 (99.6) 1977
(99.1)

593 (97.7) 2811
(98.8)

0.01

Yes 1 (0.4) 18 (0.9) 14 (2.3) 33 (1.2)

Malignancy (%) No 238 (98.3) 1950
(97.7)

579 (95.4) 2767
(97.3)

0.004

Yes 4 (1.7) 45 (2.3) 28 (4.6) 77 (2.7)

CKD (%) No 239 (98.8) 1989
(99.7)

599 (98.7) 2827
(99.4)

0.007

Yes 3 (1.2) 6 (0.3) 8 (1.3) 17 (0.6)

Cerebrovascular
disease (%)

No 237 (97.9) 1954
(97.9)

555 (91.4) 2746
(96.6)

<0.001

Yes 5 (2.1) 41 (2.1) 52 (8.6) 98 (3.4)

Immunodeficiency
disease (%)

No 242 (100.0) 1,995
(100.0)

607
(100.0)

2,844
(100.0)

NA

Hepatitis (%) No 234 (96.7) 1963
(98.4)

592 (97.5) 2789
(98.1)

0.107

Yes 8 (3.3) 32 (1.6) 15 (2.5) 55 (1.9)

Tuberculosis (%) No 238 (98.3) 1961
(98.3)

592 (97.5) 2791
(98.1)

0.458

Yes 4 (1.7) 34 (1.7) 15 (2.5) 53 (1.9)

Trauma history (%) No 241 (99.6) 1953
(97.9)

583 (96.0) 2777
(97.6)

0.004

Yes 1 (0.4) 42 (2.1) 24 (4.0) 67 (2.4)

Cardiovascular (%) No 194 (80.2) 1363
(68.3)

305 (50.2) 1862
(65.5)

<0.001

Yes 48 (19.8) 632 (31.7) 302 (49.8) 982 (34.5)

Abbreviations: Body Mass Index, BMI; Body Surface Area, BSA; Extracorporeal Membrane
Oxygenation, ECMO; Continuous Renal Replacement Therapy, CRRT; Chronic Obstructive
Pulmonary Diseases, COPD; Chronic Kidney Disease, CKD.

similar results as survival analysis. Besides, we found differences in the characteristics
of the patients’ ventricle, intubate, hemodynamics, ECMO,CRRT, gamma globulin ther-
apy, hormone therapy, infectious disease, coronary, malignant, CKD, or cerebrovascular
disease had a significant impact (p< 0.01) on survival. Treatment with TCM (HR 0.191
[95% CI 0.14–0.25]; p< 0.0001), antiviral therapy (HR 0.331 [95% CI 0.19–0.58]; p=
0.000128), or Arbidol (HR 0.454 [95% CI 0.34–0.60]; p < 0.0001) is associated with
good prognostic of patients, and others were associated with poor outcome or a higher
risk of death (Table 2).
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Fig. 2. Kaplan-Meier survival curves. Kaplan Meier survival curves and log rank tests for the
effect of Arbidol (a), Ganciclovir (b), Oseltamivir (c), Interferon (d), Kaletra (e), Antibacterial
therapy (f), and TCM (g) treatments on mortality.

Table 2. Univariate Cox regression of baseline characteristics, treatment, and comorbidities.

Beta HR (95% CI for HR) wald.test p. value

Ventilator 3.86 47.6 (29–77) 243 9.82E−55

Intubate 2.99 19.9 (15–27) 399 1.07E−88

Oxygen therapy 17.2 28100000 (0-Inf) 0 0.99

Hemodialysis 2.28 9.75 (7.1–13) 199 4.23E−45

ECMO 1.23 3.43 (1.6–7.4) 9.69 0.00186

CRRT 2.4 11 (8–15) 224 1.17E−50

Gamma globulin therapy 1.15 3.17 (2.4–4.2) 60.3 8.15E−15

TCM −1.66 0.191 (0.14–0.25) 130 3.40E−30

(continued)



386 Y. Gao et al.

Table 2. (continued)

Beta HR (95% CI for HR) wald.test p. value

Hormone therapy 2.07 7.95 (5–13) 76.7 2.01E−18

Immunotherapy −0.121 0.886 (0.62–1.3) 0.45 0.5

Antiviral therapy −1.1 0.331 (0.19–0.58) 14.7 0.000128

Arbidol −0.79 0.454 (0.34–0.6) 31.2 2.39E−08

Ganciclovir 0.42 1.52 (0.99–2.4) 3.58 0.0584

Oseltamivir −0.502 0.605 (0.31–1.2) 2.16 0.141

Interferon 0.14 1.15 (0.63–2.1) 0.2 0.653

Kaletra −0.421 0.656 (0.39–1.1) 2.45 0.117

Antibacterial therapy 2.18 8.81 (3.6–21) 23 1.62E−06

Smoking −0.856 0.425 (0.059–3.1) 0.72 0.395

Past disease 0.361 1.43 (1.1–1.9) 5.78 0.0162

Infectious disease 0.833 2.3 (1.3–4) 8.41 0.00374

Allergic history −0.518 0.596 (0.32–1.1) 2.55 0.11

Blood transfusion history 1.2 3.3 (1.2–8.9) 5.6 0.018

Past surgery 0.113 1.12 (0.79–1.6) 0.41 0.522

Hypertension 0.178 1.2 (0.9–1.6) 1.48 0.224

Coronary 0.609 1.84 (1.2–2.8) 8.38 0.00379

Diabetes 0.108 1.11 (0.77–1.6) 0.32 0.569

COPD 0.249 1.28 (0.47–3.5) 0.24 0.624

Malignancy 0.743 2.1 (1.2–3.7) 6.66 0.00988

CKD 1.38 3.97 (1.5–11) 7.42 0.00643

Cerebrovascular disease 0.754 2.13 (1.3–3.5) 8.77 0.00306

Hepatitis 0.551 1.73 (0.77–3.9) 1.76 0.184

Tuberculosis 0.562 1.75 (0.78–4) 1.84 0.175

Trauma history −0.0835 0.92 (0.38–2.2) 0.03 0.854

Cardiovascular 0.335 1.4 (1.1–1.8) 5.57 0.0183

Besides, we used multivariate Cox regression analysis to describe how these factors
work together to influence survival. Multivariate Cox regression analysis showed that
treatment with TCM decreased the mortality hazard ratio by 69.4% (p< 0.0001), while
supportive treatment ventilator or intubate use was statistically associated with a higher
risk of mortality due to COVID-19 (Table 3).

We constructed new data frames with two rows according to TCM treatment or not,
and other covariates were fixed as used (not used). The resulting survival curve again
indicates a strong relationship betweenTCM therapy and decreased risk of death (Fig. 3).
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Table 3. Multivariate Cox regression analysis of baseline characteristics, treatment, and comor-
bidities.

exp (coef) [confint] coef se (coef) z p.value

Ventilator 20.213 [11.273, 36.244] 3.006 0.298 10.091 6.08E−24

Intubate 3.267 [2.269, 4.705] 1.184 0.186 6.363 1.98E−10

Hemodialysis 1.511 [0.888, 2.569] 0.413 0.271 1.524 0.127617286

ECMO 0.660 [0.296, 1.471] −0.415 0.409 −1.016 0.309832551

CRRT 0.791 [0.465, 1.346] −0.234 0.271 −0.864 0.387582057

Gamma globulin
therapy

0.725 [0.526, 1.000] −0.322 0.164 −1.962 0.049745714

TCM 0.306 [0.225, 0.414] −1.186 0.155 −7.633 2.30E−14

Hormone therapy 1.202 [0.702, 2.060] 0.184 0.275 0.670 0.502639462

Antiviral therapy 0.562 [0.302, 1.045] −0.576 0.317 −1.821 0.068572796

Arbidol 0.794 [0.590, 1.068] −0.231 0.151 −1.524 0.127407379

Antibacterial
therapy

1.438 [0.557, 3.708] 0.363 0.483 0.751 0.452801778

Infectious disease 2.264 [1.260, 4.069] 0.817 0.299 2.732 0.006303463

Coronary 1.186 [0.773, 1.822] 0.171 0.219 0.782 0.434423283

Malignancy 1.305 [0.722, 2.357] 0.266 0.302 0.882 0.377638162

CKD 0.816 [0.293, 2.268] −0.204 0.522 −0.390 0.696198216

Cerebrovascular
disease

0.929 [0.534, 1.616] −0.074 0.283 −0.262 0.793590892

Exp (coef): the exponentiated coefficients; coef: the regression coefficients; se (coef): standard
error of the regression coefficient; z: coef/se (coef).

Fig. 3. Visualized survival curves for the new data frames. The latest data framework only kept
the values of TCM, modified the other parameters to the same value; the left panel was based on
the different treatments all used or had comorbidity, the right panel is the opposite.

A total of 77 indicators derived from laboratory tests including routine blood tests,
biochemistry, coagulation, blood gas, cytokines, ferritin, erythrocyte sedimentation rate,
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hypersensitive C-reactive protein, and procalcitonin were included in this study. Except
forMean Corpuscular Hemoglobin (MCH),Monocyte count (Mono#), Actual bicarbon-
ate (AB), Standard bicarbonate (SB), Base excess (BE), Standard base surplus (SBE),
Blood carbon dioxide content, and Interleukin-1β (IL-1β), the other 69 indices were
significantly different (p < 0.001) between patients with varying severities of disease
(Table 4, Fig. 4).

Table 4. Statistics on laboratory indices among patients with different severities and overall.

Moderate Severe Critical Overall p

N 242 1,995 607 2,844

WBC# 5.69 [4.77,
6.72]

5.67 [4.82,
6.86]

8.04 [6.00,
10.97]

5.96 [4.95,
7.49]

< 0.001

RBC# 4.28 [3.98,
4.72]

4.08 [3.75,
4.45]

3.74 [3.33,
4.14]

4.04 [3.68,
4.42]

< 0.001

MCV 89.24 [86.59,
91.71]

90.00
[87.35,
92.66]

90.94
[87.90,
93.92]

90.13
[87.37,
92.84]

< 0.001

MCHC 342.00
[336.00,
348.00]

342.00
[335.33,
349.00]

339.73
[331.47,
346.62]

341.33
[334.84,
348.33]

< 0.001

MCH 30.60 [29.60,
31.50]

30.87
[29.80,
31.82]

30.85
[29.80,
31.92]

30.83
[29.78,
31.80]

0.021

RDW-CV 12.72 [12.13,
13.24]

12.63
[12.10,
13.22]

13.46
[12.70,
14.54]

12.78
[12.20,
13.50]

< 0.001

RDW-SD 41.30 [38.92,
43.51]

41.15
[38.98,
43.55]

44.05
[41.29,
48.02]

41.63
[39.30,
44.30]

< 0.001

Lymph% 31.30 [25.87,
36.21]

26.88
[21.28,
32.50]

15.46 [7.41,
21.17]

25.30
[18.71,
31.35]

< 0.001

Lymph# 1.74 [1.35,
2.11]

1.49 [1.18,
1.81]

0.99 [0.68,
1.33]

1.41 [1.08,
1.78]

< 0.001

Mono% 8.52 [7.44,
9.66]

8.90 [7.63,
10.37]

7.39 [5.14,
9.06]

8.64 [7.25,
10.10]

< 0.001

Mono# 0.48 [0.41,
0.58]

0.50 [0.41,
0.61]

0.52 [0.40,
0.68]

0.50 [0.41,
0.62]

0.004

Neut% 56.32 [51.56,
62.51]

61.21
[54.97,
67.30]

74.98
[67.39,
86.80]

63.03
[56.00,
70.50]

< 0.001

(continued)
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Table 4. (continued)

Moderate Severe Critical Overall p

Neut# 3.27 [2.59,
4.03]

3.46 [2.74,
4.47]

5.99 [4.20,
9.06]

3.73 [2.86,
5.12]

< 0.001

Hct 38.10 [35.88,
41.70]

36.75
[34.05,
39.42]

33.82
[30.33,
37.13]

36.40
[33.43,
39.22]

< 0.001

Eos% 2.30 [1.40,
3.21]

1.77 [1.10,
2.70]

1.06 [0.35,
2.18]

1.70 [0.95,
2.65]

< 0.001

Baso% 0.49 [0.30,
0.60]

0.40 [0.28,
0.58]

0.25 [0.16,
0.40]

0.40 [0.24,
0.55]

< 0.001

Eos# 0.13 [0.08,
0.19]

0.10 [0.06,
0.15]

0.08 [0.03,
0.14]

0.10 [0.05,
0.15]

< 0.001

Baso# 0.03 [0.02,
0.04]

0.02 [0.01,
0.03]

0.02 [0.01,
0.03]

0.02 [0.01,
0.03]

< 0.001

Hb 131.50
[122.00,
143.00]

125.50
[115.67,
135.50]

114.87
[102.16,
126.27]

124.00
[113.33,
134.75]

< 0.001

PLT# 227.00
[199.00,
264.17]

231.38
[192.00,
277.20]

196.47
[135.96,
254.97]

224.83
[183.50,
273.00]

< 0.001

MPV 10.40 [9.90,
11.00]

10.50 [9.97,
11.10]

11.06
[10.35,
11.80]

10.60
[10.00,
11.23]

< 0.001

PDW 12.00 [10.96,
13.30]

11.93
[10.81,
13.34]

13.03
[11.43,
15.00]

12.13
[10.95,
13.58]

< 0.001

Thrombocytocrit 0.24 [0.21,
0.27]

0.24 [0.20,
0.29]

0.22 [0.16,
0.27]

0.24 [0.20,
0.28]

< 0.001

P-LCR% 28.02 [23.89,
33.21]

28.52
[24.17,
33.60]

33.08
[27.27,
38.88]

29.38
[24.55,
34.64]

< 0.001

ALT 21.17 [13.88,
36.00]

23.63
[15.24,
37.00]

27.55
[18.22,
42.69]

24.00
[15.67,
38.00]

< 0.001

(continued)
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Table 4. (continued)

Moderate Severe Critical Overall p

AST 20.00 [16.00,
26.50]

22.00
[17.33,
28.85]

29.50
[22.14,
41.90]

23.00
[18.00,
31.20]

< 0.001

GGT 24.58 [16.00,
41.87]

28.33
[18.00,
47.75]

40.75
[25.50,
66.93]

30.00
[19.00,
51.00]

< 0.001

TBil 8.80 [6.93,
11.57]

8.50 [6.68,
11.00]

10.80 [8.02,
15.05]

8.84 [6.90,
11.77]

< 0.001

DBIL 3.30 [2.71,
4.10]

3.46 [2.80,
4.44]

5.07 [3.60,
7.29]

3.63 [2.90,
4.90]

< 0.001

IBIL 5.57 [4.24,
7.40]

4.97 [3.80,
6.60]

5.44 [4.22,
7.56]

5.13 [3.90,
6.82]

< 0.001

ALB 41.80 [40.00,
43.80]

37.64
[34.70,
40.65]

33.62
[30.84,
35.80]

37.10
[33.93,
40.50]

< 0.001

GLO 27.92 [26.15,
30.31]

30.00
[27.27,
32.92]

32.14
[28.40,
35.72]

30.13
[27.27,
33.40]

< 0.001

TP 69.78 [67.46,
72.93]

68.10
[65.15,
70.95]

65.67
[61.62,
69.26]

67.80
[64.63,
70.85]

< 0.001

ALB/GLO 1.49 [1.36,
1.66]

1.26 [1.09,
1.46]

1.07 [0.91,
1.24]

1.25 [1.05,
1.45]

< 0.001

Crea 67.67 [58.00,
77.00]

67.50
[57.00,
79.58]

72.88
[57.67,
93.89]

68.33
[57.00,
82.00]

< 0.001

Urea 4.50 [3.90,
5.60]

4.35 [3.60,
5.19]

6.20 [4.70,
9.83]

4.60 [3.78,
5.70]

< 0.001

UA 321.00
[256.00,
387.15]

271.33
[221.60,
330.42]

233.79
[173.73,
310.33]

268.17
[214.44,
333.35]

< 0.001

TC 4.44 [3.81,
5.07]

4.13 [3.60,
4.71]

3.57 [2.93,
4.31]

4.05 [3.47,
4.68]

< 0.001

K+ 4.22 [4.07,
4.47]

4.25 [4.00,
4.48]

4.33 [4.06,
4.66]

4.26 [4.02,
4.50]

< 0.001

Na+ 140.80
[139.70,
141.80]

140.17
[138.75,
141.50]

139.49
[137.40,
141.57]

140.13
[138.60,
141.53]

< 0.001

(continued)
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Table 4. (continued)

Moderate Severe Critical Overall p

Cl− 102.20
[100.90,
103.50]

101.72
[100.10,
103.22]

100.38
[98.04,
102.99]

101.60
[99.72,
103.22]

< 0.001

Ca 2.27 [2.20,
2.33]

2.19 [2.13,
2.24]

2.13 [2.06,
2.19]

2.18 [2.12,
2.25]

< 0.001

Glu 5.09 [4.75,
5.50]

5.54 [5.03,
6.54]

6.94 [5.87,
9.08]

5.69 [5.07,
6.99]

< 0.001

LDH 182.00
[162.00,
201.50]

206.00
[178.00,
241.25]

290.20
[234.50,
429.20]

213.85
[181.68,
260.83]

< 0.001

ALP 63.42 [53.50,
76.00]

65.75
[55.40,
78.50]

76.80
[61.36,
99.83]

67.00
[56.40,
81.94]

< 0.001

CKD-EPI formula 98.65 [90.65,
108.77]

93.79
[82.80,
103.90]

86.18
[67.35,
97.70]

93.30
[80.76,
103.50]

< 0.001

TT 16.10 [15.40,
16.60]

16.50
[15.90,
17.18]

16.51
[15.76,
17.80]

16.45
[15.80,
17.20]

< 0.001

PT 13.30 [13.00,
13.70]

13.53
[13.10,
14.00]

14.37
[13.67,
15.62]

13.63
[13.20,
14.20]

< 0.001

APTT 38.10 [35.90,
40.70]

38.20
[35.74,
41.30]

40.10
[36.79,
44.53]

38.50
[35.90,
41.80]

< 0.001

PT-INR 1.01 [0.98,
1.05]

1.03 [1.00,
1.08]

1.12 [1.04,
1.24]

1.04 [1.00,
1.10]

< 0.001

D-Dimer 0.26 [0.22,
0.39]

0.55 [0.30,
1.11]

2.27 [1.05,
4.27]

0.66 [0.32,
1.59]

< 0.001

Fbg 3.10 [2.74,
3.64]

4.06 [3.34,
4.89]

4.32 [3.58,
5.22]

4.03 [3.28,
4.90]

< 0.001

PTA 98.00 [92.75,
103.42]

95.00
[89.00,
101.00]

84.67
[73.00,
93.71]

93.67
[86.33,
100.00]

< 0.001

PaO2 110.00
[92.60,
137.00]

116.00
[96.07,
149.33]

102.33
[77.82,
139.07]

112.00
[90.40,
144.00]

< 0.001

(continued)
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Table 4. (continued)

Moderate Severe Critical Overall p

SaO2 98.20 [97.30,
99.00]

98.30
[97.10,
99.10]

96.58
[92.73,
98.60]

97.90
[95.96,
99.00]

< 0.001

PaCO2 42.50 [40.20,
44.80]

41.20
[37.85,
43.90]

38.45
[34.31,
43.61]

40.70
[36.60,
43.80]

< 0.001

AB 24.70 [23.20,
25.90]

24.50
[22.92,
25.81]

24.60
[21.90,
26.86]

24.50
[22.70,
26.02]

0.572

SB 24.30 [23.55,
25.10]

24.40
[23.20,
25.40]

24.82
[22.80,
26.75]

24.50
[23.20,
25.86]

0.107

BE −0.10
[−1.05, 0.80]

−0.10
[−1.40,
1.10]

0.55 [−1.90,
2.60]

0.10
[−1.50,
1.70]

0.067

SBE 0.10 [−0.90,
1.20]

0.10
[−1.40,
1.38]

0.40 [−2.22,
2.60]

0.20
[−1.50,
1.80]

0.317

Blood carbon
dioxide content

21.00 [19.90,
21.60]

21.50
[20.30,
23.00]

21.90
[19.40,
23.90]

21.60
[20.00,
23.35]

0.258

Calcium ion-PH
correction

2.33 [2.19,
2.42]

2.30 [2.19,
2.41]

2.35 [2.23,
2.44]

2.32 [2.20,
2.42]

< 0.001

IL-6 2.79 [1.89,
5.26]

5.18 [2.79,
12.50]

24.90 [9.50,
76.53]

6.64 [3.10,
20.44]

< 0.001

IL-10 6.45 [6.12,
7.90]

7.20 [5.90,
9.78]

10.60 [7.66,
18.30]

8.30 [6.30,
12.96]

< 0.001

IL-8 9.00 [7.05,
13.12]

11.00 [7.90,
17.52]

19.60
[12.21,
40.29]

12.28 [8.30,
21.30]

< 0.001

TNF-α 7.30 [6.07,
8.80]

7.80 [6.30,
9.90]

10.59 [8.00,
15.48]

8.25 [6.58,
10.60]

< 0.001

(continued)
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Table 4. (continued)

Moderate Severe Critical Overall p

IL-1β 9.75 [7.20,
15.15]

8.70 [6.40,
12.10]

9.11 [6.80,
15.41]

8.80 [6.60,
13.20]

0.074

IL-2R 293.25
[234.25,
405.00]

441.50
[310.00,
623.50]

780.61
[519.26,
1179.76]

473.50
[317.00,
705.47]

< 0.001

Ferr 240.30
[121.80,
394.30]

428.80
[232.40,
682.65]

908.59
[496.69,
1620.17]

484.30
[266.97,
864.76]

< 0.001

ESR 9.00 [5.50,
17.25]

25.00
[12.00,
46.00]

37.00
[21.25,
60.00]

26.50
[13.00,
49.90]

< 0.001

HS-CRP 1.23 [0.60,
3.32]

5.87 [1.48,
20.08]

38.49
[16.14,
83.70]

7.91 [1.67,
28.37]

< 0.001

PCT 0.05 [0.04,
0.06]

0.06 [0.04,
0.08]

0.15 [0.07,
0.61]

0.06 [0.04,
0.10]

< 0.001

NT-ProBNP 37.50 [18.25,
69.00]

78.25
[34.00,
180.00]

552.12
[187.52,
1923.39]

101.50
[41.00,
312.25]

< 0.001

Mb 31.20 [26.45,
40.65]

32.30
[25.08,
44.75]

70.00
[38.17,
165.09]

35.03
[26.20,
56.80]

< 0.001

CK 66.25 [48.56,
90.88]

52.00
[37.00,
74.75]

59.92
[36.38,
126.54]

54.63
[37.60,
83.00]

< 0.001

(continued)
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Table 4. (continued)

Moderate Severe Critical Overall p

CK-MB 0.60 [0.40,
0.82]

0.60 [0.40,
0.90]

1.15 [0.63,
2.53]

0.67 [0.40,
1.10]

< 0.001

HS-CTNI 3.15 [2.40,
4.65]

4.60 [2.90,
8.50]

15.56 [5.61,
71.00]

5.65 [3.20,
12.90]

< 0.001

WBC#: White Blood Cell Count; RBC#: Red Blood Cell Count; MCV: Mean Corpuscular Vol-
ume; RDW−CV: Red Cell Volume Distribution Width-Coefficient of Variation; RDW-SD: Red
Cell VolumeDistributionWidth-StandardDeviation; Lymph%: Lymphocyte Percentage;Mono%:
Monocyte Percentage; Neut%: Neutrophil Percentage; Neut#: Neutrophil Count; Hct: Hema-
tocrit; Hb: Hemoglobin; PLT#: Platelet Count; PDW: Platelet Distribution Width; P-LCR%:
Platelet Large Cell Ratio; ALT: Alanine Aminotransferase; AST: Aspartate Aminotransferase;
GGT: Gamma-Glutamyltransferase; TBil: Total Bilirubin; DBIL: Direct Bilirubin; IBIL: Indirect
Bilirubin; ALB: Albumin; GLO: Globulin; TP: Total Protein; Crea: Creatinine; UA: Uric Acid;
TC: Total Cholesterol; K+: Potassium Ions; Glu: Glucose; LDH: Lactate Dehydrogenase; ALP:
Alkaline Phosphatase; CKD-EPI formula: Estimation of Glomerular Filtration Rate; TT: Throm-
binTime; PT: ProthrombinTime;APTT:Activated Partial Thromboplastin Time; Fbg: Fibrinogen;
PTA: Prothrombin Time Activity; PaO2: Partial Pressure of Oxygen; SaO2: Oxygen Saturation;
PaCO2: Partial Pressure of Carbon Dioxide; IL: Interleukin; TNF-α: Tumor Necrosis Factor-α;
Ferr: Ferritin; ESR: Erythrocyte Sedimentation Rate; HS-CRP: Hypersensitive C-reactive Protein;
PCT: Procalcitonin;NT-ProBNP:N-Terminal Pro-BrainNatriuretic Peptide;Mb:Myoglobin; CK:
Creatine Kinase; CK-MB: Creatine Kinase Isoenzyme MB; HS-CTNI: Hypersensitive Cardiac
Troponin I.

By univariate Cox regression, several indexes including RBC#, MCH, Mono#,
Neut#, UA, Fbg, PaCO2, Calcium ion -PH correction, and ESR showed lower statisti-
cal significance (p > 0.01). Larger MPV, PT-INR, and K + are associated with lower
survival, whereas larger Eos#, Baso#, Baso%, Ca, ALB/GLO, Lymph#, and Eos% are
associated with better survival (Table 5).

4 Discussion

Aging is associated with endothelial dysfunction, contributing to vascular disease and
cardiovascular disease in the elderly [22]. Sex differences in immune response are the
basis of COVID-19 disease outcomes [23]. High physiological concentrations of the
steroid hormones 17β-estradiol and progesterone are powerful immunomodulators [25].
The combination of 17β-estradiol and progesterone is a potential therapeutic approach.
Diabetes is associated with immune disorders, which may equate to accelerated aging.
Patients with underlying cardiovascular disease, including hypertension, coronary heart
disease, and cardiomyopathy are more likely to develop more severe adverse outcomes
when myocardial injury occurs after COVID-19 infection and face a higher death risk
[24]. Consider prioritizing and more aggressive treatment for COVID-19 patients based
on the presence of underlying cardiovascular disease.

The P value of antiviral therapy was not less than 0.01 in multivariate COX anal-
ysis results, and reached significant level in univariate COX, which may be affected
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Fig. 4. Boxplots of laboratory indices and severity of COVID-19. A-plot to i-plot are boxplots of
indicator MPV (a), PT-INR (b), K+ (c), Eos# (d), Eos% (e), Baso# (f), Ca (g), ALB/GLO (h), and
Lymph# (i) for different covid-19 severities, respectively.

by the difference of multiple antiviral drugs. Kaplan-Meier plots showed a significant
improvement in the likelihood of survival of patients treated with Arbidol. Arbidol
showed beneficial effects on fever recovery, viral clearance and shorter hospital stay
in these patients, especially in males [26]. Arbidol monotherapy is more effective than
lopinavir/ritonavir in treating COVID-19 [27]. Arbidol significantly contributed to clin-
ical and laboratory improvement compared to Kaletra in a recent randomized controlled
trial (IRCT 20180725040596N2) [28].

We used the Kaplan-Mayer method and Cox regression analysis to show the positive
effect of TCM treatment on the patients’ prognosis. This indication may increase the
testing of the efficacy of TCM in clinical trials. Early combination of Lianhuaqingwen
and Arbidol significantly accelerated recovery in patients with moderate COVID-19, but
not in patients with severe COVID-19 [29]. SARS-CoV-2 infection weakens the immune
system and increases the risk of bacterial infections. Patients treated with antibiotics
showed a symbiosis of bacterial infections. However, current antibiotics are ineffective
at suppressingbacterial infections,whichmaybe influencedby theveryhigh rate (74.5%)
the use of antimicrobial therapy in critically ill patients [30]. For example, prescription
drugs are significantly higher than the estimated prevalence ofmixed bacterial infections;
unnecessary antibiotic use may be high in patients with COVID-19; and antimicrobial
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Table 5. Univariate Cox regression of laboratory indices.

Beta HR (95% CI for HR) wald.test p. value

WBC# 0.29 1.34 (1.3–1.4) 679 <0.001

RBC# 0.000851 1 (1–1) 3.43 0.0641

MCV 0.0679 1.07 (1–1.1) 19.6 <0.001

MCHC −0.0152 0.985 (0.97–1) 6.85 0.00889

MCH 0.0592 1.06 (1–1.1) 3.34 0.0677

RDW-CV 0.198 1.22 (1.2–1.3) 99.2 <0.001

RDW-SD 0.0917 1.1 (1.1–1.1) 160 <0.001

Lymph% −0.279 0.756 (0.74–0.78) 391 <0.001

Lymph# −3.97 0.0188 (0.013–0.028) 384 <0.001

Mono% −0.671 0.511 (0.48–0.54) 511 <0.001

Mono# 0.00404 1 (1–1) 3.65 0.056

Neut% 0.195 1.22 (1.2–1.2) 466 <0.001

Neut# 0.000191 1 (1–1) 4.5 0.0338

Hct −0.0989 0.906 (0.88–0.93) 44.3 <0.001

Eos% −2.89 0.0553 (0.039–0.079) 245 <0.001

Baso% −9.33 8.91e−05
(2.6e−05–0.00031)

218 <0.001

Eos# −28.5 4.2e−13
(5.8e−15–3.1e−11)

170 <0.001

Baso# −26.5 3.01e−12
(1.8e−17–5e−07)

18.7 <0.001

Hb −0.0284 0.972 (0.96–0.98) 48.6 <0.001

PLT# −0.0205 0.98 (0.98–0.98) 370 <0.001

MPV 1.09 2.97 (2.6–3.4) 247 <0.001

PDW 0.378 1.46 (1.4–1.5) 283 <0.001

thrombocytocrit −18.4 1.06e−08
(1.3e−09–8.7e−08)

294 <0.001

P-LCR% 0.137 1.15 (1.1–1.2) 229 <0.001

ALT 0.00245 1 (1–1) 36 <0.001

AST 0.00416 1 (1–1) 149 <0.001

GGT 0.00434 1 (1–1) 20.5 <0.001

TBil 0.0148 1.01 (1–1) 203 <0.001

DBIL 0.021 1.02 (1–1) 218 <0.001

(continued)
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Table 5. (continued)

Beta HR (95% CI for HR) wald.test p. value

IBIL 0.0286 1.03 (1–1) 98.2 <0.001

ALB −0.351 0.704 (0.68–0.73) 518 <0.001

GLO 0.0849 1.09 (1.1–1.1) 38.5 <0.001

TP −0.163 0.849 (0.83–0.87) 171 <0.001

ALB/GLO −4.75 0.00866
(0.0044–0.017)

186 <0.001

Crea 0.00239 1 (1–1) 110 <0.001

Urea 0.108 1.11 (1.1–1.1) 631 <0.001

UA 0.00146 1 (1–1) 3.65 0.0561

TC −1.29 0.275 (0.23–0.32) 243 <0.001

K+ 1.44 4.21 (3.2–5.5) 115 <0.001

Na+ 0.15 1.16 (1.1–1.2) 129 <0.001

Cl− 0.119 1.13 (1.1–1.2) 57.8 <0.001

Ca −7.05 0.000871
(0.00044–0.0017)

417 <0.001

Glu 0.182 1.2 (1.2–1.2) 319 <0.001

LDH 0.00494 1 (1–1) 856 <0.001

ALP 0.00486 1 (1–1) 99 <0.001

CKD-EPI formula −0.0361 0.965 (0.96–0.97) 195 <0.001

TT 0.0452 1.05 (1–1.1) 56.6 <0.001

PT 0.17 1.19 (1.2–1.2) 505 <0.001

APTT 0.112 1.12 (1.1–1.1) 191 <0.001

PT-INR 1.31 3.69 (3.3–4.2) 433 <0.001

D-Dimer 0.21 1.23 (1.2–1.3) 422 <0.001

Fbg 0.0398 1.04 (0.92–1.2) 0.38 0.539

PTA −0.0874 0.916 (0.91–0.92) 717 <0.001

PaO2 −0.0282 0.972 (0.97–0.98) 61.1 <0.001

SaO2 −0.108 0.897 (0.88–0.91) 147 <0.001

PaCO2 −0.0153 0.985 (0.96–1) 0.96 0.327

AB −0.143 0.867 (0.82–0.92) 25 <0.001

SB −0.189 0.828 (0.78–0.88) 35.3 <0.001

BE −0.152 0.859 (0.82–0.9) 42.5 <0.001

SBE −0.148 0.862 (0.82–0.91) 35.7 <0.001

(continued)
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Table 5. (continued)

Beta HR (95% CI for HR) wald.test p. value

Blood carbon dioxide
content

−0.127 0.88 (0.83–0.94) 15.7 <0.001

Calcium ion−PH
correction

0.959 2.61 (0.9–7.6) 3.13 0.0769

IL-6 0.00279 1 (1–1) 302 <0.001

IL-10 0.00571 1.01 (1–1) 48.8 <0.001

IL-8 0.00132 1 (1–1) 88.8 <0.001

TNF-α 0.0454 1.05 (1–1.1) 232 <0.001

IL-1β 0.0179 1.02 (1–1) 14.5 <0.001

IL-2R 0.000974 1 (1–1) 318 <0.001

Ferr 0.000183 1 (1–1) 148 <0.001

ESR 0.00563 1.01 (1–1) 3.27 0.0704

HS-CRP 0.0208 1.02 (1–1) 823 <0.001

PCT 0.147 1.16 (1.1–1.2) 207 <0.001

NT-ProBNP 9.06E−05 1 (1–1) 252 <0.001

Mb 0.00532 1.01 (1–1) 461 <0.001

CK 0.000887 1 (1–1) 116 <0.001

CK-MB 0.0348 1.04 (1–1) 147 <0.001

HS-CTNI 0.000605 1 (1–1) 179 <0.001

resistance may be associated with harm to patients [31]. All these results indicate a more
rational use of antibacterial.

We found that largerMPV, PT-INR, and the higher K+ concentration were associated
with lower survival, while larger EOS#, BASO#, BASO%, Ca, ALB/GLO, Lymph#,
and EOS% were associated with better survival, indicating greater attention to these
physiological parameters during the patient’s disease course.

To sum up, from this perspective studies, the doctors need to increase attention to
elderly patients and patients with comorbidities, expand the use of TCM and rationalize
the use of antibacterial in clinical practice, and pay attention to the changes of physio-
logical parameters such asMPV, PT-INR, K+, EOS#, BASO#, BASO%, Ca, ALB/GLO,
Lymph#, and EOS%.
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