
Chapter 19 
Landslide Hazard Assessment Using 
Machine Learning and GIS 
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Abstract India’s National Disaster Management Authority (NDMA) has high-
lighted landslides as a complex geological natural hazard. As a result, identifying 
hazardous zones under varied geometrical and geotechnical conditions has remained 
a complex problem that has received much attention in the classic era. This work 
aims to predict landslide hazard zones using spatial analysis by applying multi-
criteria analysis methods. For the investigation, Ramban area of Jammu & Kashmir, 
India, has been considered. The locations of landslides were identified by analysis 
of Google earth images and field surveys. The major causative factors of landslides 
such as relative relief, slope, geological structure, lithology, soil thickness, hydro-
logical condition, and land use and land cover were extracted from QGIS software 
tool, Google earth images, and field survey. The two major triggering factors such as 
rainfall and seismicity, were also included in the study. The cumulative effect of all 
these factors was considered for preparing the dataset that was scrutinized to produce 
a landslide hazard zonation map. It has become very much possible to develop intel-
ligent models calibrated to experimental data to predict landslide zonation with the 
least potential errors with the advancement of machine learning-based computation 
technologies. In view of these observations, in this chapter: (i) the relevant spatial 
data are identified, processed, and analysed (ii) data is used to construct an intelligent 
machine learning model, namely the back-propagation neural network (BPNN), to 
predict the hazardous zonation. The study has been validated by comparing the land-
slide hazard zonation map with the actual occurrence of landslides. The outcomes of 
this research show that the designed AI-based model is quite promising and may be 
utilised successfully by practicing professionals to estimate landslide zonation with 
reasonable accuracy.
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19.1 Introduction 

Landslides are one of the most prevalent natural disasters that take lives, property, and 
the environment all over the world. Every year, landslides claim the lives of people and 
property worldwide, including in India. The Himalaya’s dynamic nature has resulted 
in numerous landslides across the region. Jammu & Kashmir is the westernmost part 
of the Indian Himalayas and is prone to landslides. The area commonly witnesses 
extreme weather conditions with excessive seasonal precipitation and snowfall that 
generally trigger natural hazards such as landslides. National Highway (NH-1A) of 
Jammu-Srinagar frequently gets blocked at a number of sites during monsoons due to 
mass movement. The most affected portion is Ramban-Banihal stretch of the national 
highway (NH-1A). This is one of the most susceptible zones to landslides in the world 
(Chingkhei et al. 2013). The area passes through some major destructive landslides 
like the Digdol slide, Panthiyal slide, Battery Chashma slide, and Khoni Nallah slide. 
Landslide hazard zonation is the most preliminary and important approach to identi-
fying and studying landslide effects in an area. The first approach in landslide hazard 
zonation mapping was achieved by using factor rating of different parameters causing 
landslides. With the advancement in hazard zonation mapping approach, analytical 
hierarchy process, weighted overlay model, rainfall intensity model, frequency ratio 
model, logistic regression modelling, and different statistical approach have become 
more important zonation methods. The threshold of different causative factors like 
slope, elevation, aspect, lithology, hydrological conditions, geological structures, and 
triggering factors like seismicity and rainfall are the main causes of slope instability. 
Various statistical and probabilistic approaches for slope instability identification and 
hazard zonation using GIS and remote sensing have been established as an important 
approach for studying landslides globally. 

The varying characteristics of the material and other uncertainties found in the 
geological parameters may cause slope instability (Singh et al. 2019). However, 
finding reliable values of input parameters is cumbersome and becomes a crucial 
task. The researchers began to gain more attention towards machine learning-based 
methods with technological advancements (Singh et al. 2016) for fast and efficient 
predictions. Different Artificial Neural Network (ANN) based models (Pistocchi et al. 
2002; Lee et al. 2003a, b; Arora et al. 2004; Lee et al. 2006; Yilmaz 2009) have been 
employed for landslide susceptibility assessment. Sequentially, a combination of 
neural and fuzzy approaches has been utilized by Kanungo et al. (2006) in developing 
landslide susceptibility maps. In a study by Nefeslioglu et al. (2008), the ANNs have 
achieved a very optimistic result in the estimation of landslide susceptibility than 
the logistic regression method. Further, Melchiorre et al. (2008) have shown that 
predictive capability can be improved through cluster analysis in ANN. Furthermore,
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Pradhan and Lee (2010a, b, c) have used the logistic regression, frequency ratio, and 
ANN models for landslide susceptibility analysis. 

In the present work, the ANN and Logistic Regression (LR) based models have 
been utilized for landslide hazard assessment, where the considered landslide zones 
of the study area located along NH-1A from Ramban to Banihal of Ramban district, 
Jammu & Kashmir, India. Stratigraphically, some part of Ramban to Banihal stretch 
lies between two major thrust zone of Himalaya of regional importance i.e., Main 
boundary thrust (MBT) in the south and Main Central Thrust (MCT) in the north, and 
covers some part of central crystalline to the north of MCT. The area is tectonically 
very active, due to which it has developed very complex geology (Shanker et al. 1989). 
Rock type in the study area comprises mainly phyllites, slates, limestone, quartzites, 
volcanic, and some fine to medium-grained sedimentary rocks near Banihal (Shanker 
et al. 1989; Bhat et al. 1999). Granitic intrusions are exposed between Digdole and 
Makerkote. The regional strike of the area varies from NW–SE to WNW-ESE, with 
a dip varies from moderate to very steep towards N or S. Strata are characterized by 
three to four joint sets with one joint parallel to the road. Different rating given in the 
Bureau of Indian Standards (BIS) code for landslide hazard zonation mapping for 
hilly terrain on the scale (1:50,000) has been utilized (BIS 1998) during this study. 
The rating for landslide causative factors and triggering factors such as lithology, 
structure, relative relief, slope angle, land use and land cover, hydrological condition, 
seismicity, and rainfall (Anbalagan et al. 2008) have been considered for the proposed 
assessment. The QGIS software tool has been utilized to find the data parameters 
from the digital elevation model (DEM). The QGIS software is an open-source GIS 
tool that gained huge popularity among engineers, researchers, and scientists of earth 
science to compute the geospatial data by incorporating a large number of data access, 
processing, visualization, and analysis operations. On the contrary, the simulation 
design of machine learning models for the presented study has been accommodated 
using ‘WEKA’ an open-source software (Hall et al. 2009) tool. The materials and 
methods used in this study have been mentioned in the next section. 

19.2 Materials and Methods 

Generally, a machine learning model predicts the outcome(s) through the interpo-
lation of the data set. Data splitting was carried out to train and test the data set on 
which the performance was measured to build an efficient classifier. The data splitting 
for the training and testing sets was done with statistical considerations (i.e., mean, 
standard deviation, and coefficient of variation). The important parameters which 
influence the instability of the slope are depicted in Fig. 19.1, whereas the statis-
tical aspects (minimum, maximum, mean, and standard deviation) are illustrated in 
Table 19.1. In the present work, the data set has been divided into a ratio of 70:30 
for training and testing, respectively. Generally, 70% data is considered sufficient in 
training any network, and the rest of the data is reserved for testing and validating 
the model. To make a predictive classifier, relative relief, slope, lithology, geological
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structures, hydrological condition, and land use and land cover were defined as input 
parameters into the machine learning model, and the type of hazardous zone, i.e., 
very high hazard zone, high hazard zone, moderate hazard zone and low hazard zone 
and very low hazard zone state indicates output. 

The important attributes of the data based on feature extraction and selection 
have been processed in the data processing phase. The general performance of the 
classification models has been achieved using training data sets. On the contrary, 
testing data was used to check the final model’s predictive capabilities. A complete 
flowchart of the procedure has been demonstrated in Fig. 19.2. In order to tune the 
outcome and to prevent the problem of over-fitting the models, the hyper-parameters 
are defined during training, which is selected based on a trial-and-error method.

Fig. 19.1 Causative factor rating according to BIS code with minimum, maximum, mean, and 
standard deviation a Lithology rating, b Relative relief rating, c Structural parameter rating, d 
Slope rating, e Hydrological condition rating
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Table 19.1 Different statistical aspects of the data parameters 

Factors rating Minimum Maximum Mean Standard Deviation Coefficient of 
variation 

Lithology 0.2 1.2 0.800 0.460 0.576 

Relative relief 0.3 0.6 0.450 0.212 0.472 

Structural 
parameter 

1.45 2 1.700 0.187 0.110 

Slope 0.8 2 1.425 0.532 0.373 

Hydrological 
condition 

0 0.2 0.100 0.141 1.414 

LULC 0.6 2 0.260 0.527 2.028

Fig. 19.2 Flow diagram of prediction classification model using BPNN 

19.2.1 Dataset and Its Preliminary Analysis 

The proposed work considers 61 landslide locations of hazard zones along NH 1-A 
of Ramban district, Jammu, and Kashmir for preparing the study dataset. According 
to BIS code, the study area falls under two hazards zone, namely moderate hazard 
and high hazard, in the classification (IS 14496 Part 2 1998). The google earth image 
of the area shown in Fig. 19.3 shows the aforesaid landslide presence.

For the above landslides area, 11-inputs factors were considered in the dataset, 
including six causative factors, two triggering, and three geological structure param-
eters’ relationship between slope and rock strata. The causative factors include rela-
tive relief, slope, lithology, hydrological condition, soil thickness, land use, and land 
cover while triggering factors include rainfall and seismicity. The rainfall data were 
taken from IMD, Ramban and according to seismic zonation of the country area 
lies in seismic zone IV. Based on the severity of these factors in initiating landslide, 
different rating has been described in the Bureau of Indian Standards (BIS) code. 
The important features were extracted from QGIS, Google earth images, and field 
photographs, while the physiographical and geological studies were carried out in 
the field itself. The thematic maps of causative factors are depicted using Fig. 19.4.
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Fig. 19.3 Google earth image depicts a Ramban to Banihal stretch, b landslide located near Ramban 
along NH-1A, c landslide located between Ramban and Banihal along NH-1A, d landslide located 
between Ramban and Banihal along NH-1A, e landslide located between Ramban and Banihal 
along NH-1A, f landslide located between Ramban and Banihal along NH-1A, g landslide located 
near Banihal along NH-1A
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Fig. 19.4 Causative factors of landslide thematic maps a Relative relief, b Slope aspect, c Slope 
angle, d LULC, e Lithological map, f Historical landslide map 

19.3 Selection of Machine Learning Models 

Many researchers have used computational intelligence methodologies with the 
progress of high computational processing power (Singh. et al. 2016; Al-Najjar 
and Pradhan 2021; Dou et al. 2015). Artificial intelligence and machine learning 
approaches have enhanced the accuracy of predicting sensitive areas by landslide 
evaluation. A Back-Propagation Neural Network (BPNN) was used for the current 
study to predict landslide zones with large accuracy. The approach is used to build
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a predictive classifier by examining multivariate data. The BPNN method was 
compared to logistic regression and SVM in order to validate and compare the 
method’s performance. The aforementioned approaches have become quite popular 
because of its ease of use, efficacy, and ability to generate complicated non-linear 
relationship models. Table 19.2 gives a quick overview of these methods, however, the 
readers are encouraged to consult the necessary references for more detail (Pradhan 
and Lee 2010b, c; Dou et al. 2015; Li et al.  2012). 

The BPNN algorithm is found to perform reasonably well when applied to the 
supplied dataset. In comparison to logistic regression and SVM, the BPNN has 
a high prediction accuracy. Furthermore, because of its simplicity, diversity, and 
capacity to handle big datasets, missing data, and the risk of over-fitting problems, the 
BPNN technique has been widely utilised. Besides, it has previously demonstrated 
remarkable performance for such nonlinear problems (Khandelwal and Singh 2009; 
Bashiri and Geranmayeh 2011; Khaw et al.  1995; Tortum et al. 2007). Because of 
these following facts, the BPNN regression model was used for the study.

Table 19.2 Overview of machine learning algorithms employed for landslide assessments 

ML models Specifications 

Back Propagation Neural Network (BPNN) BPNN is a multi-layered feed-forward neural 
network component. It is made up of three layers: 
the input layer, the output layer, and the hidden 
layer. The input layer receives the input signal to 
be processed. The output layer is responsible for 
tasks such as prediction and classification (Dou 
et al. 2015) 

Support Vector Machine (SVM) SVMs revolve around the notion of a ‘margin’ on 
either side of a hyperplane that separates two data 
classes. Maximizing the margin distance provides 
some reinforcement to classify future data points 
with more confidence (Singh et al. 2016; Cortes 
et al. 1995) 

M5-rule Algorithm M5 rule-Generates a decision list for regression 
problems using separate and conquer. It builds a 
model tree in each iteration using the M5 
algorithm and makes the “best” leaf into a rule 
(Holmes et al. 1999; Witten and Wang 1997) 

M5-P tree M5P tree algorithm combines a conventional 
decision tree with the possibility of linear 
regression functions at the terminal (leaf) nodes 
that can predict continuous numerical attributes. It 
is a decision tree learner for a regression problem 
that is used to predict the values of a numerical 
response variable (Singh et al. 2017; Quinlan 
1992) 
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19.3.1 Back-Propagation Neural Networks (BPNN) 

The BPNN is a machine learning algorithm developed to act like a human memory 
to perform any specific work (Haykin 1999). It was invented in the 1970s but has 
gained popularity in recent times because of its capability to be used in every field. 
As the neurons work in the human nervous system, ANN also works in the same 
fashion, learns from the data, and prepares itself to respond either as classification or 
prediction. It involves many interconnected processing units which process the infor-
mation. In the configuration of the ANN model, the neurons help in processing the 
stimulation with the ability to receive and transmit the signal. The signals are trans-
mitted or received from one neuron to another in a well-defined network connected 
with synaptic weight which represents the bond strength of each neuron. The synaptic 
weight is positive relationships among the contributing nodes (Fausett 1994). ANN 
model is able to predict on the basis of input data even if the relationship between 
the input factors is not very clear or their physical significance is hard to describe. 
Due to this characteristic of ANN model, it is more preferred and advantageous than 
that statistical and empirical method in which a well-defined relationship between 
the input data is needed in the form of linear, nonlinear, etc. The main difference 
between conventional processing of information and neural network is that it has 
the ability of proper data manipulation if appropriate weights between layers are 
selected. It also has weight changing mechanism. 

19.3.1.1 Layers of Back Propagation Neural Network 

BPNN is catalogued into three layers. The layers comprise connected nodes which 
have a ‘stimulation function’. 

(i) Input Layer 

The input layer acts as a receiver for the input of raw information. Generally, 
input nodes are equal to a number of independent variables present in the data set 
that needs to be fed into the network. Each input node is connected to one or more 
hidden layers. The nodes of the input layer do not change the input value. 

(ii) Hidden Layer 

This layer basically transforms the raw value in the network according to the 
desired activity and acts as a link between input data and output result. There can 
be one or more hidden layers in any network. The values given to hidden nodes are 
multiplied by hidden layers weight and produce a single number as an output value. 

(iii) Output Layer 

The output layer is connected either from a hidden layer or from the input layer. 
It produces output value based on the activity of the hidden layer and the weights 
defined among the output and hidden. In the case of prediction, the output value
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corresponds to the response of the input variable. In the case of a classification 
problem, there is only a single output node. 

19.3.1.2 Training Methods 

During the training process, neural networks acquire information as humans do, and 
the information or the signal is stored in the network system (Haykin 1999). The 
BPNN model is trained in such a way that it can combine the thinking process of 
the human brain with mathematical intellect (McClelland et al. 1986). The training 
method has three steps: 

(i) In this step, supervised network training is done with the help of a set of training 
patterns related to the target output. 

(ii) Unsupervised training is done in this step, where the network is trained by a 
group of a similar set of training patterns as that of a supervised training pattern. 

(iii) In the last step, the reinforcement training is done with the help of the interaction 
of the network with the environment. 

The training phase output and hidden layer neuron of the network processes the input 
and multiple each input with the corresponding weightage and then process the sum 
with a non-linear transformation function to yield the final result. The ANN can also 
adjust weight among the neurons in feedback to the error between the target output 
and actual output values. The outcome of training the network is the development of 
a model that can predict the target value from a given input value. 

19.3.1.3 Features of BPNN 

The back-propagation neural network comprises three different attributes: network 
structure, training algorithm, and function for activation (Fausett 1994; Benardos and 
Benardos 2005). The network structure is also termed network architecture, and it is 
the design or the relation by which different neurons are connected. A network with 
only two units, i.e., input and output layer, is the simplest structure of the network, and 
when one more layer, i.e., a hidden layer, is added to the network, it becomes capable 
of predicting desired output values. Design of the network is the most critical part of 
the network on the basis of understanding of the problem (Benardos and Kaliampakos 
2004). In the training algorithm, part weightage value is given to the connection of 
neurons. The activation function is used in the last stage of the development of the 
model. In the feed-forward network, the signal flows towards the output direction 
from the input direction. The BPNN is a multi-layer, feed-forward neural network 
component. It is made up of three layers: the input layer, the output layer, and the 
hidden layer. The input signal to be processed is received by the input layer. The 
output layer is responsible for tasks such as prediction and classification. The real 
computational engine of the BPNN is an arbitrary number of hidden layers inserted 
between the input and output layers. In a BPNN, data flows forward from the input to
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Fig. 19.5 Architecture of back propagation multi-layer neural network (BPNN) 

the output layer, similar to a feed-forward network. The hidden layer has nodes due 
to which complexities develop in the model. The architecture design of the employed 
BPMNN is shown in Fig. 19.5. 

19.4 Results and Discussion 

The landslide hazard zonation map has been developed for the study area according to 
the rating laid in BIS code as discussed in the previous sections. The rating has divided 
the NH 1-A Ramban to Banihal stretch into two categories, “Moderate hazard zone 
and High hazard zone,” which is represented by 1 or 2, illustrated in Fig. 19.6. The  
result has revealed that most of the region in the study area falls under the high hazard 
category, and some part falls in the moderate hazard zone. The percentages of these 
categories are 80.46 and 19.54%, respectively as shown in Fig. 19.6. The redundant 
data that was located beyond the mean range was removed, and the remaining data 
samples were used in a 70–30% ratio for training, testing, and validation. This regres-
sion model’s performance was compared across the training, testing, and validation 
sets. The regression plot shows the prediction responses (output) for the training, 
testing, and validation sets. The data should fall along a 45-degree line for a perfect 
fit, with the network outputs equal to the responses. As shown in Fig. 19.7, the  result  
indicates that the data fit is reasonable, with a high R-value for all data sets.

A plot of training record error values against the number of training epochs has 
also been discussed using Fig. 19.8. Generally, the error reduces after more epochs 
of training but might start to increase on the validation data set as the network 
starts overfitting the training data. The training stops after 1,000 epochs consecutive 
increases in validation error in the default setup, and the best performance is taken 
from the epoch with the lowest validation error. The result is found reasonable due to 
the minimum mean-square error. The test and validation set errors have also shown 
similar characteristics. Besides, no significant overfitting has occurred by epoch 
1,000.

The investigation outcome revealed that the BPNN model is the most appropriate 
tool for predicting landslide hazard zonation as compared to other discussed machine 
learning models. The actual vs. predicted results plot is depicted in Fig. 19.9.
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Fig. 19.6 Landslide hazard zonation map of National Highway1-A along Ramban to Banihal

In comparison to other ML-methods (M5-P, M5-rule, and SVM approaches), the 
investigation outcomes demonstrated that the BPNN with 6 hidden layers gives the 
least values of correlation coefficient value as 0.8715, the mean absolute error value 
is 0.192, and the root means squared error (RMES) value is 0.278. Comparison 
plots between mean absolute error (MAE) and root mean square error (RMES) over 
machine learning methods are depicted in Fig. 19.10.

19.5 Conclusions 

Landslides often occur in the hazardous zone of the Himalayan region. It became 
cumbersome and challenging due to uncertain geological and geotechnical param-
eters. The factors causing frequent landslide includes highly weathered and struc-
turally deformed rocks, continuous tectonic activity along regional faults and thrusts, 
high rainfall, the extension of human settlement in a hilly area, and infrastructure & 
road construction. In recent times, various engineers and scientists gained attention 
in identifying these influential factors. This study has done landslide hazard zonation 
mapping along the road section NH 1-A of Ramban Himalaya according to the rating
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Fig. 19.7 A performance comparison for susceptible area prediction using BPNN model

laid in BIS code. The map has depicted that most of the region (~80.46%) in the study 
area falls under the high hazard category while the remaining region (~19.54%) lies 
under the moderate hazard category. The development of machine learning-based 
computation technologies has aided the researcher in developing intelligent models 
to predict landslide hazard zones. This study also covers a machine learning approach 
called back-propagation neural network (BPNN) for landslide hazard assessment. 
The cumulative effect, including causative and triggering factors of landslides, were 
considered for preparing the dataset of the study. The BPNN model’s performance 
has been investigated over the data set using training and testing. The validation of 
the performance has been examined based on three other machine learning models 
such as SVM, M5-rule, and M5P. The investigation revealed that the BPNN model 
shows a better performance in terms of high prediction accuracy and minimum error
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Fig. 19.8 A performance plot of the training errors, validation errors, and test errors

Fig. 19.9 Actual vs predicted landslide plot for the testing dataset

as compared to other discussed machine learning models. Based on the above obser-
vations, it is concluded that the proposed method can be used as a significant tool for 
the identification of landslide hazard zones and provides its mitigation measures. The 
implication of the study provides theoretical guidance to the researchers and engi-
neers working in the Ramban to Banihal area to assist in developing infrastructure 
and construction & widening of national highways.
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