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Preface

CICLing 2019 was the 20th International Conference on Computational Linguistics and
Intelligent Text Processing. The CICLing conferences provide a wide-scope forum for
discussion of the art and craft of natural language processing research, as well as the
best practices in its applications.

This set of two books contains three invited papers and a selection of regular papers
accepted for presentation at the conference. Since 2001, the proceedings of the CICLing
conferences have been published in Springer’s Lecture Notes in Computer Science series
as volumes 2004, 2276, 2588, 2945, 3406, 3878, 4394, 4919, 5449, 6008, 6608, 6609,
7181, 7182, 7816, 7817, 8403, 8404, 9041, 9042, 9623, 9624, 10761, 10762, 13396,
and 13397.

The set has been structured into 14 sections representative of the current trends in
research and applications of natural language processing: General; Information Extrac-
tion; Information Retrieval; Language Modeling; Lexical Resources; Machine Transla-
tion; Morphology, Syntax, Parsing; Name Entity Recognition; Semantics and Text Sim-
ilarity; Sentiment Analysis; Speech Processing; Text Categorization; Text Generation;
and Text Mining.

In 2019 our invited speakers were Preslav Nakov (Qatar Computing Research Insti-
tute, Qatar), Paolo Rosso (Universidad Politécnica de Valencia, Spain), Lucia Specia
(University of Sheffield, UK), and Carlo Strapparava (Foundazione Bruno Kessler,
Italy). They delivered excellent extended lectures and organized lively discussions. Full
contributions of these invited talks are included in this book set.

After a double-blind peer review process, the ProgramCommittee selected 95 papers
for presentation, out of 335 submissions from 60 countries.

To encourage authors to provide algorithms and data alongwith the published papers,
we selected three winners of our Verifiability, Reproducibility, andWorking Description
Award. The main factors in choosing the awarded submission were technical correctness
and completeness, readability of the code and documentation, simplicity of installation
and use, and exact correspondence to the claims of the paper. Unnecessary sophistication
of the user interface was discouraged; novelty and usefulness of the results were not
evaluated, instead they were evaluated for the paper itself and not for the data.

The following papers received the Best Paper Awards, the Best Student Paper
Award, as well as the Verifiability, Reproducibility, and Working Description Awards,
respectively:

Best Verifiability, Reproducibility, andWorking Description Award: “Text Analysis
of Resumes and Lexical Choice as an Indicator of Creativity”, Alexander Rybalov.
Best Student Paper Award: “Look Who’s Talking: Inferring Speaker Attributes
from Personal Longitudinal Dialog”, Charles Welch, Veronica Perez-Rosas, Jonathan
Kummerfeld, Rada Mihalcea.
Best Presentation Award: “A Framework to Build Quality into Non-expert Transla-
tions”, Christopher G. Harris.
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Best Poster Award, Winner (Shared): “Sentiment Analysis Through Finite State
Automata”, Serena Pelosi, Alessandro Maisto, Lorenza Melillo, and Annibale Elia.
And “Toponym Identification in Epidemiology Articles: A Deep Learning Approach”,
Mohammad Reza Davari, Leila Kosseim, Tien D. Bui.
Best Inquisitive Mind Award: Given to the attendee who asked the most (good)
questions to the presenters during the conference, Natwar Modani.
Best Paper Award, First Place: “Contrastive Reasons Detection and Clustering from
Online Polarized Debates”, Amine Trabelsi, Osmar Zaiane.
Best Paper Award, Second Place: “Adversarial Training based Cross-lingual Emotion
Cause Extraction”, Hongyu Yan, Qinghong Gao, Jiachen Du, Binyang Li, Ruifeng Xu.
Best Paper Award, Third Place (Shared): “EAGLE: An Enhanced Attention-Based
Strategy by Generating Answers from Learning Questions to a Remote Sensing Image”,
Yeyang Zhou, Yixin Chen, Yimin Chen, Shunlong Ye, Mingxin Guo, Ziqi Sha, Heyu
Wei, Yanhui Gu, Junsheng Zhou, Weiguang Qu.
Best Paper Award, Third Place (Shared): “dpUGC: Learn Differentially Private
Representation for User Generated Contents”, Xuan-Son Vu, Son Tran, Lili Jiang.

A conference is the result of the work of many people. First of all, I would like
to thank the members of the Program Committee for the time and effort they devoted
to the reviewing of the submitted articles and to the selection process. Obviously, I
thank the authors for their patience in the preparation of the papers, not to mention
the development of the scientific results that form this book. I also express my most
cordial thanks to the members of the local Organizing Committee for their considerable
contribution to making this conference become a reality.

November 2022 Alexander Gelbukh
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Abstract. Word sense embeddings are vector representations of pol-
ysemous words – words with multiple meanings. These induced sense
embeddings, however, do not necessarily correspond to any dictionary
senses of the word. To overcome this, we propose a method to find new
sense embeddings with known meaning. We term this method refitting,
as the new embedding is fitted to model the meaning of a target word in
an example sentence. The new lexically refitted embeddings are learnt
using the probabilities of the existing induced sense embeddings, as well
as their vector values. Our contributions are threefold: (1) The refitting
method to find the new sense embeddings; (2) a novel smoothing tech-
nique, for use with the refitting method; and (3) a new similarity measure
for words in context, defined by using the refitted sense embeddings. We
show how our techniques improve the performance of the Adaptive Skip-
Gram sense embeddings for word similarly evaluation; and how they
allow the embeddings to be used for lexical word sense disambiguation.

Keywords: Word sense embeddings · Polysemous words · Refitting
methods

1 Introduction

Popular word embedding vectors, such as Word2Vec, represent a word’s seman-
tic meaning and its syntactic role as a point in a vector space [1,2]. As each
word is only given one embedding, such methods are restricted to the repre-
sentation of only a single combined sense, or meaning, of the word. Word sense
embeddings generalise word embeddings to handle polysemous and homonymous
words. Often these sense embeddings are learnt through unsupervised Word
Sense Induction (WSI) [3–6]. The induced sense embeddings are unlikely to
directly coincide with any set of human defined meaning at all, i.e. they will
not match lexical senses such as those defined in a lexical dictionary, e.g. Word-
Net [7]. These induced senses may be more specific, more broad, or include the
meanings of jargon not in common use.

One may argue that WSI systems can capture better word senses than human
lexicographers do manually. However, this does not mean that induced senses
c© Springer Nature Switzerland AG 2023
A. Gelbukh (Ed.): CICLing 2018, LNCS 13397, pp. 3–16, 2023.
https://doi.org/10.1007/978-3-031-23804-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23804-8_1&domain=pdf
https://doi.org/10.1007/978-3-031-23804-8_1
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can replace standard lexical senses. It is important to appreciate the vast wealth
of existing knowledge defined around lexical senses. Methods to link induced
senses to lexical senses allow us to take advantage of both worlds.

We propose a refitting method to generate a sense embedding vector that
matches with a labelled lexical sense. Given an example sentence with the
labelled lexical sense of a particular word, the refitting method algorithmically
combines the induced sense embeddings of the target word such that the likeli-
hood of the example sentence is maximised. We find that in doing so, the sense
of the word in that sentence is captured. With the refitting, the induced sense
embeddings are now able to be used in more general situations where standard
senses, or user defined senses are desired.

Refitting word sense vectors to match a lexicographical sense inventory, such
as WordNet or a translator’s dictionary, is possible if the sense inventory features
at least one example of the target sense’s use. Our method allows this to be
done very rapidly, and from only the single example of use this has with possible
applications in low-resource languages.

Refitting can also be used to fit to a user provided example, giving a specific
sense vector for that use. This has strong applications in information retrieval.
The user can provide an example of a use of the word they are interested in. For
example, searching for documents about “banks” as in “the river banks were very
muddy”. By generating an embedding for that specific sense, and by comparing
with the generated embeddings in the indexed documents, we can not only pick
up on suitable uses of other-words for example “beach” and “shore”, but also
exclude different usages, for example of a financial bank. The method we propose,
using our refitted embeddings, has lower time complexity than AvgSimC [3], the
current standard method for evaluating the similarity of words in context. This
is detailed in Sect. 5.1.

We noted during refitting, that a single induced sense would often dominate
the refitted representation. It is rare in natural language for the meaning to be so
unequivocal. Generally, a significant overlap exists between the meaning of dif-
ferent lexical senses, and there is often a high level of disagreement when humans
are asked to annotate a corpus [8]. We would expect that during refitting there
would likewise be contention over the most likely induced sense. Towards this
end, we develop a smoothing method, which we call geometric smoothing that
de-emphasises the sharp decisions made by the (unsmoothed) refitting method.
We found that this significantly improves the results. This suggests that the
sharpness of sense decisions is an issue with the language model, which smooth-
ing can correct. The geometric smoothing method is presented in Sect. 3.2.

We demonstrate the refitting method on sense embedding vectors induced
using Adaptive Skip-Grams (AdaGram) [6], as well as our own simple greedy
word sense embeddings. The method is applicable to any skip-gram-like language
model that can take a sense vector as its input, and can output the probability
of a word appearing in that sense’s context.

The rest of the paper is organised as follows: Sect. 2 briefly discusses two
areas of related works. Section 3 presents our refitting method, as well as our
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proposed geometric smoothing method. Section 4 describes the WSI embedding
models used in the evaluations. Section 5 defines the RefittedSim measure for
word similarity in context, and presents its results. Section 6 shows how the
refitted sense vectors can be used for lexical WSD. Finally, the paper concludes
in Sect. 7.

2 Related Works

2.1 Directly Learning Lexical Sense Embeddings

In this area of research, the induction of word sense embeddings is treated as
a supervised, or semi-supervised task, that requires sense labelled corpora for
training.

Iacobacci et al. [9] use a Continuous Bag of Word language model [1], using
word senses as the labels rather than words. This is a direct application of word
embedding techniques. To overcome the lack of a large sense labelled corpus,
Iacobacci et al. use a 3rd party WSD tool, BabelFly [10], to add sense annotations
to a previously unlabelled corpus.

Chen et al. [11] use a supervised approach to train sense vectors, with an
unsupervised WSD labelling step. They partially disambiguate their training
corpus, using word sense vectors based on WordNet; and use these labels to
train their embeddings. This relabelled data is then used as training data, for
finding sense embeddings using skip-grams.

Our refitting method learns a new sense embedding as a weighted sum of
existing induced sense embeddings of the target word. Refitting is a one-shot
learning solution, as compared to the approaches used in the works discussed
above. A notable advantage is the time taken to add a new sense. Adding a
new sense is practically instantaneous, and replacing the entire sense inventory,
of several hundred thousand senses, is only a matter of a few hours. Whereas
for the existing approaches this would require repeating the training process,
which will often take several days. Refitting is a process done to word sense
embeddings, rather than a method for finding sense embeddings from a large
corpus.

2.2 Mapping Induced Senses to Lexical Senses

By defining a stochastic map between the induced and lexical senses, Agirre
et al. [12], propose a general method for allowing WSI systems to be used for
WSD. Their work was used in SemEval-2007 Task 02 [13] to evaluate all entries.
Agirre et al. use a mapping corpus to find the probability of a lexical sense, given
the induced sense according to the WSI system. This is more general than the
approach we propose here, which only works for sense embedding based WSI. By
exploiting the particular properties of sense embedding based WSI systems we
propose a system that can better facilitate the use of this subset of WSI systems
for WSD.
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3 Proposed Refitting Framework

The key contribution of this work is to provide a way to synthesise a word sense
embedding given only a single example sentence and a set of pretrained sense
embedding vectors. We termed this refitting the sense vectors. By refitting the
unsupervised vectors we define a new vector, that lines up with the specific
meaning of the word from the example sentence.

This can be looked at as a one-shot learning problem, analogous to regression.
The training of the induced sense, and of the language model, can be considered
an unsupervised pre-training step. The new word sense embedding should give a
high value for the likelihood of the example sentence, according to the language
model. It should also generalise to give a high likelihood of other contexts where
this word sense occurs.

We initially attempted to directly optimise the sense vector to predict the
example. We applied the L-BFGS [14] optimisation algorithm with the sense
vector being the parameter being optimised over, and the objective being to
maximise the probability of the example sentence according to the language
model. This was found to generalise poorly, due to over-fitting, and to be very
slow. Rather than a direct approach, we instead take inspiration from the locally
linear relationship between meaning and vector position that has been demon-
strated for word embeddings [1,15,16].

To refit the induced sense embeddings to a particular meaning of a word, we
express that a new embedding as a weighted combination of the induced sense
vectors. The weight is determined by the probability of each induced sense given
the context.

Given a collection of induced (unlabelled) embeddings u = u1, ..., unu
, and an

example sentence c = w1, ..., wnc
we define a function l(u | c) which determines

the refitted sense vector, from the unsupervised vectors and the context as:

l(u | c) =
∑

∀ui∈u

uiP (ui | c) (1)

Bayes’ Theorem can be used to estimate the posterior predictive distribution
P (ui | c).

Bengio et al. [17] describe a similar method to Eq. (1) for finding (single
sense) word embeddings for words not found in their vocabulary. The formula
they give is as per Eq. (1), but summing over the entire vocabulary of words
(rather than just u).

3.1 A General WSD Method

Using the language model and application of Bayes’ theorem, we define a general
word sense disambiguation method that can be used for refitting (Eq. (1)), and
for lexical word sense disambiguation (see Sect. 6). This is a standard approach
of using Bayes’ theorem [5,6]. We present it here for completeness.
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The context is used to determine which sense is the most suitable for this
use of the target word (the word being disambiguated). Let s = (s1, ..., sn), be
the collection of senses for the target word1.

Let c = (w1, ..., wnc
) be a sequence of words making up the context of the

target word. For example for the target word kid, the context could be c = (wow
the wool from the, is, so, soft, and, fluffy), where kid is the central word taken
from between the and fluffy.

For any particular sense, si, the multiple sense skip-gram language model can
be used to find the probability of a word wj occurring in the context: P (wj | si).
By assuming the conditional independence of each word wj in the context, given
the sense embedding si, the probability of the context can be calculated:

P (c | si) =
∏

∀wj∈c

P (wj | si) (2)

The correctness of the conditional independence assumption depends on the
quality of the representation – the ideal sense representation would fully capture
all information about the contexts it can appear in – thus the other contexts
elements would not present any additional information, and so P (wa | wb, si) =
P (wa | si). Given this, we have an estimate of P (c | si) which can be used to
find P (si | c). However, a false assumption of independence contributes towards
overly sharp estimates of the posterior distribution [18], which we seek to address
in Sect. 3.2 with geometric smoothing.

Bayes’ Theorem is applied to this context likelihood function P (c | si) and
a prior for the sense P (si) to allow the posterior probability to be found:

P (si | c) =
P (c | si)P (si)∑

sj∈s P (c | sj)P (sj)
(3)

This is the probability of the sense given the context.

3.2 Geometric Smoothing for General WSD

During refitting, we note that often one induced sense would be calculated as
having much higher probability of occurring than the others (according to Eq. 3).
This level of certainty is not expected to occur in natural languages, ambiguity
is almost always possible. To resolve such dominance problems, we propose a
new geometric smoothing method. This is suitable for smoothing posterior prob-
ability estimates derived from products of conditionally independent likelihoods.
It smooths the resulting distribution, by shifting all probabilities to be closer to
the uniform distribution.

We hypothesize that the sharpness of probability estimates from Eq. (3) is a
result of data sparsity, and of a false independence assumption in Eq. (2). This

1 As this part of our method is used with both the unsupervised senses and the lexical
senses, referred to as u and l respectively in other parts of the paper, here we use a
general sense s to avoid confusion.
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is well known to occur for n-gram language models [18]. Word-embeddings lan-
guage models largely overcome the data sparsity problem due to weight sharing
effects [17]. We suggest that the problem remains for word sense embeddings,
where there are many more classes. Thus the training data must be split further
between each sense than it was when split for each word. The power law distri-
bution of word use [19] is compounded by word senses within those used also
following the a power law distribution [20]. Rare senses are liable to over-fit to
the few contexts they do occur in, and so give disproportionately high likelihoods
to contexts that those are similar to. We propose to handle these issues through
additional smoothing.

We consider replacing the unnormalised posterior with its nc-th root, where
nc is the length of the context. We replace the likelihood of Eq. (2) with
PS(c | si) =

∏
∀wj∈c

nc
√

P (wj | si). Similarly, we replace the prior with:
PS(si) = nc

√
P (wj | si) When this is substituted into Eq. (3), it becomes a

smoothed version of P (si | c).

PS(si | c) =
nc
√

P (c | si)P (si)∑
sj∈s

nc
√

P (c | sj)P (sj)
(4)

The motivation for taking the nc-th root comes from considering the case of the
uniform prior. In this case PS(c | si) is the geometric mean of the individual
word probabilities PS(wj | si). Consider, if one has two context sentences, c =
{w1, ..., wnc

} and c′ = {w′
1, ..., w

′
nc′ }, such that n′

c > n′
c then using Eq. (2) to

calculate P (c | si) and P (c′ | si) will result in incomparable results as additional
number of probability terms will dominate – often significantly more than the
relative values of the probabilities themselves. The number of words that can
occur in the context of any given sense is very large – a large portion of the
vocabulary. We would expect, averaging across all words, that each addition
word in the context would decrease the probability by a factor of 1

V , where
V is the vocabulary size. The expected probabilities for P (c | si) is 1

V nc and
for P (c′ | si) is 1

V n
c′ . As nc′ > nc, thus we expect P (c′ | si) � P (c | si).

Taking the nc-th and nc′ -th roots of P (c | si) and P (c | si) normalises these
probabilities so that they have the same expected value; thus making a context-
length independent comparison possible. When this normalisation is applied to
Eq. (3), we get the smoothing effect.

4 Experimental Sense Embedding Models

We trained two sense embedding models, AdaGram [6] and our own Greedy
Sense Embedding method. During training we use the Wikipedia dataset as used
by Huang et al. [4]. However, we do not perform the extensive preprocessing used
in that work.

Most of our evaluations are carried out on Adaptive SkipGrams (AdaGram)
[6]. AdaGram is a non-parametric Bayesian extension of Skip-gram. It learns a
number of different word senses, as are required to properly model the language.
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We use the implementation2 provided by the authors with minor adjustments
for Julia [21] v0.5 compatibility.

The AdaGram model was configured to have up to 30 senses per word, where
each sense is represented by a 100 dimension vector. The sense threshold was
set to 10−10 to encourage many senses. Only words with at least 20 occurrences
are kept, this gives a total vocabulary size of 497,537 words.

To confirm that our techniques are not merely a quirk of the AdaGram
method or its implementation, we implemented a new simple baseline word sense
embedding method. This method starts with a fixed number of randomly ini-
tialised embeddings, then greedily assigns each training case to the sense which
predicts it with the highest probability (using Eq. (3)). The task remains the
same: using skip-grams with hierarchical softmax to predict the context words for
the input word sense. This is similar to [22], however it is using collocation prob-
ability, rather than distance in vector-space as the sense assignment measure.
Our implementation is based on a heavily modified version of Word2Vec.jl3.

This method is intrinsically worse than AdaGram. Nothing in the model
encourages diversification and specialisation of the embeddings. Manual inspec-
tion reveals that a variety of senses are captured, though with significant repeti-
tion of common senses, and with rare senses being missed. Regardless of its low
quality, it is a fully independent method from AdaGram, and so is suitable for
our use in checking the generalisation of the refitting techniques.

The vocabulary used is smaller than for the AdaGram model. Words with at
least 20,000 occurrences are allocated 20 senses. Words with at least 250 occur-
rences are restricted to a single sense. The remaining rare words are discarded.
This results in a vocabulary size of 88,262, with 2,796 words having multiple
senses. We always use a uniform prior, as the model does not facilitate easy
calculation of the prior.

5 Similarity of Words in Context

Estimating word similarity with context is the task of determining how similar
words are, when presented with the context they occur in. The goal of this task is
to match human judgements of word similarity. For each of the target words and
contexts; we use refitting on the target word to create a word sense embedding
specialised for the meaning in the context provided. Then the similarity of the
refitted vectors can be measured using cosine distance (or similar). By measuring
similarity this way, we are defining a new similarity measure.

Reisinger and Mooney [3] define a number of measures for word similarity
suitable for use with sense embeddings. The most successful was AvgSimC, which
has become the gold standard method for use on similarity tasks. It has been
used with great success in many works [4,5,11].

2 https://github.com/sbos/AdaGram.jl.
3 https://github.com/tanmaykm/Word2Vec.jl/.

https://github.com/sbos/AdaGram.jl
https://github.com/tanmaykm/Word2Vec.jl/
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AvgSimC is defined using distance metric d (normally cosine distance) as:

AvgSimC((u, c), (u′, c′)) =
1

n × n′
∑

ui∈u

∑

u′
j∈u′

P (ui | c)P (u′
j | c′) d(ui, u

′
j) (5)

for contexts c and c′, the contexts of the two words to be compared, and for
u = {u1, ..., un} and u′ = {u′

1, ..., u′n′} the respective sets of induced senses of
the two words.

Sentence containing
Word1

Word1 Word2 Sentence containing
Word2

Pretrained Unsupervised
Sense Embeddings

Distance

u={u1,...} u ={u1,...}
c c

l(u |c) l(u |c )

Fig. 1. Block diagram for RefittedSim similarity measure

5.1 A New Similarity Measure: RefittedSim

We define a new similarity measure, RefittedSim, as the distance between the
refitted sense embeddings. As shown in Fig. 1 the example contexts are used to
refit the induced sense embeddings of each word. This is a direct application of
Eq. (1).

Using the same definitions as in Eq. (5), RefittedSim is defined as:

RefittedSim((u, c), (u′, c′)) = d(l(u | c), l(u′ | c′) = d
(∑

ui∈u uiP (ui | c), ∑
u′
j∈u′ uiP (u′

j | c′)
)

(6)
AvgSimC is a probability weighted average of pairwise computed distances

for each sense vector. Whereas RefittedSim is a single distance measured between
the two refitted vectors – which are the probability weighted averages of the
original unsupervised sense vectors.

There is a notable difference in time complexity between AvgSimC and Refit-
tedSim. AvgSimC has time complexity O(n ‖c‖ + n′ ‖c′‖ + n × n′), while Refit-
tedSim has O(n ‖c‖ + n′ ‖c′‖). The product of the number of senses of each
word n × n′, may be small for dictionary senses, but it is often large for induced
senses. Dictionaries tend to define only a few senses per word – the average4

4 It should be noted, though, that the number of meanings is not normally distributed
[23].
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number of senses per word in WordNet is less than three [7]. For induced senses,
however, it is often desirable to train many more senses, to get better results
using the more fine-grained information. Reisinger and Mooney [3] found opti-
mal results in several evaluations near 50 senses. In such cases the O(n × n′)
is significant, avoiding it with RefittedSim makes the similarity measure more
useful for information retrieval.

5.2 Experimental Setup

We evaluate our refitting method using Stanford’s Contextual Word Similarities
(SCWS) dataset [4]. During evaluation, each context paragraph is limited to 5
words to either side of the target word, as in the training.

Table 1. Spearman rank correlation ρ × 100 when evaluated on the SCWS task.

(a) For varying hyper-parameters.

Method Geometric Smoothing Use Prior AvgSimC RefittedSim

AdaGram T T 53.8 64.8

AdaGram T F 36.1 65.0

AdaGram F T 43.8 47.8

AdaGram F F 20.7 24.1

Greedy T F 23.6 49.7

Greedy F F 22.2 40.7

(b) Compared to other methods RefittedSim-S is with
smoothing, and RefittedSim-SU is with uniform prior

Paper Embedding Similarity ρ × 100

This paper AdaGram AvgSimC 43.8

This paper AdaGram RefittedSim-S 64.8

This paper AdaGram RefittedSim-SU 65.0

[4] Huang et al. AvgSimC 65.7

[4] Pruned tf-idf AvgSimC 60.5

[11] Chen et al. AvgSimC 68.9

[5] Tian et al. AvgSimC 65.4

[5] Tian et al. MaxSim 65.6

[9] SenseEmbed Min Tanimoto 58.9

[9] SenseEmbed Weighted Tanimoto 62.4

5.3 Results

Table 1a shows the results of our evaluations on the SCWS similarity task. A
significant improvement can be seen by applying our techniques.

The RefittedSim method consistently outperforms AvgSimC across all con-
figurations. Similarly geometric smoothing consistently improves performance
both for AvgSimC and for RefittedSim. The improvement is significantly more
for RefittedSim than for AvgSimC results. In general using the unsupervised
sense prior estimate from the AdaGram model, improves performance – partic-
ularly for AvgSimC. The exception to this is with RefittedSim with smoothing,
where it makes very little difference. Unsurprisingly, given its low quality, the
Greedy embeddings are always outperformed by AdaGram. It is not clear if these
improvements will transfer to clustering based methods due to the differences in
how the sense probability is estimated, compared to the language model based
method evaluated on in Table 1a.

Table 1b compares our results with those reported in the literature using
other methods. These results are not directly comparable, as each method uses
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a different training corpus, with different preprocessing steps, which can have sig-
nificant effects on performance. It can been seen that by applying our techniques
we bring the results of our AdaGram model from very poor (ρ×100 = 43.8) when
using normal AvgSimC without smoothing, up to being competitive with other
models, when using RefittedSim with smoothing. The method of Chen et al. [11],
has a significant lead on the other results presented. This can be attributed to
its very effective semi-supervised fine-tuning method. This suggests a possible
avenue for future development in using refitted sense vectors to relabel a corpus,
and then performing fine-tuning similar to that done by Chen et al.

Target
Lemma

Target
POS Tag

Target
Word

WordNet
Sense Inventory

Pretrained Unsupervised
Sense Embeddings

Lexical WSD

Sentence

Disambiguated
Sense
l

SynsetGlosses
{c1,c2,...}

Induced
Sense Embeddings
u={u1,u2,...}

Lexical
Sense Embeddings

l={l1,l2,..}

Lexical
Sense Priors

{P (l1),P (l2),...}
cT

Fig. 2. Block diagram for performing WSD using refitting.

6 Word Sense Disambiguation

6.1 Refitting for Word Sense Disambiguation

Once refitting has been used to create sense vectors for lexical word senses, an
obvious used of them is to perform word sense disambiguation. In this section
we refer to the lexical word sense disambiguation problem, i.e. to take a word
and find its dictionary sense; whereas the methods discussed in Eqs. (3) and
(4) consider the more general problem, as applicable to disambiguating lexical
or induced word senses depending on the inputs. Our overall process shown in
Fig. 2 uses both: first disambiguating the induced senses as part of refitting, then
using the refitted sense vectors to find the most likely dictionary sense.

First, refitting is used to transform the induced sense vectors into lexical
sense vectors. We use the targeted word’s lemma (i.e. base form), and part of
speech (POS) tag to retrieve all possible definitions of the word (Glosses) from
WordNet; there is one gloss per sense. These glosses are used as the example
sentence to perform refitting (see Sect. 3). We find embeddings, l = {l1, ..., lnl

}
for each of the lexical word senses using Eq. (1). These lexical word senses are
still supported by the language model, which means one can apply the general
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WSD method to determine the posterior probability of a word sense, given an
observed context.

When given a sentence cT , containing a target word to be disambiguated,
the probability of each lexical word sense P (li | cT ), can be found using Eq. (3)
(or the smoothed version Eq. (4)), over the lexically refitted sense embeddings.
Then, selecting the correct sense is simply selecting the most likely sense:

l�(l, cT ) = argmax:
∀li∈l

P (li|cT ) = argmax:
∀li∈l

P (cT | li)P (li)∑
∀lj∈l P (cT | lj)P (lj)

(7)

6.2 Lexical Sense Prior

WordNet includes frequency counts for each word sense based on Semcor [24].
These form a prior for P (li). The comparatively small size of Semcor means that
many word senses do not occur at all. We apply add-one smoothing to remove
any zero counts. This is in addition to using our proposed geometric smoothing
as an optional part of the general WSD. Geometric smoothing serves a different
(but related) purpose, of decreasing the sharpness of the likelihood function –
not of removing impossibilities from the prior.

6.3 Experimental Setup

The WSD performance is evaluated on the SemEval 2007 Task 7.
We use the weighted mapping method of Agirre et al. [12], (see Sect. 2.2) as

a baseline alternative method for using WSI senses for WSD. We use Semcor as
the mapping corpus, to derive the mapping weights.

The second baseline we use is the Most Frequent Sense (MFS). This method
always disambiguates any word as having its most common meaning. Due to
the power law distribution of word senses, this is a very effective heuristic [20].
We also consider the results when using a backoff to MSF when a method is
unable to determine the word sense the method can report the MFS instead of
returning no result (a non-attempt).

6.4 Word Sense Disambiguation Results

The results of employing our method for WSD, are shown in Table 2. Our results
using smoothed refitting, both with AdaGram and Greed Embeddings with back-
off, outperform the MSF baseline [25] – noted as a surprisingly hard baseline to
beat [11].

The mapping method [12] was not up to the task of mapping unsupervised
senses to supervised senses, on this large scale task. The Refitting method works
better. Though refitting is only usable for language-model embedding WSI, the
mapping method is suitable for all WSI systems.

While not directly comparable due to the difference in training data, we
note that our Refitted results, are similar in performance, as measured by F1
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Table 2. Results on SemEval 2007 Task 7 – course-all-words disambiguation. The -S
marks results using geometric smoothing. The ∗ marks results with MSF backoff.

Method Attempted Precision Recall F1

Refitted-S AdaGram 99.91% 0.799 0.799 0.799

Refitted AdaGram 99.91% 0.774 0.773 0.774

Refitted-S Greedy 79.95% 0.797 0.637 0.708

Refitted-S Greedy* 100.00% 0.793 0.793 0.793

Refitted Greedy 79.95% 0.725 0.580 0.645

Refitted Greedy* 100.00% 0.793 0.793 0.793

Mapped AdaGram 84.31% 0.776 0.654 0.710

Mapped AdaGram* 100.00% 0.736 0.736 0.736

MFS baseline 100.00% 0.789 0.789 0.789

score, to the results reported by Chen et al. [11]. AdaGram with smoothing, and
Greedy embeddings with backoff have close to the same result as reported for
L2R with backoff – with the AdaGram slightly better and the Greedy embed-
dings slightly worse. They are exceeded by the best method reported in that
paper: S2C method with backoff. Comparison to non-embedding based methods
is not discussed here for brevity. Historically state of the art systems have func-
tioned very differently; normally by approaching the WSD task by more direct
means.

Our results are not strong enough for Refitted AdaGram to be used as a WSD
method on its own, but do demonstrate that the senses found by refitting are
capturing the information from lexical senses. It is now evident that the refitted
sense embeddings are able to perform WSD, which was not possible with the
unsupervised senses.

7 Conclusion

A new method is proposed for taking unsupervised word embeddings, and adapt-
ing them to align to particular given lexical senses, or user provided usage exam-
ples. This refitting method thus allows us to find word sense embeddings with
known meaning. This method can be seen as a one-shot learning task, where
only a single labelled example of each class is available for training. We show
how our method can be used to create embeddings to evaluate the similarity of
words, given their contexts.

This allows us to propose a new similarity measuring method, Refitted-
Sim. The performance of RefittedSim on AdaGram is comparable to the
results reported by the researchers of other sense embeddings techniques using
AvgSimC, but its time complexity is significantly lower. We also demonstrate
how similar refitting principles can be used to create a set of vectors that are
aligned to the meanings in a sense inventory, such as WordNet.
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We show how this can be used for word sense disambiguation. On this dif-
ficult task, it performs marginally better than the hard to beat MFS baseline,
and significantly better than a general mapping method used for working with
WSI senses on lexical WSD tasks. As part of our method for refitting, we present
a geometric smoothing to overcome the issues of overly dominant senses prob-
ability estimates. We show that this significantly improves the performance.
Our refitting method provides effective bridging between the vector space rep-
resentation of meaning, and the traditional discrete lexical representation. More
generally it allows a sense embedding to be created to model the meaning of a
word in any given sentence. Significant applications of sense embeddings in tasks
such as more accurate information retrieval thus become possible.
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Abstract. Evidence-based clinical practice guidelines have been widely
used as an objective rating instrument for assessing the content quality
of health care information on the web. In many previous studies, human
raters check the concordance between text content and evidence-based
practice guidelines in order to evaluate information accuracy and com-
pleteness. However, human rating cannot be a practical solution, par-
ticularly when there is an extremely large volume of health care infor-
mation on the web. This study explores a semantics-based approach to
identify health care information content in web documents with refer-
ence to evidence-based health care guidelines. With this approach terms
and phrases in English are extracted and transformed into semantic con-
cepts and units. Thus, web text is transformed, sentence by sentence,
into a semantic representation which computer programs can classify
depending on whether the content of a sentence is in concordance with
evidence-based guidelines or not. Through aggregating the classification
result of all sentences in a web document, computer programs are able
to generate for each document a quality score indicating the number of
unique evidence-based guidelines that are referred to in the document.
In a test using a set of depression treatment web pages and evidence-
based clinical guidelines, the quality rating performance of the computer
system is shown to be close to human quality rating performance.

Keywords: Semantics-based quality rating approach · Natural
language processing · Shallow semantic analysis · Evidence-based
clinical practice · Semantics-based classification · Web health care
information

1 Introduction

The past decade has witnessed a dramatic expansion in the amount of publicly
available health care information on the Web. On the one hand, the demand
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for web health care information is huge and keeps growing [14,16,17]. On the
other hand, the information quality is of extreme variability [5,7,12]. In spite of
this, different previous studies identified that users are ready to accept health
care information from unfamiliar websites and they do not like the burden to
verify information quality [15]. Such situations can cause threat to public health,
including life-threatening cases [4,11]. Because of the potential harm that may be
caused by inaccurate information, quality assessment of health care information
on the web stays a common interest of various health care information stake-
holders, including e-health policy makers, information providers/consumers, and
information search service providers.

In the last ten years and even longer, researchers have made a lot of efforts
and progress in the quality evaluation area, including exploration on establishing
quality rating criteria, creating rating tools, etc. One type of commonly used
rating criteria is evidence-based health care practice guidelines. As summarized
in a systematic review [5] based on 79 distinct quality evaluation studies, health
care guidelines are widely utilized by researchers for rating content quality in
terms of information accuracy and comprehensiveness. Evaluating such type of
quality is just the focus of this study. Our goal is to develop an automated
approach to evaluate the information accuracy and comprehensiveness of health
care web pages. Other types of quality, such as web site/page design aesthetics,
web page readability, etc., referred as presentation quality in [5] are not covered
in this study. Depression treatment is the selected subject domain.

2 Related Work

Based on summarization from 79 distinct quality evaluation studies, [5] defined
accuracy as the degree of concordance between the web content and generally
accepted health care practice. The completeness is also called “comprehensive-
ness” or “coverage”.Most researchers calculated the proportion of pre-defined clin-
ical guidelines covered by a web source. In practice, the evaluation of accuracy and
comprehensiveness requires human raters to read and understand web page con-
tent in order to compare web content against guidelines. The objectiveness and
effectiveness of guidelines are advantages compared with some other criteria such
as accountability meta-information of web sites or pages [2]. However, the use of
health care guidelines for rating health care web information quality is limited by
the dependency on human efforts. Due to the explosion of health care information
on the web, it would be an impractical practice to have human raters manually
evaluate all related web pages through reading content sentence by sentence.

On the other hand, many previous studies have investigated the association
between content quality and accountability of web sites or pages, and attempted
to use the latter as quality indicators since they are subject independent. Inves-
tigated indicators range from bibliographic metadata (e.g., authorship, editorial
board, references) from the print world (e.g., [1,3,18,19]) to web-unique features
(e.g., [6,7]) such as site domain name suffix, hyperlinks received from external
web sites, Google PageRank, etc., and to quality seal such as HONcode certifi-
cate [9]. Specifically, Wang and Liu (2007) [20] developed an Automatic Indicator
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Detection Tool to collect indirect quality indicators using an HTML parser. In
their testing, the performance of detecting such indicators reached 93% recall and
98% precision. However, their study did not include quality evaluation test to
prove that detected indicators can accurately predicate content quality. In fact,
different research groups [6,8,10,13] found in their studies that the association
between these indicators and the content quality of web health care informa-
tion is inconsistent in different health care subjects, putting the validity and
reliability of these non-content based indicators in question.

In comparison, rating the quality directly based on the web site/page con-
tent is relatively more reliable than relying on metadata indicators. To the best
of our knowledge, Griffiths et al. (2005) [8] did a first attempt of automated
quality rating based on processing the web text content. In their study, they
used evidence-based depression treatment guidelines (CEBMH 1998) as rating
criteria, and human rating quality scores according to guidelines are standards
for evaluating automated rating performance. Their approach is based on infor-
mation retrieval techniques. They tried to use web pages from training web sites
to establish two standard queries, comprising of 20 keywords and 20 two-word
phrases with high discriminative power in terms of content quality or relevance
respectively. For given web sites, the similarity between the web content and the
standard queries are used to calculate the site quality score. In their testing, the
automatically rated website scores and the evidence-based human rated scores
have strong Pearson correlation equal to 0.85.

3 Method

Griffiths et al. (2005) [8] successfully used the keywords among health care web
pages to predicate the information quality. In our study, we try to utilize the
semantics of web content, and specifically analyze semantics at sentence level
in order to predicate whether a sentence present meanings in concordance with
given health care guidelines. Two key issues are explored and solved in order to
reach this goal:

1. First, how to create an effective representation of the web text semantics?
To compare the web content against evidence based health care guidelines,
it is important that our automated quality rating approach can capture and
represent text semantics at appropriate extent.

2. Second, with captured semantics, how can computer successfully identify the
presentation of health care guidelines in web document?

Semantics-based quality rating approach: overall, this automated rating app-
roach use computer programs to read in every sentence in a web page and check
if its content agrees with any pre-defined health care guideline. The quality score
is the number of unique guidelines that are referred to in the web page.

Text classification is applied to a single sentence to determine if it presents
one or more guidelines. Each guideline has a binary classifier to categorize sen-
tences into “positive” (i.e., a match with guideline) or “negative” group. Features
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used to implement text classification mainly include text semantics and relevant
metadata. Shallow semantic analysis is used to capture these features and map
a sentence into a semantic tag instance. Thus, text classification is done based
on semantic tags rather than the original text.

Shallow Semantic Analysis: as the purpose is to convert sentences into seman-
tic tag instances, shallow semantic analysis in this study focuses only on annotat-
ing semantically essential units in a sentence. Certainly, every depression treat-
ment guideline has a unique theme. We assume that it contains a specific set of
semantic concepts although they could have different variations when expressed
in natural language.

First, health care concepts such as health conditions, treatment etc. are one
type of the very important semantic units. They are usually nouns or noun
phrases. In addition, verbs, adjectives and adverbs are important for describ-
ing the relations between semantic concepts. We want to map these elements
from text to semantic tags, and also get their part of speech, and their distance
between each other. We consider distance as a useful feature because semantic
unit pairs which have tight relations likely occur close to each other.

To capture the semantic concepts and above features, we used the Uni-
fied Medical Language System (UMLS 2009) to develop our shallow seman-
tic tagging application. UMLS is a free resource provided by the National
Library of Medicine in the United States. It provides a knowledge source called
Metathesaurus, which include more than 60 controlled vocabularies in biomedi-
cal domains such as MeSH, SNOMED, etc.

UMLS also provides supporting software tools to facilitate access and use
of UMLS data. Two very useful software packages are used in this study: 1)
MetaMap API is used to discover Metathesaurus concepts referred by text. The
benefit is that health care terms and variants of a same semantic concept can
be unified. For example, text strings “depression”, “Depressive episode” and
“depressive illness” are all labeled into MMTx tag “Depressive disorder”. 2)
SPECIALIST NLP Tools (including LVG and TaggerClient) facilitate natural
language processing by dealing with lexical variation and text analysis tasks in
the biomedical domain. Supported NLP functions include sentence splitting, tok-
enization, POS tagging, lemmatization, etc. We used this tool to transform and
filter lexical variants from the original text of sentences. For example, “ceases”,
“ceased”, “stopping”, and “stops” can be transformed to a LVG tag “stop”.

We developed JAVA programs to utilize above resources and to use the UMLS
tagging results to generate semantic tag instance for sentences. The definition of
a semantic tag instance includes header and body parts (see Fig. 1). The instance
header includes sentence sequence number in a page, begin and end offset of this
sentence, and the original text. In the instance body, the labeled semantic units
are saved in sequence. Each labeled unit is either a LVG tag by default or an
MMTx tag for Metathesaurus concepts, enclosed by a pair of square brackets
and separated by pipelines.

Figure 2 shows two examples of semantic tagging result. A semantic tag
instance contains tags for semantically essential words or phrases in a sentence.
In the first example, phrase “depressive illness” is converted to a unified con-
cept “Depressive Disorder”. In the second, “tricyclics” was converted to concept
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Fig. 1. Definition of semantic tag instance

Fig. 2. Example of semantic tag instances

“Antidepressive Agents”. In addition, each tag also contains the position meta-
data, POS metadata, etc. For example, “effect side” is the semantic tag for text
“side effects” which has position index from 365 to 376. The term index of this
semantic unit in this sentence is 0. The part of speech is NOUN.

Rule-based Classification: The generated semantic tag instances are the input
for text classification. Each guideline has a dedicated classifier to make binary
prediction regarding whether a given sentence agrees with the specific guide-
line. This study used a rule-based classification to solve the problem. For each
guideline, rules (i.e., classification patterns) were manually summarized based
on studying the positive instances in training data set.

In this study, a classification rule is considered as a description of relations
between semantic units which are indispensable for identifying the presentation
of a specific health care guideline. Considering the variation of natural language
expression, we believe that a classifier can have multiple classification rules and
each corresponds to a distinct expression pattern. Such patterns are extractable
from positive sentences. The knowledge engineering for extracting patterns starts
from identifying the theme-related semantic units, then try to find connections
between them. For most patterns, usually more than one positive instance can be
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Fig. 3. Example of classification rules for health care guideline #6

found from training data. Features that commonly exist in the positive instances
are used to define the classification pattern. The features that were used in this
study include semantic tag, co-occurrence, part-of-speech, distance between key
tags, tag ordering relations, and negative proposition.

Figure 3 lists out the XML-formatted classification rules for guideline #6.
It has 3 patterns that were identified from positive training instances. Each
pattern is comprised of multiple semantic units. For example, the content listed
between the pair of XML markup <Pattern> and </Pattern> describes the first
classification pattern. Key semantic units in this pattern include antidepressant,
side effect, vary and so on. These required semantic units are called patternUnit.
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The identity of a patternUnit is defined using LVG or MMTx tag. Under each
patternUnit, constraints in terms of distance between a pair of patternUnits
and the sequence of their occurrences are defined to describe the co-occurrence
relationship between patternUnits, whenever such relationship exists. In order
to classify a semantic tag instance, which represents a sentence, into TRUE, the
specified constraints need to be satisfied. The example here is that the semantic
unit “vary” needs to co-occur with another unit, “side effect”, either BEFORE
or AFTER, with interval terms or phrases no more than 5. These values are
configured based on statistics from training instances.

The classification working logic is simple. It reads in the semantic tag instance
of a sentence; then matches it against the pre-defined classification patterns for a
specific health care guideline. During the matching, computer scan the semantic
units within a semantic tag instance to search for patternUnits required by
the classification and calculate the matching probability based on the searching
result. If any fitting pattern is confirmed, then classification result is TRUE,
otherwise FALSE.

Quality Scores: Given a web page, its quality rating score is automatically
generated based on the sentence classification results. The classifiers classify the
test instance (i.e., sentence) as either Positive or Negative regarding to specific
guidelines. If it is positive, the webpage containing the sentence scores one. How-
ever, the presentation of a same guideline in one web page will be counted only
once. This complies with the standard used human rating. So, the final qual-
ity score is equal to the number of unique guidelines that rule-based classifiers
identified in a web page.

4 Quality Rating Test

Data: This study testifies the semantics-based automated quality rating app-
roach using depression treatment web pages. The whole corpus includes 201
depression treatment web pages (see Appendix A of [21]) was collected in 2009
from three types of sources as listed in Table 1. For search engines, “depression
treatment” was used as the query and the first 30 returned web pages from each
search engine were collected as candidates. For web portals, candidate pages
were collected from depression treatment related sections only. Candidate pages
were examined manually to remove duplicate pages and pages that were inap-
propriate for other reasons (see Appendix B of [21]). In the end, 201 web pages
were selected to form the corpus.

All 201 pages were rated by human raters with reference to a set of evidence-
based depression treatment guidelines (see Appendix C in [21]) previously used
in [7,8]. Human rated quality scores for all these pages range from 0 to 8. The
pages were divided into five bins according to scores, i.e., 0, 1–2, 3–4, 5–6, and
7–8. Stratified random sampling was conducted to get 31 pages as testing data
set, and the remaining 170 pages formed training data.

Measures for Classification Performance: The testing data set has 31 web
pages and in total 2677 sentences. Precision, recall and accuracy were used to
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Table 1. Sources for constructing the corpus

Web search engines Medical search engines Health care web portals

Google AOL OmniMedicalSearch Medline Plus in United States

Yahoo! Search HealthFinder HealthlinkBC in Canada

Microsoft Bing Search HealthLine HealthInsite in Australia

Ask.com MedNar National Health Service (NHS)

HealthFinder WebMD in United Kingdom

evaluate the sentence classification performance. The measures are calculated
using the following equations: Precision = TP/(TP + FP), Recall = TP/(TP +
FN), Accuracy = (FP + TN)/(TP + FN + FP + TN). TP stands for the num-
ber of true positive (cases) identified by classifier; FP stands for false positives
identified by classifier; FN stands for false negatives identified by classifier; and
TN stands for true negatives identified by classifier.

Classification Results: Each guideline has a dedicated classifier, and the clas-
sification performance is shown in Table 2. Overall, the accuracy of rule-based
classifiers is very high (>99.4%). Recall ranges from 75% to 100%. The variation
of recall across guidelines may be attributed to a variety of factors including
the number of ways to paraphrase a specific guideline, the number of available
positive training cases, and the coverage of different paraphrasing patterns in
the training data.

Therefore, we also used micro-averaging to combine the above values into one
quantity in order to measure the classification performance across different guide-
lines. By micro-averaging, classifiers (for each guideline) are allowed to participate
in performance evaluation equally. The micro-averaging results are listed in the
last row in Table 2, with 78.3% precision, 82% recall, and 99.8% accuracy.

Quality Rating Results: The classification performance listed above attests
to the effectiveness of semantics-based automated quality rating. Table 3 shows
the quality scores assigned by both rule-based automated rating and human
rating. Automated rating scores are pretty close to human rating scores. 45.2%
of testing pages have the same score, 32.3% and19.3% of pages have one score
lower or higher than human rated score. Only one page (testing page #15) has
rule-based score higher by 3.

The rule-based rating results are very close to human rating results in terms
of not only the number of identified criteria in each web page, but also the
accuracy of identification. Given the 31 testing pages, human raters identified
92 unique guidelines. Rule-based classifiers identified 91 unique guidelines. 78
identified items are the same between the two sets. 83.7% of the human identified
depression treatment guidelines were also identified using the rule-based rating
system. Only 16.1% of the human identified guidelines were missed; and 14.3%
of computer identified guidelines were false positives.

The ultimate quality rating performance is measured using Pearson correla-
tion between automatically rated scores and human rated scores. Given the 31
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Table 2. Performance of sentence classification by rule-based classifiers

Rating criteria Human
classification

Rule-based
classification
(Y)

Rule-based
classification
(N)

Recall Precision Accuracy

#1 Y 40 9 81.6% 85.1% 99.4%

N 7 2621

#2 Y 3 0 100.0% 42.9% 99.9%

N 4 2670

#3 Y 0 0 NA NA 100.0%

N 0 2677

#4 Y 0 0 NA NA 100.0%

N 0 2677

#5 Y 0 0 NA NA 100.0%

N 0 2677

#6 Y 16 3 84.2% 84.2% 99.8%

N 3 2655

#7 Y 5 1 83.3% 55.6% 99.8%

N 4 2667

#8 Y 2 0 100.0% 100.0% 100.0%

N 0 2675

#9 Y 1 0 100.0% 50.0% 100.0%**

N 1 2675

#11 Y 6 2 75.0% 100.0% 99.9%

N 0 2669

#12-A Y 9 2 81.8% 90.0% 99.9%

N 1 2665

#12-B Y 10 3 76.9% 76.9% 99.8%

N 3 2661

#13-A Y 4 0 100.0% 100.0% 100.0%

N 0 2673

#13-B Y 2 0 100.0% 100.0% 100.0%

N 0 2675

#14 Y 14 4 77.8% 77.8% 99.7%

N 4 2655

#15 Y 2 0 100.0% 25.0% 99.8%

N 6 2669

#20 Y 9 3 75.0% 90.0% 99.9%

N 1 2664

Micro-averaging Y 123 27 82.0% 78.3% 99.9%

N 34 45325
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Table 3. Quality score assigned to testing web pages by rule-based auto-rating system

Testing Page ID Quality score
via human
rating

Quality score via
rule-based rating

Quality
score
difference

1 7 7 0

2 7 6 –1

3 8 7 –1

4 6 5 –1

5 6 6 0

6 5 5 0

7 5 4 –1

8 4 5 1

9 3 4 1

10 4 3 –1

11 3 4 1

12 3 4 1

13 4 4 0

14 3 2 –1

15 2 5 3

16 2 3 1

17 2 2 0

18 2 2 0

19 2 2 0

20 3 2 –1

21 2 2 0

22 2 1 –1

23 2 1 –1

24 1 2 1

25 1 1 0

26 1 1 0

27 1 1 0

28 1 0 –1

29 0 0 0

30 0 0 0

31 0 0 0

Total 92 91 Not applicable
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testing pages, the Pearson correlation is positive and significant, with r equal to
0.909. r2 equals to 0.827. That means 82.7% of the variance of the rule-based
quality scores is associated with the variance in the evidence-based human rated
scores.

5 Discussion

Precision and recall indicate the ability of the automated approaches to correctly
identify positive instances of each criterion. The higher recall, the fewer actual
criteria sentences go undetected (lower false negative rate). The higher precision,
the fewer non-criterion cases are mistakenly identified as a criterion (lower false
positive rate). Results in Table 2 shows that the lowest recall was 75%, and
the average recall was 82% across whole guideline set. This suggests that the
semantics-based rule classification system can be fairly effective in identifying
the presentation of depression treatment guidelines in web text.

Fig. 4. A false positive example

On the other hand, Table 2 shows that precision of sentence classification
varies in a wide range across different guidelines. This indicates that the clas-
sification rules defined for certain guidelines need to be enhanced with more
distinguishing constraints for filtering out false positives. In addition, strongly
skewed data was part of the reason for low precision. The negative over positive
ratios for all criteria is averagely 302:1. Particularly, for guidelines (i.e., #2, 6
and 15) which have low precisions, the negative over positive ratio ranges from
445:1 to 1337:1. That means true positives (TP) can be easily overwhelmed by
false positives (FP) even though only a very small percentage of actually negative
cases are mistakenly identified as positive, hence precision can be low.

Pearson correlation is used to evaluate the quality rating scores. The strong
positive correlation with human rating results suggests that the computer rated
scores predicated the content quality of depression treatment web pages in a
manner close to human being performance. The low precision and imperfect
recall of sentence classification did not seem to have greatly affected the page
rating performance. This is partly related to a fact that a single guideline is
commonly paraphrased more than once in a web page. Among multiple presen-
tation of a same guideline in a page, as long as one presentation is captured by
automated classification system, the quality score is added by one without being
hurt by false negatives. Similarly, suppose that the classifier label five sentences
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as presentations of a guideline, with four being false positives, i.e., precision =
20%. Because there is one sentence being a true positive, the impact of false
positives would not been reflected in the automatically assigned quality rating
score.

Although 83.7% of human identified guidelines were captured by the auto-
mated rating system, there is space for improvement to make both false positive
and false negative errors lower. It is found in the case review of classification
results that false positive errors occur when the semantics of a text segment
is taken for the entire sentence. For example (see Fig. 4), because the sentence
contains “your response to certain antidepressant”, the classifier mistakenly clas-
sified the sentence as a match for guideline #1. To avoid false positives like this,
the classification rules need to be supplemented with strict description logic.

Another limitation of the current implementation is that it uses individual
sentences as processing unit while between-sentence analysis (e.g., co-reference)
has not been utilized. For this reason, false negatives happened in a few situa-
tions in which the meaning of a guideline is expressed across multiple sentences,
typically in bullet list format (see Fig. 5). After sentence splitting, “exercise”
and “depression” were separated into two different sentences. Hence neither of
them was predicated as a presentation of guideline #20.

Fig. 5. A false negative example

Fig. 6. Examples of correctly classified sentences
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In spite of the limitations, the performance testing results suggest the
effectiveness of the semantics-based automated quality rating approach in two
aspects. First, by semantics-based classification, this study converts quality rat-
ing task to a task of identifying health care guideline presentation among web
text, following a procedure similar to human rating. However, our approach is
automated since computer can rely on semantics-based classification rules to
distinguish positive instances (i.e., guideline presentation) from negative ones.
The classification is considered semantics-based since both classification input
and classification rules are generated based on semantics. Among training data,
various positive training cases are semantically categorized into different groups
depending on their way for paraphrasing a same treatment guideline. Features
commonly existing in a same group are extracted to form a classification rule,
which just corresponds to an expression pattern. Therefore, a classifier with
well-trained classification rules can identify the presentation of a guideline in
different expression patterns. Figure 6 shows some identified positive sentences.
These examples include different ways for expressing guideline #6. Pattern a)
says that side effects of antidepressants are “different”; pattern b) uses “vary”
to paraphrase; pattern c) indicates variation by a discussion of “fewer/more”
side effects between antidepressants. In the listed cases, the rule-based classi-
fier successfully identified that the sentences are in concordance with the rating
guideline #6.

It has to be acknowledged that training data set may not necessarily cover
all expression patterns used in human communication. Thus, it is possible that a
developed has incomplete classification rule set and hence can miss some positive
cases in testing. Statistically speaking, however, patterns with high frequency of
usage would more likely be learned from training data set than those with low
frequency. Thus, the impact of missing pattern on classification recall can be
controlled reasonably low by preparing the randomly sampled training data set
of reasonably large size.

Second, the shallow semantic analysis and the generated semantic repre-
sentation of sentences turned to be generically effective for classification tasks
relative to different treatment guidelines. Through transforming text content
from English natural language to semantic tag instance in our defined syntax,
sentence semantics are kept and conveyed in an appropriate sufficiency for sup-
porting classification. It is also important that the semantic tagging process in
this study was independent from the treatment guidelines in that no processing
was customized to deal with any specific guidelines and its unique content and
concepts.

6 Conclusion

This study proposed a semantics-based approach for implementing automated
quality rating on web health care pages according to evidence-based health care
guidelines. Web pages with depression treatment content are used for case study.
The experimental results show that the automatically generated quality scores
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have strong and positive correlation with human rated scores. That is, auto-
matically generated quality scores have potential to be valid indicators of the
quality of depression treatment web pages. Different from previous research, this
automated approach is semantics-based, with aim to rely health care informa-
tion quality rating directly on content. Through shallow semantic analysis and
semantics-based classification, computer could identify the presentation of health
care guidelines with reasonable accuracy (in Tables 2 and 3).

In the current implementation, the rule-based classifier utilized expression
patterns manually extracted from training data to empower automated binary
classification of sentences in untouched data set. Hence, human efforts for reading
text and identifying the presentation of guidelines among enormous amount of
web pages can be avoided. In the future we will explore the use of machine learn-
ing to enhance the automation of pattern learning process as well. In addition,
we will also attempt to apply this semantics-based approach to rate the content
quality of web pages in other health conditions. If the results of this study are
replicable and generalizable, this automated quality rating approach could add
significant value to the quality assessment practice of health care information on
the web.
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Abstract. Following approaches for understanding lexical meaning
developed by Yāska, Patanjali and Bhartrihari from Indian linguistic tra-
ditions and extending approaches developed by Leibniz and Brentano in
the modern times, a framework of formal ontology of language was devel-
oped. This framework proposes that meaning of words are in-formed by
intrinsic and extrinsic ontological structures. The paper aims to capture
such intrinsic and extrinsic meanings of words for two major Indian lan-
guages, namely, Hindi and Telugu. Parts-of-speech have been rendered
into sense-types and sense-classes. Using them we have developed a gold-
standard annotated lexical resource to support semantic understanding
of a language. The resource has collection of Hindi and Telugu lexicons,
which has been manually annotated by native speakers of the languages
following our annotation guidelines. Further, the resource was utilised to
derive adverbial sense-class distribution of verbs and kāraka-verb sense-
type distribution. Different corpora (news, novels) were compared using
verb sense-types distribution. Word Embedding was used as an aid for
the enrichment of the resource. This is a work in progress that aims at
lexical coverage of language extensively.

Keywords: Ontological structures · Hindi · Yasca

1 Introduction

The concept of ‘meaning’ has been discussed for a long time. Cognitively it can
be understood to have an intensional or extensional form. Frege [1] discussed
the idea of sense and reference. He called ‘sense’ as intensional meaning and
‘reference’ as extensional meaning. The meaning that has a constant value in an
expression is intensional, whereas the meaning that is contributed by the real
world to the mental concept is extensional. Two words are said to be extension-
ally equvivalent if they refer to the same set of objects, whereas if they share
the same features then they are intensionally equivalent. According to Frege
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every signficant linguistic expression has both ’sense’ and ’reference’. The other
theories of meaning are correspondence theory, consensus theory, constructivist
theory etc. All these account for extensional meaning.

Meaning of a word in a language is generally derived from dictionary or from
a context it is used in. Speaking from an ontological viewpoint, the meaning of a
word can be understood based on its participation in classes, events and relations.
In order to manipulate language computationally at the level of lexical meanings,
Otra [2] developed Formal Ontology of Language. It considers meaning to have
an intrinsic form. According to the theory proposed, meanings have primitive
ontological forms. It is language independent and aims at extensive coverage of
language.

This paper uses the idea of Formal Ontology of Language to develop lexi-
cal resource for Hindi and Telugu. Section 2 discusses the previous works that
have been done in order to specify meaning of a word and development of vari-
ous lexical resource. Section 3 of the paper discusses the Formal Ontology of Lan-
guage, as proposed by Otra [2]. Section 4 talks about data acquisition for Hindi
and Telugu and it shows how sense identification is done for different parts-of-
speech. kāraka information for sense-types of verbs have been extracted from
Hindi corpus. OntoSenseNet, a user interface has been built for our ontological
resource. Section 5 shows validation of the resource based on inter-coder agree-
ment. Section 6 demonstrates enrichment of the resource using word embeddings.
Representation of verbs through their adverbial class distribution has been stud-
ied. Different corpora(news, novels) have been compared using frequency profil-
ing of verb sense-types. Section 7 outlines conclusion and future work. IAST based
transliteration1 for Devanagari and Telugu scripts has been used in the paper.

2 Previous Work

In this section we discuss several attempts that have been made by various
researchers in order to specify meaning of a word. Considering verb as the core
of a language, some linguists derived different classifications. Along with differ-
ent kinds of verb classifications, there have been approaches to derive semantic
primitives.

Levin’s Classification. Levin assumed that syntactic behavior of a verb is
semantically determined [3]. He classified meanings of about 3,000 English verbs.
They were composed into 50 primary-classes and 192 sub-classes using methodi-
cal study of 79 diathesis alternations. It mainly deals with verb taking noun and
prepositional phrase complements. Although it can empirically classify verbs but
it only captures some facets of semantics [4]. It does not include verbs taking
ADJP, ADVP, predicative, control and sentential complements and is highly
language dependent.

VerbNet Classfication. VerbNet [5] is a hierarchical verb lexicon that rep-
resents verbs syntactic and semantic information. In each verb class, thematic
1 https://en.wikipedia.org/wiki/International Alphabet of Sanskrit Transliteration.

https://en.wikipedia.org/wiki/International_Alphabet_of_Sanskrit_Transliteration
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roles are used to link syntactic alternations to semantic predicates. However,
it contains limited coverage of lemmas and for each lemma the coverage of the
senses are limited. Since it has been inspired from Levin’s verb classification it
is also language dependent.

WordNet. It is a lexical database inspired by psycholinguistic theory of human
lexical memory [6]. Words are organized as synsets. These synsets represent lex-
icalised concepts which are organized into synonym sets. These synsets are con-
nected to other synsets by means of semantic relations. Nouns are organized as
hypernymy and hyponymy relations. Verbs are organized as hypernym, troponym,
entailment and coordinate terms. It does not have classification of adverbs. It also
lacks information about verb syntax and is also language specific.

Wierzbicka’s Semantic Primitives. The concepts that can be innately under-
stood without any further decomposition are Semantic Primes. The widely used
example to explicate this concept is the verb ‘touching ’. Its meaning can be read-
ily understood, however a dictionary might define ‘touch’ as “to make contact”
and ‘contact ’ as “touching”, provides no information if neither of these words are
understood. The theory of semantic primes was introduced by Wierzbicka, [7].
It has been criticised for its reductive approach and is limited by its generative
coverage in any language [8].

The limitations of the above theories in terms of being language specific and
limited coverage in a language led to the formulation of Formal Ontology of
Language by Otra [2]. In the proposed theory, the meaning are considered to
have primitive ontological forms and they are independent of a language. Each
of the parts-of-speech are organised as types or classes. To derive the intensional
meaning of a sentence, one has to consider the relation between different parts-
of-speech e.g. the relation between verb-adverb, noun-adjective, verb-noun. The
relations between the points are also considered to have ontological forms, which
can help specifying meaning at a sentence level. The next section discusses the
theory of Formal Ontology of Language, as introduced by Otra.

3 Formal Ontology of Language

In a language one can describe a state of affairs using different verbs, hence there
is a verbal ambiguity. To derive the universal verb there have been several discus-
sions in Greek and Indic traditions. While in Greek tradition ‘be’ is considered
as the universal verb [9], on the other hand Indic tradition considers ‘happen-
ing (bhavati)’ as the universal verb. Let us consider a question “what are you
doing?”. This can be answered with the verb ‘do’. Hence one can say that ‘do’ can
be a primitive sense that will be present in every verb. However, Patanjali men-
tions three verbs that cannot be the answer to the above question. These are (1)
being/existence (asti), (2) presence (vidyate), (3) happening (bhaāva). Accord-
ing to Bhartrihari, verb has sense of sequence and state. Hence, it has a sense of
happening making it the universal verb. Linguistic traditions in India have long
regarded verb as the centre of language (in both syntactic and semantic terms)
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right from Yāska, Pānini, Patanjali and Bhartrihari [10–12]. Meaning of verbal
element is seen as bhava (happening) as opposed to satta (being) which stands
behind nominal elements [13,14]. Later, independent of linguistic discourse, logi-
cians brought out hundreds of bhava-s (happening) with atomic transformational
structure < entity1|entity2 > like cause|effect, part|whole, predecessor|successor,
qualifier|qualified, ascribed|ascriber, locus|located, etc. These are atomic discrim-
inants which form elementary meanings. Meanings are not seen as an entity
like semantic primitive [7] but as a unified discriminative structure with a form
< entity1|contiguous with|entity2, in context of continuum>. For example, verb
‘move’ has a sense <predecessor state|contiguous with|successor state, in context
of ‘move’ continuum>. Its meaning is a continuant feel of motion punctuated
by discriminating logical structure of predecessor and successor states. One can
read in its meaning such discrimination points. Leibniz called such punctua-
tions as actual points [15] as endeavours, as ontologically vacuous, as different
from Euclidean points. Brentano [16] also built an idea of mental continuants as
punctuated with modo recto and modo obliquo. These boundaries, punctuations
or points are ontological as they vacuously discriminate ontic entities or states
which are felt as continuous. Otra [2] built formal ontology of lexical meaning
using such punctuational boundaries.

Meaning of ‘move’ is always more than the discriminative senses we read in it.
In the proposed formal ontology seven discriminant punctuations that are read
in all verbs [2] are suggested and determined. When we say, ‘rapidly move’ or
’hesitantly move’, we have done adverbial modification of the meaning of ‘move’
and have added new modifier|modified points in its meaning. When appending
‘rapidly’ we add temporal-feature-class in adverb whereas while appending ‘hesi-
tantly’ we add force-feature-class in adverb to the meaning of ‘move’. Even when
we have discriminated temporal or force features, meanings of ‘rapidly’ and ‘hes-
itantly’ are more than their adverb sense-classes. Otra [2] has delineated four
adverb classes of discriminant point. Verbs are also seen as contiguants of nouns
in seven or eight case relations. These seven/eight classes of verb-noun pairing
are further coincident boundaries in the meaning of articulation with the verb.
Further, noun-noun pairs and noun-adjective pairs are more coincident points.
Otra [2] also proposes twelve noun-verb types of sense-points in the ontology. The
verb-centric formal ontology of meaning is based on sense-type and sense-class
of punctuational boundaries that can be located in lexical meaning. TYPES and
CLASSES are logical forms of intensional senses [[2], page 13, 14, 15]. Using the
formal ontology we are building lexical resource of verbs, adverbs, nouns and
adjectives in terms of basic discriminant points, which in-form their meaning.
The formal ontology is language independent and thus we are developing the
resource for several languages at once.

In the next section we discuss the resource creation for Indian languages,
namely Hindi and Telugu using the proposed Formal Ontology of Language.
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4 Resource Building

Otra [2] has developed the resource for English that has 3,867 verbs, 1,980
adverbs and 300 adjectives. In our resource, Sense-types of 3,152 Hindi and
3,379 Telugu verbs has been manually identified. Similarly manual identification
of sense-classes of 2,214 Hindi and 101 Telugu adverbs has been done. Sense-
types of 238 Hindi adjectives has been identified. Annotation for sense-types of
Telugu adjectives is in progress. The annotators have native proficiencies in the
corresponding languages.

4.1 Data Acquisition

Words were collected from different resources like dictionary, wordnet. These
were further used to populate our resource. Since this is a work in progress, not
all the words from the different resources have been added into our resource.

Hindi. Distinct verbs, adverbs and adjectives for Hindi were collected from Hindi
Wordnet2 and Dictionary3.

Telugu. Telugu being a resource poor language, does not have a usable soft copy
of Telugu-Telugu dictionary till date. We are developing it from the printed copy
of “Sri Suryaraayandhra Telugu Nighantuvu” [17] for all of its eight volumes.
Verbs, adverbs and adjectives have been completely populated in the usable
soft copy from this dictionary, whereas work is still under progress for other
parts-of-speech. Dictionaries for Telugu-Hindi, English-Telugu are available4.

Table 1 shows the number of distinct verbs, adverbs and adjectives in each
of the resources.

Table 1. Distinct number of verbs, adverbs and adjectives for Hindi, Telugu in different
resources

Resource Distinct verbs Distinct adverbs Distinct adjectives

Hindi Wordnet 6778 2114 19190

Hindi-Shadsagara Dictionary 3529 1650 36398

OntoSenseNet (Hindi) 3152 2214 238

Telugu-Telugu Dictionary 8483 253 11305

Telugu Wordneta 2795 442 5776

Telugu-Hindi 9939 142 1253

OntoSenseNet (Telugu) 3379 101 Annotations are yet to be started
ahttp://tdil-dc.in/indowordnet/

2 http://www.cfilt.iitb.ac.in/wordnet/webhwn/.
3 https://ia601603.us.archive.org/20/items/in.ernet.dli.2015.348711/2015.348711.

Hindi-Shabdasagar.pdf.
4 https://ltrc.iiit.ac.in/onlineServices/Dictionaries/Dict Frame.html.

http://tdil-dc.in/indowordnet/
http://www.cfilt.iitb.ac.in/wordnet/webhwn/
https://ia601603.us.archive.org/20/items/in.ernet.dli.2015.348711/2015.348711.Hindi-Shabdasagar.pdf
https://ia601603.us.archive.org/20/items/in.ernet.dli.2015.348711/2015.348711.Hindi-Shabdasagar.pdf
https://ltrc.iiit.ac.in/onlineServices/Dictionaries/Dict_Frame.html
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4.2 Sense-Identification

Verbs. Different verbs can be used for describing the same situation. Thus verbs
are colocative in nature. In a single verb many verbal sense points can be present
and different verbs may share same verbal sense points. For example “walking”,
“running” entails a sense of ‘move’. Verb like “studying” entails a sense of ‘know’
and ‘do’. “Eating” entails a sense of ‘do’ and ‘have’. Thus, verbs are organised
as sense-types. Otra [2] has shown the existence of seven primitive sense-types
of verbs. These seven sense-types of verbs have been derived by collecting the
fundamental verbs used to define other verbs. These verbs were then grouped
using intrinsic senses, which were designated to a particular sense-type. These
sense-types are inspired from different schools of Indian philosophies. The seven
sense-types of verbs are listed below with their primitive sense along with two
Hindi and Telugu examples each.

1. Means|End - Do; khelanā (play), karanā (do); āduta (play), ceyuta (do)
2. Before|After - Move; bahanā (flow), calanā (walk); pāruta (flow), naduvuta

(walk)
3. Know|Known - Know; jānanā (know), parakhanā (examine); ūhimcuta (imag-

ine), paris̄ilimcuta (examine)
4. Locus|Located - Is; rahanā (stay), honā (happen); umduta (to be, stay),

jaruguta (happen)
5. Part|Whole - Cut; kātanā (cut), mitānā (erase); koyuta (cut), vidipovuta

(separate)
6. Wrap|Wrapped - Cover; jhāmpanā (cover), pahanānā (dress-up someone);

mūyuta (cover) , ākramimcuta (contain forcefully)
7. Grip|Grasp - Have; pānā (get), lenā (take); bhayapaduta (fear), t̄isukonu

(take)

Each of the verbs can have all the seven dimensions of sense-types. The degree
depends on the usage/popularity of a sense in a language. In our resource we
have identified two sense-types of each verb, i.e. primary and secondary. Consider
the verb ‘dance’ in the sentence “Madhuri is dancing gracefully”. Here ‘dance’
involves a sense of movement which a doer does. Thus Before|After is a primary
sense and Means|End is a secondary sense. For polysemous verbs, sense-type
identification was done for each of their different meanings. For example, the
verb “rap” has three meanings. Thus rap1, rap2, rap3 have been added in the
resource along with its meaning sense-types.

1. rap1- Criticizing someone, Means|End and Know|Known.
2. rap2- To perform rap music, Means|End and Before|After.
3. rap3- To hit or say something suddenly and forcefully, Means|End and

Part|Whole.

Sense-types for 3,152 Hindi and 3,379 Telugu verbs were manually identified.
Figure 1 shows the sense-type distribution for English, Hindi and Telugu verbs
in OntoSenseNet.
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Fig. 1. Verb Sense-type distribution

Adverbs. Meaning of verbs can further be understood by adverbs, as they mod-
ify verbs. The sense-classes of adverbs are inspired from adverb classification in
Sanskrit. Following are the identified sense-classes along with their fundamental
sense, illustrated with English, Hindi and Telugu examples

1. Temporal - Adverbs that attributes to sense of time. e.g. Never; sasamaya
(timely); varusagā (continuously)

2. Spatial - Adverbs that attributes to physical space. e.g. There; pās (near);
davvu (far away)

3. Force - Adverbs that attributes to cause of happening e.g. Dearly; barbas
(unwillingly); gattiga (tightly)

4. Measure - Adverbs dealing with comparison, judgement. e.g. - Only,; lagbhag
(approximately); gaddu (abundantly)

Sense-classes for 2,214 Hindi and 101 Telugu adverbs have been manually iden-
tified. Table 2 shows sense-class distribution of adverbs for English, Hindi and
Telugu.

Table 2. Adverb sense-class distribution

Sense-class English Hindi Telugu

Temporal 5.5 24.3 28.7

Spatial 2.7 13.5 12.8

Measure 39.4 32.2 31.6

Force 52.2 30 26.7

Sub-classfication of adverb sense-classes is being developed.

Kāraka Relation. Kāraka are classes that are used for expressing rela-
tion between words in a sentence. Computational Paninian Grammar Frame-
work describes kārakas as syntactico-semantic (or semantico-syntactic) rela-
tions between the verbs and their related constituents (generally nouns) in
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a sentence [18]. It describes eight types of kārakas:- k1: kartā (Nomina-
tive), k2: karma (Instrument), k3: karna (Ablative), k4:sampradāna (Posses-
sive), k5:apādān (Objective), k6:sambandh (Dative), k7:adhikaran (Locative),
k8:sambodhan (Vocative). Distribution of verb sense-types and kāraka were stud-
ied in Hindi novel corpora containing 3,39,057 words. This corpus was collected
from Hindisamay5 and was fully parsed using ISCNLP tagger6. For Telugu,
development of treebank data and full dependency parser is still under process.
Thus, Kāraka-Verb sense-types distribution of Telugu has not been extracted.
Figure 2, shows verb sense-types distribution for different kāraka in Hindi. It
shows that Locus|Located type of verbs have mostly occurred with a k1 relation
with noun, whereas the k4 kāraka is hardly occurs in any verb-noun relation.

Fig. 2. Verb sense-type and Karaka distribution

Adjectives. Like verbs, adjectives are also colocative in nature. Otra [2] identi-
fies 12 sense-types. However these can be reduced to 6 pairs. Following are the
identified six sense-types pairs of adjectives along with their meanings and one
English, Hindi and Telugu examples each.

– Locational - Adjectives that universalise or localise a noun e.g. Local, doosrā
(Other), nirdista (specific)

– Quantity - Adjectives that either qualify cardinal measure or quantify in
ordinal-type e.g. - only, eka (one), okkati (One)

– Relational - Adjectives that qualify nouns in terms of dependence or dispersal
e.g. similar, mātrih̄in (without mother), vistrta (broad)

– Stress - Adjectives that intensify or emphasis a noun - e.g, strong, mazbūt
(strong), gatti (strong)

5 http://www.hindisamay.com/.
6 https://github.com/iscnlp/iscnlp.

http://www.hindisamay.com/
https://github.com/iscnlp/isc nlp
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– Judgement - Adjectives that qualify evaluation or qualify valuation feature
of a noun e.g. - bad, acchā (good), mamci (good)

– Property - Adjectives that attribute a nature or qualitative domain of a noun.
e.g. - black, kālā (black), nallani (black)

Sense-types for 238 Hindi adjectives have been manually annotated. Sense-types
for Telugu is yet to be started.

4.3 User Interface

A user interface, OntoSenseNet has been developed for this ontological resource.
Input of a verb/adverb/adjective returns its corresponding sense-types/classes
along with its illustrative meaning and example sentences. Further, development
on crowdsourcing of the resource is being done where users can login and popu-
late the data by providing examples to support their claims. This will be man-
ually verified before adding to OntoSenseNet. For divided opinion, a discussion
page would be provided.

5 Resource Validation

To show the reliability of the resource, Cohen’s Kappa [19] was used to measure
inter coder agreement. The annotation was done by one human expert and it
was cross-checked by another annotator who was equally trained. Verbs and
adverbs were randomly selected from our resource for the evaluation sample.
The inter coder agreement for 500 Hindi verbs and 1,000 adverbs were 0.70 and
0.91 respectively. Similarly validation for 500 Telugu verbs was done, for which
inter coder agreement was 0.82. Validation for both the language resources shows
high agreement [20]. Further validation of the resource is in progress.

6 Resource Enrichment and Utilization

6.1 Sense-Identification of Verbs and Adverbs Using Word
Embeddings

Word Embeddings have been widely used for extracting similar words [21]. Pre-
vious study has shown that word embedding has significant improvement over
WordNet based measures [22]. We used this property to assign sense-type of
verbs and sense-class of adverbs. This was done in order to facilitate the anno-
tation task. However, this was further verified manually.

Method. Hindi corpus was collected from Leipzig7, Hindi wiki-dump8 and Lin-
dat [23]. It contains 3,73,45,049 sentences and 75,31,64,082 words. This corpus
was fully parsed using iscnlp tagger9. Word2vec [24] was trained on this corpus
7 http://corpora2.informatik.uni-leipzig.de/download.html.
8 http://kperisetla.blogspot.in/2013/01/wikipediahi-offline-wikipedia-in-hindi.html.
9 https://github.com/iscnlp/iscnlp.

http://corpora2.informatik.uni-leipzig.de/download.html
http://kperisetla.blogspot.in/2013/01/wikipediahi-offline-wikipedia-in-hindi.html
https://github.com/iscnlp/iscnlp
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using CBOW technique and vector dimensions were 100.1,485 verbs and 1,054
adverbs were randomly chosen from the corpus for the sense-identification. Out
of these, sense-type of 1,182 verbs and sense-class of 832 adverbs were already
present in the resource. The sense identification for the remaining words were
carried out. In order to identify sense of a word, its cosine similarity was cal-
culated against the words whose sense were already present in the resource.
Cosine similarity above 0.7 was considered. The maximum occurring sense in
the similarity cluster was considered to be the potential sense of that word. This
was subsequently verified manually. For example, sense-type of the Hindi verb
’c̄iranā’ (tear) was not present in the resource (OntoSenseNet). The sense-type of
those verbs were considered whose cosine similarity with ’c̄iranā’ was above 0.7.
The maximum occurring sense from these set of verbs was Part|Whole. Thus,
the sense-type of ’c̄iranā’ was assigned as Part|Whole. The above method was
executed to identify sense-type of 303 verbs and sense-class of 222 adverbs. This
method correctly identfied the sense-class of 220 adverbs and sense-type of 185
verbs. The sense identified for the words were finally incorporated in the resource.
Table 3 summarises the statistics. Column A is part-of-speech. Column B shows
number of words in that part-of-speech that were randomly sampled from the
corpus. Column C shows number of words for which sense were already present
in the resource. Column D shows number of words for which sense identification
was carried out. Column E contains number of words whose sense were correctly
identified by Word2Vec. Column F shows accuracy in percentage.

Table 3. Statistics for the sense-identification by Word2Vec

A B C D E F

Verb 1,485 1,182 303 185 61.056%

Adverb 1,054 832 222 220 99.09%

Table 4 and Table 5 shows the verb and adverb clusters, respectively. In each
of the tables the similarity with the words in column-1 is above 0.7. Column 3
shows the maximum occurring sense-type/sense-class.

Table 4. Similarity cluster and the maximum occurring sense-type

Verb Verb-clusters Maximum occurring sense-type

c̄iranā nocanā, ghisanā,
chedanā, khuracanā,
p̄isanā,phulānā

Part|Whole

jānanā batānā, kahanā,
lenā-denā, mālūma,
mānanā, pūchanā

Know|Known
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Table 5. Similarity cluster and the maximum occurring sense-class

Adverb Adverb-clusters Maximum occurring sense-class

tigunā dogunā,dugunā,caugunā Measure

yakāyaka sahasā,ekāeka,acānaka Temporal

6.2 Representation of Verbs Through Adverbial Semantics

Representation of verbs as a combination of their participatory adverb modifiers
has not been exhaustively studied till now. Using our resource one can study
the adverbial features of verb. We extracted Verb-Adverb relation from a fully
parsed corpora.

Using full dependency parser of Hindi, 25,00,130 sentences were parsed. Verbs
whose frequency was above 50 were considered in order to extract their modifying
adverbs. The sense-class of these adverbs were then identified using our resource.
Percentage of the frequency distribution of these sense-classes of adverbs for
every verb was calculated. Table 6 shows few examples of represenation of verbs
in terms of their frequency distribution of adverb sense-class.

Table 6. Percentage of frequency distribution of adverb sense-class of verbs

Verb Temporal Measure Spatial Force

cunanā 60.82 36.08 2.06 1.03

jānā 61.12 25.92 12.96 0

calanā 44.26 44.26 6.55 4.91

likhanā 32.07 50.31 10.69 6.91

Few examples of the verbs that were not modified by “Spatial” in the corpora
are karwāne [to make someone do], chaunk [to be surprised], bachā [save], gher
[circle] It is interesting to note that spatial and force were the only classes that
did not modify some verbs. OntoSenseNet has verb-adverb pairing frequencies
also.

Corpora Comparison. Frequency distribution of verb sense-type and adverb
sense-class across different types of corpora(novel, news) have been statistically
studied. Previous works have shown the usage of frequency profiling [25] for
comparing different corporas. We have used this approach to identify key onto-
logical points that differ across corpora. Log-Likelihood estimation was calcu-
lated using contingency table for each of the verb sense-type. It was observed
that Means|End sense-type is the most indicative of the news corpora that was
collected using Hindi Treebank(3,65,431 words).

Table 7 shows the frequency distribution of sense-types of verbs and their
log-likelihood.
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Table 7. Frequency distribution and Log Likelihood

Sense-type Novel News Log-Likelihood

Means|End 25.215 38.270 +38523.04

Before|After 19.084 15.293 +9787.00

Part|Whole 5.917 5.736 +4290.64

Grip|Grasp 7.387 9.782 +9076.68

Locus|Locate 30.817 23.946 +14911.13

Know|Known 10.216 5.993 +2812.73

Wrap|Wrapped 1.360 0.977 +566.23

Furthermore, adverbial class distribution was observed in novels of two differ-
ent authors. The adverbial distribution was considered for the most commonly
occurring verbs in both the corpora. The difference in the use of adverbs may be
accounted for different sociolinguistics aspects and can be applied in the study
of social differentiation in the use of a language. Adjectival and kāraka informa-
tion needs to be exploited further for a deeper insight into corpora comparison.
Sense-identification for Telugu using Word2vec is in progress. Table 8 shows few
examples of the adverbial sense-class distribution for the verbs used by both the
authors.

Table 8. Adverbial sense-class distribution across different novels

Verb Adverb sense-class for Author-1 Adverb sense-class for Author-2

letnā (To take rest ) Temporal Temporal, Measure

khelnā (To play) Temporal Temporal, Measure, Force

likhnā (To write) Measure Temporal

girnā (To fall) Temporal, Spatial, Force, Measure Temporal, Force

jānā (To go) Temporal Temporal, Measure

denaā (To give) Temporal, Measure Temporal

sunanā (To listen) Measure Temporal, Measure

7 Conclusion and Future Work

In this paper we used Formal Ontology of Language to develop ontological
resource for Hindi and Telugu. Logical forms of intensional senses were identified
as type and class. The validation of this resource was done using Cohen’s Kappa
that showed higher agreement. The resource was used for extracting adverbial
class distribution of verbs, kāraka-verb sense-type distribution from corpus. We
compared different corpora based on sense-type distribution of verbs. Novels
of different authors were compared using sense-class of adverbs. The usage of
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different sense-class of adverbs across different authors indicates different soci-
olingustics aspect. However, this just covers a portion of a language. Adjectival
and kāraka points will give a deeper insight. Further, validation and enrich-
ment of the resource is in progress. Major work ahead is to find etymological,
morphological and syntactic points. The resource can be utilized for word sense
disambiguation, synonimity measure, cultural studies.
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Abstract. As chatbots, driverless cars and other robot-like applications
become a part of everyday life, we are witnessing an increase in the pop-
ularization of Artificial Intelligence (AI) by the mass media. While this
has some potential in terms of informing the public about technological
development, it also makes the term a buzzword not pointing to any
actual object with no agreed-upon meaning. AI is usually deployed as
an umbrella term for sealing a variety of analytical tools such as intel-
ligent decision support systems, deep learning, and computational lin-
guistics disregarding their actual denotations. As the popular discourse
and media represent its mundane features to connote miracles or apoc-
alypses, AI gains a mythical status that can have different significations
according to different cultural contexts. Our aim in this paper is to study
the semantic shifts in the meaning of AI in different contexts by exam-
ining the mapping of the words to different semantic vector spaces over
time.

Keywords: Word embeddings · Semantic shifts · Artificial intelligence

1 Introduction

Recently, the detection of semantic shifts in the meaning of words has gained
considerable attention in the fields of information retrieval and computational
linguistics. Semantic similarity can be measured according to a distributional
model postulating that terms sharing similar contexts are semantically simi-
lar. First-order representations represent a word in a one-hot long vector in a
word-by-word matrix in terms of co-occurrence statistics measuring the seman-
tic similarity. On the other hand, recent advances in the literature suggest that
second-order representations may overtake the former [1–3].

In that respect, Neural Network Language Models (NNLM) have demon-
strated promising performance by reducing time complexity, especially for word
representation learning. The most important characteristic of NNLM is their
capacity to generate dense and short word embeddings that are highly effective
for finding semantic and syntactic regularities [4,5].
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In this paper, our primary goal is to detect the change in the meaning of
“Artificial Intelligence” (AI) over time by using word embeddings. The corpus is
collected from media articles taken from major UK newspapers by scraping the
Lexis/Nexis1 queries for the keyword “artificial intelligence”. Once learned word
representation, semantic similarity could be easily measured by simple metrics
in a static model. Detection of semantic shift requires dynamic analysis allowing
us to track and detect the changes in the meaning of AI across time. Hence we
measured semantic shifts in the sense of AI across the last five years through
word embedding vectors. Applying the word2vec model to build word vectors,
we tracked the changes according to both global and local word embeddings
models. Finally, to show the shifts in the semantic of AI, we present our results
as time-series patterns.

1.1 Related Works

In recent years, there have been a variety of computational studies on the lan-
guage changes over time [6–9]. [6] proposed a distributional similarity approach
to a relative-frequency-based method using the Google Books Ngram data from
the 1960s s and 1990s. In [7], they proposed three methods based on frequency
to extract sudden change in word usage, syntactic times series over part of
speech tag distribution and distributional times series over embedding space
by using three different datasets, The Google Books Ngram Corpus, Amazon
Movie Reviews and Twitter data. [8] proposed a method to monitor of vocab-
ulary shifts over time proceeds as follows: using distributional semantic mod-
els to infer semantic spaces over time from time-stamped textual documents,
constructing semantic networks by applying graph-based measures to calculate
saliency of terms, and shifting the vocabularies over time.

[9] showed that using a linear transformation is effective to find semantic
shifts over time and how distributional methods can reveal the two statistical
laws (law of conformity and law of innovation) of semantic change. [10] moni-
tored semantic fluctuations over more than 400 years using time-stamped word
representations per decade. They also proposed a visual analytics framework
for visualizing lexical change at three different levels - individual words, word
pairs, and sentiment orientation. A similar approach is proposed to compute the
semantic shifts using word embeddings trained on corpora that represent specific
viewpoints and evaluated on political speeches and media reports [11].

2 Word Representation

Distributional approaches represent words in vector space models (VSM) for the
NLP problems. For example, [12] represented the sense of a word as a real-valued
vector by using co-occurrence statistics to measure the semantic similarity. It is
based on the idea that if two words share similar neighboring words, they are

1 https://www.lexisnexis.com/hottopics/scholastic/.

https://www.lexisnexis.com/hottopics/scholastic/
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likely to be similar. The similarity between the vectors of the words is simply
computed by cosine similarity and other metrics. The main disadvantage of this
method is the size and sparsity of the matrix that is equal to the size of the
vocabulary. As the dimension of the vector exceedingly increases, so does the
computational complexity of the designed system.

The widely applied solution is the feature elimination in the preparation step.
It discards non-informative terms based on some metrics using corpus statistics.
The study [1] pointed that the term frequency could be informative. Some fea-
ture selection criteria such as chi-square (χ2) are found very effective to find
informative terms from corpus, [1–3]. Another technique is to reduce the dimen-
sionality such as in Latent Semantic Indexing [13] (or Latent Semantic Analysis).
This technique is applied to produce informative and short latent dimensions. It
uses Singular Value Decomposition (SVD) as a method for building significant
dimensions derived from a document-term matrix. It is a member of a method
family that can approximate an N-dimensional matrix using fewer dimensions
such as Principle Components Analysis (PCA), Factor Analysis, etc. [14–16].

Besides these dimension reduction techniques, NNLM has recently become
widely used and demonstrated promising performance by reducing time com-
plexity. The most important characteristic of NNLM is its capacity of generating
dense and short embeddings, namely word embeddings [4,5]. In the architecture
of the neural network, each word is initially associated with a random vector. As
a two-layer neural network processes textual corpus, the vectors are iteratively
updated by applying stochastic gradient descent (SGD) where the gradient is
measured by back-propagation. The objective is to predict the middle word using
the surrounding words or vice versa. Thus, the prediction task is typically simi-
lar to multi-class classification where the soft-max function is used to compute
class probability estimation. The network finally learns the embeddings for all
words that appeared in the corpus by convergence.

As one of the most popular word embeddings models, word2vec model [4]
showed how word embeddings were efficiently trained within two different archi-
tectures, namely Continuous Bag of Words (CBoW) and the Skip-Gram (SG).
The architecture achieved both minimizing computational time complexity and
maximizing model accuracy. The second model, GloVe, [5] proposed another
word embedding model. It is based on matrix factorization and a new global
log-bilinear regression model. These two popular word embedding models also
proved that embeddings are very good at capturing syntactic and semantic regu-
larities, using the vector offsets between word pairs. Another important approach
is fastText that exploits subword information to construct word embeddings.
Therefore, it is capable of handling out-of-vocabulary words [17].

3 Methodology

We propose a model that measures the change in the sense of AI through time.
For building time series we have produced semantic similarities between AI and
other words over time.
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Our procedure is as follows:

Algorithm

Bulding Time Series(C, years):
let C be a global corpus
pre-processing(C)
applyNPChunker(C)
let C_year be a local corpus for each year
globalModel= WordEmbeddings(C)
V= buildVoc(C, globalModel)

# Build Local Word Embedding for each year
for each year in(2013,2017):
localModel[year]= WordEmbeddings(C_year)

# semantic similarities of terms w with AI over time
TimeSeries=[]
for each year in (2013, 2019):

model=localModel[year]
for w in V:

TimeSeries.append((w,year), model.SemSim("AI",w))

# Clustering Time Series
cluster=HierCluster(Normalize(TimeSeries))

In order to measure the semantic shift of a word, representative time slot
corpora are needed [7]. We have decided to start from 2013, a date when the
term AI has started to creep into the popular press because of Siri, Google
now and Cortana and especially their application to smartphones using natu-
ral language to answer questions, make recommendations, and perform actions.
We have collected the corpus by means of automatically scraping Lexis/Nexis
queries for retrieving the news articles in major UK newspapers containing the
keyword “artificial intelligence” between 2013 and 2017. We balanced the corpus
by randomly selecting an equal number of articles.

After collecting the corpus, some pre-processing steps such as: cleaning noisy
terms, tokenization, sentence boundary detection, stop words removal have been
applied. For entity detection, we segmented and annotated multi-word sequences
by means of noun-phrase chunking. Collocation sets can be created according to
some metrics depending on corpus overall statistics and n-gram statistics which
in turn be used as a chunker where we used bigrams and tri-grams. With the
n-gram chunker, we captured the noun phrases such as Artificial Intelligence,
Big Data and lemmatized them. Besides using the entire (i.e. global) corpus to
measure such statistics, we have also used the local (i.e. annual subset) corpora
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to compute local statistics. First, n-gram chunkers were trained through global
corpus statistics, and then they were applied to each local corpus.

After preprocessing the corpus, we have trained the word embeddings model
using both global corpus and the other five local corpora. For each subset corpus,
a separate word embeddings model was built to measure the semantic and other
differences between the terms across time. To train the word embedding model,
we used the word2vec model. The preprocessed and annotated textual data
were consumed by the word2vec model with mostly default configuration where
dimension size is 300, minimum word frequent threshold is 5 and the context
window is 10. We divided our article corpus into five temporal subsets S year.
We create a vocabulary V by selecting those terms that appear in each S year,
local corpus, and are similar to the term AI. The terms whose global corpus
frequency is less than 50 are eliminated. Finally, we constructed a time series
data frame for word semantics and usage. We applied the time series clustering
technique to dynamic data for tracking the change where the terms are grouped
in terms of their characteristics such as losing similarities or gaining similarities
with AI. We present our findings as plots visualizing the time series trends in
similarities.

4 Experiments

4.1 Preliminary Analysis

The pre-processed corpus is summarized in Fig. 1. The terms are sorted according
to their frequencies and plotted in the histogram. A quick examination of the ten
most frequent words shows that all these terms (i.e. machine learning, big data,
and virtual reality) denote “artificial intelligence” as a generic concept. These
two figures verify Zipf’s law indicating that the frequency of any word should
be inversely proportional to its rank in the table of word frequency. Thus, the
most frequent word in corpus occurs roughly twice as often as the second most
frequent word, and so forth. The corpus does not show any idiosyncrasies.

4.2 Word Usage Analysis

After examining the corpus, we evaluated the change in word usage by creating
a year by word count matrix where each cell represents how many times a word
appears in the corresponding year. To simplify the word space and represent it
on a two-dimensional space, we used Correspondence Analysis. Correspondence
Analysis (CA) is a multivariate dimensionality reduction technique designed
to explore relationships among categorical variables and jointly represent the
patterns in their categories [19]. This technique is especially effective for cross-
tabulated data and is widely used across many disciplines such as social sciences,
history, and psychology because of its ease of understanding for the non-technical
audience. The following Fig. 2 shows the Correspondence Plot where columns
(years) and the rows (words) are jointly mapped into a 2D space. The positioning
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Fig. 1. A set of two subfigures describes: (a) Histogram of first ten terms; (b) Histogram
of all terms

of words and years along the coordinates of this space represents Euclidean
distances and nicely summarizes the groupings of years and words in terms of
their semantic proximities. The circles in the figure show the marginal frequency
of the word concerned. Greater circles represent more frequent words and since
we have balanced the distribution of news articles by selecting the equal number
of articles per year the sizes of the circle are comparable.

When we examine the plot, the years 2013 and 2014 are fairly close to each
other, and words signifying more generic AI such as “big data” and “computers”
are grouped around them. This suggests that the sense of AI is not yet much dif-
ferentiated from the generic computer science and the term is perceived as a sub-
discipline of information sciences. Yet, other years significantly diverge to signify
a different agenda. For example, words like “machine intelligence”, “humanity”,
“cognitive computing” group together around 2015 and some words from 2014
such as “doomsday”, “smart machines”, “human intelligence”, “weapons” and
“doomsday” are close to this group. This suggests that like every new technology
AI invokes the public imagination for utopian and dystopian fantasies. When we
have a closer look into the articles in this group, we can see that they widely
discuss the idea that humans will no more be the dominant species on earth and
will be replaced by intelligent machines. Reference to doomsday scenarios like in
the movie Terminator where the artificial intelligence Skynet becomes self-aware
and starts a nuclear strike on humanity is prevalent in these articles.

Some of the articles are more optimistic, suggesting a more symbiotic rela-
tionship between intelligent machines and humans, and perceive AI as a great
collaborator to reduce the labor burden on humanity. All in all, these articles
commonly discuss more philosophical and existential issues about the effects of
AI on the future of humanity rather than concrete applications. 2016 and 2017
largely diverge from the previous years and the words around them are mostly
grouped at the right-hand quadrant of the map. The words like “disruptive
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Fig. 2. Correspondence analysis of word usage

technologies”, “driverless cars”, “emerging technologies”, “machine learning”,
“facial recognition”, “advanced data analytics” all signify prospects about the
practical applications of AI and the changes they could bring to everyday life.
Although 2016 and 2017 are quite distant on the map, this distance is because
of the reference to the type of the technology rather than a substantive sig-
nification difference. While the hot topic for 2016 is “driverless cars”, “IOT”
and “face recognition” underlines the year 2017. This suggests that each year
new technology is launched to excite the public imagination about its prospec-
tive applications. When we make a deeper reading of representative articles,
the articles largely discuss groundbreaking products displacing an established
technology and creating a completely new industry.

4.3 Change in Meaning of AI Across Time

To monitor the semantic shifts in the sense of AI across time, we have first
extracted a list of approximately eighty terms having the highest semantic sim-
ilarity of word embeddings to AI from the entire corpus. This was needed to
identify a lexicon representing the language of AI and facilitate the interpreta-
tion. Then, we have used these as a trimmed feature vector and recalculated the
similarities of these terms to AI in each particular annual subset corpora. Hence,
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we were able to detect which set of words converged or diverged to represent the
sense of AI for that particular year. We have further reduced the word space into
two dimensions by applying Principal Components Analysis (PCA) and mapped
the distance of the term AI in each year to the words in the lexicon. Figure 3
shows that the second dimension shows more variability around opposite poles
and hence more easy to interpret. The south-end of this dimension is populated
by words such as “killer robots”, “humanity” and “Kurzweil” which represent
more philosophical-speculative side of AI discourse. The north end, on the other
hand, is populated by words such as “IOT”, “machine learning”, “big data ana-
lytics” which represent more concrete applications of AI. Hence, over the years,
the sense of AI changes from more speculative to more concrete.

Fig. 3. PCA mapping of word embeddings for AI across years

Another interesting finding is that, while AI is quite distant from the overall
lexicon in earlier years, it converges to the lexicon in the later years after 2015.
While its sense stays more or less similar for the years before 2015 and distant
to the global lexicon indicating a relative lexical poorness, we witness semantic
shifts both in 2016 and 2017 consecutively towards the overall lexicon. We can
interpret this as while AI did not have a steady language before 2016s, it has
started to establish its own language with a specialized lexicon afterward. To
monitor the evolution of the semantic distance of each term to AI, we grouped
the time series of words into five meaningful clusters by means of hierarchical
cluster analysis. The clusters group terms in terms of their similarities in changes
across time (for time-series clustering techniques see [18]). This was a necessary
step for a tidier representation of the evolution of the more than eighty words
as can be seen from the messy Fig. 4. This helped us to focus on a deeper
examination of the trend in semantic shifts.
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Fig. 4. Semantic similarities between all terms and AI over time

No matter how similar the words are to AI on average, those words showing
the same patterns across years are clustered by normalizing the matrix rows
and applying the Euclidian distance. The first cluster contains the words denot-
ing particular AI techniques such as “big data”, “cognitive computing”, “natu-
ral language processing”, “reinforcement learning” as shown in Fig. 5(a). They
show an increasing trend in terms of converging to AI and their final similarity
scores are about 0.4 and over in 2017. The second cluster as shown in Fig. 5(b),
depicts a declining trend in an opposite manner to the first one. This cluster con-
tains generic science and computer terms such as “game theory”, “mechanics”,
“quantum” and “super-computers”. This trend provides another evidence to our
hypothesis that AI is distinguishing its language from that of generic science and
establishing its own vocabulary. The third cluster is particular only to 2015 and
is about the AI declaration by the experts we have mentioned earlier as we can
see from the words it contains such as “arms race”, “autonomous weapons” and
so on as shown in Fig. 5(c).

The fourth cluster in Fig. 5(d), shows a declining cyclic pattern and is
also about the philosophical aspects of AI as we can observe from the words
(Kurzweil, Humanity, human intelligence, neuro-science, ground-breaking) it
contains. It represents more optimistic prospects about what AI would offer
to humanity in the future. A close reading of the articles in this cluster presents
interesting clues about prophetic claims about AI. Ray Kurzweil, a prominent
futurist makes interesting claims about “transhumanism” which represents an
intellectual movement aiming to transform the human condition by means of
sophisticated technologies to greatly enhance human intellect and physiology.
This sense of AI fluctuates and comes to the fore according to interesting events
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Fig. 5. A set of four subfigures describes: (a) Semantic similarities for first cluster; (b)
Semantic similarities for second cluster; (c) Semantic similarities for third cluster; and,
(d) Semantic similarities for fourth cluster

or declarations. The final cluster, in Fig. 6(a), shows a steadily increasing trend
and represents the innovations and concrete applications of AI technology to
everyday life (cutting-edge technologies, autonomous cars, IoT, robot automa-
tion, etc.) providing another evidence to the hypothesis that AI is evolving from
a more speculative sense towards a more down to earth sense and is establishing
its own language.

Finally, we checked the trend in most frequent and least frequent words.
Time series is stationary and these terms do not show any trend or patterns
in terms of their similarities to AI. This is understandable as these are either
generic terms that might occur in every document or specific terms occurring in
a few documents as plotted in Fig. 6(b, c).
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Fig. 6. A set of four subfigures: (a) Semantic similarities for fifth cluster; (b) Semantic
shift of most frequent words; and, (c) Semantic shift of low frequent words

5 Conclusion

Our aim in this paper is to study the semantic shifts in the meaning of AI in
popular discourse by examining the mapping of the words to different semantic
vector spaces over time. The corpus is collected from media articles taken from
major UK newspapers. We have applied a variety of techniques to understand
the change in the meaning of AI. While Correspondence Analysis is applied to
plot the word usage across time, the word embedding model has been utilized
to represent the semantic shift of the words. To monitor the changes in word
embeddings, PCA is applied to reduce the dimensionality of embeddings and
map the words in 2D space. We also use word embedding series to see the
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change of the meaning of AI overtime where time series clustering is an important
technique to understand the series of terms. This led us to interpret the change
and to monitor the semantic shifts in the sense of AI across time. All these
experiments showed that, over the years, the sense of AI changes from more
speculative to more concrete. They also provided some pieces of evidence to our
hypothesis that AI is distinguishing its language from that of generic science
and establishing its own vocabulary and AI is evolving from a more speculative
sense towards a more down-to-earth sense. In future work, we plan to mostly
exploit transformer-based architecture to monitor language change since that
transformer architectures have successfully dominated the field and since that
they extract contextual word embeddings rather than a static one.
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Abstract. Language models are a key component of input methods,
because they provide good suggestions for the next candidate input word
given previous context. Recurrent neural network (RNN) language mod-
els are the state-of-the-art language models, but they are notorious for
their large size and computation cost. A main source of parameters and
computation of RNN language models is embedding matrices. In this
paper, we propose a sparse representation-based method to compress
embedding matrices and reduce both the size and computation of the
models. We conduct experiments on the PTB dataset and also test its
performance on cellphones to illustrate its effectiveness.

Keywords: Language model · Recurrent neural network · Word
embedding · Sparse representation · Input method

1 Introduction

Language modelling is a fundamental task in natural language processing, and
can also be combined with other tasks such as spelling correction, machine trans-
lation and speech recognition. RNN language models [1,2] are capable of utiliz-
ing arbitrarily long history in theory, making them an ideal choice for language
modelling. Despite RNN’s powerful modelling capacity, its large size limits its
application: the size of such models will easily grow to tens of megabytes or even
larger, which is cumbersome for mobile or embedded devices.

Researchers have proposed many techniques to compress large neural net-
works, including weight pruning [3,4] and weight sharing [5,6]. Nevertheless,
weight pruning leads to irregular connection patterns in the final pruned model,
making it unfriendly to hardware; and weight sharing techniques often involve
modifying standard neural network structures and sometimes impose extra con-
straints on training algorithms, making them difficult to incorporate with stan-
dard RNN layers. In [7] it has been observed that a large portion of parameters
in RNN language models comes from the embedding matrix and proposed to
c© Springer Nature Switzerland AG 2023
A. Gelbukh (Ed.): CICLing 2018, LNCS 13397, pp. 59–68, 2023.
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compress the embedding matrix using sparse representation. Thus this method
does not affect the network architecture and can be easily combined with popular
RNN cells such as LSTM [8,9].

In this paper, we follow the same sparse representation approach as in [7]
but go even further: we aim to reduce both the size and the computation cost
of RNN language models. Our main contributions are three-folds:

– We propose a binary search procedure to ensure each vector is represented
by a fixed number of basis vector, thus better exploits parallel processing
capabilities of the hardware;

– We derive a re-formulation of logits computation which can be combined with
sparse representation perfectly and reduces computation cost;

– We test our model’s performance and availability on cellphones instead of
just performing theoretical analysis.

The rest of this paper is organized as follows: In Sect. 2, we review the back-
ground of our work. Our proposed method is illustrated in Sect. 3 and experiment
results are presented in Sect. 4. Finally, Sect. 5 concludes our work and discusses
further directions.

2 Related Works

2.1 Skip-gram Word Vector

Word embeddings, also known as word vectors, are dense and low dimensional
representations of words. One of the most popular tool to train word embeddings
is word2vec [10]. We briefly summarize skip-gram model with negative sampling
as follows:

L = log
∏

w∈C

∏

c∈Context(w)

g(w, c) =
∑

w∈C

∑

c∈Context(w)

log g(w, c) (1)

g(w, c) = log σ(ET
wOc) +

∑

cN∈NEG(w)

[log σ(−ET
wOcN )] (2)

where (w, c) is a word-context pair, NEG(w) is the set of negative samples for
word w, σ(t) = 1/(1 + exp(−t)) is the sigmoid function, E,O ∈ R

n×|V | are
input and output embedding matrices, and Ex, Oy ∈ R

n are input embedding
for word x and output embedding for word y respectively. In many literature,
only matrix E is regarded as word embeddings. However, as argued by [11], we
use both matrix E and O in our experiment, which leads to a more effective way
of initializing RNN language models.
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2.2 RNN Language Model

RNN language models read a word embedding Ewt
as their input at each time

step t, do some internal computation f(·), and predict the distribution of the
next word ot:

ht = f(Ewt
,ht−1) (3)

ot = softmax(Pht + c), (4)

where E ∈ R
n×|V | and P ∈ R

|V |×n are input and output embedding matrix
respectively, c ∈ R

n is a bias term. In our experiment, we will use LSTM as the
default RNN cell f(·).

2.3 Sparse Representation

The sparse representation idea is to exploit the redundancy in embedding matri-
ces: embedding matrix can be viewed as |V | vectors in R

n. Considering |V | � n,
one can choose a group of over-complete bases in R

n and approximate each word
vector using a sparse linear combination of basis vectors, which leads to a com-
pression method. Since the number of parameters in embedding matrices is much
larger than that in hidden layers (O(n|V |) vs. O(n2)), compressing embedding
layers compresses the entire model.

The formulation in [7] is as follows: Denote basis matrix by U ∈ R
|B|×n

(each column of U is a basis vector in R
n, and all |B| > n columns form a

group of over-complete bases), a word vector by w, they determine basis weights
x = (x1, x2, · · · , x|B|) as the solution of the following optimization problem:

min
x

‖Ux − w‖22 + α‖x‖1 + β|1Tx − 1| + γ1T max{0,−x}, (5)

where the first term is the approximation error, the second term controls the
sparseness of weights x, the third term requires the sum of all weights to be close
to 1, and the last term favors non-negative weights. While these regularization
terms have their intuition, they introduce 3 additional hyper-parameters and
make it more difficult to optimize.

They simply choose the word vectors of the most frequent words as the
over-complete basis vectors and solve the equation above for all word vectors of
infrequent words to obtain the sparse codebook. Because many components in
x are zeros, one just need to store the indices and values of non-zero weights.

3 Methodology

This section consists of two subsections. In the first subsection, we describe the
algorithm for learning sparse codings, the key part of which is a binary search
procedure to ensure each sparse coding is of fixed length; in the second subsec-
tion, we illustrate how to utilize this sparse representation to reduce computation
during prediction.



62 C. Ruan and Y. Liu

3.1 Proposed Sparse Representation

Our sparse representation technique is similar to the one in [7], but we simplify it
to a basic LASSO problem and make it more tractable. We also assume words are
sorted by their frequency in descending order, so that for a embedding matrix
E ∈ R

n×|V |, its first |B| columns U = E1:|B| are word vectors of the most
frequent |B| words, where |B| > n is a hyper-parameter specified manually.

The Proposed Algorithm Tries to Represent a New Word Vector w by
a Linear Combination of exactly s Basis Vectors. It has four inputs: an over-
complete basis matrix U ∈ R

n×|B|, a new word vector w to be approximated, an
integer s which indicates the desired sparseness, and a float tolerance tol used
in terminating condition. And it returns two values: indices, an integer array of
length s, denoting the ids of chosen basis vectors; and weights, a float array of
length s, containing coefficients of the linear combinations.

The pseudo code of our algorithm is demonstrated in Algorithm 1.1. LASSO
is used to control sparseness, but because we don’t know the optimal regular-
ization strength α∗ which can give us an exactly s-hot solution x∗, we set up
a large range of the optimal α∗, and reduce this range by iterated trials. This
binary search procedure converges very quickly.

When the range is small enough, we probably have obtained a good enough
αt, so we break it in line 13 and gather the indices and values of non-zero
entries in current x∗. Note that there is a possibility that the number of non-
zero entries in x∗ is slightly fewer than pre-specified s (because we break the
loop in the strong regularization branch), we need to add more basis vectors
with zero weights to embedding w’s sparse representation to force a fixed length
approximation, which is the “Zero padding” part of the algorithm.

For each column vector Ej ∈ R
n in the whole embedding matrix E, we can

pass Ej as parameter w in Algorithm 1.1 and learn a sparse representation for
it. Run over all |V | columns in E, we can get |V | indices and weights and stack
all them up into two matrices of shape s × |V |, as illustrated in Fig. 1.

Compression Ratio: The compression ratio is n × |V |/(n × |B| + 2s × |V |).
Suppose n = 400, s = 10, |B| = 2000 and |V | = 20000, which is indeed a
practical setting we used in our mobile experiment, the ratio is 6.67. Noting
that the elements in index matrix I are all non-negative integers less than |B|,
we can use even fewer bits to store this matrix. Output embedding matrix can
be compressed similarly with each matrix in Fig. 1 transposed.

It is also very easy to restore a word vector from the basis vectors and its
sparse representation: one just need to fetch proper basis vectors and add them
up with corresponding weights, as in Algorithm 1.2.

3.2 Fast Prediction

To predict the next word, an RNN language model need to read current word
embedding. For standard RNN language model, the current word embedding
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Algorithm 1.1. Sparse Code Learning Algorithm
1: procedure Learn-Sparse-Coding(U,w, s, tol)

� Choose s vectors from columns of U to approximate word embedding w
2: αmin ← 1e-3
3: αmax ← 1e3

� Binary search
4: while true do
5: αt = (αmin + αmax)/2
6: x∗ ← minx

1
2n

‖Ux − w‖2
2 + αt|x|1

7: k ← NUMBER-OF-NON-ZERO-ENTRIES(x∗)
8: if k > s then � Regularization is too weak
9: αmin ← αt

10: else � Regularization is too strong
11: αmax ← αt

12: if αmax − αmin < tol then
13: break
14: end if
15: end if
16: end while

� Extract non-zero entries from x∗
17: indices ← INDICES-OF-NON-ZERO-ENTRIES(x∗)
18: weights ← VALUES-OF-NON-ZERO-ENTRIES(x∗)

� Zero padding
19: if k < s then
20: Randomly choose s − k column ids from basis in U
21: Append these s − k ids to indices
22: Append s − k zeros to weights
23: end if

� Now both indices and weights have exactly s elements.
24: return indices, weights
25: end procedure

Algorithm 1.2. Word Embedding Restoring Algorithm
1: procedure Restore-Word-Embedding(U , indices, weights)

� Restore a word vector from its of sparse representation form
2: v ← 0
3: for i = 1..len(indices) do
4: v ← v + weights[i]Uindices[i] � Uj denote the j-th column of U
5: end for
6: return v
7: end procedure

can be fetched directly from the input embedding matrix. For our sparse repre-
sentation, one need to use Algorithm 1.2 to recover the embedding and feed it
to RNN, which involves s embedding lookups, vector scaling and vector addi-
tion and thus increases model computation slightly. However, we can use the
shared bases to speedup the computation of the output side, a main
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Fig. 1. Decompose embedding matrix into 3 smaller matrices

source of computation cost in RNN language models, and reduce the
total computation.

Our goal is to calculate Pht in Eq. 4 given a sparse decomposition of P ∈
R

|V |×n. Noting that the basis matrix is shared across all sparse representations,
we can cache the product between basis matrix Û and hidden state ht based on
the following key observation:

〈Pi,ht〉 =

〈
s∑

j=1

weights[j]Ûindices[j],ht

〉
=

s∑

j=1

weights[j]
〈
Ûindices[j],ht

〉
, (6)

where weights and indices are sparse representation for Pi.
Denote the sparse decomposition of P ∈ R

|V |×n by Û , Î, Ŵ (they are of
shape |B|-by-n, |V |-by-s, and |V |-by-s respectively, not to be confused with input
embedding matrix E’s decomposition U, I,W in Fig. 1), we have the following
fast multiplication Algorithm 1.3.

Reduction in Flops: The original Pht requires n|V | float multiplications and
(n−1)|V | additions, while Algorithm 1.3 requires only n|B|+s|V | multiplications
and (n − 1)|B| + (s − 1)|V | additions. Again, if n = 400, s = 10, |B| = 2000
and |V | = 20000, we reduce the computation cost by a factor of (n|V | + (n −
1)|V |)/(n|B| + s|V | + (n − 1)|B| + (s − 1)|V |) = 8.08.
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Algorithm 1.3. Fast Multiplication Algorithm
1: procedure Fast-Multiplication(Û , Î, Ŵ ,ht)

� Compute Pht from a sparse decomposition of P , i.e.: Û , Î, Ŵ
2: v ← Ûht � v is of length |B|
3: r ← 0|V | � r is a zero-vector of length |V |
4: for i = 1..|V | do
5: ri ← ∑s

j=1 Ŵi[j]vÎi[j] � Ŵi, Îi denote the i-th row of Ŵ , Î respectively
6: end for
7: return r
8: end procedure

4 Experiments

In this section we show our experiment results on PTB dataset1 and model
performance on cellphones. To recap, our model is basically an RNN language
model described in Subsect. 2.3, where the input embedding Ewt

in Eq. 3 is
computed using Algorithm 1.2 and Pht in Eq. 4 is computed with Algorithm
1.3. We use LSTM as the default RNN cells.

We pretrain input and output embeddings with skip-gram models using
python package gensim [12] and draw 5 negative samples for each word in train-
ing data. The input and output embedding matrices in this paper corresponds to
member variables syn0 and syn1neg in class gensim.models.KeyedVectors respec-
tively. Then we use Algorithm 1.1 to decompose pretrained embedding matrices
and initialize parameters of our sparse RNN language model. For parameters
within hidden layers, we simply initialize them from uniform distribution as in
[2]. The index matrices I and Î are fixed thereafter, while basis matrices and
weight matrices are kept finetuned during the training phase, which is another
difference from paper [7]. Training is performed using TensorFlow [13].

4.1 PTB

For PTB dataset, we set up two experiments: small and large. All our hyper-
parameters and training protocols follow [2]2. Both the small model and large
model have a vocabulary size of 10,000 and 2 LSTM layers. However, the hidden
size is different: 200 for small model and 1,500 for large model. The perplexity
results are reported in Table 1 (the lower, the better):

We see that our sparse model has a higher training perplexity, but the gap
between train and test perplexity is smaller. Actually, the sparse constraints
act as a regularizer and prevent overfitting. We see that small sparse model
performs better that the standard model, but large sparse model is worse. This
phenomenon can be explained by the ratio |B|/n: for the small model, the bases

1 Available at http://www.fit.vutbr.cz/∼imikolov/rnnlm/simple-examples.tgz.
2 See https://github.com/tensorflow/models/blob/master/tutorials/rnn/ptb/ptb

word lm.py for details.

http://www.fit.vutbr.cz/~imikolov/rnnlm/simple-examples.tgz
https://github.com/tensorflow/models/blob/master/tutorials/rnn/ptb/ptb_word_lm.py
https://github.com/tensorflow/models/blob/master/tutorials/rnn/ptb/ptb_word_lm.py
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Table 1. Perplexity on PTB dataset

Model Train Test

Small Standard [2] 37.99 115.91

sparse (s = 10, |B| = 2k) 69.67 110.88

Large Standard [2] 37.87 78.29

sparse (s = 20, |B| = 4k) 55.23 82.35

are more over-complete (|B|/n = 2000/200 = 10), and the sparse approximation
is pretty precise; while for the large one, the ratio is only 4000/1500 = 2.67,
which leads to some approximation error and causes degeneracy in performance.

4.2 Performance on Cellphones

In this part, we compare 3 different models. The first model is a standard RNN
language model, with embedding size 400 and 2 LSTM hidden layers of size
400. The second one uses Algorithm 1.1 to compress the output embeddings and
Algorithm 1.3 to speedup prediction. The third model further compresses the
input embedding matrix.

The models are trained on an internal corpus, which is consisting of 10M
sentences and the domain is daily conversation. We normalize all punctuation
to <pun> and numbers to <num>, and keep the most frequent 20,000 words in
the final vocabulary. For sparse representation, we set basis size |B| = 2000 and
sparseness s = 10.

On a Macbook Pro Retina 2015, we test the memory consumption and
response time (time for inference 1 step) of these 3 models, and summarize
the results in Table 2. The response time is the average value of 200 inferences.

Table 2. Memory and response time on Macbook

Model Model1: basic Model2: sparse softmax Model3: sparse

Memory consumption (MB) 72 47 24

Response time (ms) 16.5 9.5 7.5

From model 1 to model 3, we can see memory does reduce a lot due to our
compression algorithm. And there is a large drop in response time from model 1
to model 2, which is the effect of our fast multiplication algorithm. Surprisingly,
the response time of model 3 is even shorter than that of model 2, which can be
attributed to better locality and modern cache system.

We also test our models on a Nexus 5, and we don’t know any previous
work that has tested their method on real cellphones. The memory consumption
is roughly the same as that on the Macbook, so we omit it here. We run 100
predictions for each model, and list the response time as follows (Table 3):
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Table 3. Response time on Nexus 5

Model Model1: basic Model2: sparse softmax Model3: sparse

Response time (ms) 30∼33 15∼28 19∼22

It’s clear that the last two models are faster, and the third model is more
stable than the second one.

We also compare our model’s performance by combining it with LatinIME,
an open source input method editor. The default language model of LatinIME
is based on n-gram models, and it integrates unigram to trigram counts with
a complicated algorithm and empirical values. When predicting next word, it
utilizes previous context and current incomplete character sequence. Character
sequence is fed to an internal Trie tree to find words with similar spellings, and
the language model reranks the candidate words based on previous context. We
replace the n-gram language model with our RNN language model, and compare
the input efficiency of these two methods. The input efficency is defined as
the ratio of number of real characters to that of keystrokes. For example,
if a user wants to input the word “happy”, and he managed to achieve this by
typing only the first 3 letters “hap” (because input method recommend the word
“happy” to him), the input efficiency is len(“happy”)/len(“hap”) = 5/3. The test
result is in Table 4.

Table 4. Input efficiency statistics

Method LatinIME LatinIME with RNNLM

Input efficiency 1.55 1.83

We see that LatinIME with RNNLM behaves significantly better than origi-
nal LatinIME with n-gram language model. Actually, we do observe bad predic-
tions of the original LatinIME like “in two days ago”, because it thinks both “in
two days” and “two days ago” are valid. When combined with RNNLM, these
bad cases rarely occur.

5 Future Works

In this paper, we propose a method to decompose a word embedding matrix
into an over-complete basis matrix, an index matrix, and a weight matrix. By
fixing the length of each sparse coding and computing the logits of next word
distribution though the linear combination of those of output basis vectors, we
reduce both the size and computation cost of the model and make it more
suitable to run on hardware.
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In the future, we plan to explore other kinds of redundancy, e.g.: sharing the
input and output over-complete basis matrices, tying input and output embed-
ding matrices, etc. These techniques will make the model smaller and more
efficient.
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neural network based language model. In: Interspeech, vol. 2, p. 3 (2010)

2. Zaremba, W., Sutskever, I., Vinyals, O.: Recurrent neural network regularization.
arXiv preprint arXiv:1409.2329 (2014)

3. See, A., Luong, M.T., Manning, C.D.: Compression of neural machine translation
models via pruning. In: Proceedings of the 20th SIGNLL Conference on Computa-
tional Natural Language Learning, CoNLL 2016, Berlin, Germany, 11–12 August
2016, pp. 291–301 (2016)

4. Narang, S., Diamos, G., Sengupta, S., Elsen, E.: Exploring sparsity in recurrent
neural networks. arXiv preprint arXiv:1704.05119 (2017)

5. Chen, W., Wilson, J., Tyree, S., Weinberger, K., Chen, Y.: Compressing neural
networks with the hashing trick. In: International Conference on Machine Learning,
pp. 2285–2294 (2015)

6. Lu, Z., Sindhwani, V., Sainath, T.N.: Learning compact recurrent neural networks.
In: 2016 IEEE International Conference on Acoustics, Speech and Signal Process-
ing, ICASSP 2016, Shanghai, China, 20–25 March 2016, pp. 5960–5964 (2016)

7. Chen, Y., Mou, L., Xu, Y., Li, G., Jin, Z.: Compressing neural language models
by sparse word representations. In: Proceedings of the 54th Annual Meeting of
the Association for Computational Linguistics, ACL 2016, Berlin, Germany, 7–12
August 2016, vol. 1: Long Papers (2016)

8. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735–1780 (1997)

9. Gers, F.A., Schmidhuber, J., Cummins, F.: Learning to forget: continual prediction
with lstm (1999)

10. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word repre-
sentations in vector space. arXiv preprint arXiv:1301.3781 (2013)

11. Press, O., Wolf, L.: Using the output embedding to improve language models. In:
Proceedings of the 15th Conference of the European Chapter of the Association
for Computational Linguistics, EACL 2017, Valencia, Spain, 3–7 April 2017, vol.
2: Short Papers, pp. 157–163 (2017)
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Abstract. The content and style of the text constitutes the semantic
context of its words—a property that is important for many downstream
tasks in natural language processing. We demonstrate the advantages of
incorporating domain information for affect analysis, and subsequently
for the prediction of user responses to marketing emails. Emails are a pri-
mary form of marketing communication, and email subject lines are the
only indicators of whether the receiver will open an email especially in
the case of bulk communication. We analyze the performance of affective
features in predicting email opens, on a dataset of 60,000 unique promo-
tion emails from 3 different industries. Our results show that the use of
domain-specific affect words is strongly correlated with email opens and
outperforms words from the standard ANEW lexicon and other state of
the art affective lexica. Implications of this findings can be incorporated
into writing tools to improve the productivity of marketing campaigns.

Keywords: Affect analysis · Email marketing · Linear programming ·
Convex optimization

1 Introduction

The email subject line plays a critical role in determining whether the email will
be opened. It is the single point of insight regarding the email content for the
recipient. This study presents a language-based model to predict the open rate
of outbound marketing emails. Our experiments demonstrate the importance of
linguistic features for this task. We also show how using domain-specific lexica,
as against a standard affect lexicon (e.g. ANEW [1]) are able to tailor a generic
predictive model to better predict the open rate for industry-specific emails. Our
experiments highlight the word-usage preferences for different businesses and
show how they vary across industries. Insights from this study can be applied
by content writers to create improved email experiences as well as to better
understand the psycholinguistic preferences of their customers.

c© Springer Nature Switzerland AG 2023
A. Gelbukh (Ed.): CICLing 2018, LNCS 13397, pp. 71–79, 2023.
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The work makes the following contributions:

1. It implements a framework to mine domain-specific affect lexica from
any corpora of long or short texts.

2. It demonstrates the strong univariate relationships of the new lexica
with open rates, which outperform generic affective lexica.

3. It identifies the word preferences that characterize high open rate
for different industries. Words providing insight and signaling cognitive
processing lead to more opens for the Finance industry; on the other hand,
social words yield more opens for the Movies & Television industry.

1.1 Paper Organization

Section 2 presents an overview of prior work in the space of email understanding
and explorations with linguistic features. The method describing the regression
model as well as the construction of domain-specific affect lexica is discussed
in Sect. 3. An analysis on the linguistics features followed by the experiments is
presented in Sect. 4. We conclude with a note on further explorations in Sect. 5.

2 Related Work

Early studies of users’ actions on emails were conducted in a relative small scope
on a small set of monitored users [2]. Recent studies have looked at contact
interactions [3], the effect of personalization [4] and the role of text-agnostic
features [5] for predicting email opens; however, no study has attempted to
predict email opens based on the sentiment in the subject line.

Our approach is based on building a custom domain-specific affect lexicon
to model linguistic features for the prediction task. General-purpose affective
lexica are used to detect emotions and sentiment at the word level, in various
natural language tasks [1,6–8]. However, standard lexica often fail to capture
the domain-specific orientation of the content. Several approaches have adapted
general-purpose lexica for research problems in specific domains [9], [?]. We use
an approach similar to studies which have explored the use of syntactic structure
– such as parsing rules, linguistic patterns [9–11], and Latent Semantic Analysis
[12–14] and collocations [15] – to identify domain-specific affect words. This is
the first paper to apply the use of domain-specific lexica for predicting email
open rates, since previous work has mostly focused on opinion mining tasks for
product reviews.

3 Method

The first objective of this study was to extract different linguistic and meta–
features from the labeled corpora, and build three industry-specific predictive
models to predict the open rate for individual emails. The second objective is to
understand the impact of affect words in open rate prediction.
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3.1 Data Collection

Data access was provided by Edatasource1, an email inbox monitoring organiza-
tion which tracks over 25 million emails for 90, 000 distinct businesses per day.
The data is categorized into 98 industries. Using their licensed API, we were able
to download the following information for up to 20, 000 promotional emails each,
sent over a one-year period (April 2015 to March 2016) and over fifty businesses
each in Finance, Cosmetics, and Movies & Television:

– Email information: The subject line, contents, send date, time and time
zone, sending email domain, name of the business, and industry category.

– Recipient responses: The number of the promotional emails which were
received in tracked inboxes, percentage proportion of the recipients who read
the email, and a projection of the total number of recipients for the message.

3.2 Domain-Sensitive Affect Detection – BATframe

We adapted an optimization-based approach to build domain-specific lexica for
subject lines from three industries. This approach was proposed in [16] and
outperformed the state of the art in the SemEval 2007 Affect Corpus, with a
precision of over 70% as compared to the best performing system at 47%. (Fig. 1).

Fig. 1. The BATFrame Framework for Domain-sensitive affect detection [16].

According to this approach the affinity between affect words in the neigh-
borhood of topic (domain) words is modeled as a optimization function in this
approach. First, the subject lines are tokenized using HappierFunTokenizer2 to
produce a total of 0.9 million tokens. Next, the Topic–affect Tuple Extractor
word pairs that couple the topic space with standard affect words, using n-
grams and dependency rules. Finally, the optimization Framework tunes the
1 See http://www.edatasource.com. Edatasource monitors the email inboxes of mil-

lions of email users, after obtaining their consent, and saves email contents and user
responses in a de-identified form for the purposes of marketing research.

2 http://sentiment.christopherpotts.net/.

http://www.edatasource.com
http://sentiment.christopherpotts.net/
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domain-specific Pleasure (Valence), Arousal, and Dominance (P,A,D) scores for
the topic word on the basis of a set of constraints. The mathematical expression
is as follows:

ωPAD = λ1

n∑

j=1

IGwj
||Swj

− Gwj
||2

+ λ2

n∑

j=1

∑

ak∈HFj

αjk||Swj
− Gak

||2

+ λ3

n∑

j=1

∑

bk∈LFj

αjk||Swj
− Gbk ||2

(1)

Now the optimization problem is given by Sp = min ωPAD, subject to:

1 ≤ Sjp ≤ 9 ; 1 ≤ Sja ≤ 9 ; 1 ≤ Sjd ≤ 9 (2)

where λ1, λ2 are weighting parameters which should be set to the degree that
we trust each source of information, and λ3 can be set to a small non-zero
value such as 0.002. Table 1 illustrates some resulting domain-specific topic words
from the three corpora, that were not present in ANEW in any lemma form,
which demonstrates how domain-specific lexica capture more affective content
as against standard lexica.

Table 1. The top ten highest-weighted domain-specific words in the BATFrame lexica
which are not present in ANEW or in Warriner’s Lexicon.

Corpus New Affect words New N

Finance app, dividend, anyone, discount, quantitative, +,
data, divergence, flight, authentication

198

Cosmetics men, addition, flirtiest, everyone, off, you, more,
5-star, matte, own

73

Movies & TV today, prime-time, easy-to-please, nail-art,
one-pot, well, loud, while, %, front

100

4 Experiments

The purpose of this evaluation is to test whether domain-specific lexica con-
tributes to predicting email opens. We posit that by producing new features
along the three dimensions of Pleasure, Arousal and Dominance, the BAT lexi-
con will improve on the performance over standard lexica to predict email opens.
We conducted univariate regression analysis to predict the open rate of emails
using (i) meta-features and POS tags and (ii) the three dimensions of affect from
ANEW [1], the Warriner’s lexicon [6], and the BAT lexica. In order to do so,
we generated features representing different kinds of meta-information (subject
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line length and word count), the percentage use of punctuations and symbols,
and part-of-speech tags in each subject line using the TweetNLP tagger, which is
trained on social media text [17]. Figure 2 depicts the 1-to-3 g positively and neg-
atively correlated with open rate. All the correlations were Bonferroni-corrected,
and are significant at p < 0.01. The size of the word reflects its correlation with
open rate, while the shade reflects its frequency in the dataset. In Cosmetics,
words such as ‘registration’ and ‘member’ and phrases such as ‘welcome to’ led to
more opens; on the other hand, phrases mentioning ‘notifications’ and discounts
(‘%’) were negatively correlated with opens. In Movies & Television, subject
lines with ‘you’ and phrases such as ‘is now’ were more likely to be opened, and
subject lines mentioning news coverage (‘breaking news’) were less likely to be
opened.

Table 2. Standardized regression coefficients (βs) between different features of subject
lines, and email opens. Subject lines containing the positively correlated features below
are significantly more likely to be opened. All correlations are significant at p<.01, two
tailed t-test.

Finance Cosmetics Movies & Television

Feature set R∗∗ Feature set R∗∗ Feature set R∗∗

Meta-features & parts of speech

Word count –.11 Brackets .17 Possessive pronoun .20

Verb –.10 Proper noun .09 Verb, third person singular .16

Currency –.08 Present tense –.08 Numbers –.12

All punctuations -.11 Quantity –.05 : –.14

ANEW

Arousal .06 Arousal –.06 Arousal .05

Valence –.05 Valence –.10 Valence .04

Dominance –.10 Dominance –.09 Dominance –.06

Warriner’s lexicon (Extended ANEW)

Arousal .10 Arousal .05 Arousal .03

Valence .09 Valence – Valence .07

Dominance .12 Dominance .04 Dominance .08

BATFrame

Arousal .11 Arousal –.14 Arousal .10

Valence .10 Valence –.14 Valence .09

Dominance .09 Dominance –.15 Dominance .11

Table 2 illustrates the text features among ANEW features, Warriner’s
(extended ANEW) features, BAT lexica features, meta-features and parts of
speech, which were most highly correlated with Open Rates for the three
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industries. The effect sizes for individual features ranged from −0.18 to 0.23
across the industries.

The table enable us to compare the characteristics of subject lines across var-
ious industries. We observe that for different industries, different words, phrases,
and topics are more likely to yield higher open rates:

– Meta-features and POS: Short and crisp subject lines devoid of punctu-
ation are evidently preferred in the Finance industry, and are more likely to
be opened; on the other hand, proper nouns perform well in Cosmetics, and
possessive pronouns do well in Movies & Television.

– ANEW, Warriner’s Lexicon and BATFrame: BATFrame outperforms
ANEW and also Warriner’s Lexicon in all three corpora. ANEW has the poor-
est performance with the weakest coeffiecients. Warriner’s lexicon is compa-
rable to BATFrame in the Finance corpora.

– BATFrame features: These features highlight that while Valence and
Arousal features have similar importance across industries, the importance of
Dominance terms is varies.

We also trained three multivariate linear regression models to predict email
open rates on a held out test set. The feature set comprised standard tf-idf
features [18] calculated from the n-gram distributions complemented with one of
the three affective lexica. Because of the large effect size and number of features
available from words, there was no significant difference in the effect sizes from
either the ANEW, the Warriner’s, or the BAT lexica, and all three models yielded
an average Mean Absolute Error of 0.07 across the three corpora.

4.1 Qualitative Evaluation

Figure 3 shows that the domain–specific BAT lexica offer more consistent cover-
age in corpora from all three industries, after excluding stop words. Coverage can
be interpreted as how representative any lexicon is of the overall vocabulary of
the test set. The BAT lexica achieves around 85% coverage of the vocabulary cor-
pus as against the 10% coverage by ANEW. BAT–Finance lexica outperforms
Warriner’s Lexicon (approx 13k tokens) as well which is 14 times the size of
the BAT–Finance (975 tokens). Note that the BAT lexica (BAT–cosmetic:419,
BAT–TV:848) are significantly smaller in size as compared the standard lex-
ica (ANEW:1034).

The results highlight the importance of a domain-dependent lexicon for
the accurate affect analysis of short texts. This supports our argument that
a domain-specific lexicon would be more representative of text than a general-
purpose lexicon.
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Fig. 2. The word cloud shows the ngrams that are significantly correlated with the open
rate in the Cosmetics (a,b) and Movies & Television (c,d) industry. The word clouds
in blue and red represent the positively and negatively correlated words respectively.
The size of the ngram is proportional to its correlation with the open rate. The shade
of the color signifies the frequency of occurrence; darker shades imply higher frequency
as compared to lighter shades. (Color figure online)
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Fig. 3. Coverage Statistics on the Finance, Cosmetics and Movies & Television corpora.
This figure shows that domain-specific lexica generated from BAT a significant amount
of total vocabulary of a corpus, which is comparable to the Warriner’s lexicon, and four
times as much as ANEW.
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5 Conclusion

Our study demonstrates that domain-specific affect lexica can improve sentiment
and affect detection in different applications and for several predictive problems.
We establish the importance of affect-based linguistic features for email analytics
on a real-world dataset and further contrast the language preferences across
data three industries: Finance, Cosmetics, and Movies & TV. We are currently
extending this work towards generating suggestions for improved email opens.
Our results also suggest that such approaches could be useful for word sense
disambiguation.
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Abstract. As response to the urgent problem of the continuous suicidal rates
increases in Tunisia since the revolution of January 2011, this paper suggests the
detection of suicidal intentions of Tunisians through Facebook. Indeed, among our
major contributions we can cite: First, the usage of the Facebook social network
due to its popularity in Tunisia required the development of a Facebook applica-
tion to extract data, we also added some components to achieve our goal and form
our corpus for natural language processing. In the second place, the identification
of the best method of classification and the set of the most relevant attributes in
identification of suicidal ideation especially among Tunisians.We reached encour-
aging results after a number of classification experiments thanks to an empirical
comparison of the obtained performances by several subsets of features.

Keywords: Social networks · Data mining · LIWC · Facebook application

1 Introduction

According to the World Health Organization (WHO), yearly, almost one million people
die by committing suicide. WHO, has declared: “It is one of the leading causes of death
in 15-44 years old people. In the last 45 years, suicide rates have increased by 60% in
some countries” [1]. Otherwise, locally we witnessed that a suicide case, which is the
immolation of Bouazizi was the trigger of the Tunisian revolution on the 14th January
2011. Considering this move as heroic way to rebel against corruption and injustice,
Tunisians took the suicide act to the next level. Since 2011, the suicide rate in Tunisia
has risen up continuously due to the contagious effect of the Bouazizi. Facing such
emergency efforts have been dedicated to screening individuals with suicide intentions
to save them before they attempt suicide or harm themselves. However, this process is
challenging in two broad ways : Detecting suicide ideation is in itself a defiant step to
do, but also encouraging young people with a low immune background culture to assist
to awareness campaign and consult psychiatrists is not easy.

Crossing through all those confrontations, we investigated the potential of social
media mining as a method for suicidal intention detection. Regardless of their position
social media platforms enable the rapid information exchange between users. “As of
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2017, daily social media usage of global internet users amounted to 135 min per day”
[2], based on this statistics imagine that we multiply this 135 minutes per social media
users 2.46 billions for 2017 [3] and per 365 days. Can you imagine how huge the
volume of insightful knowledge in such rich web resources can be in just one year?
Accordingly, monitoring social media networks enables to capture the potential suicidal
users and address them to the needed resources, even without leaving their homes. Big
data analytics techniques can support this goal, by uncovering early signs of suicide
ideation. Referring to the literature, data mining can be divided into two major portals of
research which are the descriptive approach and the predictive approach. The descriptive
approach relies on the lexicon based methods while the predictive approach make use
of the machine learning methods. Indeed, machine learning aims at building models
inferring what is happening behind some data so that it can predict future outcomes
concerning the defined purpose. Our purpose is detection of suicide intention from
social media content and taking in consideration that is a predictive task we rather to
rely on the machine learning methods. In the Tunisian case, statistics show that most of
Tunisians tend to be Facebook users, 71,25% of Tunisians [4]. On this wise, we propose
to work on Facebook sites where we can target countless suicidal Tunisian cases by
building a new predictive classification model able to detect suicidal Tunisian Facebook
users.

In this paper, we propose to work on satisfying the objective of detecting suicide
intentions for Tunisian people via Facebook. Although works were extending very far
on suicide prediction via social media, none of the previous researches worked with
Facebook sites nor focused on Tunisian people. Accordingly, in this work we were
interested in solving the problem of defining the relevant features that might help in the
suicidal ideation identificationparticularly forTunisian people.Ourfirst contributionwas
building the first corpus containing suicidal and non suicidal Tunisian people profiles
features where we found an appropriate way to derive the data from the Facebook site by
themean of developing a data retrieval tool of Tunisian dialect status fromFacebook.Our
second contribution was defining a relevant set features of suicide for Tunisian people
wherewemixed both socialmedia and personality features. On the basis of those features
we obtained an effective classification method which predict the suicidal intentions of
the Tunisians Facebook users. Related to our contributions, our research aims to answer
the two following questions: Is our data retrieval tool effective in extracting real suicide
data? What is the most accurate classification method based on our corpus?

2 Related Work

Digging into the literature from both fields data processing and psychiatry, we find a
match between researches from both fields on the basis of suicide ideation motives.
Accordingly, we select two major motives: Psychological disorder and to be exposed to
discussion which implies suicidal content.

Psychological Disorder. Depression or psychological distress has been linked to dif-
ferent personality traits and behaviors including suicidal behaviors ([5, 6] and [7]). “Ex-
tended feelings of depression in a young adult may create a lack of purpose or meaning
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in life, which, in turn, may result in a preoccupation with thoughts of suicide.” [8]. Thus,
works were generated about depression detection via social media such as (Munmun,
Michael ,Scott & Eric, 2013) [9] who have developedMDD1 classifier that predicts if the
individual exposed to depression or not with an obtained accuracy of 70% using Support
Vector Machine (SVM) with RBF kernel as classification technique. Several impor-
tant features were introduced and divided into six categories which are engagement,
egocentric social graph, emotions, linguistic style, and depressive sentiment vocabulary.

In psychiatry field, a study concluded that “Traumatic grief was associated with a
5.08 times greater likelihood of suicidal ideation, after control for depression” [10]. In
this context, [11] were interested to derive grief and emotion distress from the mes-
sages posted to the profile of deceased MySpace users. Therefore, they put into ser-
vice MyDeathSpace2 to identify the deceased MySpace users then they pick comments
expressing emotional distress based on 6 rules of codebook. Instead of employing the
qualitative approach (content and thematic analysis) as in the previous studies they
focused on quantitative analysis of the content and linguistic style of post mortem
comments in order to understand the post-mortem interaction in social me- dia. They
used many features such as linguistic style and sentiment expression (positive emo-
tions, sadness, anger, social processes, social relationship). This work come up with two
binary logistic regressionmodels that are strong predictors for the detection of emotional
distress in a given comment.

People may communicate suicide content due to depression state or grief of losing
someone by sharing text on social media but the real problem is to distinguish be- tween
worrying languages about real suicide intention and flippant references to suicide, [12]
were interested to solve this issue by the mean of classification methods of SVM, Deci-
sion Tree and Naive Bayes. To perform the classification they relied on two categories
of features which are lexical characteristics and sentiment characteristics.

Suicidal Discussion Impact. One evidence is that “everyone is a product of their envi-
ronment”, social media sites already constructed an environment for it users. In this con-
text,we should investigate the suicidal content effect from thepossibility of it propagation
until it impact on who interferes in suicide discussions.

Thus, [13] focused on the connectivity and communication of suicidal ideation
between social media user. This work relied on two type of features sets which are
connectivity described by friends and followers distribution graph and the communica-
tion described by retweet graph. In friends and followers distribution graph the nodes
present suicidal users and edges present links between those users (follow, friendship,
mutual). In the retweet graph, the nodes present users who replied (i.e retweet) the sui-
cidal posts and edges present ’has retweeted’. They performed graph theoretic where
relevant metrics such us (nodes/edges number, density, transitivity, etc.) lead to the evi-
dence of the contagious effect, same result as psychology field. This finding may lead
to the spread of suicide-promoting.

1 MDD: mental illness Major Depressive Disorder.
2 MyDeathSpace: http://mydeathspace.com.

http://mydeathspace.com
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Some researchers focus on the discussion level and how it can be linked to suicide
ideation shifts. For That [14] made an interesting study on forecasting if people engaged
in mental health discussion would discuss suicide ideation. Their purpose was to prove
that the link between the history ofmental illness and future suicide risk can be important.
Accordingly, they picked Reddit as appropriate social media network where posts are
organized by areas of interest called “subreddits”. This work obtained post and comment
data from mental health subreddits and subreddits about those contemplating suicide.
Besides the linguistic features, they add other features sets which are interpersonal
awareness(i.e proportion of first personal, proportion of singular, proportion of first
personal plural, etc.) and interaction (Volume of posts and comments received /authored,
vote differences, response velocity , etc.).

In the same context and same year, another group of researcher [15] take into consid-
eration discussion level as feature by studying it impact on suicide detection. Their work
proved that combining the stylistic linguistic and the discussion level feature improves
the performance compared to the previous published results.

Otherwise, those related works basically relied on all social media networks sites
except the Facebook in spite of it credibility and being the largest social network site.
Also the proposed solutions worked only on the English language while suicide issue is
global issue and the potential suicidal will express them selves in multilingual manners.
Moreover, the usage of crowd sourcing in suicidal cases validation doesn’t seem as a rigid
technique to decide if the content on which we will perform training is really suicidal. In
our case we choose to work on Tunisians therefore we will constract our corpus based
on hybrid approach and we will treat the Multilanguage issue. Besides, We will work
on Facebook as a popular and large social network site.

3 Proposed Method

3.1 Corpus Preparation

As working on Tunisian people was our contribution, no appropriate dataset was avail-
able. That’s why creating our own corpuswas our priority. Our interest was to fetch Face-
book profiles of Tunisian people who deceased by committing suicide or who attempt
suicide at least once, also we picked people who posted suicidal content regardless
of their age, gender or their personal condition (job, status, location, etc). Our choice
of diversified data aims to cover all Tunisians possible profiles as well as creating a
reasonable corpus.

We launch investigations about suicide cases by visiting the online newspapers such
as “JawharaFM”, “Kapitalis”, or consulting some TV shows about suicide cases such
as “Tunisian Tales”, “None Lasting Status”. Starting from one photo and a name, we
followed the sameprocess as to find friend onFacebook site.Oncewe reach the Facebook
profile target, we need to be certain and sure about the real identity of the Facebook user.
The validation was based on the context of his Facebook friends posting: Only if their
comments were about grief or a suicide attempt. Also, we give an interest to users sharing
suicidal content even if they didn’t commit suicide. In order to collect those profiles we
put “#”+“keyword” as a request in the Facebook search bar. Those keywordswere about
suicide lexicon in Tunisian language. As result, the Facebook site displays a page where
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posts containing those key words are listed including their authors. While we picked
some of those Facebook users, we needed experts validation to add them as suicidal
subjects. For that, we prepared a survey in a form of a table composed of 12 Facebook
user profiles textual posts. To fill this survey we asked five different psychiatrists from
both public and private sectors to collaborate with us by deciding if the subject has
intentions of suicide or not. Once, we collected the five experts classification results, we
apply voting strategy for the final classification of the 12 users.

3.2 Data Extraction

In the scientific community, the purpose of using data is to understand a particular
phenomenon, perform analyzes or predict the future. In our case we need to understand
the suicide phenomenon by performing analysis on the created corpus in order to predict
suicide intention in the future. In our case, we can summarize this process into three
steps: First, we need to collect the raw data (posts or personal informations) from each
collected Facebook profile. Second, we should store the data. Finally, we must structure
and prepare the data before any other treatment.

From the starting, the initial step of data extraction was an overwhelming issue.
Inspite of admitting that Facebook provides a graph API to derive data automatically,
the access to another Facebook user data is constrained. In other words, you cannot get
a subset of data stored on the Facebook of a particular Facebook user unless this user
gives you his permission. In this context, how can we ask permission from died people
by suicide in some collected Tunisian cases?

To answer this question, we had no choice but following the old school manner of
data extraction, by the way of copy and paste the posts of each deceased Facebook user.
As performing data retrieval manually was a time and effort consuming task, we come up
with a solution which was only useful if we eliminated the deceased cases. The key idea
was to develop a Facebook application in disguise of a quiz called “Cop Quizzer”, then
we send the link to the selected Facebook profiles and ask them to click on “connect with
Facebook” button. Any Facebook application is working with the Facebook Graph API,
which is based on requesting an access token to get different permission such as asking
for gender, birthday, posts, etc. From an implementation perspective, having a button
“continue with Facebook” is equivalent as having an access token. In other words the
developed Facebook application will out- put the same results as the Facebook Graph
API. In our case, once the Facebook user click on “continue with Facebook” button
action, a pop up page appears asking the user for his permission to access his personal
data. If the user agrees, his latest 25 posts and his personal information (i.e birthday
date, gender, status, etc) will be sent automatically in real time to our online database
deployed on the cloud Firebase, else he will quit the quiz. Finally, Firebase provides us
with the option to export the data in the form of a JSON file. Many efforts have been
dedicated in data collection until we achieved a total number of 93 Facebook profiles
and 2325 textual posts, where our concern was to keep the criteria “Tunisian”. Thus, we
didn’t put any other conditions in selecting profiles as we strive for data diversity.
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3.3 Data Processing

Data structuring task is not only limited on treating the emoticons nor correcting syntax
errors but also handling the Tunisian dialect used language. For data structuring, we
first integrated an algorithm for text normalization (emojis, emoticons, URLs, etc.). In
addition, as we aim to solve the translation problem we relied on both machine and
human translators.

Concerning the text normalization, our key idea is to replace the existing emoticons
and Emojis in the derived text respectively by the suitable sentences based on their
meaning instead of their elimination. In fact, we wanted to add the useful information
that may be expressed by the emoticons and Emojis available in the textual content of
our data.

Machine translation (i.e computer-generated translation) alone cannot handle the
problem of multilingual textual data. Thus, the contribution of human experts in the
translation task is required in order to ensure correctly the data translation. For that,
we assigned the task of translation for 7 English teachers who accepted to help us in
this mission. As we want to avoid the effort and the time that may occur if we rely
totally on the human translators we relied on Yandex.Translate free API. It’s a Statistical
Machine Translation (SMT)model. Yandex.Translate was developed in 2011 byRussian
technology company. Today, it affords the translation of whole sentences, words or web
pages between 93 languages.

3.4 Features Extraction

The added value of our work at this point, is the fact that we vary as much as pos-
sible in features. Which we may divide generally into personality features and social
media features. The sum of those two categories is counting 64 features. Therefore it
is recommending to mention that the personality features and social media feature can
be complimentary as both constitute one person identity. Thus, if we reach to correctly
define a person we may achieve to distinguish its suicidal aspect among those multiple
personalities.

Personality Features. Based on the ability to link the daily usage of words to the real
behavior, researchers came up with Linguistic Inquiry Word Count (LIWC), a pow-
erful tool allowing to perform analysis on one individuals’ words to reveal diversified
traits of his personality. At the beginning LIWC aimed to analyze both the psychological
processes and what people were writing or speaking about. Later after a sum of improve-
ment, Receptivity API was built as tool linked to the popular psycho- linguistic analysis
LIWC. In our work we implemented Receptivity API to calculate features automatically
extracted from our created and refined Corpus (basically the textual posts). The output
of the Receptivity API is a JSON-based result containing a set of 60 features calculated
in percentile. These features belong to many possible categories among which we cite:
Emotionality. Designed by cheerful, stressed, anxious, melancholy, insecure, neuroti-
cism, happiness, depression and cold. These features means the degree expressed by
people toward an entity which can be an event, object or person. From predictive per-
spective, emotions are the reflection of one’s experience in this world. By the mean of
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emotions, individual response and react to traumatic events, such reactions can tell us
about how the concerned subject will deal with events in the future. Social relationships.
Designed by openness, sociable, friendly, cooperative, impulsive, social skills, inde-
pendent, adjustment and extraversion. According to [17] pronouns reveals referencing
individuals interactions, word count shows the degree of dominance in conversation and
positive emotion words declare the level of agreements. These features allow to track the
social processes by determining who has the maximum of status, if the individual tend
to be in group or in isolation. From personality perspective social relationships shows
the engagement of the subject and his dominance in interaction with others. Attentional
focus. Designed by Family oriented, friendship focus, body focus, health oriented, sexu-
ally focused, food focused, leisure oriented, money oriented, religion oriented and work
oriented. Those features declare the individual interests and it priorities. Such findings
can help to predict the behavior, for example if a child is playing football and he gets
injured he won’t notice and won’t stop the game because he is fully focused on the
game else is this child is body focused he will be worried, stop the game and go ask his
parents help in tears. Thus determining ones priorities can help us deeply under- stand
how people may act according to an event or situation.Honesty and deception. Designed
by trusting, genuine, persuasive and imaginative. Those features works on identifying if
the truthful statements from the deceiving ones. According to [17] fake statements rely
on changing languages, too much of descriptive lexicon in order to convince the listener.
Also the level of intelligence encounters as the naive persons tend to bemore truthful and
honest than smart people as imagination and cognitive are required to load and maintain
a story which is the opposite of the true one where there is efforts to convince someone
that the fake version of story is true.

Social Media Features. Among features than can be offered via social media derived
by our Facebook application we were only concerned with: Age. Designes how old the
subject, calculated on the basis of date of birthday and presented as integer. Age can play
an important factor as level of maturity of one person is based on his age where teenagers
tend to bemore exposed to depressionwhich can be amajormotive of suicide.Gender. If
the subject is male or female, this feature is presented as binary (i.e Male= 0, Female=
1).We picked gender as an important feature because studies show that suicidal behavior
differs between male and female, suicide rating shows that females tend to have more
suicidal thoughts however males pass directly into the action faster than female.Marital
status. If the subject is in relationship or not by reference to his status and represented
as binary (i.e Single = 0, In relation=1). We thought about the status of the person, we
supposed that if the person is committed to a relationship he will be more committed to
life and hewon’t probably think about suicide. Job status. If the subject has job or not and
represented as binary (i.e no job= 0, with job= 1). Job status is interesting as predictor,
the proof is the immolation of Bouazizi in Tunisia who suffer from unemployment and
his impact on the others who shared the same problem of joblessness, after his act they
started to imitate him as if he was a role model. Student status. If the subject is perusing
his studies or not and represented as binary (i.e not student = 0, is student = 1). We
suggest to add this feature to see if the Tunisian students tend to be optimistic toward
future and keep working to concur their desired future life which shows their attachment
to life or to see if students are impacted by the negativity advertised by some broadcast
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channels on the social networks or on the television and radios toward the obscure future
in Tunisia that lead to describing the hopelessness until the desire to quit and give up
life.

4 Experimental Results and Discussion

Using the WEKA software we tested a series of methods and algorithms to achieve the
classification task and we pick up the obtained results to choose the most appropriate
methods to apply on our case. In fact, a baseline classification will tell if we retained a
rigid basis for modeling our prediction problem. Then, WEKA provide us with helpful
feature selection methods to work on improving the results returned by the baseline
classification.

From judgmental perspective,we picked in the following experiments threemeasures
of evaluationwhich are accuracy, F-measure, and suicidal recall. After each classification
task, WEKA returns the values of those evaluation measures indicating the performance
level of our method.

4.1 Baseline Experiments

A baseline classification was applied based on all 65 features (Facebook & personality)
with K-fold cross-validation as a technique of dividing data into training and test sets
where we choose K= 10. Each time we pick a classifier, WEKA returns its appropriate
calculated evaluationmeasures.On the purpose of comparison between the usedmachine
learning classification methods we traced a Table 1 gathering the generated evaluation
measures (suicidal Recall, Average F-measure and accuracy).

Table 1. Results of baseline classification based on all features

Method Suicidal recall F- measure Accuracy %

Tree J48 0,78 0,77 77,41

Tree LMT 0,67 0,67 67,74

Adaboost M1 0,63 0,72 73,11

Logitboost 0,67 0,66 66,66

SVM (RBF kenel) 0,63 0,65 65,59

SVM (Poly Kernel) 0,71 0,72 72,04

Multilayer Perceptron 0,73 0,7 70,96

Naive Bayes 0,69 0,67 67,74

Referring to the Table 1, we can take evidence that Tree J8 is on the top of other
classifiers with a percentile of 77,41% followed by Adaboost whose accuracy is 73,11%.
Regarding the suicidal recall, Tree J48 has a distinctive result that is equals to 0,78
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compared to the other classifiers. Investigating the relevance of each type of the two
features sets (Facebook features and Personality features), a baseline classification was
applied separately based on Facebook features set then on personality feature set with
similar settings (i.e K=10 and same classifiers) as the previous experiments. On the
purpose of comparison between the features sets (Facebook versus Personality) we
traced a Table 2 gathering the generated evaluation measures (suicidal Recall, Average
F-measure and accuracy). F refers to Facebook features and P refers to Personality
features.

Table 2. Results of baseline classification based on separated features (Facebook versus Person-
ality).

Method Suicidal recall AVG F-measure Accuracy %

FB P FB P FB P

Tree J48 0,80 0,58 0,83 0,6 83,87 60,21

Tree LMT 0,78 0,54 0,81 0,57 81,72 56,98

Adaboost M1 0,69 0,58 0,73 0,64 73,11 64,51

Logitboost 0,8 0,58 0,79 0,61 79,56 61,29

SVM (RBF kernel) 0,56 0,71 0,68 0,63 68,81 63,44

SVM (ploy Kernel) 0,58 0,56 0,68 0,57 68,81 56,98

Multilayer Perceptron 0,71 0,56 0,78 0,57 78,49 56,98

Naive Bayes 0,63 0,6 0,72 0,55 73,11 60,21

With respect to the Table 2, we find that classification based on the Facebook feature
set is more accurate than the one based on the personality features. For the same clas-
sifier the accuracy concerning FB features is always superior than accuracy concerning
personality features except for the SVM classifiers (with RBF kernel and RBF kernel).
The same remark can be also made for the suicidal recall values where the obtained
scores of the FB features are more important than the ones obtained with Personality
features excluding SVM classifiers.

4.2 Feature Selection Experiments

Working on improving the results returned by the baseline classification (see
Table 1) WEKA provides us with helpful feature selection methods. Particu-
larly, the relevance of chosen features leads to more accurate classification results.
For that, we chose to work with Wrappers as feature selection method. The
Wrapper is tied to the performance of specific classification model. For fea-
ture selection we used a number of classification methods (ie. Tree j48, SVM,
Adaboost, etc) as Wrapper methods. Each experiments outputs a subset of ran-
dom features which is reused as input in the classification task. On the purpose
of comparison between the best results returned based on feature selection by wrappers,
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we traced a synthesis Table 3 gathering the generated evaluation measures (suicidal
Recall, Average F-measure and accuracy) and the features selected by each wrapper.

Table 3. Synthesis of the best classification results after attribute selection.

P: melancholy, 

Multilayer 

Perceptron 

MLP 

P: friendly, 

humble, thinking 

style, family 

oriented, intellec- 

tual, liberal. 

Adaboost FB: age, gender. 

P: anxious, ac- 

tive.

FB: age, gender, Tree J48 0,87 0,89 89,24 3 
Tree Ran- job status.   

dom Forest P: anxious, friend Tree LMT 0,84 0,86 86,02 4 
focus, humble.   

MLP 0,82 0,76 76,34 12

Tree J48 

FB: age, gender, 

job status

Tree J48 0,89 0,89 89,24 2 

P: disciplined,   

active, humble Tree LMT 0,8 0,83 83,87 9 

Wrapper Selected features Best

classifiers

Suicidal

recall

F-

measure

Accuracy Rank

%

FB: age, gender, Tree J48 0,91 0,92 92,47 1

Logitboost 

job status.

Tree LMT 0,82 0,84 84,94 6
leisure oriented.

MLP 0,8 0,76 76,34 13
FB: gender, job 

status.

Tree J48 0,78 0,84 84,94 8

Adaboost 0,8 0,79 79,56 10

MLP 0,8 0,86 86,02 5

Tree J48 0,8 0,84 84,94 7

Tree LMT 0,78 0,79 79,56 11
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According to the empirical comparisons done based on the recap Table 3 whose
values were the output of classification experiments, we find that the most performing
classifiers for our classification problem are trees (both Tree LMT and J48). In fact, the
classification given by Tree J48 generated important values of accuracy, starting from
77,41% in the baseline classification until reaching 92,47%when using feature selection
which is a relevant improvement. In these experiments, we used LogitBoost as aWrapper
method and we applied Greedy step wise as a search method. The output of attribute
selection was composed of 5 features which are Melancholy, Leisure_oriented, age,
gender and job status. The combination of Facebook features and personality features
added value to the accuracy of classification. Therefore, we can take an evidence that
the association of those features can be considered as suicidal intention predictors and
can serve with the Tree J48 classifier as solution for the problem of “suicide intention
detection via Facebook” where the Tunisian people are concerned.

5 Conclusion and Future Work

In this paper, our work generally settles in the context of suicide detection via social
media. Since the Tunisian revolution of 14 January due to the Bouazizi immolation,
suicide rates were continuously increasing: Working on Tunisians was our first contri-
bution. Moreover, statistics shows that Tunisian people tend to be Facebook users. Thus,
considering social media site Facebook as reference in suicide detection was our second
contribution in this context we developed a Facebook application for data retrieval to
collect data about the selected Tunisian profiles. In addition due to the absence of datasets
concerning the suicidal Tunisian cases, we lead investigation in order to gather Facebook
accounts of suicidal Tunisian and create our own corpus which may be relevant to the
futures researches and this is our third contribution.

We proposed combining the personality features with other Facebook features by
reference to our logic regarding some fact derived from literature in psychology. Then, by
the usage of the supervised classificationmethods we performed a baseline classification
and feature selection on our corpus. The experimental results were satisfying. The usage
of decision tree J48was accurate for suicidal intention prediction starting from77,41% in
the baseline classification until reaching 92,47% after attribute selection. Therefore our
idea of adding Facebook features was beneficial for prediction using the classification
methods. Our work can be a first step toward a complete application that solve suicide
issues along with the whole process from suicide intention detection until prevention:
Performing automatic follow ups of the detected suicidal persons until recovery. Also
recommending psychologists automatically to the potential suicidal persons.
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Abstract. In a previouswork,we developed a tool that automatically extrapolated
triggers, i.e. diagnostic words for sentiments and relationships, from a manually
annotated corpus, the Romanian version of the novel “Quo Vadis” by Henryk
Sinkiewicz. The NodeXL program can draw graphs of character relationships,
to analyse relationships both in the fictional and the real-world. In this research,
we describe how we have refined our tool, which becomes both a detector and
a semiautomatic (interactive, assisted) annotator of relationships in any previ-
ously morphological annotated real or fictional story. We will also show how we
improved and restructured the list of triggersmanually annotated in the novel“Quo
Vadis”. Finally, the tool will annotate the triggers in the Chat corpus, having 2,575
sentences, part of the UAIC Romanian Dependency Treebank, a balanced corpus
that contains especially non-standard Romanian language. Finally, we have made
graphs to analyse the relations and sentiments of communicators from the Chat
corpus.

Keywords: Fictional characters · Graph of relations · Interactive framework ·
Real characters · Sentiment analysis · Semantic annotation · Social-media
communication · Trigger

1 Introduction

Nowadays, text mining applications have to implement deep and meaningful represen-
tation of texts which usually implies discovering the entities described in texts and the
relations between them. In 2012 our NLP group started a project called “Quo Vadis”
dedicated to the semantic relations described in texts. It used the Romanian translation of
Henryk Sienkiewicz’s novel “Quo Vadis”, morphologically annotated previously. The
aim of this project was to design a manually annotated corpus, with semantic data, and
then, to build an automatic recognizer based on the annotations of the corpus.

The semantic annotations in the Quo Vadis project mark more types of relations
mentioned in the text and the entities linked by these relations. The annotations of the
relations are defined by the two boundaries of the relations, the type and subtype of the
relations, the two arguments (all relations being binary), and the trigger - a word or an
expression which signals the relation.
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During the Quo Vadis project, the following resources and programs have been
created:

• The “Quo Vadis” corpus1, which is publically available on the NLP-Group@UAIC-
FII site. It consists of 7,281 sentences manually annotated with semantic data. They
consist ofmarking the textual realization of entities (persons and gods), and alsomark-
ing four types of semantic relations: referential, affect, kinship and social relations.
Each type has more subtypes, see [5–7];

• AWeb Interface2 for visualizing aunique typeof annotation: the co-reference relations
between entities;

• A recognizer for the semantic relations that occur between nested entities [2], i.e.
entities that can include one ormore other entities. Example: “the sister of my mother”
is an entity which includes another entity, i.e. “my mother”.

Based on the semantic relations described in text, a summary can be automatically
generated as illustrated in [4].

In 2014 a trigger detector was built, which memorized the triggers annotated by
human annotators. The program generated a list of suggested triggers in certain con-
texts, in the entire novel. The 5,136 suggestions were validated or invalidated by human
annotators. They validated 305 kinship relations, 2,315 social, and 1,219 affect relations,
a total of 3,839 that includes also the 757 manually annotated triggers. The percent of
validated triggers was 74% from the suggestions [3].

An improved version of this tool will be described in the presented paper. Next,
we aim to verify whether the same annotated relationships in the Quo Vadis project (a
fictionalworld) alsowork in the realworld, between chat communicators. The first exper-
iments have been made by selecting only one type of the relationships annotated in the
Quo Vadis corpus, namely the detection of affective relationships, which simultaneously
leads to a way of sentiment analysis.

We have worked on a Chat corpus, containing 39,391 words and punctuation ele-
ments, with the average 15.25 items per sentence. The corpus is morphologically and
syntactically annotated, and entirelymanually checked. The length of sentences, unusual
in chatting, is explained by the high level of education of communicators. A POS-tagger
and a syntactic parser were trained on chats and the morphological, lexical, syntactic,
semantic, discursive particularities of this type of communication were analysed in [16,
17].

The main contributions of this work can be summarized as follows:

• We propose a more balanced list of semantic relations taking into account the various
sentiments and feelings that can be described in various texts;

• We analyse the realization of semantic relations in the non-standardized social media
language, a conversation resulting in a less-structured text. The chat style is informal,
does not obey any rules;

1 http://nlptools.info.uaic.ro/Resources.jsp.
2 http://nlptools.infoiasi.ro.

http://nlptools.info.uaic.ro/Resources.jsp
http://nlptools.infoiasi.ro
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• We propose a tool which brings together the old trigger detector with a framework for
the assisted semi-automatic annotation of the relations in the fictional and nonfictional
stories;

• Using graphs made with the NodeXL program, as in another work [3], the similarity
of the relationships structure in the fictional and real worlds were shown, as in [11]3.

The paper is organized as follows: the first section introduces the actual experiment
as a further instalment and sequel of our previous work. The Related Work section
summarizes the existing studies conducted in the domain of semantic data. The next
section describes the tool that we have designed in order to annotate the chat corpus
in a similar way to the annotations in the Quo Vadis corpus. Some statistics given in
graphical form are presented in the following section. The article ends with the final
conclusions and proposes future research directions.

2 Related Work

Lately,many text analysing applications have implemented semantics in their processing.
A continuing growing domain that greatly exploits the semantic data extracted from text
is sentiment analysis or opinion mining; they aim to identify the emotion expressed
in texts. The basic goal of sentiment analysis is to identify the overall polarity of a
document: positive, negative, or neutral [15].

The semantic oriented approaches usually exploit the relationship between words.
State-of-the-Art studies mainly exploit term extraction methods to obtain concepts from
texts [18]. In this paper, the semantic relationships between words are identified by a
dependency parsing process. Paper [12] explored a new direction in the concept mining
field by means of lexicon-syntactic patterns.

Sentiment analysis considers only a special kind of text, namely affective text, with
the intended aim of analysing the emotional content of texts. The affective text analysis
has been a popular topic of research inNatural Language Processing (NLP) and Semantic
Web communities in recent years [14]. This is an open research problem, relevant for
numerous NLP studies such as news stories, public blogs or forums or product reviews
[13, 20].

Sentiment analysis tasks are usually designed around an already existing lexicon
making use of the WordNet [9], WordNet Affect [19] or ANEW (Affective Norms for
English Words) [1]. However, there are still limitations, e.g., WordNet based efforts
cannot produce ratings for words not included in WordNet, including multi-word terms
and proper nouns [14].

The most important features of the sentiment analysis programs are greatly deter-
mined by the quality of the used sentiment lexicons. Other important features included
bag-of-word features, hash-tags, handling of negation, word shape and punctuation fea-
tures, elongated words, etc. [10]. In the lexicon-based approaches, the coverage of the
affective lexicon has a great impact on the accuracy scores; consequently, there is a

3 Hansen analyses the social media network and the relationships in Victor Hugo’s novel "Les
Miserables".
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need for methods for automatically updating the lexicon based on the already included
elements.

Emotion analysis emerged as a somewhat more specific task than opinion analysis,
since it looks at fine-grained types of emotion [10]. Classification of sentences by emo-
tions is done in accordance with some classes of emotions. Here it is worth recalling
Ekman’s (1992) six classes of emotions: happiness, anger, sadness, fear, disgust, and
surprise. These emotion classes are the most frequently used ones, being associated with
the facial expressions [8].

One of the problems in opinion mining systems is that sarcastic or ironic statements
could easily trick these systems [10]. For an automatic system, it is not so important to
distinguish between the two of them as it is to eliminate these cases in order to identify
the real sentiments that are hidden by these kind of expressions.

3 Bipolar System of Annotation

The interactionwith the tool obliged us to adopt amore symmetrical tagset of annotation.
We tried not to get away from the annotation of the Quo Vadis corpus (which also
underwent changes along the way). But since all relationships are polarized, it is useless
to add prepositions such as “of” or “by”. Rec-love and rec-hate relationships result from
the summation of two relationships in which the arguments change their place. We have
added the following tags for marking sentiments: LIKE, FEARLESS, OFFEND as the
negations of the tags UPSET, FEAR,WORSHIP, because the Quo Vadis system was not
symmetrical. The trigger detector has been programmed to suggest us both a sentiment
and its negation, in order to select one of them. The problem that remains to be solved
is how to formulate rules such that an automatic trigger recognizer can detect irony and
sarcasm without being assisted by a human annotator. Example:

In the sentence “John messed up everything. He is a very intelligent person.” the
trigger detector will suggest the human assistant the annotation of “intelligent” as an
AFFECT.WORSHIP trigger. The human will choose the button NO and immediately
the trigger detector will offer the assistant the opposite trigger: AFFECT.OFFEND. The
humanwill choose the buttonYES, because it is an ironical statement. The first argument
of the trigger is the emitter of the statement (marked at the beginning of the sentence
and annotated with the id 0), and the second pole of the relation is John.

If the negation of a feeling does not result in its opposite (a situation in fact), the
human annotator will select NO in both alternatives. If a person does not love a particular
person, this does not necessarily mean that she/he hates the respective person.

If, by the negation of an AFFECT it results that a person has no AFFECT, wewill not
annotate anything, because in this project we only deal with the AFFECT annotations.

In fact, only three positive AFFECT relationships and three negative ones are anno-
tated in theQuoVadis project.By renouncing the targetedvariants of the six relationships,
we have added 4 other AFFECT relationships, so that the palette of sentiments becomes
more comprehensive and the system can be applied to other stories than the one in the
novel Quo Vadis, really dominated by the listed feelings (Fig. 1a).

Another preliminary statement is that using this tagset, a limited number of feelings
can be annotated. As in reality their range is very wide, each of the ten feelings is
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QUOVADIS   
RELATIONSHIPS  

TAGSET

OUR RELATIONSHIPS
TAGSET

POSITIVE NEGATIVE POSITIVE NEGATIVE

LOVE HATE LOVE HATE

LOVED 
BY

HATED BY

REC-
LOVE

REC-HATE

FEAR FEARLESS FEAR

FEAR BY

UPSET LIKE UPSET

FRIEND 
OF

FRIENDLINESS ENMITY

WORSHIP WORSHIP OFFEND

WORSHIP
BY

adoration 
LOVE 

happiness 

anger 
HATE 

contempt 

naughtiness 
FEARLESS 

heroism 

horror     terror 
FEAR 

worry 

amazement 
LIKE             joy

cheerfulness 

stress     pain 
UPSET 

desolation 

solidarity 
FRIENDLINESS 
care      devotion 

envy 
ENMITY  

malice 

admiration 
WORSHIP 

enthusiasm 

humiliation 
OFFEND 

blasphemy 

a. b.

Fig. 1. a. Comparison between Quo VadisAFFECTs and our affect relations tagset. b. The real
AFFECTs and the grid of our tags.

understood here in a very broad sense, so that it can include a multitude of feelings. In
fact, we have a grid placed over a continuous of real AFFECTs, and when we make the
annotation, we choose the tag that comes closest to it. Our tags form a grid, and we hope
every real AFFECT can be placed in the perimeter of one of our tags (Fig. 1.b).

Therefore, the aim of the project is to annotate AFFECTs that are considered generic,
positive or negative, and to see their proportion and direction in a certain group of real
or fictitious characters. We can also make a positive and negative grading as follows:

Positive: worship > love > like > fearless.
Negative: offend > hate > upset > fear.

4 Detector and Assisted Annotator

The tool used in 2014 has been transformed in a multi-functional one. It has a directory
called “configurations” that contains multiple trigger lists with their type and subtype
(Social, Kinship, Affect). In another folder, called “resources”, we introduce the XML
documents that will be annotated. In this way, linguists can use the interface without
requiring programmer assistance in order to annotate any narrative text, short or long,
having the following characteristics: novel, chat, bible, blogs, comments, etc., provided
they have a previous basic annotation i.e., they are segmented in sentences, and each
word has an id, lemma, and the morphological analysis; and they adhere to a specific
format.
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To make the program run, we have to choose a configuration, and then to choose
one or more XML files in which the tool will search for all the triggers listed in that
configuration. The detector will display the proposals in the order they appear textually,
and will ask questions to which the answer is YES or NO, e.g.:

• “Is trigger (râde, AFFECT.LIKE) valid for sentence 10_chat2_1500U?” YES / NO

The next step of the assisted annotation, is the proposal of the opposite trigger, if the
option NO has been selected. In ironic or sarcastic uses, the opposite is suggested and
can be validated:

• “Is trigger (râde, AFFECT.HATE) valid for sentence 10_chat2_1500U?” YES / NO

The first variant of the trigger detector was searching in the text form (the list includ-
ingMWEs, negations, reflexive pronouns, etc. that have beenmanually annotated in Quo
Vadis), which resulted in a high accuracy of detection because some polysemous words
are triggers if they have certain neighbourhoods. Therefore, many triggers can escape
our detection if they have small formal differences from those found in QuoVadis. Cases
will be numerous, especially if we annotate non-standard texts, such as social media or
old Romanian. So, we decided that the new variant of the trigger detector should make
searches for trigger lemmas resulting in less accuracy, that will lead to a large number
of rejected proposals.

By programming the interface for trigger suggestions with both a tag and with its
opposite, we eliminated the need of including the verb + negation in the trigger list.

We have created only two types of conditions:

1. if the next word is xxx
2. if one of three words above has lemma”sine”.

The first condition led us to detect the words which are triggers only if followed by
a certain preposition.

Example:

• The word t,ine is a trigger for AFFECT.LOVE if it is followed by the word la as in
“t,ine la cineva” (in English, love somebody).

• As opposite,”t,ine în mână” (in English, holds in his hand) is not a trigger for
AFFECT.LOVE.

The second condition helped as detect verbs which are triggers only if preceded by
a reflexive pronoun.

If we chose YES option at one of the two first steps, then in the third step the interface
displays drop-down lists of the words in the sentence, from which the human annotator
choses: the first and the second poles of the trigger. The relation is a vector from the
first to second. Once the human annotator saves his choice, the program will add the
annotation in the XML, after the line of the word validated as a trigger, having the
following form, similar to those in the Quo Vadis project:
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• < relation from = "15" to = “17” trigger = “AFFECT.love"/ >

Were “from = 15” indicates the id of the first relation argument or the source, and
“to = 17” represents the id of the second argument or the target.

The “trigger = AFFECT.love” gives the information about the type and subtype of
the validated trigger.

By applying similar annotations in multiple resources, we will create a training
corpus for the future automatic trigger and argument recognizer.

Fig. 2. The frequency of the 10 analyzed affect relations for the 4 communicators.

5 Semantic Relation Graphs

Oncewehave annotated chats and obtained a consistent training corpus for future triggers
and argument recognizer, we have also extracted data from the annotated chat corpus in
order to interpret them.
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The data extraction consists of the automatic transformation of ids into character
names as well as the unification of multiple names for a single entity. The difficulties
arise from the fact that the chat corpus is not yet annotated with the names of entities
and with their co-references, such as Quo Vadis. The entities that appear as first and
second person pronouns must equate with the name of communicators: the phrase issuer
with the first person pronouns, and the recipient with the second person pronouns. The
communicator’s names appear in the id of the sentence, and are annotated with id 0, 1,
2, 3.

We computed the frequency of the 10 feelings for each of the four communicators in
our chat corpus: Ugla, 62, researcher, Nik, 61, writer, Lore, 28, psychologist and Vlad,
28, economist.

For Ugla, the predominant feelings are like and upset, but she also has fearless and
offend relations, she communicates without any reticence, and without bad opinions
about anyone. Fearless and offend also characterize Nik. Lore hates nobody, the great-
est number of hate relations are directed towards Vlad. He has the record number of
friendliness relations, and of upset sentiments, but surprisingly few AFFECT of the
subtype love, that are dominant to Lore. (Fig. 2).

Fig. 3. Graph of AFFECT relations

In order to obtain more suggestive graphs, we decided that worship, love, like (and
their negations) are a gradient of positive or negative sentiments, while friendliness and
fearless with their negatives are names of relationships between characters.
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The tool annotates the triggered relation in the XML, and saves the data in an XLX
table. On the first column, the first selected argument, the source of affect relationship
(from…), on the second column, the second argument selected by the user, the target of
the relationship (to…): the trigger, their type and subtype are saved on the 3–5 columns
and the id of the sentence is saved on the last column. The two poles of a relation can
be selected by the user from the words that have the morphological category annotated
as noun, pronoun, numeral that does not determine a noun, or possessive adjective.

In this XLX, the trigger lemmas are replaced by the type and subtype, and the
argument ids are replaced with the names of communicators or of other persons and
objects they refer to. The XLX is introduced in the NodeXL program in order to draw
out graphs of character relationships [11].

In the chart of Fig. 3, illustrating more relations, we see a conglomerate of AFFECTs
such as like and offend aroundUgla, and a large fascicle of commonAFFECTs of subtype
like with Nik. At the bottom of the chart there are two reciprocal love relationships
between two couples, Schwarzie-Weiss (black and white cats) and Lore-Vlad. On the
other extreme of the chart, Augusto is characterized by love relationships in several
directions. Oana has a friendly relationship with Ugla and Vlad, a relation that Lore
rejects. All characters have AFEECTs like or love directed to animals. AFFECTs of
subtype hate and offend are directed to hierarchical superiors.

It can be observed that all the characters have multiple friendship relationships, but
they are particular orientations, and are unified only by Ugla. Most fear relationships
start at Schwarzie and Vlad. Reflexive relationships, from a character to him or herself
appear in both graphs as circles.

The common affective relationships between Ugla and Lore have in the center
Schwarzie, the black cat. A strong positive mutual relationship, framed as a bow with
arrows at both ends is established betweenUgla andVlad, the two characters who quarrel
throughout their dialogue. (See Fig. 3).

If we analyze the characters in the Quo Vadis novel as compared to real world
communicators, we see a greater variance and a chaotic orientation of directions in
expressed relationships at the latter, which are not controlled by an omniscient author.

The sentiments are various and are not focused; in the chat they can result of a concrete
real event. The contradictories sentiments and their ironical expression are frequent.
The characters have their own circle of relations and feelings, without connection of the
feeling of the other characters.

In Quo Vadis, the target of the affective relationships of the characters can be: gods,
Vinicius, Ligia, Petronius, Nero, senate, death, Christ, people, family, Seneca, Venus,
Acteea, etc.; as resulting from our previous research in [3].

The targets of emotional relationships of real communicators are more varied and
there are not only characters, but also objects or abstractions among them: plant, installer,
stove, trains, conference, editions,wedding, retirement,managers, sponsors, raven, book,
foods, academy, ox, pictures, infarction, math, physics, recreation, etc. See Table 1.
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Table 1. The table which generates the graph in the Fig. 3 and the chart in the Fig. 2 (small
excerpt).

Argument 1 Argument 2 Trigger Type Subtype Sent.
id

cat doctors run AFFECT FEAR 929U 

she(cat) in darkness bravery AFFECT FEARLESS 932U 

me(U) answer not receive AFFECT UPSET 933U 

they(dogs) meat seems AFFECT LIKE 934U 

give(L) rice with meat delights AFFECT LOVE 934U 

me(V) pictures not want AFFECT HATE 1062V 

managers me(V) alert AFFECT FEARLESS 1062V 

U that devil AFFECT OFFEND 1063U 

me(V) pictures scared AFFECT FEARLESS 1067V 

me(U) well fell AFFECT UPSET 1069U 

me(U) you(V) not miss AFFECT HATE 1069U 

they(fellows) me(V) condemn AFFECT ENMITY 1070V 

managers me(V) say AFFECT FEAR 1072V 

managers pictures indecent AFFECT OFFEND 1073U 

me(V) associa on personal AFFECT FRIENDLINESS 1076V 

me(V) personal not allowed AFFECT FEAR 1077V 

6 Conclusions and Future Work

As an interpretation of our analysis, we observed that the real world is characterized by
the variety and divergence of relations. Eventually,we could possibly use this observation
to distinguish between a real story and a fictional one. The tool could also be used to
extract the orientation of the feelings of real characters towards a particular political line
or the preference for the consumption of certain brands.

The tool, applied here on Romanian texts, is language-independent, because in the
resources and configurations folders, documents can be added in any language.
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In future, the corpus presented in this paper would be diversified by introducing other
communicators and then other types of texts, like social media (twitter messages, prod-
uct reviews, or political comments). The corpus will also be annotated with entities and
coreferences, increasing the precision and recall of suggestions. We also intend to anno-
tate with social and kinship relations, entities, and coreferences, the Mateiu Caragiale’s
novel “The Old Courtyard Princess” published in 1915 that is already morphologically
and syntactically annotated entirely supervised. By adding it to Quo Vadis and the Chat
corpora, we will form a large training corpus for the trigger and arguments recognizer.

As a first step, the trigger list extracted from our corpora will be very flexible and we
the framework will permit us to add triggers. The number of occurrences will be kept in
the memory and the triggers which will not have utility will be eliminated. In this way,
by retaining only the productive ones, we accuracy of the tool will be increase.

The final plan is to fully automate the learning system, trained on partially supervised
annotations of these corpora. This will enable annotating with considerable less effort.
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Abstract. Code-mixed data is an important challenge of natural lan-
guage processing because its characteristics completely vary from the
traditional structures of standard languages.

In this paper, we propose a novel approach called Sentiment Analysis
of Code-Mixed Text (SACMT) to classify sentences into their correspond-
ing sentiment - positive, negative or neutral, using contrastive learning.
We utilize the shared parameters of siamese networks to map the sen-
tences of code-mixed and standard languages to a common sentiment
space. Also, we introduce a basic clustering based preprocessing method
to capture variations of code-mixed transliterated words. Our experi-
ments reveal that SACMT outperforms the state-of-the-art approaches
in sentiment analysis for code-mixed text by 7.6% in accuracy and 10.1%
in F-score.

Keywords: Sentiment analysis · Siamese networks · Code-mixed text

1 Introduction

Multilingual societies with decent amount of internet penetration widely adopted
social media platforms. This led to the proliferation in usage of code-mixed text.
Sentiment analysis of code-mixed data on social media platforms enables scrutiny
of political campaigns, product reviews, advertisements and other social trends.

Code-mixed text adopts the vocabulary and grammar of multiple languages
and often forms new structures based on its users. This is challenging for senti-
ment analysis as traditional semantic analysis approaches do not capture mean-
ing of the sentences. Scarcity of annotated data available for sentiment analysis
also limit the advances in the field.

In this paper, we aim to solve the limitations and challenges by utiliz-
ing a novel unified framework called “Sentiment Analysis of Code-Mixed Text
(SACMT)”. SACMT model consists of twin Bi-directional Long Short Term
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Memory Recurrent Neural Networks (BiLSTM RNN) with shared parameters
and a contrastive energy function, based on a similarity metric on top. The
energy function suits discriminative training for energy-Based models [8].

SACMT learns the shared model parameters and the similarity metric by
minimizing the energy function connecting the twin networks. Parameter shar-
ing and the Similarity Metric guarantee that, if the sentiment of sentences on
both the individual Bi-LSTM networks are same, then they are nearer to each
other in the sentiment space, else they are farther from each other. Hence, the
representation of India match jit gayi (India won the match) and Diwali ki shubh
kamnaye sabko (Happy Diwali to everybody) are closer to each other and India
match jit gayi (India won the match) and Bhai ki movie flop gayi (Bhai’s movie
was a flop) are distant from each other. The learned similarity metric models
the sentiment similarity of sentences into a common sentiment space.

Transliteration of phonetic languages, like Hindi, into roman script creates
several variations of the same word. For example, “ ”(more) can be transliter-
ated as bahut,bohot or bohut. To solve this challenge, we perform a preprocessing
step that aims at clustering multiple word variations together using a empirical
similarity metric.

The rest of the paper is organized as follows. Section 2 describes the previous
approaches in the field. Section 3 demonstrates the datasets. Section 4 explain the
architecture of SACMT. Section 5 defines the baselines. Section 6 and 7 present
the experimental set-up and results respectively. Finally, Sect. 8 concludes the
paper.

2 Related Work

Distributional semantics [10] approach captures the words’ semantics, but loses
out on the information of their sequence in the sentence. Another limitation of
the technique is that it considers a word immutable. Hence, it is unable to handle
spelling errors, out of vocabulary words properly. [12] assigns polarity scores to
individual words. The overall sentiment score of the constituent words assigns
the sentence’s polarity. Thus, the semantic relation and words’ sequence is lost
and this leads to incorrect classification. N-grams limit this problem but do not
eliminate it completely.

Another line of research, [7], utilizes character level LSTMs to learn sub
word level information of social media text. This information then classifies the
sentences using an annotated corpus. The model presents an effective approach
for embedding sentences. However, the limitation in the approach here is the
requirement of abundant data.

2.1 Siamese Networks

Siamese networks (shown in Fig. 1) help in the contrastive learning of a similarity
metric without an extensive dependence on the features of the input. [3] intro-
duced siamese networks to solve the problem of signature verification. Later, [4]
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Fig. 1. Siamese Network

used the architecture with discriminative loss function for face verification. These
networks also effectively enhance the quality of visual search [6,9]. Recently, [5]
applied these networks to solve the problem of community question answering.

Let, F (X) be the family of functions with parameters W . F (X) is differen-
tiable with respect to W . Siamese network seeks a value of the parameter W
such that the symmetric similarity metric is small if X1 and X2 belong to the
same category, and large if they belong to different categories. The scalar energy
function S(C,R) that measures the sentiments’ relatedness between tweets of
code-mixed (C) text and resource-rich (R) language can be defined as:

S(C,R) = ||F (C) − F (R)|| (1)

In SACMT, we input the tweets from both the languages to the network. We
minimize the loss function such that S(C,R) is small if the C and R carry the
same sentiment and large otherwise.

Table 1. Properties of the datasets.

Datasets Words Char-trigrams Positive Neutral Negative

HECM 43725 12842 35% 50% 15%

English-Twitter 337913 197649 28% 46% 26%

English-SemEval’13 97280 52011 40% 40% 20%
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3 Dataset

We utilize the datasets for testing the architecture on both code-mixed data
(Hindi-English) and social media text of a standard language (English). Follow-
ing are the datasets we considered in our experiments.

– Hindi-English Code-Mixed (HECM): The dataset, proposed in [7], con-
sists of 3879 annotated Hindi-English Code-Mixed sentences.

– English - Twitter: The dataset, proposed in [11], consists of 103035 anno-
tated English tweets.

– SemEval 2013: The dataset, used for SemEval 2013 Task 2B1, consists of
11338 annotated English tweets.

All the datasets are annotated with three classes - positive, negative and neutral.
Table 1 demonstrates the distribution of classes in the above datasets.

Fig. 2. Architecture of SACMT

4 Architecture of SACMT

As illustrated in Fig. 2, SACMT consists of a siamese network with twin character
level Bi-LSTM networks with a fully connected layer on top. Bi-LSTMs project
sentences on the two ends to a common sentiment space. We connect the yielded
sentiment vectors to a layer that measures the similarity between them. The
contrastive loss function combines the similarity measure and the label. Back-
propagation through time computes the loss function’s gradient with respect to
the weights and biases shared by the sub-networks.

1 https://www.cs.york.ac.uk/semeval-2013/task2/index.html.

https://www.cs.york.ac.uk/semeval-2013/task2/index.html
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Table 2. Some example variations of standard Hindi words with their replacement
shown in bold.

4.1 Handling Code-Mixed Word Variations

Transliteration from languages with phonetic script(like Hindi) leads to variation
in word depending on the user. We solve this issue using clustering of skip-gram
vectors [10]. Skip-gram vectors give the representation of a word in the semantic
space based on their context. The variations belong to the same word with similar
function implying a similar context. Also, the consonants of these variations in
the cases are same (shown in Table 2). Hence, we cluster the words based on a
similarity metric that captures both these properties. The similarity metric is
formally defined below:

f(v1, v2) =

{
sim(vec(v1), vec(v2)) if v1,v2 have same consonants
0 else

(2)

where v1 and v2 are the two variations, sim is a similarity function (like cosine
similarity), vec(v) returns the skip-gram vector of v and f(v1, v2) represents the
overall similarity between v1 and v2.

This metric gives us the closest variations for the given word. They together
form a cluster and the most frequent word replaces all the other words of the
cluster. Here, we assume that the word with the highest frequency also has the
most probability of being the correct one.

4.2 Primary Embeddings

Code-mixed text, being informal, has challenges such as spelling errors and out
of vocabulary words. These variations cannot be dismissed as errors because they
capture sentiment. For example, “Heeey” conveys positive sentiment, whereas
“Hey” conveys a neutral sentiment. Hence, we treat character trigrams as
immutable units instead of words. This also reduces the computational com-
plexity as the number of words exceeds character trigrams (shown in Table 1).

We input a pair of character based term vectors of the tweet and a label to the
twin networks of SACMT. The label indicates whether the samples are nearer
or farther to each other in the sentiment space. For positive samples (nearer in
the sentiment space), twin networks are fed with tweets’ vectors with the same
sentiment tags. For negative samples (far away in the sentiment space), twin
networks are fed with vectors of tweets with different sentiment tags.
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4.3 Bidirectional LSTM Network

Each sentence-pair maps into a pair (ai, aj) such that ai, aj ∈ IRn where n is the
number of character trigrams in the data.

Bidirectional LSTM [1] model encodes the sequence twice, once forward (orig-
inal) and once backward (reverse). Back Propagation through Time (BPTT) [2]
calculates the weights for both the traversals independently. We apply element-
wise Rectified Linear Unit (ReLU) to the output encoding of the BiLSTM. ReLU
is defined as: f(x) = max(0, x). The choice of ReLU simplifies back-propagation,
causes faster learning and avoids saturation. The architecture’s final fully con-
nected layer converts the output of the ReLU layer into a fixed length vector
s ∈ IRd. In our architecture, we have empirically set the value of d to 128. The
overall model is formalized as:

s = max{0,W [fw, bw] + b} (3)

where W is a learned parameter matrix (weights), fw is the forward LSTM
encoding of the sentence, bw is the backward LSTM encoding of the sentence,
and b is a bias term, then passed through an element-wise ReLU.

4.4 Training Step

SACMT differs from the other deep learning counterparts due to its property of
parameter sharing, which ensures that both the sentences project into the same
sentiment space. Given an input ai, aj which are embeddings of tweets and a
label yi ∈ {−1, 1}, the loss function is defined as:

loss(ai, aj) =

{
1 − cos(ai, aj), if y = 1;
max(0, cos(ai, aj) − m), if y = −1;

(4)

where m is the margin by which dissimilar pairs should be moved away. It varies
between 0 to 1. The loss function is minimized such that pair of tweets with label
1 (same sentiment) are projected nearer to each other and those with label −1
(different sentiment) are projected farther from each other.The model is trained
by minimizing the overall loss function in a batch. The objective is to minimize:

L(Λ) =
∑

(ai,aj)∈C∪C′
loss(ai, aj) (5)

where C contains batch of pairs with same sentiment and C ′ contains batch of
pairs with different sentiment. Back-propagation through time (BPTT) updates
the parameters shared by the Bi-LSTM sub-networks.

5 Baselines

Following are the baselines defined according to relevant previous approaches.
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– Average Skip-gram Vectors (ASV): Word2Vec [10] provides a vector for
each word. We average the words’ vectors to get the sentence’s vector. So,
each sentence vector is defined as:

Vs =

∑
w∈Ws

Vw

|Ws| (6)

where Vs is the vector of the sentence s, Ws is the set of the words in the
sentence and Vw is the vector of the word w.
After obtaining each message’s embedding, we train a L2-regularized logistic
regression (with ε equal to 0.001).

– Subword LSTM (SWLSTM): We take the approach, proposed in [7], as
the baseline for Hindi-English Code-Mixed data. Character embeddings of the
sentence are input and Convolutional Neural Networks capture sub-word level
information from the sentence. These embeddings of the tweets classification
into different sentiment classes.

6 Experiments

We conduct different experiments to compare the model with diverse inputs and
also against the previous approaches in the field. The first experiment (Sect. 6.1)
analyzes the performance of SACMT on varying language pairs. In the sec-
ond experiment (Sect. 6.2), we compare SACMT against the baselines defined
in Sect. 5. The third experiment (Sect. 6.3) tests the added performance boost
due to the preprocessing step that handles variations. In the final experiment
(Sect. 6.4), we provide an extension based on emojis retrieved from social media
instead of sentiment tags.

Table 3. Comparison of SACMT trained on different language pairs.

Models Accuracy Precision Recall F-score

SNASA(HE-HE) 71.3% 0.693 0.668 0.680

SACMT(HE-Eng) 77.3% 0.770 0.749 0.759

SACMT(Eng-Eng) 79.8% 0.795 0.763 0.778

6.1 Experiments for Different Language Pairs

The experiment is a classification task. We consider the Hindi-English Code-
Mixed (HECM) sentences and align them with the English sentences from the
Twitter datasets of the same sentiment and label them 1 (positive samples).
Likewise, we also randomly sample equal number of English sentences with
different sentiment (negative samples) and label them −1. We use this model
(SACMT(HE-Eng)) to observe the advantages of training Hindi-English Code-
Mixed data in conjunction with English sentences.
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Also, we construct the input data by aligning each HECM sentence with
corresponding HECM sentences of the same sentiment (positive samples) and
label them 1. Likewise, we randomly sample equal number of HECM sentences
with different sentiment (negative sample) and label them −1. Same method
constructs the model for English sentences from Twitter dataset. We create these
models (SACMT(HE-HE) and SACMT(Eng-Eng)) to observe the advantages
that shared parameters of siamese network provide in overall sentiment analysis.

Table 3 demonstrates the performance of these models.

Table 4. Comparison of SACMT with the baselines. ASV and SWLSTM denote the
Average Skip-gram vector and Sub-Word LSTM model respectively.

Model Accuracy Precision Recall F-score

ASV 57.6% 0.5132 0.5336 0.5232

SWLSTM 69.7% 0.646 0.671 0.658

SACMT(HE-HE) 71.3% 0.68 0.665 0.672

SACMT(HE-Eng) 77.3% 0.766 0.753 0.759

Improvement 7.6% 0.12 0.082 0.101

6.2 Comparison with the Baselines

In this experiment, we compare SACMT with the baselines defined in Sect. 5.
We perform contrastive learning of our model using data made by aligning

each HECM sentence with a set of English and HECM positive samples (with
the same sentiment) with label 1 and a set of negative samples (with different
sentiment) of the same size with label −1. We consider the models SACMT(HE-
Eng) and SACMT(HE-HE) for comparison with the baselines.

Both of the above models are evaluated on the HECM dataset. For appro-
priate comparability, we train and evaluate the baselines on the HECM dataset.

Table 4 demonstrates the performance of baselines and trained models for
the experiment.

Table 5. Difference in performance of SACMT with and without the preprocessing
step (handling word variations).

With preprocessing Without preprocessing

Models Accuracy Precision Recall F-score Accuracy Precision Recall F-score

ASV 59.7% 0.5893 0.5597 0.5741 57.6% 0.5132 0.5336 0.5232

SWLSTM 71.2% 0.669 0.692 0.680 69.7% 0.646 0.671 0.658

SNASA(HE-HE) 72.4% 0.713 0.694 0.703 71.3% 0.693 0.668 0.680

SACMT(HE-Eng) 78.0% 0.775 0.759 0.767 77.3% 0.770 0.749 0.759
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6.3 Affect of Handling Word Variations

To analyze the impact of handling word variations on the overall sentiment
analysis task. We train all the models defined (including the baselines), both
on the regular data and preprocessed data. The difference in the performance is
given in Table 5.

Table 6. Distribution after mapping
Emojis to respective sentiment classes.

Table 7. Performance enhancement due
to emojis in sentiment analysis.

SNASA Emoji-SNASA

Dataset A(%) F1 A(%) F1

HECM 71.3% 0.680 74.8% 0.74

HECM-English 77.3% 0.759 81.5% 0.80

English 79.8% 0.795 82.25% 0.81

6.4 Emoji Based Approach with SACMT (Emoji-SACMT)

In our previous experiment (Sect. 6.1), we observed that in several test scenar-
ios, limited correlation between the language pair leads to incorrectly classified
tweets. Emojis are characters used in social media to communicate context inex-
pressible by normal characters. A major application of these emojis is expressing
sentiment. So, we use the emojis available in our social media datasets to align
language pairs instead of sentiment tags. Three annotators manually classify the
emojis in the dataset into sentiment classes. We only consider the emojis if all
the three annotators are in agreement. The distribution of the formed sentiment
classes is given in Table 6.

We align each English sentence with a set of positive samples (with the same
emoji) with label 1 and a set of negative samples (with different emoji) of the
same size with label −1. The results for the experiment are given in Table 7.

7 Evaluation of the Experiments

From the first experiment’s results (Table 4), we observe that SACMT(Eng-Eng)
outperforms the other language pairs. Eng-Eng has the most number of training
samples. This presents the significant impact of the training samples’ number
on the architecture.

In the second experiment, we observe that SACMT outperforms the state-
of-the-art approaches by 7.6% in accuracy and 10.1% in F-score. The additional
advantage of shared parameters project the sentences into sentiment space in
conjunction with each other. The shared parameters create sentence representa-
tions, in accordance to the similarity metric specific to the problem.

Also, we observe that SACMT utilizes language with higher resources to
improve the performance of sentiment analysis in the code-mixed text signifi-
cantly. This allows us to leverage the resources of another language (English in
this case) to improve the performance on the code-mixed text.
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The third experiment demonstrates the effectiveness of handling word varia-
tions. We observe a boost in performance of both the previous approaches and
the proposed model by applying a basic preprocessing step.

Multiple times incorrect correlation between the languages in the pair mis-
classified a sentence. We corrected this behavior by using emojis in twitter
dataset to increase the number of usable sentences in establishing correlation. To
verify this behavior, we conducted another experiment in Sect. 6.4 to approach
this from the perspective of emojis instead of sentiment tags. The experiment’s
results (given in Table 7) demonstrate that emojis lead to better accuracy. This
is seen because emojis lead to a better correlation between the pair’s languages.
However, the drawback of this approach is that emojis do not always represent
perfect sentiment and hence will increase the performance only if the data taken
has limited noise.

8 Conclusions

In this paper, we propose SACMT for sentiment analysis of code-mixed text
which solves the problem by using shared parameters to project the sentences
into a common sentiment space. SACMT employs twin Bidirectional LSTM net-
works with shared parameters to capture a sentiment based representation of the
sentences. We used these sentiment based representations in conjunction with a
similarity metric to group sentences with similar sentiment together.

Experiments conducted on the datasets reveal that SACMT outperforms the
state-of-the-art approaches significantly. SACMT leverages the resources of other
languages to improve the sentiment analysis’ performance on code-mixed text.

The word variations’ handling, also further, increased performance of all the
trained models, including baselines. An emoji based approach used in conjunc-
tion with SACMT boosts the performance of overall sentiment analysis further.

As part of future work, we would like to investigate more tasks solvable using
resource rich languages as a leverage.
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Abstract. Machine learning approaches in sentiment analysis princi-
pally rely on the abundance of resources. To limit this dependence, we
propose a novel method called Siamese Network Architecture for Senti-
ment Analysis (SNASA) to learn representations of resource-poor lan-
guages by jointly training them with resource-rich languages using a
siamese network.

SNASA model consists of twin Bi-directional Long Short-Term Mem-
ory Recurrent Neural Networks (Bi-LSTM RNN) with shared parameters
joined by a contrastive loss function, based on a similarity metric. The
model learns the sentence representations of resource-poor and resource-
rich language in a common sentiment space by using a similarity metric
based on their individual sentiments. The model, hence, projects sen-
tences with similar sentiment closer to each other and the sentences with
different sentiment farther from each other. Experiments on large-scale
datasets of resource-rich languages - English and Spanish and resource-
poor languages - Hindi and Telugu reveal that SNASA outperforms the
state-of-the-art sentiment analysis approaches based on distributional
semantics, semantic rules, lexicon lists and deep neural network repre-
sentations without shared parameters.

Keywords: Multilingual sentiment analysis · Contrastive learning

1 Introduction

With proliferation of the Internet into multilingual communities, the linguistic
diversity of the real world is being reflected in the virtual world too. Opinionated
data like reviews and recommendations are a crucial source of critical analysis
for businesses looking for customer experience, expansion into a new segment
or their general perception in the market. The data also significantly impacts
political policies and campaigns as they represent the public perspective.
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Sentiment analysis or polarity detection is a widely studied field in natural
language processing with several approaches ranging from rule-based systems
to deep learning architectures. Deep learning approaches proved exceptionally
effective in solving the task. However, a primary component necessary for the
effectiveness of these deep learning approaches is the abundance of data. Hence,
major deep learning architectures do not yield satisfactory results in languages
with scarce resources. Hence, to overcome the problem, we leverage the abundant
resources available in other languages and map both the languages to a common
sentiment space.

In this paper, we propose a unified architecture called Siamese Network
Architecture for Sentiment Analysis (SNASA). The model consists of twin bi-
directional LSTM networks with shared parameters, joined together by a con-
trastive loss function. The energy function suits the discriminative training for
energy based models [14].

SNASA model starts with a simple primary representation based on charac-
ter trigrams. The model then learns the sentence representation by utilizing the
similarity based contrastive energy function. The contrastive function maps the
sentences into the sentiment space, such that the distance between sentences with
same sentiment is minimized and distance between sentences with different sen-
timent is maximized. For example, “I am very happy.” and ’
(This is a very good book) are closer to each other, whereas, “This is the worst
day” and (The garden is beautiful) are farther from each other in
the sentiment space.

SNASA is a siamese network with shared parameters. We utilize the shared
parameters to learn the sentiment based representation for languages with poor
resources by jointly training them with resource-rich languages. The model, thus,
establishes a correlation between the resource-rich and resource-poor language
and maps them to the same sentiment space. This correlation is further utilized
to predict the sentiment of the resource-poor languages using the immense data
available in resource-rich languages.

The rest of the paper is organized as follows. Section 2 presents the previous
approaches to conquer the problem. Section 3 describes the evaluation dataset
and Sect. 4 describes the architecture of SNASA. Section 5 explains the training
and testing phase of SNASA. Section 6 details the baselines. Section 7 presents
the experimental set-up and results. Finally, Sect. 8 concludes the paper.

2 Related Work

Sentiment analysis is a widely studied task with various approaches proposed in
the recent period. In this section, we survey the previous methodologies for the
task.

Distributional semantics [15] approach captures the sentence’s overall seman-
tic value but does not maintain information of the words’ order. [18] propose
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classifier models based on support vector machines that assigns sentiment polar-
ity to words or phrases using classifiers. Polarity of its constituents totals the
sentences’ polarity. Lexicon based approaches [23] utilize a manually constructed
lexicon with sentiments of major words given. This information assigns the polar-
ity. The limitation of these approaches is the information loss of the words’
sequence which leads to the wrong classification. e.g.; In “I am not happy”, “not”
carries a negative sentiment and “happy” carries a positive sentiment. The com-
bination gives a neutral sentiment, whereas the sentence is truly negative. Bag
of n-grams limit this effect but do not eliminate it completely.

Matrix Vector Recursive Neural Network (MV-RNN) [22] provides a solution
to the problem of capturing the words’ relation in a sentence. The model assigns a
vector and a matrix to each node of the sentence’s syntactically parsed tree. The
vector and matrix represent the word’s semantic value and its relation with the
other words respectively. This approach presents an effective model for capturing
the content and relations of the sentence. However, the approach requires a
large amount of data to train and hence will fail in case of languages with fewer
resources.

Adaboost based Convolution Neural Networks (Ada-CNN) [10] uses CNN
classifiers with different filter sizes. Adaboost arrives at a weighted combination
of the classifiers. The differing filter sizes analyze the contribution of different
n-grams to the overall sentiment.

Another line of research [2,11] utilizes rules and vocabulary of the languages
to classify sentences. These techniques are highly accurate but susceptible to
the problems of spelling errors and improper sentences. And these problems are
frequent in any informal text including reviews and tweets. Also, in case of Hindi,
[21] have trained a multinomial naive bayes model on annotated Hindi tweets to
solve the problem.

Additionally, there have been efforts by researchers [19] to generate annotated
resources by utilizing available raw corpus. They employ the availability of dif-
ferent domains to construct a Multi-arm Active Transfer Learning (MATL) algo-
rithm to label raw samples and continuously add them to the original dataset.
Each step updates the algorithm’s parameters using reinforcement learning with
a reward function. The above approach works well for the considered domains -
sports, movies and politics. These domains have a formal vocabulary and gram-
mar, whereas, tweets do not follow this trend. Hence, the model is inapplicable
to unstructured tweets. The new resources depend on the available resources’
domain, which is risky, especially in the case of tweets that do not comply with
any certain domain.

Usually, methods that require the immutable words are ineffective. A better
approach utilizes the languages’ characters instead of words. Given their proven
effectiveness in [1,6,8,9,13,24,25], we use Bidirectional LSTMs (Bi-LSTMs)
based on character n-grams. This approach produces embeddings based on the
sequence of character n-grams, thus eliminating the problems of spelling mistakes
and agglutination (in the case of some languages such as Telugu).
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Although Bi-LSTMs map the sentences to a sentiment space, we also require
the distance between the sentences with the similar sentiment to be closer and
the sentences with the different sentiment to be farther. For this reason, we use
the architecture of Siamese Networks. This architecture possesses the capability
of learning similarity from the given data without requiring specific information
about the classes.

Fig. 1. Siamese Network

2.1 Siamese Networks

[4] introduced siamese neural networks to solve the problem of signature verifi-
cation. Later, [5] used the architecture with discriminative loss function for face
verification. Recently, these networks solved the problem of community question
answering [7]. Let, F (X) be the family of functions with parameters W . F (X) is
differentiable with respect to W . Siamese network seeks a value of the parameter
W such that the symmetric similarity metric is small if X1 and X2 belong to
the same category, and large if they belong to different categories. The scalar
energy function S(R,P ) that measures the relatedness of sentiments between
resource-poor (P ) and resource-rich (R) language’s tweets can be defined as:

S(P,R) = ||F (P ) − F (R)|| (1)

In SNASA, we input the tweets from both the languages to the network. The
loss function is minimized so that S(P,R) is small if the R and P carry the same
sentiment and large otherwise.



Emotions Are Universal: Learning Sentiment 119

3 Datasets

The datasets for different languages are given below:

Table 1. Distribution of the datasets considered in the experiments. Pos, Neg, Neu, V.
Pos and V.Neg stand for Positive, Negative, Neutral, Very Positive and Very Negative
respectively. 4 classes are available only in Movie Review dataset.

3 classes 4 classes

Datasets Sentence length Pos Neg Neu V.Pos Pos Neg V.Neg

English - Movie Reviews 429 38% 24% 38% 17% 40% 31% 12%

English - Twitter 12 29% 26% 45% – – – –

Spanish - Twitter 14 48% 13% 39% – – – –

Hindi - Reviews 15 33% 31% 36% – – – –

Telugu - News 13 27% 27% 46% – – – –

– English - Movie Review Dataset: The dataset [20] consists of 5006 movie
reviews annotated into 3 classes (positive, neutral and negative) and 4 classes
(very positive, positive, negative and very negative).

– English - Twitter Dataset: The dataset [17] consists of 103035 tweets
annotated into 3 classes - positive, neutral and negative.

– Spanish - Twitter Dataset: The dataset [17] consists of 275589 tweets
annotated into 3 classes - positive, neutral and negative.

– Hindi - Product Review Dataset: The dataset [16] consists of 1004 prod-
uct reviews annotated into 3 classes - positive, neutral and negative.

– Telugu - News Dataset: The dataset [19] is an annotated corpus of news
data tagged into 3 classes - positive, neutral and negative.

The sentiment tags’ distribution in the above datasets is given in Table 1.

Fig. 2. Architecture of SNASA
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4 Architecture of SNASA

As shown in Fig. 2, SNASA consists of a Bi-LSTMs pair and a dense feed forward
layer at the top. The Bi-LSTMs capture the sequence and constituents of the
sentence and project them to a sentiment space. We connect the yielded senti-
ment vectors to a layer that measures similarity between them. The contrastive
loss function combines the similarity measure and the label. Back-propagation
through time computes the loss function’s gradient with respect to the weights
and biases shared by the sub-networks.

Table 2. Number of Unique Character Trigrams and Words in the datasets

Language Tel-News Hin-Reviews Spa-Twitter Eng-Twitter Eng-Movie Review

Char trigrams 17424 6059 296797 197639 13897

Words 75417 10244 481280 359113 2148164

4.1 Primary Representation

Informal data consists of a lot of spelling errors, out-of-vocabulary(OOV) words
and multiple spelling of the same word. The way of writing a word may also
convey a sentiment (e.g.; “Hiiii” conveys a positive sentiment whereas “Hi” is
a neutral sentiment). Hence, we use character trigrams to embed the sentence
instead of using words. This approach takes care of the spelling errors and OOV
words because a partial match exists in the character trigrams. Character tri-
grams take the information of all the inflections of a word, thus, eliminating the
problem of agglutination. This method, also, captures the sentiment of differ-
ent ways of writing as information is attained on a character-level. To further
address the problem of agglutination in morphologically rich languages, we add
a morphology analyzer that divides the words into its constituent morphemes.
This also helps in the computational complexity as the number of character tri-
grams is far less than the number of complete words (shown in Table 2). The
approach represents a sentence using a vector with number of dimensions equal
to the number of unique character trigrams in the training dataset.

We input character based term vectors of resource-poor and resource-rich
language’s tweets and a label to the twin networks of SNASA. The label indicates
whether the samples are nearer or farther to each other in the sentiment space.
For positive samples (nearer in the sentiment space), we feed the twin networks
with term vectors of tweets (one from resource-poor and one from resource-rich)
with the same sentiment tag. For negative samples (far away from each other in
the sentiment space), we feed the twin networks with term vectors of tweets (one
from resource-poor and one from resource-rich) with different sentiment tags.
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4.2 Bi-directional LSTM Network

We map each sentence-pair into [pi, ri] such that pi ∈ IRm and ri ∈ IRn, where m
and n are the total number of character trigrams in the resource-poor language
and the resource-rich language respectively.

Bi-LSTM model encodes the sentence twice, one in the original order (for-
ward) of the sentence and one in the reverse order (backward). Back-propagation
through time [3] calculates the weights for both the orders independently. The
algorithm works in the same way as general back-propagation, except in this case
the back-propagation occurs over all the hidden states of the unfolded timesteps.

We, then, apply element-wise Rectified Linear Unit (ReLU) to the output
encoding of the BiLSTM. ReLU is defined as: f(x) = max(0, x). The choice of
ReLU simplifies back-propagation, causes faster learning and avoids saturation.

The architecture’s final dense feed forward layer converts the output of the
ReLU layer into a fixed length vector s ∈ IRd. In our architecture, we empirically
set the value of d to 128. The overall model is formalized as:

s = max{0,W [fw, bw] + b} (2)

where W is a learned parameter matrix (weights), fw is the forward LSTM
encoding of the sentence, bw is the backward LSTM encoding of the sentence,
and b is a bias term, then passed through an element-wise ReLU.

Fig. 3. Number of Epochs vs Loss and Accuracy

5 Training and Testing

We train SNASA on the pairs of sentences in resource-poor and resource-rich
language to capture their similarity in the sentiment. SNASA differs from other
deep learning counterparts due to its property of parameter sharing. Training
the network with a shared set of parameters not only reduces the number of
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parameters (thus, save many computations) but also ensures that the sentences
of both the languages project into the same sentiment space. We learn the net-
work’s shared parameters to minimize the distance between the sentences with
the same sentiment and maximize the distance between the tweets with different
sentiment.

Table 3. Comparison between different language pairs for 3 classes and 4 classes (only
Movie Review).

3 classes 4 classes

Language pair Accuracy Precision Recall F-score Accuracy Precision Recall F-score

Eng-Eng 81.25% 0.83 0.80 0.81 66.1% 0.67 0.64 0.65

Eng-Hin 80.5% 0.82 0.79 0.80 – – – –

Eng-Tel 80.3% 0.82 0.79 0.80 – – – –

Eng-Spa 81.5% 0.83 0.80 0.81 – – – –

Hin-Tel 70.2% 0.72 0.69 0.70 – – – –

Given an input pi, ri where pi and ri are tweets from resource-poor and
resource-rich languages respectively and a label yi ∈ {−1, 1}, the loss function
is defined as:

l(pi, ri) =

{
1 − cos(pi, ri), y = 1;
max(0, cos(pi, ri) − m), y = −1;

(3)

where m is the margin that decides the distance by which dissimilar pairs should
be moved away from each other. It generally varies between 0 to 1. The loss
function is minimized such that pair of tweets with the label 1 (same emoji)
are projected nearer to each other and pair of tweets with the label -1 (different
emoji) are projected farther from each other in the sentiment space.The model
is trained by minimizing the overall loss function in a batch. The objective is to
minimize:

L(Λ) =
∑

(pi,ri)∈C∪C′
l(pi, ri) (4)

where C contains the batch of same sentiment sentence pairs and C ′ contains
the batch of different sentiment sentence pairs. Back-propagation through time
(BPTT) updates the parameters shared by the Bi-LSTM sub-networks.

For testing, we randomly sample a certain number (100 in our case) of sen-
tences for each sentiment Rsentiment from the language corpus with higher amount
of data. For every input, we then apply the trained model to get the similarity
between the input and all corresponding Rsentiment. The Rsentiment with the most
matches with the input is finally selected as the correct polarity tag.

In case the correlated data available for both the resource-rich and resource-
poor languages are not annotated, we use the one language’s abundant resources
to construct a state-of-the-art sentiment analysis model [10]. The sentiment anal-
ysis model in conjunction with the correlation data obtained from SNASA aids
the resource-poor language’s prediction.
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6 Baselines

The approaches vary based on the language in consideration. Hence, baselines
are also defined below accordingly. English, Japanese and Spanish enjoy the
highest share of data on Twitter1. We consider English and Spanish because of
their script and typological similarity (both are SVO). The baselines considered
for resource-rich languages - English and Spanish are:

– Average Skip-Gram Vectors (ASV): We train a Word2Vec skip-gram
model [15] on a corpus of 65 million raw sentences in English and 20 million
raw sentences in Spanish. Word2Vec provides a vector for each word. We
average the words’ vectors to get the sentence’s vector. So, each sentence
vector is defined as:

Vs =

∑
w∈Ws

Vw

|Ws| (5)

where Vs is the sentence’s vector s, Ws is the set of the words in the sentence
and Vw is the vector of the word w.
After obtaining each message’s embedding, we train an L2-regularized logistic
regression, (with ε equal to 0.001).

– Matrix Vector Recursive Neural Network (MV-RNN): The model
[22] assigns a vector and a matrix to every node of a syntactic parsed tree.
The vector represents the node’s semantic value and the matrix represents
its relation with the neighboring words. A recursive neural network model is
then trained using backpropagation through structure to define the nodes’
weighted contribution to the sentence’s sentiment.

– Adaboost Based Convolutional Neural Network (Ada-CNN): CNN
sentence classifier models [12] with filter sizes 3,4 and 5 are trained on the
datasets. These filter sizes capture the 3-gram, 4-gram and 5-gram contribu-
tion to the overall sentiment respectively. Adaboost then attains a weighted
combination of these classifiers. This weighted combination of the classifiers
assigns the overall sentiment tag. This helps in giving a weighted emphasis to
the information provided by 3-grams, 4-grams and 5-grams in the sentence.

Hindi and Telugu are the 3rd and 17th most spoken language in the world respec-
tively. But they hold a relatively low share of Twitter data. The speakers of Hindi
and Telugu on Twitter primarily use the roman transliterated form of the lan-
guage. This also further translates to a limited availability of annotated corpus
for these languages. The baselines for these languages are:

– Domain Specific Classifier (Telugu) (DSC-T): We train a Word2Vec
model on a corpus of 700,000 raw Telugu sentences provided by Indian Lan-
guages Corpora Initiative (ILCI). We train a Random Forest (RF) and Sup-
port Vector Machines classifier (SVM) (given by [18]) on the Telugu News
dataset to construct our baseline for Telugu language.

1 The Many Tongues of Twitter - MIT Technology Review.
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Table 4. Comparison with the English baselines on Movie Review dataset. ASV is
Average Skip-gram Vectors, MV-RNN refer to Matrix Vector Recursive Neural Network
model.

3 classes 4 classes

Method Accuracy Precision Recall F-score Accuracy Precision Recall F-score

ASV 52.59% 0.49 0.52 0.50 39.42% 0.47 0.45 0.32

MV-RNN 79.0% 0.77 0.75 0.76 64.3% 0.63 0.62 0.62

SNASA 81.25% 0.83 0.80 0.81 66.1% 0.67 0.64 0.65

Table 5. Comparison with the baselines on three-class datasets of the respective lan-
guages. ASV is Average Skip-gram Vectors, MV-RNN refer to Matrix Vector Recursive
Neural Network model. They are baselines for English and compare to SNASA (Eng-
Eng). DSC-T is Domain Specific Classifier for Telugu and compares to SNASA (Tel-
Eng). MNB-H refers to Multinomial Bayes Model for Hindi and compares to SNASA
(Hin-Eng).

Method Accuracy Precision Recall F-score

ASV 52.59% 0.49 0.52 0.50

MV-RNN 79.0% 0.77 0.75 0.76

DSC-T 68.17% 0.67 0.66 0.66

MNB-H 62.14% 0.61 0.58 0.59

SNASA (Eng-Eng) 81.25% 0.83 0.80 0.81

SNASA (Hin-Eng) 80.5% 0.82 0.79 0.80

SNASA (Tel-Eng) 80.3% 0.82 0.79 0.80

– Multinomial Naive Bayes Model (Hindi) (MNB-H): We train a multi-
nomial naive bayes model (given by [21]) on the Hindi Review dataset to form
our baseline for Hindi language.

7 Experiments and Evaluation

In order to study the comparison of SNASA to the previous models, we per-
formed an array of experiments. In the first experiment (Sect. 7.1), we analyze
varying language pairs and make a comparison between them. In the second
experiment (Sect. 7.2), we compare our model against previous approaches in
the problem of Sentiment Analysis. In the third experiment (Sect. 7.3), we pro-
vide an extension where emojis retrieved from Twitter are utilized instead of
regular sentiment tags.

7.1 Experiments for Different Language Pairs

The experiment is a classification task. We take the English and Hindi three-
class datasets (Eng-Hin) and align each Hindi sentence with English sentences
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of the same sentiment (positive samples) and label them 1. Similarly, we also
randomly sample the same number of English tweets with different sentiment
(negative samples) for each Hindi Tweet and label them -1.

Similarly, we repeat the experiment for English-Telugu (Eng-Tel) dataset
pair, English-Spanish (Eng-Spa) dataset pair, English-English (Eng-Eng)
dataset pair and Hindi-Telugu (Hin-Tel) dataset pair. Table 3 demonstrates the
results of the experiments.

We run another experiment for the case of English (Eng-Eng), where we take
the case of Movie Review dataset and align each sentence with other sentences of
the same sentiment (positive samples) and label them 1. Similarly, we also ran-
domly sample the same number of sentences with different sentiment (negative
samples) and label them -1. We perform the experiment for both three-class and
four-class classification task. The results of this experiment are given in Table 3.

7.2 Comparison with the Baselines

In this experiment, we compare our model against the baselines (defined in
Sect. 6).

We defined the baselines for resource-rich languages on English. So, we per-
form contrastive learning of our model using data made by aligning each English
sentence with a set of positive samples (with the same sentiment) with label 1
and a set of negative samples (with different sentiment) of the same size with
label -1.

In the case of resource-poor languages, i.e. Hindi and Telugu, we perform con-
trastive learning of our model using data made by aligning each of the resource-
poor language (Hindi and Telugu) sentence with a set of positive English samples
(with the same sentiment) with label 1 and a set of negative English samples
(with different sentiment) of the same size with label -1.

The baselines on English are trained and evaluated on both Movie Review
dataset and three-class dataset. The baselines on Spanish, Hindi and Telugu are
trained and evaluated on their respective three-class datasets.

The results of the comparison between SNASA and previous approaches on
Movie Review dataset are given in Table 4. The comparison between SNASA
and previous approaches on three-class datasets are given in Table 5.

Table 6. Distribution after mapping Emojis
to respective sentiment classes.

Table 7. Performance enhancement
due to emojis in sentiment analysis.

SNASA Emoji-SNASA

Dataset A(%) F1 A(%) F1

English 81.25% 0.81 84.8% 0.83

Spanish 81.5% 0.81 85.2% 0.83
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7.3 Emoji Based Approach with SNASA (Emoji-SNASA)

In our previous experiment (Sect. 7.1), we found that in several test scenarios,
the tweet is incorrectly classified because of limited correlation data available
between the language pair. Emojis are characters used in social media to com-
municate context inexpressible by normal characters. A major application of
these emojis is in expressing sentiment. So, we use the emojis available in our
datasets to align language pairs instead of sentiment tags. The emojis in the
dataset are classified manually into sentiment classes by three annotators. The
emojis were taken into consideration only if all the three annotators were in
agreement. The distribution of each of thus formed sentiment classes is given in
Table 6.

We align each English sentence with a set of positive samples (with the same
emoji) with label 1 and a set of negative samples (with different emoji) of the
same size with label -1. The results for the experiment are given in Table 7.

7.4 Evaluation of the Experiments

We observe from Table 3 that the best overall results for sentiment analysis are
seen for the English-Spanish pair. This is due to the English-Spanish containing
the maximum number of tweet pairs. We also note from Fig. 3 that with increas-
ing number of epochs, the accuracy and overall performance considerably gets
better.

Multiple times a sentence is misclassified because of incorrect correlation
between the languages in the pair. We corrected this behavior using emojis in
three-class datasets to increase the number of sentences that could be used to
establish correlation. To verify this behavior, we conducted another experiment
in Sect. 7.3 to approach this from the perspective of emojis instead of sentiment
tags. The experiment’s result (given in Table 7) demonstrate that emojis lead to
better accuracy. This is seen because emojis lead to a better correlation between
the languages’ pair. However, emojis do not always represent perfect sentiment
and hence will increase the performance only if the data taken has limited noise.

From Tables 4 and 5, we observe that SNASA outperforms the current
approaches significantly, especially in the case of resource-poor languages. Inter-
estingly, the results also show that using shared parameters leads to an improve-
ment in performance. SNASA learns representation, specifically, for the task of
sentiment classification. It leverages the relatively resource-rich language for the
improvement in the resource-scarce language’s performance.

8 Conclusions

In this paper, we proposed SNASA for sentiment analysis of resource-poor lan-
guages which solves the problem by projecting the resource-poor language and
resource-rich language in the same sentiment space. SNASA employs twin Bidi-
rectional LSTM networks with shared parameters to capture a sentiment based
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representation of the sentences. These sentiment based representations are used
in conjunction with a similarity metric to group sentences with similar sentiment
together.

An emoji based approach used in conjunction with SNASA boosts the per-
formance of overall sentiment analysis further. Experiments conducted on three-
class and four-class (Movie Review) datasets revealed that SNASA outperforms
the current state-of-the-art approaches significantly.

In future, we would like to apply the current model on more applications
based on learning similarity like question-answering, conversation systems and
semantic similarity. Though, of course, the presence and impact of correlation
between languages would be limited in other areas. Also, we believe that there
is a good case for integration of attention-based models in the subnetworks.
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Abstract. The introduction of emojis (or emoticons) in social media
platforms has given the users an increased potential for expression. We
propose a novel method called Classification of Emojis using Siamese
Network Architecture (CESNA) to learn emoji-based representations of
resource-poor languages by jointly training them with resource-rich lan-
guages using a siamese network.

CESNA model consists of twin Bi-directional Long Short-Term Mem-
ory Recurrent Neural Networks (Bi-LSTM RNN) with shared parame-
ters joined by a contrastive loss function based on a similarity metric.
The model learns the representations of resource-poor and resource-rich
language in a common emoji space by using a similarity metric based
on the emojis present in sentences from both languages. The model,
hence, projects sentences with similar emojis closer to each other and
the sentences with different emojis farther from one another. Experi-
ments on large-scale Twitter datasets of resource-rich languages - English
and Spanish and resource-poor languages - Hindi and Telugu reveal that
CESNA outperforms the state-of-the-art emoji prediction approaches
based on distributional semantics, semantic rules, lexicon lists and deep
neural network representations without shared parameters.

Keywords: Multilingual emoji prediction · Contrastive learning

1 Introduction

Social media continues to grow exponentially since its inception and has now
become a forum filled with people’s expression, opinions and sentiments. To
better capture the text’s sentimental context, users adopted emojis. Basically,
emojis are special characters (or pictures) used to communicate context inex-
pressible by standard text. Emojis are ideograms and smileys used in electronic

N. Choudhary and R. Singh–These authors have contributed equally to this work.

c© Springer Nature Switzerland AG 2023
A. Gelbukh (Ed.): CICLing 2018, LNCS 13397, pp. 129–141, 2023.
https://doi.org/10.1007/978-3-031-23804-8_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23804-8_11&domain=pdf
https://doi.org/10.1007/978-3-031-23804-8_11


130 N. Choudhary et al.

Table 1. Distribution of emojis in languages’ tweets. (The hearts in the table are of
different colors. The most frequent one is red, the second most frequent one is blue and
the last one is purple heart)

messages and web pages. Originally meaning pictograph, the word emoji comes
from Japanese e (絵,picture) + moji (文字,character) [20]. Despite immense lin-
guistic diversity, emojis and their definitions remain almost identical across all
the major languages. Emojis capture a more mutually shared medium of com-
munication, especially, in case of related cultures.

A frequent usage of social media platforms is microblogging. These
microblogs comprise of limited text with an emoji that represents the emotions
related to that text. Hence, we establish a general correlation between the text
and the emoji, where emoji is the corresponding text’s tag in the microblog. Uti-
lizing this aspect of emojis, we assert that sentences with similar corresponding
emojis in different languages carry similar semantic features.

In this paper, we propose a novel unified framework called Classification of
Emojis using Siamese Network Architecture (CESNA). CESNA model consists
of twin Bi-directional Long Short-Term Memory Recurrent Neural Networks
(Bi-LSTM RNN) with shared parameters and a contrastive energy function,
based on a similarity metric, joining them. The applied energy function suits
discriminative training for energy-based models [14].

CESNA learns the shared model parameters and the similarity metric by
minimizing the energy function connecting the twin networks. Parameter shar-
ing and the similarity metric guarantee that, if the emoji of sentences on both
the individual Bi-LSTM networks is same, then they are nearer to each other
in the emoji space, else they are far away from each other. For example, the
representations of “The Big Bang Theory was funny ” and “ ”
(The elections were funny) should be nearer to each other than those of “The
Big Bang Theory was so funny today ” and “ ” (Big Bang
Theory was boring). The learned similarity metric is used to model the similarity
between sentences of different languages into a common emoji space.

The rest of the paper is organized as follows. Section 2 presents the previous
approaches to conquer the problem. Section 3 describes the evaluation dataset
and Sect. 4 describes the architecture of CESNA. Section 5 explains the training
and testing phase of CESNA. Section 6 details the baselines. In Sect. 7, the exper-
imental set-up and results are presented. Finally, Sect. 8 concludes the paper.
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2 Related Work

Distributional semantics [16] approach captures the overall sentence’s semantic
value but does not maintain information of the words’ order. [17] assigns senti-
ment polarity to words or phrases. Polarity of its constituents assigns the score
to the sentence. The information loss of the words’ sequence leads to the wrong
classification. e.g.; In “I am not happy”, “not” carries a negative sentiment and
“happy” has a positive sentiment. The combination gives a neutral sentiment,
whereas the sentence is truly negative. Bag of n-grams limits the problem but
does not eliminate it completely.

BiLSTM model [3] provides a solution to the problem of maintaining the sen-
tence’s sequence, by using recurrent neural network to embed sentences. They
propose two types of embeddings based on words and characters. This approach
presents an effective model for capturing the content and sequence in the sen-
tence. However, the approach requires immense amount of data to train and
hence will fail in case of languages with fewer resources.

Another line of research [2,12] utilizes rules and vocabulary of the languages
to classify sentences. These techniques are highly accurate but susceptible to the
problems of spelling errors and improper sentences. And these problems are very
frequent in informal texts such as tweets. Also, in case of Hindi, [19] have trained
a multinomial naive bayes model on annotated tweets to solve the problem.

Additionally, there have been efforts by researchers [18] to generate more
annotated resources by utilizing available raw corpus. They employ the avail-
ability of different domains to construct a Multi-arm Active Transfer Learning
(MATL) algorithm to label raw samples and continuously add them to the orig-
inal dataset. Each step updates the algorithm’s parameters using reinforcement
learning with a reward function. The above approach works well for the domains
considered in their work - sports, movies and politics. A formal grammar and
vocabulary structure these domains, whereas, tweets do not follow this trend.
Hence, the model is inapplicable to unstructured tweets. The new resources
depend on the available resources’ domain, which is risky, especially in the case
of tweets that do not comply with any specific domain.

Most of the work done in the fields of emoji prediction and sentiment analysis
is on major languages such as English or Spanish. Hence, the assumption in these
approaches is the availability of immense data.

Usually, methods that require immutable words are ineffective. Applying lan-
guages’ characters instead of words is a better approach. Given their proven
effectiveness in [1,7,9,11,13,21,22], we use Bidirectional LSTMs (Bi-LSTMs)
based on character n-grams. This approach produces embeddings based on the
sequence of character n-grams, thus eliminating the problems of spelling mistakes
and agglutination (in the case of some languages such as Telugu).

Although Bi-LSTMs manage mapping of sentences to an emoji space, we
also require the distance between the sentences with the similar sentiment to
be closer and the sentences with the different sentiment to be farther. For this
reason, we use the architecture of siamese networks. This architecture possesses
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the capability of learning similarity from the given data without requiring specific
information about the classes.

Fig. 1. Siamese Network

2.1 Siamese Networks

[5] introduced siamese neural networks (shown in Fig. 1) to solve the problem of
signature verification. Later, [6] applied the architecture with discriminative loss
function for face verification. These networks also effectively enhance the quality
of visual search [10,15]. Recently, [8] solved the problem of community question
answering applying these networks .

Let F (X) be the family of functions with parameters W . F (X) is differ-
entiable with respect to W . Siamese network seeks a value of the parameter
W such that the symmetric similarity metric is small if X1 and X2 belong to
the same category, and large if they belong to different categories. The scalar
energy function S(R,P ) that measures the emoji’s relatedness between tweets
of resource-poor (P ) language and resource-rich (R) language can be defined as:

S(P,R) = ||F (P ) − F (R)|| (1)

In CESNA, the network takes tweets from both the languages as input. The loss
function is minimized such that S(P,R) is small if the R and P contain the same
emoji and large otherwise.
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Fig. 2. Architecture of CESNA

3 Dataset Creation

The twitter datasets for different languages are given below:

– English: Tweets from the ids given by [3]. The dataset consists of the tweets
with 18 most frequent emojis, which is, 500,000 tweets.

– Spanish: Tweets containing the most frequent emojis present in English
tweets, which is, 100,000 tweets.

– Hindi: Tweets containing the most frequent emojis present in English tweets,
which is 15000.

– Telugu: Tweets containing the most frequent emojis present in English
tweets, which is, 6000.

Table 1 demonstrates the distribution of the emojis in the above datasets.

4 Architecture of CESNA

As shown in Fig. 2, CESNA consists of a Bi-LSTM pair and a dense feed forward
layer at the top. The Bi-LSTMs capture the sequence and constituents of the
sentence and project them to a emoji space. We connect the yielded emoji vectors
to a layer that measures similarity between them. The contrastive loss function
combines the similarity measure and the label. Back-propogation through time
computes the loss function’s gradient with respect to the weights and biases
shared by the sub-networks.
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Table 2. Number of unique character trigrams and Words in the datasets

Language Hin Tel Eng Spa

Char trigrams 30849 21453 47924 42261

Words 41731 29298 72182 100171

4.1 Primary Representation

Twitter Data consists of a lot of spelling errors, out-of-vocabulary words and
word variations. The way of writing a word may also convey emotions (e.g.;
“Hiiii” conveys a positive emotion whereas “Hi” is a neutral emotion). Hence,
we use character trigrams to embed the sentence instead of using words. This
approach takes care of the spelling errors and out-of-vocabulary words because a
partial match exists in the character trigrams. Character trigrams take the infor-
mation of all the word’s inflections, thus, eliminating the problem of agglutina-
tion. This method, also, captures the information of different writing variations.
Computational complexity is reduced as the number of words exceeds character
trigrams. Table 2 shows the comparison between the number of unique words and
unique trigrams in our case. The approach represents a sentence using a vector
with number of dimensions equal to the number of unique character trigrams in
the training dataset.

We input character-based term vectors of the resource-poor and resource-rich
language’s tweets and a label to the twin networks of CESNA. The label indicates
whether the samples should be nearer or farther to each other in the emoji space.
For positive samples (expected nearer in the emoji space), term vectors of tweets
(one from resource-poor and one from resource-rich) with the same emoji are
input to the twin networks. For negative samples (expected farther from each
other in the emoji space), term vectors of tweets (one from resource-poor and
one from resource-rich) with different emojis are input to the twin networks.

4.2 Bi-directional LSTM Network

We map each sentence-pair into [pi, ri] such that pi ∈ IRm and ri ∈ IRn, where m
and n are the total number of character trigrams in the resource-poor language
and the resource-rich language respectively.

Bi-LSTM model encodes the sentence twice, one in the original order (for-
ward) of the sentence and one in the reverse order (backward). Back-propagation
through time (BPTT) [4] calculates the weights for both the orders indepen-
dently. The algorithm works in the same way as general back-propagation, except
in this case the back-propagation occurs over all the hidden states of the unfolded
timesteps.

We apply element-wise Rectified Linear Unit (ReLU) to the output encod-
ing of the BiLSTM. ReLU is defined as: f(x) = max(0, x). We choose ReLU
here because it simplifies back-propagation, causes faster learning and avoids
saturation.
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The architecture’s final dense feed forward layer converts the output of the
ReLU layer into a fixed length vector s ∈ IRd. In our architecture, we have
empirically set the value of d to 128. The overall model is formalized as:

s = max{0,W [fw, bw] + b} (2)

where W is a learned parameter matrix (weights), fw is the forward LSTM
encoding of the sentence, bw is the backward LSTM encoding of the sentence,
and b is a bias term, then passed through an element-wise ReLU.

Fig. 3. Loss and Accuracy vs Epochs

5 Training and Testing

We train CESNA on a tweet in resource-poor language with a tweet from
resource-rich language to capture the similarity in the tweets’ emojis. CESNA
differs from the other deep learning counterparts due to its property of parameter
sharing. Training the network with a shared set of parameters not only reduces
the number of parameters (thus, save many computations) but also ensures that
the sentences of both the languages are project into the same emoji space. We
learn the shared network’s parameters with the aim to minimize the distance
between the tweets with the same emojis and maximize the distance between
the tweets with different emojis.

Given an input pi, ri where pi and ri are tweets from resource-poor and
resource-rich languages respectively and a label yi ∈ {−1, 1}, the loss function
is defined as:

l(pi, ri) =

{
1 − cos(pi, ri), y = 1;
max(0, cos(pi, ri) − m), y = −1;

(3)

where m is the margin by which dissimilar pairs should move away from each
other. It varies between 0 to 1. We minimize the loss function such that pair
of tweets with the label 1 (same emoji) project nearer to each other and pair
of tweets with the label -1 (different emoji) project farther from each other in
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Table 3. Comparison between different dataset pairs for 5,10,18 emojis (classes).
P,R,F1 are Precision, Recall and F-scores of the models respectively.

Dataset Pair 5 10 18

P R F1 P R F1 P R F1

Eng-Hin 0.68 0.70 0.69 0.52 0.56 0.54 0.46 0.43 0.44

Eng-Tel 0.63 0.66 0.64 0.48 0.43 0.45 0.42 0.39 0.40

Eng-Spa 0.71 0.72 0.71 0.58 0.59 0.58 0.42 0.42 0.42

Hin-Tel 0.54 0.58 0.56 0.45 0.47 0.46 0.39 0.33 0.35

Eng-Eng 0.74 0.73 0.73 0.62 0.60 0.61 0.49 0.54 0.51

the emoji space. The model trains by minimizing the overall loss function in a
batch. The objective is to minimize:

L(Λ) =
∑

(pi,ri)∈C∪C′
l(pi, ri) (4)

where C contains the batch of same emoji tweet pairs and C ′ contains the batch
of different emoji tweet pairs. Back-propagation through time (BPTT) updates
the parameters shared by the Bi-LSTM sub-networks.

For testing, we randomly sample a certain number (100 in our case) of tweets
for each emoji Remoji from the language corpus with higher amount of data. For
every input, we then apply the trained model to get the similarity between
the input and all corresponding Remoji. The Remoji with the most number of
matches with the input is finally selected as the correct emoji.

In case the testing data of both resource-rich and resource-poor languages do
not contain emojis, we use the abundant resources of one language to construct a
state-of-the-art emoji prediction model [3] and then utilize it to aid the resource-
poor language’s prediction.

6 Baselines

The approaches vary based on the language in consideration. Hence, we accord-
ingly define the baselines below. English, Japanese and Spanish enjoy the high-
est share of data on Twitter1. We consider English and Spanish because of their
script and typological similarity (both are Subject-Verb-Object). The baselines
considered for resource-rich languages are:

– Average Skip-Gram Vectors (ASV): We train a Word2Vec skip-gram
model [16] on a corpus of 65 million raw (unannotated) tweets in English and
20 million raw tweets in Spanish. Word2Vec provides a vector for each word.

1 The Many Tongues of Twitter - MIT Technology Review.
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Table 4. Comparison with the baselines. ASV is Average Skipgram Vectors, Bi-LSTM
(W) and Bi-LSTM (C) refer to Word and Character based Bi-LSTM models. They are
baselines for English and compare to CESNA (Eng-Eng). DSC-T is Domain Specific
Classifier for Telugu and compares to CESNA (Tel-Eng). MNB-H refers to Multinomial
Bayes Model for Hindi and compares to CESNA (Hin-Eng).P,R,F1 are the Precision,
Recall and F-scores respectively.

Dataset Pair 5 10 18

P R F1 P R F1 P R F1

ASV 0.59 0.60 0.59 0.44 0.47 0.45 0.32 0.34 0.35

Bi-LSTM (W) 0.61 0.61 0.61 0.45 0.45 0.45 0.34 0.36 0.35

Bi-LSTM (C) 0.63 0.63 0.63 0.48 0.47 0.47 0.42 0.39 0.40

DSC-T (RF) 0.34 0.35 0.34 0.31 0.32 0.31 0.24 0.23 0.23

MNB-H 0.45 0.49 0.46 0.42 0.43 0.42 0.38 0.36 0.37

CESNA (Eng-Eng) 0.74 0.73 0.73 0.62 0.60 0.61 0.49 0.54 0.51

CESNA (Hin-Eng) 0.68 0.70 0.69 0.52 0.56 0.54 0.46 0.43 0.44

CESNA (Tel-Eng) 0.63 0.66 0.64 0.49 0.47 0.48 0.41 0.44 0.42

We average the words’ vectors in the tweet to get the vector for the sentence.
So, each sentence vector is defined as:

Vs =

∑
w∈Ws

Vw

|Ws| (5)

where Vs is vector of the sentence s, Ws is the set of words and Vw is the
vector of word w. After obtaining each message’s embedding, we train an
L2-regularized logistic regression, (with ε equal to 0.001).

– Bidirectional LSTM (Bi-LSTM): There are two approaches - word based
and character based Bi-LSTM embeddings. We model the architecture as
described in [3]. We use the same design as a part of our model, which is
explained in Sect. 4.2.

Hindi and Telugu are the 3rd and 17th most spoken language in the world respec-
tively. But they hold a relatively low share of twitter data. The major reason is
that the speakers of Hindi and Telugu on Twitter primarily use the transliterated
form of their respective language. The baselines for these languages are:

– Domain Specific Classifier (Telugu) (DSC-T): We train a Word2Vec
model on a corpus of 700,000 raw Telugu sentences provided by Indian Lan-
guages Corpora Initiative (ILCI). We train a Random Forest (RF) and Sup-
port Vector Machines (SVM) classifier (given by [17]) on the Telugu Twitter
dataset to structure our baseline for Telugu language.

– Multinomial Naive Bayes (Hindi) (MNB-H): We train a multinomial
naive bayes model (given by [19]) on the Hindi Tweets dataset to form our
baseline for Hindi language.
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7 Experiments and Evaluation

In order to study the comparison between CESNA and the previous models, we
performed an array of experiments. In the first experiment (Sect. 7.1), we analyze
the model for varying language pairs and make a comparison between them.
In the second experiment (Sect. 7.2), we compare our model against previous
approaches in the problem. In the third experiment (Sect. 7.3), we train our
architecture on clusters of emojis instead of unique ones.

7.1 Experiments for Different Language Pairs

The experiment is a classification task. We take the English and Hindi Twitter
datasets (Eng-Hin) and align each Hindi tweet with English tweets of the same
emoji (positive samples) and label them 1. Similarly, we also randomly sample
the same number of English tweets with different emoji (negative samples) for
each Hindi tweet and label them -1.

We perform the experiment thrice taking 5 most frequent emojis (5 classes),
10 most frequent emojis (10 classes) and all the emojis (18 classes) in Hindi.
Similarly, we repeat the experiment for English-Telugu (Eng-Tel) dataset pair,
English-Spanish (Eng-Spa) dataset pair, English-English (Eng-Eng) dataset pair
and Hindi-Telugu (Hin-Tel) dataset pair, taking 5 most frequent emojis (5
classes), 10 most frequent emojis (10 classes) and all the emojis in the language
with lesser resource respectively for each case. The results of the experiments
are given in Table 3.

7.2 Comparison with the Baselines

In this experiment, we compare our model against the baselines (defined in
Sect. 6). We defined the baselines for resource-rich languages on English. So,
we perform contrastive learning of our model using data made by aligning each
English tweet with a set of positive English tweet samples (with the same emoji)
with label 1 and a set of negative English tweet samples (with different emoji)
of the same size with label -1.

In the case of resource-poor languages, i.e. Hindi and Telugu, we perform con-
trastive learning of our model using data made by aligning each of the resource-
poor language (Hindi and Telugu) tweet with a set of positive English tweet
samples (with the same emoji) with label 1 and a set of negative English tweet
samples (with different emoji) of the same size with label -1.

7.3 Clustering Based Approach with CESNA

In our previous experiment (Sect. 7.1), we observed that in several test scenarios
the tweet is incorrectly classified to its nearest neighbor in the semantic space
of emojis. We observe that the emojis form clusters in the semantic map. These
clusters reduce multiple unique emojis to a single class for this experiment. So,
we finally arrive at three clusters (Table 5).
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Table 5. Clustering the emojis to a single
emoji3 The emojis in the heart cluster are of
different colors. The first one is red, second
one is purple and third one is blue in color.

Table 6. Results after clustering the
Emojis

Language Pair P R F1

CESNA (Eng-Eng) 0.83 0.85 0.83

CESNA (Hin-Eng) 0.80 0.79 0.79

CESNA (Tel-Eng) 0.72 0.74 0.73

7.4 Evaluation of the Experiments

We observe from Table 3 that the best overall results for multilingual emoji
classification is the English-Spanish pair. This is due to the English-Spanish
pair containing the maximum number of tweet pairs. We also note from Fig. 3
that with increasing number of epochs, the accuracy and overall performance
considerably increases.

We also find that multiple times a tweet classifies into a related class. e.g.; A
tweet of class (purple heart emoji) is classified into a more frequent emoji
(red heart emoji). To verify this behavior, we conducted another experiment in
Sect. 7.3 to approach this from the perspective of emojis’ clustered classes. The
results (given in Table 6) demonstrate that fewer classes lead to better accuracy.
This reduction in the number leads to a more even distribution of classes in the
data. The drawback of this approach, though, is the loss of information about
emojis. Hence, it only benefits when such data loss is acceptable.

From Table 4, we observe that CESNA outperforms the state-of-the-art
approaches significantly, especially in the case of resource-poor languages. Inter-
estingly, Table 4 also shows that using shared parameters (Siamese Networks)
instead of a single Bi-LSTM network leads to an improvement in performance.
CESNA learns representation, specifically, for the task of emoji-based classifica-
tion. It also leverages the relatively resource-rich language for the improvement
in the resource-poor language’s accuracy.

8 Conclusions

In this paper, we proposed CESNA for emoji prediction of resource-poor lan-
guages which solves the problem by projecting the resource-poor language and
resource-rich language in the same emoji space. CESNA employs twin Bidirec-
tional LSTM networks with shared parameters to capture an emoji-based rep-
resentation of the sentences. These emoji-based representations in conjunction
with a similarity metric group sentences with similar emoji together.

A clustering based approach used in conjunction with CESNA boosts the per-
formance of overall emoji prediction further. Experiments conducted on different
Twitter datasets revealed that CESNA outperforms the current state-of-the-art
approaches significantly.
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In future, we would apply the current model on more applications based on
learning similarity like question-answering, conversation systems and semantic
similarity. Though, of course, the presence and impact of emojis would be limited
in other areas. Also, we believe that there is a good case for integration of
attention-based models in the subnetworks.
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Abstract. With the multitude of companies and organizations abound
today, ranking them and choosing one out of the many is a difficult
and cumbersome task. Although there are many available metrics that
rank companies, there is an inherent need for a generalized metric that
takes into account the different aspects that constitute employee opin-
ions of the companies. In this work, we aim to overcome the aforemen-
tioned problem by generating aspect-sentiment based embedding for the
companies by looking into reliable employee reviews of them. We cre-
ated a comprehensive dataset of company reviews from the famous web-
site Glassdoor.com and employed a novel ensemble approach to perform
aspect-level sentiment analysis. Although a relevant amount of work has
been done on reviews centered on subjects like movies, music, etc., this
work is the first of its kind. We also provide several insights from the
collated embeddings, thus helping users gain a better understanding of
their options as well as select companies using customized preferences.

Keywords: Aspect-based sentiment analysis · Sentiment embedding ·
Company profiling · Extreme Learning Machine

1 Introduction

Emotions, sentiment, and judgments on the scale of good—bad, desirable—
undesirable, approval—disapproval are essential for human-to-human commu-
nication. Understanding human emotions, deciphering humans’ emotional rea-
soning and how humans express them in their language is key to enhancing
human-machine interaction. In this era of social media, the WWW provides
c© Springer Nature Switzerland AG 2023
A. Gelbukh (Ed.): CICLing 2018, LNCS 13397, pp. 142–160, 2023.
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new tools that create and share ideas and opinions with everyone efficiently.
Capturing public opinion on social media about events, political movements or
any other topics bears a potential for interest amongst the scientific community.
That is mainly because of two reasons - firstly, these opinions can help individ-
uals in their decision making process. Secondly, organizations will utilize such
data in order to glean public opinion regarding services and products so as to
fine-tune/develop their business strategies.

Sentiment analysis is the study of opinions and sentiments from content that
spans from the unimodal to the multimodal [28–30]. Recent approaches to sen-
timent analysis have focused on the use of linguistic patterns and deep neural
networks. The ability to identify aspects within texts is also equally important.
An aspect is defined as the product feature; for instance, in the sentence “the bat-
tery lasts long”, battery is the aspect for which positive sentiment is expressed.
The main challenge of sentiment analysis is identifying aspects and their corre-
sponding sentiment. In our case, we do so by merging linguistic patterns and an
ELM classifier.

Employees are organizational assets and their opinion plays a vital role in
any organization’s growth. Job Search Engines and review websites have evolved
to become an ocean of employee reviews. Employee reviews play a vital role for
a company’s growth as it improves the relationship between management and
the employees via improving staff welfare and morale. These reviews also help
prospective employees in selecting a company that meets their criterion. Despite
such reviews being important data sources for sentiment mining, they have failed
to draw the attention of the scientific community. To the best of our knowledge,
only the work of [21] utilized company reviews from Glassdoor. However, even
their work was limited to extracting only topics and sentiments from the reviews.
In this work, we built a large dataset of employee reviews of companies in Singa-
pore sourced from Glassdoor. Different types of analysis, e.g., aspect extraction,
aspect based sentiment analysis were then carried out on this dataset by blending
ELM with sentic patterns. To this end, we developed representational embed-
dings of the companies based on the sentiment score of various different aspects
of the companies. In particular, each company is represented in a 30 dimensional
space where each dimension corresponds to the average sentiment score of an
aspect. Some of these aspects are ‘company culture’, ‘salary’, ‘location’, etc.

In this paper, we used Glassdoor as our source for the preparation of the
dataset comprising of 40k reviews. The volume of reviews span a diverse range
of aspects (positive and negative) that describe the company based on personal
opinions of the reviewers. There are two main contributions of this paper:

– Creation of a large dataset derived from Glassdoor for aspect level sentiment
analysis. This dataset contains the reviews of employees working or who pre-
viously worked at the corresponding companies.

– Introducing aspect-sentiment embeddings of the companies in order to find
similarities between companies in the similar or differing sectors. Aspect-
sentiment embeddings project each company onto an n-dimensional space
where each dimension corresponds with the overall aspect-sentiment strength
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of the employees. Aspects are different features of a company, e.g., salary,
location, work-life balance, etc. This is particularly useful for job seekers who
are looking to find companies that suit their preferences.

The rest of the paper is organized as follows: Sect. 1 discusses sentiment anal-
ysis literature; collection and preparation of the dataset are featured in Sect. 2;
we discuss the algorithm details in Sect. 4; experimental results of this study are
presented in Sect. 5; finally, Sect. 6 concludes the paper.

Related Works
Identifying emotions associated with employers is just one of the many possible
applications of sentiment analysis. We could also analyze industries or profes-
sions as a whole, or consider the relationship between the emotional content of
reviews with the corresponding salaries of employees. One would expect higher
salaries to correlate with more positive emotions, but we might also see an inverse
correlation in some cases, perhaps indicating the use of ‘golden handcuffs’.

Sentiment analysis systems can be broadly categorized into knowledge-
based [6] or statistics-based systems [8]. Initially, knowledge bases were more
commonly used for the identification of emotions and polarity in text. However,
at present, sentiment analysis researchers more commonly use statistics-based
approaches, with a specific focus on supervised statistical methods. For example,
Pang et al. [24] compared the performance of different machine learning algo-
rithms on a movie review dataset: using a large number of textual features, they
obtained 82.90% accuracy.

Other unsupervised or knowledge-based approaches to sentiment analysis
include Turney et al. [31], which used seed words to calculate the polarity and
semantic orientation of phrases, as well as Melville et al. [13] which proposed
a mathematical model to extract emotional clues from blogs and then used the
information for sentiment detection.

Sentiment analysis research can also be categorized as single-domain [24]
versus cross-domain[2]. The work presented in [23] discusses the use of spectral
feature alignment to: 1) group domain-specific words from different domains into
clusters, and 2) reduce the gap between domain-specific words of two domains
using domain independent words. Bollegala et al. [3] developed a sentiment-
sensitive distributional thesaurus by using labeled training data from source
domain and unlabeled training data from both source and target domains. Some
recent approaches [9,22] used SentiWordNet [1], a very large sentiment lexicon
developed by automatically assigning polarity value to WordNet [20] synsets.
In SentiWordNet, each synset has three sentiment scores along three sentiment
dimensions: positivity, negativity, and objectivity.

As discussed in the introduction, there are hardly any works on mining opin-
ions from company reviews written by employees. Moniz et al. [21] proposed an
aspect-sentiment model based on the Latent Dirichlet Allocation (LDA). Accord-
ing to their study, the results of the articulate aspect-polarity model showed that
it might be advantageous for investors to combine an appraisal of employee sat-
isfaction with other existing methods for forecasting firm earnings. The research
explained and analyzed the sentiments of a stakeholder group which is possibly
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neglected: the firm’s employees. The researchers initially used online employee
reviews in order to capture employee satisfaction and utilized LDA to consider
salient aspects in employees’ reviews. From that, they manually derived a latent
topic that appeared to be associated with the firm’s outlook. Secondly, they
created an entire document by grouping employee reviews for each firm, and
using the General Inquirer dictionary to count positive and negative terms, they
measured sentiment as the polarity of the composite document. Their model
suggested that employee satisfaction could be formulated as a function of the
firm’s outlook and employee sentiment.

2 Dataset Collection

In our research, we used the popular job recruiting site Glassdoor.com as our
source to prepare the dataset. The website provides tons of reliable reviews for
many companies written mostly by employees, ex-employees or directly associ-
ated clients. The content of the reviews possess different aspects (positive and
negative) that represent the company from the individual perspectives of the
writers. The anonymity of writers enhances the authenticity of the review, thus,
this site was our primary source for the dataset collection. The language used
in the reviews was found to be highly formal with very minimal usage of slang,
decreasing the effort required for data cleaning, normalization, and tokeniza-
tion. These ‘clean’ words had a high match rate with the dictionary we used [11]
for creating the word embeddings, thus improving the performance of the ELM
model used in our ensemble network.

The review structure in Glassdoor.com consists of a general description fol-
lowed by both pros and cons to be written and listed by the writer. This rigid
structure aids us in building a balanced dataset comprising of both positive and
negative reviews associated with the companies. However, one must be wary of
comments like “I really don’t have anything to say/complain about here” in the
pros/cons section, which we believe to represent false positives or false negatives
respectively. We decided to include these comments in our dataset to represent
real-world instances where such false comments are prevalent.

The dataset has been collected by using the official API1 of Glassdoor. We
created a diverse list of 60 well-known companies representing various domains
such as technology, finance, energy, hospitality, etc. Finally, we collected a total
of 20,000 reviews for all companies. As mentioned earlier, the reviews listed both
the pros and cons about the company that is reviewed. Given this sophistication,
it was easier for us to split each review into two sub-reviews containing positive
and negative opinions respectively. This in turn enabled the automatic labeling
of said reviews. Despite doing so, we were careful to manually check the labeling
afterwards in order to filter out wrong labels.

Here is an excerpt from one of the positive reviews written for Accenture-
“They have great career opportunities, a never ending supply of interesting work,
competitive compensation, wonderful benefits, great people, wonderful training
1 https://www.glassdoor.com/developer/index.htm.

http://Glassdoor.com
https://www.glassdoor.com/developer/index.htm
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programs, a tremendous number of brilliant professionals in their fields ready
to help, and great core values”. This review, like others, is full of important
aspects such as opportunities, compensation, benefits, etc., which provides exten-
sive opinions on different facets/characteristics of the company and thus allow
our team to prepare a comprehensive review dataset.

Table 1. Number of reviews per company

Company Reviews Company Reviews

Accenture 1000 HP 150

Adobe 998 HSBC Holdings 1850

Aeropostale 874 IBM 150

Aflac 368 Intel Corporation 998

Autodesk 752 Intuit 972

Bank of China 212 Marriot International 980

Booz Allen Hamilton 976 Microsoft 1000

Broadcom 151 Mosanto 396

Brocade 990 Morningstar 733

Camden Property 203 National Instruments 712

Capital One 997 NetApp 800

CarMax 959 Nordstorm 839

Chesapeake Energy 725 OCBC 268

Cisco 980 Paychex 916

Citibank 1852 Qualcomm 919

Colgate-Palmolive 776 Quest Global 150

Creative Technology 150 Rackspace Hosting 732

Darden Restaurants 994 Samsung 150

DBS 288 SCB 942

Devon Energy 336 Singtel 480

DreamWorks Animation 978 StarBucks 828

EOG Resources 127 Starhub 150

FactSet 976 Stryker 904

FedEx Corporation 850 SVB Financial Software 277

Flextronics 150 J.M. Smucker Company 318

General Mills 1036 Ultimate Software 524

Goldman Sachs 970 Umpqua Bank 242

Google 756 Union Overseas Bank 265

Hasbro 458 World Foods Market 757

Herman Miller 540 Yes Bank 176

In Table 1, we show the number of reviews per company. The aim was to
collect 500–1000 most helpful reviews2. However, for some companies the number
of reviews available on Glassdoor numbered less than 500.

2 Reviews for each company in the dataset were selected based on them bearing the
most ‘helpful’ review tag provided by Glassdoor.com.

http://Glassdoor.com
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2.1 Preprocessing

As mentioned earlier, the reviews follow a rigid outline structure regardless of
writers. Thus, we shuffled the dataset using a pseudo-random generator so as
to break any kind of patterns embedded in the dataset. For the purposes of
processing the text, we removed any urls, links and hashtags with the use of
regular expressions. However, we retained the smileys and emoticons used in
the reviews and included them in our vocabulary so as to exploit the emotional
and sentimental hints present in them. As we used a context-based algorithm
to create our aspect-sentiment embeddings, retaining these special, non-verbal
‘words’ held a key importance in the performance of the ELM classification.
Following this, we used the NLTK Tokenize Package to tokenize the reviews
into sentences and, finally, into words so as to build up our model’s vocabulary.

3 Backgrounds

3.1 Aspect-Sentiment Embeddings

In this paper, we introduce Aspect-sentiment Embeddings, which projects com-
panies onto an n-dimensional space. In particular, each company is given a sen-
timent strength for each aspect (e.g., salary, work life, location) based on the
opinions mined from employee reviews of the company. In mathematical nota-
tion we can say, (s1, s2, ....., sn) is a vector where si is the sentiment score for
aspect i and there are a total of n aspects. We constructed such vectors for
every company in our dataset, which gave us aspect-sentiment embeddings of
the companies.

3.2 Doc2vec for Review Level Embeddings

As we use ensemble architecture to prepare our aspect-sentiment embeddings,
the ELM module plays a crucial role as one of the dual paths in the architectural
model. To use the ELM module, we need to convert the raw text into review-
level summarized embeddings. In our work, we use Doc2vec [18] to achieve this
task. Doc2vec, also known as paragraph2vec, is a modification of the word2vec
algorithm. Word2vec itself is a famous algorithm for word embeddings provided
by [19] which trains a neural network to extract contextual-based word embed-
dings based on the CBOW architecture. Such training has been done on a 100
billion words corpus from Google News and the vectors formed are of 300 dimen-
sionality. In contrast, Doc2vec is an unsupervised learning of continuous repre-
sentations for larger blocks of text, such as sentences, paragraphs or entire doc-
uments. As the reviews in our dataset are very detailed, employing the Doc2vec
algorithm is justified. We used the python implementation provided by gensim3

to extract 300 dimensional embeddings to be fed into the ELM model for senti-
mental analysis and classification.

3 https://radimrehurek.com/gensim/.

https://radimrehurek.com/gensim/
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3.3 Sentiment Dictionary/Lexicons

In order to assign aspect polarity score, we created a dictionary of terms along
with their polarities to be used by our ensemble algorithm. We used two primary
resources, SentiWordNet [11] and SenticNet [5] to create this dictionary. To filter
out irrelevant words that act as noise and would thus fail to provide good polarity
to the aspects, we kept an absolute threshold of 0.25 in the polarity scores of the
terms in both resources. In order to avoid redundancy, when a particular term is
present in both SentiWordNet and SenticNet, we gave priority to SentiWordNet
and chose the term polarity pair from there. Once the dictionary was created,
we used it as a reference lookup table in our algorithm mentioned below.

3.4 Aspect-Level Sentiment Analysis

In opinion mining, different levels of analysis granularity have been proposed,
with each having its own advantages and drawbacks [7]. Aspect-based opinion
mining [10,12] focuses on the relations between aspects and document polarity.
An aspect, also known as an opinion target, is a concept in which the opinion
is expressed in the given document. For example, the sentence, “The screen of
my phone is really nice and its resolution is superb” contains positive polarity
for a phone review, i.e., the author likes the phone. However, more specifically,
the positive opinion is about its screen and resolution; these concepts are called
opinion targets, or, aspects of this opinion. The task of identifying the aspects
in a given opinionated text is called aspect extraction.

There are two types of aspects defined in aspect-based opinion mining:
explicit aspects and implicit aspects. Explicit aspects are words in the opin-
ionated document that explicitly denote the opinion target. For instance, in the
aforementioned example, the opinion targets ‘screen’ and ‘resolution’ are explic-
itly mentioned in the text. In contrast, an implicit aspect is a concept that repre-
sents the opinion target of an opinionated document, but which is not specified
explicitly in the text. One can infer that the sentence, “This camera is sleek and
very affordable” implicitly contains a positive opinion of the aspects ‘appear-
ance’ and ‘price’ of the entity camera. These same aspects would be explicit in
an equivalent sentence: “The appearance of this camera is sleek and its price is
very affordable”.

3.5 Extreme Learning Machines

For classification, we used ELM as a supervised classifier. The ELM app-
roach [4,16] was introduced to overcome some issues in back-propagation net-
work [27] training, specifically, potentially slow convergence rates, the critical
tuning of optimization parameters [32], and the presence of local minima that
call for multi-start and re-training strategies. The ELM learning problem set-
tings require a training set, X, of N labeled pairs, using the equation (xi, yi),
where xi ∈ Rm is the i-th input vector and yi ∈ R is the associate expected
‘target’ value; using a scalar output implies that the network has one output
unit, without loss of generality.



Aspect-Sentiment Embeddings for Company Profiling 149

Fig. 1. The flowchart of the algorithm.

The input layer has m neurons and connects to the ‘hidden’ layer (having
Nh neurons) through a set of weights {ŵj ∈ Rm; j = 1, ..., Nh}. The j-th hidden
neuron embeds a bias term, b̂j , and a nonlinear ‘activation’ function, ϕ(·); thus
the neuron’s response to an input stimulus, x, is:

aj(x) = ϕ(ŵj · x + b̂j) (1)

Note that (1) can be further generalized to a wider class of functions [15]
but for the subsequent analysis this aspect is not relevant. A vector of weighted
links, w̄j ∈ RNh , connects hidden neurons to the output neuron without any
bias [14]. The overall output function, f(x), of the network is:

f(x) =
Nh∑

j=1

w̄jaj(x) (2)

It is convenient to define an ‘activation matrix’, H, such that the entry {hij ∈
H; i = 1, ..., N ; j = 1, ..., Nh} is the activation value of the j-th hidden neuron
for the i-th input pattern. The H matrix is:
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H ≡

⎡

⎢⎣
ϕ(ŵ1 · x1 + b̂1) · · · ϕ(ŵNh

· x1 + b̂Nh
)

...
. . .

...
ϕ(ŵ1 · xN + b̂1) · · · ϕ(ŵNh

· xN + b̂Nh
)

⎤

⎥⎦ (3)

In the ELM model, the quantities {ŵj , b̂j} in (1) are set randomly and are
not subject to any adjustment, and the quantities {w̄j , b̄} in (2) are the only
degrees of freedom. The training problem reduces to the minimization of the
convex cost:

min
{w̄,b̄}

∥∥Hw̄ − y
∥∥2 (4)

A matrix pseudo-inversion yields the unique L2 solution, as proven in [16]:

w̄ = H+y (5)

The simple, efficient procedure to train an ELM therefore involves the fol-
lowing steps:

1. Randomly set the input weights ŵi and bias b̂i for each hidden neuron;
2. Compute the activation matrix, H, as per (3);
3. Compute the output weights by solving a pseudo-inverse problem as per (5).

Despite the apparent simplicity of the ELM approach, the crucial result is
that even random weights in the hidden layer endow a network with a notable
representation ability [16]. Moreover, the theory derived in [17] proves that reg-
ularization strategies can further improve its generalization performance. As a
result, the cost function (4) is augmented by an L2 regularization factor as fol-
lows:

min
w̄

{∥∥Hw̄ − y
∥∥2 + λ

∥∥w̄
∥∥2} (6)

4 Detailed Algorithm: Ensemble Architecture

We propose a hybrid algorithm, which works as an ensemble of Unsupervised
and Machine Learning approaches, for assigning sentiment labels to the reviews.
First, based on the dependency structure of a review we assign polarity to the
aspects present in the reviews. This process assumes that the aspect word is con-
nected to a word that is polar and present in the sentiment lexicon. If there is no
polar word found connected to the aspect word, according to the sentiment dic-
tionary, we resort to the use of supervised classifier, i.e., ELM. The usage of ELM
has multiple benefits like comparable or better performance than other machine
learning models like SVMs, and most importantly boasts a significant reduction
in model building time. Training time is an important aspect in our work given
its high probability to be adapted into an online and real-time application. The
flowchart of the proposed algorithm is shown in Fig. 1.
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4.1 Aspect Extraction

We used the aspect extraction method by Poria et al. [26], who proposed a hybrid
classifier that uses a Convolutional Neural Network for aspect extraction, as well
as linguistic patterns for the purposes of pruning the aspect extraction process.
The extracted aspects are given below:

– Job, is an umbrella aspect that represents the overall characteristic and nature
of the job at that particular company, e.g., Stable and secure job, good people

– Employees/Co-workers, represents the quality of employees, co workers and
the company’s relationship with them, e.g., Very healthy organization with a
high-performance culture and very talented employees.

– Working time, clubs aspects of diverse meanings ranging from ‘extra-time’
to ‘time-off’ which signify work hours and trends, e.g., Great people, very
generous vacation and time off including sabbaticals every 5 years.

– Management, explores the managerial aspects of the company, e.g., Great place
to work. Inclusive management process. Great products.

– Office culture, summarizes the office environment and the working style,
e.g., Strong focus on procedures, policies, culture, and people. Great benefits.

– Location, represents the comments on location of the company, e.g., Com-
petitive salary, Nice location, Full freedom.

– Work life, speaks in particular about the type and quality of work, along
with the work-life balance present in the company, e.g., Great office space and
location, interesting products to work on.

– Salary, provides information on the salary margins of the company, e.g.,
Salary is OK Bonus is good unless there is a food fight. Too laid back (leads
to no innovation).

– Perks/Benefits, compensations, bonuses and miscellaneous benefits are
included in this aspect, e.g., Good perks for this type of job - and vary even
across levels of employment. Fitness reimbursement, stock options, sabbati-
cals, etc.

– Job opportunities, scope of the job in the company, e.g., Strong cul-
ture, good reputation, interesting opportunities, management cares about the
careers of the employees they are managing.

– Employee experience, lists the sentiments of employees with different
degrees of experience and also the quality of experience to be acquired in
the company, e.g., The size of the org can make it difficult for individuals to
have their voices heard, especially for new hires, regardless of their experience.

– Official staff, talks about the strength, quality and hospitality of the staff
in the company, e.g., Hours, upper management, lack of staff.

– Job training, expresses the training frameworks and opportunities provided
by the company, e.g., Inconsistent hours, sometimes no hours. No proper
training.

– Personal growth, the possibility of technological and experiential growth
for the employee, e.g., Need patience to sense growth since it is a challenging
business and changing company.
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– Leadership, discusses the role and efficacy of the leadership/senior officials
in the areas of motivation and leadership skills. Leadership does not know how
to utilize experienced, professional talent

– Politics, represents the interaction between people for power, e.g., Politics
drive people for more power.

– Company business, explores the business aspects such as performance, trade,
etc. of the company, e.g., Business of the company is booming.

– Career development, forecasts the future of the individuals and company,
e.g., International job within 2 years.

– Vacation, represents the number of holidays the company provides its staff
with, e.g., Paid vacation for the summer. Free travel within the same country.

– Company support, summarizes the quality of interaction between employees,
e.g., Supervisors take care of their employees.

– Flexibility, represents how flexible the company’s environment is, e.g., Full
freedom, work from home allowed.

– Performance, speaks about the type and quality of work done by the employ-
ees, e.g., Extraordinary skills shown by the employees.

– Job respect, shows how employees admire their peers and supervisors, e.g.,
Mutual respect amongst the employees.

– Work projects, companies projects, products and plans are included in this
aspect, e.g., Diverse products, numerous projects are provided by the company.

– Market viability, provides information about the type and quality of the
market, the company battles, e.g., Competitive, changing market.

– Technology, explores the technological aspects of the company, e.g., The
machinery used in this company is built on ancient technology.

– Work issues, highlights the operational, legal and internal issues of the com-
pany, e.g., Most of the machines are not working.

– Knowledge scope, lists skills required by the company and knowledge
acquired by the employees, e.g., Technical knowledge in required for this task.

– Employee communication, discusses the interaction between employees and
the companies, e.g., People are very interactive in this company.

– Stress, stress and pressure the employees and companies feel, e.g., Getting
underpaid, stress good for working in a competitive environment.

We also show the corpus frequency of these aspects in Table 2.

4.2 Assigning Polarity to the Aspects

In this section, we describe the process of assigning polarity to the aspects.

Universal Dependent Modifiers. Keeping in mind the goal of finding the
polarity score of each aspect (out of the top 30 extracted aspects) present in
a review, we start with finding the universal dependencies4 of aspects in the

4 http://universaldependencies.org/.

http://universaldependencies.org/
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Table 2. Extracted aspects with their corpus frequency.

Aspect Frequency Aspect Frequency

Employees/Co-workers 7659 Employee experience 1288

Work Life 7305 Location 627

Perks/Benefits 4565 Leadership 599

Office culture 4192 Technology 490

Working time 3658 Politics 451

Salary 3323 Flexibility 340

Management 2654 Company business 116

Job opportunities 2129

review. We focus primarily on three dependencies, namely, adjectival modifier
( amod ), adverbial modifier (advmod ) and nominal subject (nsubj ).

For better understanding, we provide some examples from reviews in our
dataset, with which we demonstrate the aforementioned dependencies associated
with the aspects present.

– Great opportunities for career growth. amod(opportunities, Great)
– Very political and conservative company. Old school, stodgy. advmod(political,

Very)
– Great people to work with, perks of business traveling. nsubj(travelling, perks)

We use StanfordCoreNLP Parser as the tool to extract these universal depen-
dencies. After we find the dependencies, we use these ‘trigger’ words to determine
the sentimental polarity of the corresponding aspect. As the aspect sentiment is
determined by these modifiers, we lookup their polarities in the prepared sen-
timent dictionary. These polarities serve as the corresponding aspect score for
that particular aspect. This process is repeated for the top 30 aspects that are
found in the review.

Context Patterns. In the event that the trigger word is not in the sentiment
dictionary, we move on to the second step in the ensemble. Here, we look at
the context (window size - 5 words used, including the aspect). We try to find
dependency patterns mentioned by [25] and use them to determine the overall
polarity score for the aspect. Our assumption is that the presence of highly
polar words in the context will contribute to the overall polarity of the aspect.
Negations have been appropriately handled as they flip the polarity.

ELM Based Polarity Score. Should the two procedures mentioned above fail
to assign a score to the aspect, we use the prediction made by our ELM model
(1 - positive, 0 - negative). We directly lookup the polarity of the aspect word
in the sentiment dictionary and adjust it based on the ELM output as per the
following formula:
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aspectscore = (eout) ∗ (lookup(aspect)) + (1 − eout) ∗ (−1 ∗ lookup(aspect))

here, e out is the output predicted by the ELM for the review, lookup(aspect)
is the polarity score of the aspect word as obtained from the sentiment dictionary.

ELM Based Semi Random Score. If the aspect word itself is not present
in the sentiment dictionary, we initialize a random polarity value based on the
ELM output. The following formula is used to generate the random score:

aspectscore =

{
rand(0, 1) , eout ≡ 1
rand(−1, 0) , eout ≡ 0

Here, rand(a,b) is a random generator function which generates random real
numbers within the range [a,b].

We had to assign a score randomly to the aspects in only 2% of cases. This
indicates that the semi-random polarity generation of the aspects did not impact
the overall aspect-sentiment embeddings much. However, a fully automatic pro-
cess is always desirable and as such, we plan on doing so in our future work.

5 Experimental Results

In this section, we describe the experimental results and insights drawn from
the crawled datasets. Table 6 (AppendixA) shows the aspects and aspect terms
that we extracted from the dataset.

We utilized both SVM and ELM models (Table 3) on the dataset in order to
detect sentiment. In the experiments, the SVM method performed better than
ELM in terms of accuracy. However, the difference between the performances of
these classifiers on the given dataset was not statistically significant, as per the
paired t-test (p > 0.05). Also, in the case of training time, we observed that the
ELM method was almost 30 times faster than that of the SVM method on this
dataset.

Table 3. Performance of SVM and ELM on the dataset.

Model Accuracy Macro F1-score

SVM 75.13% 74.85%

ELM 74.89% 75.09%

5.1 Aspect-Sentiment Embeddings

In Sect. 4.2, we described the process of assigning polarity to the aspects. We
then calculated the score of an aspect belonging to a company by simply taking
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Fig. 2. Projection of the Aspect-sentiment Embeddings of the companies. Note: The
same color represents companies from the same sector.

the average score of the polarities belonging to that aspect in all reviews of said
company.

If we consider each aspect as a separate dimension, and the polarity value of
a company for one aspect is the projection along that dimension, then we can
project each company in a n-dimensional space where n = number of aspects.
In our case, n = 30. In Fig. 2 we show projection of the companies using aspect-
sentiment embeddings.

The motivation for constructing aspect-sentiment embeddings for the com-
panies was to be able to calculate the similarities between companies based on
the sentiments of the employees working at those companies.

In Table 4, we present the cosine similarity scores between companies from
similar or differing sectors. We see that even though Goldman Sachs and DBS
are in same sector, i.e., Banking and Finance, they have a lower similarity score.
However DBS and SCB(Standard Chartered Bank) have a relatively higher
similarity score.
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Table 4. Cosine similarities between the companies (calculated based on the aspect-
sentiment embeddings)

Company 1 Company 2 Cosine Similarity

Accenture Booz Allen Hamilton 0.548

Accenture FedEx 0.733

Google Microsoft 0.549

Microsoft Intel 0.486

Adobe HP 0.370

Adobe Google 0.276

Adobe IBM −0.214

OCBC Goldman Sachs 0.422

Goldman Sachs DBS −0.098

DBS SCB 0.313

Goldman Sachs SCB 0.041

Singtel Broadcom 0.424

Singtel Starhub −0.244

Microsoft Stryker 0.687

National Instruments Microsoft −0.117

NetApp Hasbro 0.655

Monsanto Quest GLobal −0.380

Table 5. Companies with best/worst salary and work culture rating in tech and finance
sectors.

Location Salary Work life

Tech Finance Tech Finance Tech Finance

B Microsoft Umpqua Bank Intel Yes Bank Adobe Goldman S

E Intel Goldman S Adobe Goldman S Microsoft Bank of China

S Adobe SCB Microsoft HSBC Google SCB

T Google Citibank Cisco OCBC Cisco UOB

HP HSBC Google Citibank FactSet HSBC

W IBM Yes Bank Creative UOB Samsung Citibank

O Creative OCBC Flextronics Bank of China HP DBS

R NetApp DBS FactSet SCB NetApp OCBC

S Cisco UOB Samsung Umpqua Bank Creative Umpqua Bank

T FactSet Bank of China HP DBS Intuit Yes Bank
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Fig. 3. The plot of the polarity of the aspects of companies in tech and finance sector.

Table 5 presents the best and worst companies in the technological and
finance sectors based on sentiment values of the salary, location and work life
aspects. Analysis (Fig. 3b and 3a) shows that employees are mostly happy with
the salary they receive in both the finance and tech sectors. However, in rela-
tion to most banks, employees provide negative feedback on work culture. And,
although tech companies receive positive feedback for their work culture, the
intensity of such positivity is comparatively lower than salary satisfaction.

6 Conclusion

In this paper, we described the process of constructing aspect-sentiment embed-
dings of companies. In particular, we employed aspect-level sentiment analysis
on the previously barely researched employee reviews of various companies avail-
able on the site Glassdoor. Several experimental insights of the data are given
in this study. We addressed the overall employee sentiment on different aspect
granularities, e.g., salary, location, work life, etc. This study presents a useful
tool for companies to address employees’ concerns and increase staff morale. On
the other hand, job seekers will also be able to use this study to better find the
best employers in their domain of interests.

Future work will mainly focus on considering the rating already given by the
users in order to develop a user-product-sentiment model. A more comprehensive
aspect-level sentiment analysis is also an important part of this future work.

Acknowledgment. This research was supported in part by the National Natural
Science Foundation of China under Grant no. 61472266 and by the National University
of Singapore (Suzhou) Research Institute, 377 Lin Quan Street, Suzhou Industrial Park,
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A Top Aspects and Their Aspect-Terms

Table 6. Top 30 aspects along with their respective aspect terms.

Aspects Aspect terms Aspects Aspect terms

Company

business

Professional, booming,

structured challenging,

competitive, steady

Career

development

Rewarding, international,

guided challenging, difficult,

solid

Employee

communication

Strong, transparent, cryptic,

remote, awful, effective

Office culture Cooperative, balanced,

exciting, suffered, abysmal,

bias

Employees/co-

workers

Excellent, cooperative,

competent, stagnant,

unfriendly, pretend

Employee

experience

Diverse, useful, firsthand,

horrific, odd, international

Flexibility Strict, dependent,

tremendous, encourage,

minimal, great

Personal

growth

Exponential, poor, constant,

hierarchy, potential,

constrain

Work issues Legal, serious, inherent,

internal, operational,

demographic

Overall job Excellent, temporary,

overnight, changing, tough,

secure

Knowledge

scope

Immense, required, sharing,

technical, limited, vast

Leadership Appreciate, strong, poor,

unwilling, dedicated, driving

Location Strategic, remote, accessible,

attractive, multiple,

uncertain

Management Flexible, fluctuate,

inexperienced, mindful,

dishonest, focus

Market

viability

Changing, shrinking, impact,

competitive, unknown,

successful

Job

opportunities

Excellent, driven, mindset,

international, lacking, unique

Perks/Benefits Unique, scares, incredible,

illusion, lousy, incentives

Performance Personal, necessary,

measurable, extraordinary,

encouraged, technical

Politics Dysfunctional, drive, dirty,

extreme, everywhere,

internal

Work

projects

Numerous, diverse,

challenging, pushed,

creative, unbearable

Job respect Professional, mutual,

utmost, solid, diminishing,

great

Salary Optimal, advancement,

hikes, midrange, fantastic,

unattractive

Official Staff Understanding, excellent,

competent, mean, motivated,

dysfunctional

Stress Underpaid, excessive, good,

constant, additional,

incompetent

Company
support

Excellent, tedious, benefits,
supervisors, on site, rare

Technology Excellent, ancient, global,
latest, green, innovative

Working time Exciting, peak, tough,
stressful, extra, irregular

Job training Prepares, competent, notch,
outstanding, outdated, tough

Vacation Decent, mandatory, paid,
planned, considering,
balance

Work life Competent, mundane,
exciting, friendly, versatile,
stressful
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Abstract. There has been near exponential increase in the use of images
and video on various Social Media platforms in the last few years, in
place of or in addition to the use of plain text. Automated sentiment
analysis, at its core, is the capturing of human emotion by machine -
the addition of image and video to social media output had made this
already challenging task even greater. In this paper, we propose a multi-
modal, decision-level based approach to sentiment analysis (SA) of Twit-
ter feeds. The solution proposed and outlined in this paper, combines the
sentiment analysis scoring of not just text-based output but integrates
SA scoring generated from analysis of image captions. For our experi-
ments, we focused on politics and on two political topics (Trump/Brexit)
that are generating a lot of discussion and debate on Twitter. We chose
the political domain given the power that Social Media has on possibly
influencing voters (https://www.theguardian.com/technology/2016/jul/
31/trash-talk-how-twitter-is-shaping-the-new-politics) and the ‘strong’
opinions that are expressed in this area.

Keywords: Multimodality · Sentiment analysis · Image captioning ·
Tweets

1 Introduction

The purpose of combining multi-modal data in order to produce better estimates
for sentiment analysis, in other words improving the accuracy of estimating
human opinion when expressed through a combination of multi-modal channels,
is the goal of this work. To date, there has been limited research into multimodal
sentimentality [3]. The growth in social media has been extraordinary and the
power of certain social media platforms at the very least to disseminate informa-
tion globally in a few minutes of the event happening is bound to have an effect
on a large proportion of people’s opinion. So, given the global reach and effect of
social media, the ability to accurately monitor and analyse information, and the
sentiment scoring of that information, is crucial for a number of reasons. But the
c© Springer Nature Switzerland AG 2023
A. Gelbukh (Ed.): CICLing 2018, LNCS 13397, pp. 161–168, 2023.
https://doi.org/10.1007/978-3-031-23804-8_13
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impact of media on world events is nothing new and as far back as 1971 research
was being conducted on the influence of the media and world events on the stock
market [10]. It is the informal structure (and use of ‘non-canonical language’ [5])
and content of social media output, and its sheer volume, that has led to several
challenges in accurately processing and obtaining accurate sentiment analysis
(SA) scores. Certain social media channels (such as Twitter) present their own
challenges with either a limited character count, informal language usage, a lack
of context and now an ever-increasing use of images and video.

These challenges and need for obtaining accurate SA scores has led to a
large amount of successful research on sentiment analysis of social media, largely
focusing on some derivative of a text classification process [2,9]. The analysis,
for most part, makes a distinction between positive sentiment, negative senti-
ment, or neutral. But it is the ever-increasing use of multi-modal communication,
namely images and video in addition to or as a replacement for text, that has
led to a major challenge for any trying to conduct accurate SA on social media
output. Up to recently, there is not a lot of work being carried out in addressing
this ‘multi-modal’ sentiment problem where several different methods of com-
munication are being used [11].

Twitter is one of the more common social media platforms used by people to
express their opinions and emotions. The access available to harness and process
tweets (for example, through the use of APIs) has led to some interesting studies
from determining how certain users of Twitter can affect general opinion on the
platform through to establishing the power of twitter on the outcome of US
elections [12].

What is clear is that given the character restriction of Twitter to 140 char-
acters and the power of images to convey a complex amount of information very
quickly, there is a very large increase in the amount of images being included in
tweets. What is also being established is that tweets are likely to be far more
influential if they do contain an image. In 2012 for example, arguably the most
popular tweet of the year was a simple image of Barack and Michelle Obama
with little or no text included in many of the retweets.

However it is in the combining of information from multiple modes that is
essential in improving the accuracy of sentiment analysis applications. Humans
communicate in a multi-modal formats and therefore the analysis of text, audio
and images/video is fundamental to improving our sentiment analysis accuracy
levels [9]. The reason for this increased interest in multi-modal sentiment analysis
is directly linked to the massive increase in the use of images and video through
social media (Facebook and Youtube) in particular.

There are many practical applications of automated sentiment analysis in
use today [7]. To just look at one example, as more and more product reviews
are conducted through video, the market is more interested in learning opinions
expressed through this medium than simply based on textual reviews. Therefore,
marketing teams worldwide are looking at solutions where sentiment is more
accurately tracked in relation to the use of their particular product or service.
But the automation of SA is challenging when limiting your analysis to text
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alone. As can be seen in the Fig. 2, the text is neutral in terms of sentiment, but
it is clear from the images that the sentiment is positive simply by the smiling
faces that are included with the tweet. This is a straight forward and simple, but
powerful example of how images can enrich the sentiment that we can receive
from tweets (Fig. 1).

Fig. 1. Sample tweet of positive sentiment

For this work, we focused on Twitter as the social media channel of choice.
The use of image and video, combined with text, is growing rapidly in Twitter
and for good reason. A study by Buffer showed that including a simple image
with your tweet was the most advantageous method of ensuring your tweet was
more widely read. Studies have recently been carried out on the effect of adding
mulitmedia to tweets within Sian Weibo (Chinese version of Twitter) and it is
clear that adding media (particularly images) does increase the popularity and
lifetime of that tweet [13].

The goal is to improve on the existing textual sentiment analysis solutions
by including SA scores generated from image captions in order to determine
if the overall SA score is improved by using this additional information. By
using the very latest in image caption generation technology, we can unlock the
information contained within the embedded image to give us a more accurate
score on what sentiment is being expressed by a particular tweet.
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2 Related Work

Based on the advances in image recognition, attention is now starting to focus
on sentiment analysis of images and video, and this is too proving to be a major
challenge. It is one thing to recognise objects in an image, possibly connect those
objects and offer a context, but it is a major leap in understanding to try to
determine an opinion or emotion from the image. The research is hampered
by the lack of available datasets that properly annotate images with emotion
tags, a suitable lexicon of images and associated sentiment categories. A few
public datasets such as the International Affective Picture System (IAPS)1 and
the Geneva Affective Picture Database (GAPED) [4] being the only datasets
available of any note that provide either ratings or annotations for emotion and
sentiment.

The first step in sentiment analysis of images is to determine the content of
images and form a sentence describing the content - it is substantially harder
than just classifying images [8]. The human eye can gather an immense amount
of information from glancing at an image, a capability that is proving to be very
difficult for machines to replicate [6]. There are several reasons why conducting
object recognition/image captioning on images and video is very difficult; not
least because a very large dataset is needed to train models - in many instances a
model needs a large amount of prior knowledge to compensate for the information
that is missing [8].

3 Decision-Level Approach to Multimodal Sentiment
Analysis

There were several phases to the project that are outlined in the following sec-
tions. In summary, searches were conducted on Twitter for specific popular topics
(#Trump, #Brexit) and only tweets with images were stored and processed on
IBM Bluemix before being analysed for sentiment using the SentiTweetWords
[1] analysis tool and NeuralTalk22.

3.1 Data Preparation and System Architecture

We chose the IBM Bluemix Platform as a Service (PaaS) environment to collect
and process the tweets, a cloud based service making it easier to access the
technology needed to process the tweets received. First we created a nodered.js
app that would connect the Twitter API to our couchdb database (Cloudant)
. Connected to the Twitter Decahose we searched for the hastags #Trump and
#Brexit, and then stored the captured tweets in the Cloudant no-SQL database
(based on the couchDB framework) as separate JSON objects. The JSON files
were then copied, using Spark-based ETL tool, to the DashDB datawarehouse.

1 http://csea.phhp.ufl.edu/media/iapsmessage.html.
2 https://github.com/karpathy/neuraltalk2.

http://csea.phhp.ufl.edu/media/iapsmessage.html
https://github.com/karpathy/neuraltalk2
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Once the JSON objects were coped to DashDB it was easier to perform basic
analysis to isolate the tweets with images included - the nominated tweets (and
images) were then exported from Bluemix for processing.

Fig. 2. Sample Tweet of positive sentiment

4 Experiments and Results

The collated scores for the tweet text and image captions were captured and
averaged for analysis. In order to fully assess the sentiment analysis scoring for
both text (SA Text Score) and image captions (SA Image Score) a longer scope
of manual annotation would need to be undertaken -this is beyond the scope
of this paper. However, taking a sample of 200 tweets, we were able to perform
some elementary analysis of the scoring returned by the automated multimodal
sentiment analysis application. Before addressing the results and scoring, there
are some important with regard to our application and the general sentiment
analysis environment:

– Image Recognition Maturity - In line with many leading-edge sub domains
within the overall Artificial Intelligence/Machine Learning field, there is still a
lot of scope for progression in the accuracy and completeness of image caption
generation. Captions generated by NeuralTalk2 to are largely accurate but
simple in content, therefore this affected the overall SA Image Score result.
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– Informal Language Usage - Achieving an accurate SA score on tweets is dif-
ficult when sarcasm and very informal language is being used. This in turn
affects and NLP application that is trying to determine sentiment, and there-
fore SA Text Score.

– Domain Choice - our domain of choice was Politics, and two popular topics
in that area as of 2017: Brexit and Trump. As already discussed earlier in
this document, we chose this domain because of the affect social media plat-
forms can have on popular political opinion. However, it created some unique
difficulties. For example, many prolific tweeters (and regular political com-
mentators) expect that their political views are already known, and therefore
provide little context to their tweets which makes it difficult to automate the
SA process. Also, images can be used that are in direct conflict (in terms of
sentiment) to the text of the tweet (sarcasm being used) and this can have
an adverse affect on the overall averaged sentiment analysis score.

Both SA Text Score and SA Image Score had a sentiment analysis scoring range
of between 0 to 1. Looking more closely at the actual results, focusing on the
random 200 tweets, we observed the following:

– Close to 60% of tweets had SA Text Score and SA Image Score numbers that
were very close in score (difference of <.19). There are several different inter-
pertations to be taken from this - where the application can not determine a
score it will default to neutral. It is therefore reassuring that both image and
text correspond.

– <9% of scores were in contradiction to each other in terms of sentiment scoring
- this is not necessarily a bad result. There are several possible reasons for this,
some tweets contain a lot of textual information (relating to several different
points) and therefore it is difficult to determine the sentiment accurately
regardless of the image. As mentioned before, the use of sarcasm can confuse
the application, therefore this is something that could be used as a trigger
for detecting sarcasm

– When the image caption was accurate and the text of the tweet was clear
to read, there was a very close correlation between SA Text Score and
SA Image Score. 1̃0%. Given the challenges that are in place for our appli-
cation this again was a positive result highlighting the fact that when some
obstacles were removed, the application was accurate in predicting an SA
score.

As can be seen in the example of Fig. 3, an image can either confirm opinion
or present an alternative opinion, especially where the use of sarcasm is being
employed.
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Fig. 3. Sample Tweet of positive sentiment

5 Conclusion and Future Work

We have presented a multimodal sentiment analysis that builds on the existing
work done on textual sentiment analysis and image captioning. By combining
the different modes, we have shown that you can enrich the sentiment analysis
score of the tweet by including the image caption in the sentiment scoring. There
are some difficult challenges that need to be overcome, but we have presented
some possible improvements that might go some way to alleviating the factors
that affect accurate automated SA scoring. Twitter is a fast-moving and prolific
medium for opinion expression, and focusing on the political domain served to
highlight clearly the range, diversity and polarity of opinions that are expressed
and shared on the Twitter platform. What is clear from our research, is that
images and video are only going to increase in usage and it is no longer viable
for a social media sentiment analysis application to ignore those media.
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Abstract. Expressiveness varies from one person to another. Most
images posted on Twitter lack good labels and the accompanying tweets
have a lot of noise. Hence, in this paper we identify the contents and
sentiments in images through the fusion of both image and text features.
We leverage on the fact that AlexNet is a pre-trained model with great
performance in image classification and the corresponding set of images
are extracted from the web. In particular, we present a novel method
to extract features from Twitter images and the corresponding labels
or tweets using deep convolutional neural networks trained on Twitter
data. We consider fine tuning AlexNet pre-trained CNNs to initialize the
model and AffectiveSpace of English concepts as text features. Lastly, to
combine the image and text predictions we propose a novel sentiment
score. Our model is evaluated on Twitter dataset of images and corre-
sponding labels and tweets. We show that accuracy by merging scores
from text and image models is higher than using any one system alone.

Keywords: Sentiment analysis · Text-image joint · Weighted score

1 Introduction

The proliferation of Web 2.0 technologies and the increasing use of computer-
mediated communication resulted in exponential growth of information online.
Despite the Internet’s role as a facilitator of information in this Big Data Era,
it has overloaded users with unrelated and noisy data. It is urgent to find an
efficient and high-performance approach which extracts useful features from this
massive amount of data. Natural Language Processing (NLP), a subdomain of
Artificial Intelligence (AI), comes as a useful and practical method to handle
the analysis of the language that humans use naturally in order to connect with
computers and machines in both written and spoken contexts. For more than
three decades, NLP has been handling problems between human and computer
interaction. NLP major tasks involve named entity recognition (NER), senti-
ment analysis, speech recognition, information retrieval, information extraction,
relationship extraction, parsing, and machine translation, among others [8].
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Sentiment analysis, one of its most interesting and challenging tasks,
combines advanced techniques from NLP, machine learning, and information
retrieval to extract opinions and subjective knowledge from online messages in
social media. In fact, the rise and expansion of social media enabled millions
of users to share their views, lives and interests in an impromptu manner and
in real time, creating a huge amount of sentiment lexicons to be extracted and
analyzed [7,9,15]. Initially, sentiment analysis focused on text documents such
as product reviews and comments posted on social media platforms (e.g., Face-
book, Twitter and Weibo). From the text, it was possible to extract the sen-
timent polarities of the sentences and classify them into positive, neutral and
negative. It has been proposed that sentiment classifiers for text can be trained
from positive and unlabeled examples using machine learning techniques [19]
such as Näıve Bayesian method and Support Vector Machines (SVM). After-
wards, sentiment analysis methods based on sentiment lexicons appeared and
neural network enabled considerable progress in text sentiment classification.

Fig. 1. Examples for image polarities

Since the popularization of multimedia content in various social networks,
text is no longer the only mode for sharing information. Image and videos are
enabling people to express their thoughts and sentiments easily [12]. As a con-
sequence in this Big Data Era [10], sentiment analysis cannot be limited to text
domain. In particular, images play a more important role in sentiment analysis,
since they have the fullest quality of information [14]. Furthermore, videos can
also be represented as a sequence of images. For example, YouTube videos are a
convenient way to share news events and product descriptions. Figure 1 (a) illus-
trates an image of two gentlemen paddling their canoes and laughing, annotated
as positive polarity; and (b) illustrates an image of a building in ruins annotated
as negative polarity.

CNN serves as the mainstream technique for image processing which can
distinguish classes of images properly. Several authors have used CNNs for object
recognition and classification of images [13,18,30,31]. It has been proved that
Deep Convolutional networks were ideal for image sentiment analysis as it was
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able to detect over 10,000 different objects simultaneously. This powerful CNN
architecture named AlexNet [18] is used in our method. Complementary to this,
there are abundant Flickr datasets containing more than 3,000 Adjective Noun
Pairs (ANPs), each image belongs to one ANP and the number of images in one
ANP is ranging from dozens to thousands [13]. On the basis of ANPs, different
levels of different emotions may be extracted [4,30].

In this paper, we propose a method using textual and visual features to pre-
dict the sentiment polarity of Tweets containing both image and text. Following
is the structure of this paper: Sect. 2 introduces studies related to sentiment
analysis and the state-of-the-art methods; Sect. 3 is the preliminaries for our
approach; Sect. 4 states our methods in a detailed way; Sect. 5 is the results and
evaluation for our methods; finally, we summarize our work in Sect. 6.

2 Related Work

Traditional methods for sentiment analysis are mainly applied to text mining,
which do not consider the presence of multimodal data, e.g., videos or images [24,
31]. As one of popular data format, images present more information but are
more complex in compare to text.

As a novel and widely applied branch of NLP, sentiment analysis is to analyze
the sentiment polarity of data, namely the attitudes, emotions and opinions of
the data, which can be applied in marketing decision and product optimization
for companies, as well as purchase decision for individual customers. A wheel of
emotions created by Plutchik sorts emotions into 8 primary bipolar emotions and
makes emotions in a colorful wheel showing the connection between emotions
and colors [23]. Plutchik’s Wheel of Emotions provides the basis for sentiment
analysis, making it easier to handle nuanced semantic concepts and intuitively
presenting sentiments in term of visual perception. Cambria et al. proposed the
hourglass model inspired by Plutchik’s studies [28]. Roughly, we divide senti-
ments into three polarities: positive, neutral and negative. In the 3D hourglass
model, affective states from strongly positive to null to strongly negative are
shaped to an hourglass containing four basic emotions: Attention, Aptitude,
Pleasantness and Sensitivity. It uses basic emotions pairwise to result complex
emotions.

ConceptNet [20] is a representation of the Open Mind Common Sense cor-
pus representing noun phrases, verb phrases, adjective phrases or prepositional
phrases by concept nodes. WordNet-Affect is a linguistic resource for the lex-
ical representation of affective knowledge containing 1,903 terms referring to
mental [27]. By applying the blending technique on ConceptNet and WordNet-
Affect, Cambria et al. developed AffectiveSpace, a suitable knowledge base for
emotive reasoning [6]. AffectiveSpace contains 100-dimensional concept embed-
dings, which can be embedded in potentially any cognitive system dealing with
real-world semantics.

In 2012, Siersdorfer et al. predicted sentiment of images using color his-
tograms and Scale-Invariant Feature Transform (SIFT) techniques dataset with
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more than half a million Flickr images [26]. They used SentiWordNet as query
terms to gather images with sentiment orientations. The bag-of-visual words rep-
resentation and the color distribution of images are used to learn the image fea-
tures. Through studying the connection between sentiment of images expressed
in metadata and their visual content, Siersdorfer et al. achieved the precision
values of up to 70% but with low recall values. Zhang et al. processed Senti-
ment Analysis on Microblogging by integrating text and image features [32].
In 2016, Katsurai et al. proposed a method mapping visual, textual and senti-
ment views into the latent embedding space and using correlations among these
features [17]. The visual features is learnt from color histogram of images and
this method achieved an accuracy of 74.77% on Flickr dataset and 73.60% on
Instagram dataset.

DeepSentiBank [13] containing more than 3,000 ANPs significantly improved
in both annotation accuracy and retrieval performance [22], compared to its pre-
decessors which mainly use binary SVM classification models. Based on neural
networks, CNNs introduced convolutional filters to extract features and obtained
outstanding achievements in image processing and deep learning. You et al. pro-
posed a progressive CNN architecture [31] on CAFFE [16]. They trained half a
million samples with ANPs from Flickr and fine-tuned the deep network using a
progressive strategy therefore obtained a considerable accuracy with high recall.
You et al. proposed to use CNNs for the extraction of visual features and made
fusions with textual features extracted from an unsupervised language model by
learning distributed representations for documents and paragraphs [30]. Their
model achieved a precision of 0.776 with recall of 0.740 by Early Fusion. Cam-
pos et al. provided a deep-dive analysis into CaffeNet and presented several
experiments studying for the task of visual sentiment prediction [11].

3 Preliminaries

In this section, we will give the theoretical basis about CNNs and AffectiveSpace
2 for our method.

3.1 Deep Convolutional Neural Network

CNNs are a specific class of neural networks, based on four main building blocks:
convolutions (kernels), non-linearities, pooling and dropout layers. A CNN is
comprised of one or more convolutional layers (kernels) alternated by non lin-
earities. Between them are inserted pooling and dropout layers. Finally, one or
more fully connected layers as in a standard neural network gives the classifica-
tion results.

Each convolutional layer works as a feature extractor. Using objects recogni-
tion as an example, lower level detects simple features like straight edges, simple
colors, and curves, higher level extracts more complex features like noses, eyes.
Typical non linearities are ReLu and Tanh. Dropout layer are a regularization
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technique for reducing overfitting in neural networks by preventing complex co-
adaptation on training data. Max pooling layers performs down-sampling by
dividing the input into pooling regions, and computing the maximum of each
region. The fully connected layer merges the extracted feature in order to per-
form the classification task.

This models present a huge number of parameters and are trained using
standard back propagation techniques. Training from scratch requires labeled
datasets with millions of patterns. For this reason in many applications transfer
learning is applied. Transfer learning consist in remove the last fully-connected
layer from a fully trained CNN, and replacing it with a new one. Then fine-tuning
is applied to the weights of the new network by continuing the back -propagation.
The main advantage of this technique is that it is possible to exploit feature
detector for similar tasks, as an example adapt features for object recognition
to polarity detection.

3.2 AffectiveSpace 2

To improve our model with textual features, we projected textual tweets data
to AffectiveSpace 2. It is an effective way to cope with the evergrowing number
of concepts and semantic features using AffectiveSpace. Cambria et al. replaced
singular value decomposition (SVD), a low-rank approximation method, with
random projection (RP) [3] to map the original high-dimensional data-set into
a much lower-dimensional subspace by using a Gaussian N(0, 1) matrix, while
preserving the pair-wise distances with high probability. This follows Johnson
and Lindenstrauss’s (JL) Lemma [2]. The JL Lemma states that with high prob-
ability, for all pairs of points x, y ∈ X simultaneously, there is:

√
m

d
‖x − y‖2 (1 − ε) ≤ ‖Φx − Φy‖2 ≤

√
m

d
‖x − y‖2 (1 + ε) (1)

where X is a set of vectors in Euclidean space, d is the original dimension of this
Euclidean space, m is the dimension of the space we wish to reduce the data
points to, ε is a tolerance parameter measuring to what extent is the maximum
allowed distortion rate of the metric space, and Φ is a random matrix.

Sarlos introduced that structured random projection for making matrix mul-
tiplication much faster [25]. Achlioptas and Dimitris proposed sparse random
projection [1] to replace the Gaussian matrix with i.i.d. entries in:

φji =
√

s

⎧⎪⎪⎪⎪⎨
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1 with prab · 1
2s

0 with prob.1 − 1
s

−1 with prob.
1
2s

(2)

where one can achieve a ×3 speedup by setting s = 3, since only one third of
the data need to be processed.
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When the number of features is much larger than the number of training
samples (d � n), subsampled randomized Hadamard transform (SRHT) is pre-
ferred, as it behaves very much like Gaussian random matrices but accelerates
the process from O(nd) to O(nlogd) time [21]. From [21,29], for d = 2p where p
is any positive integer, a SRHT can be defined as:

φ =

√
d

m
RHD (3)

where m is the number we want to subsample from d features randomly; R is a
random m × d matrix (the rows of R are m uniform samples from the standard
basis of Rd); H ∈ R

d×d is a normalized Walsh-Hadamard matrix, which is defined

recursively: Hd =
[
Hk/2 Hk/2

Hk/2 Hk/2

]
with H2 =

[
+1 +1
+1 1

]
and D is a d × d diagonal

matrix and the diagonal elements are i.i.d. Rademacher random variables.
AffectiveSpace 2 is a vector space model preserving the semantic and affec-

tive relatedness of common-sense concepts while being highly scalable. In our
method, it is an important part to extract sentiment features from textual Twit-
ter data using AffectiveSpace 2.

4 Proposed Framework

This paper proposed approach consists in merging the information from images
and their captions. The feature from the image and the caption are extracted
independently. The text features are extracted by means of single world pro-
jections on affectspace 2. The visual feature are extracted using AlexNet and
fine-tuned by Twitter images.

4.1 Visual Features

The proposed feature extraction model of the CNN is inspired from AlexNet.
Since AlexNet is a deep CNN architecture trained on 1.2 million images for
the task of object detection with considerable precisions, it is efficient to detect
sentiment of images by fine-tuning AlexNet with labeled images. In our model,
we removed the fully connected layers and replaced it with a fully connected
layer of size 4096 × 2. Then we fine tune the weights using about 18928 pattern
from Twitter, derived from 301 negative images and 581 positive images.

4.2 Textual Features

The textual features are extracted by 5-fold cross-validation method with Affec-
tiveSpace. The original samples are randomly partitioned into 5 equal sized sub-
samples. Of the 5 subsamples, we train four of them and the other subsample
is retained as the validation data. This process is repeated 5 times. Supporting
Vector Machines (SVM) is used in the procedure of extracting textual features.
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Fig. 2. Framework for TISC

4.3 TISC Model

Sentiment polarity prediction is based on features extracted from images and
texts respectively. In order to balance visual features and textual features, our
Text-Image Sentiment Classification (TISC) model employs the following compu-
tational approach to obtain sentiment scores of test data. Figure 2 is the flowchart
of computing sentiment scores. First of all, we define the preliminary weight of
our image features extraction architecture as:

wimg =
Accimg

Accimg + Acctxt
(4)

where Accimg and Acctxt is the accuracy for validation of image and text data
respectively. Similarly, the textual weight is wtxt = 1 − wimg.

The preliminary sentiment score s is calculated by the following equation.

s = simgwimg + stxtwtxt (5)

where simg is the sentiment score for test image predicted by CNN, while stxt is
the score for text data given from AffectiveSpace 2.

For test data with s ∈ [0.3, 0.7], we assume that such data do not have strong
sentiment polarities or there is conflict between textual and visual features.
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Hence, using the weighted scores to classify the sentiment polarities of these
data is not appropriate. We import a new measure s′ with variables α, β ∈ [0, 1]
giving weights to visual and textual system respectively:

s′ = 1 − (αsimg + βstxt) (6)

With the sentiment scores measured as above, we define the sentiment polar-
ity with 1 for Positive and 0 for Negative calculated by the following equation:

Polarity =

{
1 with s ≥ 0.7 or s′ ≥ 0.5
0 with s ≤ 0.3 or s′ < 0.5

(7)

5 Experiments and Evaluation

In this section we first introduce the feature extraction from images for sentiment
classification. Next, we compare the accuracy of TISC model with baselines for
image sentiment analysis.

Fig. 3. Accuracy trend with α and β

5.1 Datasets

To conduct experiments on textual and visual features, we fine-tune AlexNet
with 1269 labeled Twitter images1. These images are annotated by 5 Amazon
Mechanical Turk workers and we choose the images with the same sentiment
label given by all the 5 workers (581 positive and 301 negative images). Since
the data are unbalanced, in order to improve the fine-tuning on AlexNet, we
double the negative images and increase the size of dataset to 18928 by adding
rotations and reversals of each image. To judge our model, we test it on 596
images (463 positive and 133 negative images) with captions from Twitter [5].

1 http://www.cs.rochester.edu/u/qyou/DeepSent/deepsentiment.html.

http://www.cs.rochester.edu/u/qyou/DeepSent/deepsentiment.html
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5.2 Experiment Results

In the first step of our approach, we fine tune the AlexNet with Flickr dataset
to obtain the visual kernel features. Next, textual features are extracted by 5-
fold validation using SVM classifier. To find the optimal combination of textual
features and visual features, we use trial and error method, we progressively
change all the parameters α, β ∈ [0, 1] in step of 0.002 (251,001 pairs of α and
β). The highest accuracy in Fig. 3(a) reached 0.8051 and the accuracy is stable
in the left part. Figure 3(b) shows how the value of α or β effects the accuracy
and for each curve, the accuracy of α is the average accuracy for β on each value
of α, which is similar to β. Table 1 shows the results of sentiment prediction
using different methods and TISC using diverse parameters.

Table 1. Results of different methods

Method α β Pred neg Pred pos Rec neg Rec pos Accuracy

Visual feature – – 0.3878 0.8352 0.4385 0.8043 0.7169

Textual feature – – 0.4122 0.8439 0.4692 0.8109 0.7356

TISC(1) 0.054 0.448 0.6596 0.8177 0.2385 0.9652 0.8051

TISC(2) 0.284 0.244 0.5574 0.8185 0.2615 0.9413 0.7915

TISC(3) 0.030 0.578 0.4787 0.8286 0.3462 0.8935 0.7729

TISC(4) 0.300 0.340 0.4058 0.8371 0.4308 0.8217 0.7356

TISC(5) 0.792 0.798 0.3610 0.8768 0.6692 0.6652 0.6661

Table 2. Comparison of other methods evaluated by AUC

Method AUC

Low-level Features [5] 0.528

SentiBank [4] 0.514

TISC 0.586

5.3 Evaluation

Figure 3 shows the accuracy of TISC corresponding to different α and β. For
example, the accuracy achieves 0.7864 at point (0.096, 0.426). From Fig. 3(a), it
is shown that for α, β, if α + β ∈ (0, 0.5), then the results of system are stable
with accuracy of 0.8051. However, from Eq. (6) reveals the truth that a high
accuracy is with a low recall for Negative data since when α + β < 0.5, for all
data there is s′ > 0.5 and then be classified as positive data. Figure 3(b) is the
trend curves for accuracy-α/β from where we can see that in [0,1], the higher
the values of α/β is, the lower the accuracy is.

From Table 1, the last five rows are the results reflecting to different (α, β)
pairs with α + β > 0.5, we can find that the TISC has a significant increase in
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sentiment prediction compared with using single measures to predict sentiment
polarity of test data and precision and recall are negative correlated. Table 2
shows that our model outperforms baselines by almost 6% in AUC. We compare
with two baselines: Low-level Features are a set of features that can be useful
for characterizing sentiment clues such as scenes, textures, and faces as well as
other abstract concepts [5]; SentiBank is a concept representation with detectors
trained on Flickr images.

6 Conclusion

This paper considers the application of Twitter images with captions for the
prediction of sentiments applying fine-tune techniques. The Twitter images have
corresponding labels or tweets, hence the merging of features from images and
text is proposed. In this way, we can predict image sentiment as positive or
negative with better performance. We see that the accuracy after fusing text
and image features is higher than using a single modality. To extract the image
features we consider AlexNet, which is a previously trained deep convolutional
architecture. For text features we extract the significant concepts and project
them on the AffectiveSpace of emotions. Lastly, we propose a novel sentiment
score to combine the prediction from image and text features.
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Abstract. Automatic recognition of human emotions is a relatively new
field, and is attracting significant attention in research and development
areas because of the major contribution it could make to real applica-
tions. The current study focuses on far-field speech emotion recognition
using the state-of-the-art spontaneous IEMOCAP emotional data. For
classification, a method based on deep convolutional neural networks
(DCNN) and extremely randomized trees is proposed. The method is
also compared to support vector machines (SVM) and probabilistic lin-
ear discriminant analysis (PLDA) classifiers in the i-vector paradigm.
When reverberant speech was classified using the proposed method, the
classification rates were comparable to those obtained when using clean
data. In the case of PLDA and SVM classifiers, the classification rates
were significantly decreased. To further improve the performance of far-
field speech emotion recognition, a method based on multi-style training
is proposed, which results in significant improvements in the classifica-
tion rates.

Keywords: Speech emotion recognition · Far-field · Deep
convolutional neural networks · i-vectors · Multi-style training approach

1 Introduction

Emotion recognition plays an important role in human-machine communica-
tion [4]. Emotion recognition can be used in human-robot communication, when
robots communicate with humans in accord with the detected human emotions,
and also has an important role in call centers to detect the caller’s emotional state
in cases of emergency (e.g., hospitals, police stations), or to identify the level of
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the customer’s satisfaction (i.e., providing feedback). In the current study, emo-
tion recognition based on speech in clean, noisy, and reverberant environments
is experimentally investigated.

Previous studies reported automatic speech emotion recognition using Gaus-
sian mixture models (GMMs) [34], hidden Markov models (HMM) [30], sup-
port vector machines (SVM) [22], neural networks (NN) [21], and deep neural
networks (DNN) [31]. In [17,38], speech emotion recognition using i-vector fea-
tures and SVM is described. In [37], a study based on concatenated i-vectors is
reported. Audiovisual emotion recognition is presented in [18]. The majority of
studies dealing with speech emotion recognition address the problem using acted
speech recorded with a close-talking microphone in a clean environment. In fact,
only a few studies have used spontaneous or elicited emotion data. For real-world
application, however, noise and reverberation in speech emotion recognition must
also be addressed and analyzed. Previous studies [10,29] have investigated the
noise issue in speech emotion recognition by using data with superimposed white
noise. In [35], several kinds of noise were recorded and superimposed onto clean
data to simulate noisy emotional speech data, and adaptive noise cancellation
was used as front-end to speech emotion recognizer. In [9], robust speech emo-
tion recognition using a denoising autoencoder was used. In [23], spectral and
cepstral audio denoising techniques were applied in speech emotion recognition.

The current study focuses on far-field speech emotion recognition, when the
speaker is assumed to be located far way from the microphone and the speech
emotion recognition system is being used in a hands-free mode. In such cases,
the speech signal is also contaminated with environmental noise and reverbera-
tions. In the current study, the reverberant environments were simulated using
real impulse responses recorded in rooms of different reverberation times, and
convoluted with clean speech. Furthermore, real room noise was superimposed
onto the reverberant data to simulate a more realistic situation. Instead of acted
emotional speech, the state-of-the-art spontaneous emotional speech database
IEMOCAP [3] was used. For classification, deep convolutional neural networks
(DCNN) [1,15] along with extremely randomized trees [8], multi-class SVM [5],
and probabilistic linear discriminant analysis (PLDA) [13] classifiers were used.
In the case of SVM and PLDA, i-vectors extracted from spectral features were
used. Due to the limited amount of training data, i-vectors were not applied in
the case of using DCNN. Instead, mel-frequency cepstral coefficients (MFCCs)
[28] along with shifted delta cepstra (SDC) coefficients [2,33] were used to extract
informative features. The extracted features were then used by extremely ran-
domized trees for emotion classification.

To improve robustness against noise and reverberation, a method based on
multi-style training [24] is proposed. The authors were interested in whether i-
vectors can capture the multiple noise and reverberation variability in the case
of multi-style training, and how extremely randomized trees, SVM, PLDA with
multi-style training perform in the case of far-field speech emotion recognition.
Multi-style training is widely used in automatic speech recognition, and in the
current study is adapted to speech emotion recognition. Specifically, the training



A Study on Far-Field Emotion Recognition Based on Deep CNN 183

Fig. 1. Producing noisy and reverberant data using real impulse responses and real
room noise.

data consist of data for different reverberation times, and do not include the same
reverberation as the test data (i.e. reverberation-independent). In the current
study, the proposed multi-style training is applied in all stages of the i-vector
extraction, and not only for training the universal background model (UBM)
and to compute the T total variability matrix.

2 Methods

2.1 Data

In the current study, the Interactive Emotional Dyadic Motion Capture (IEMO-
CAP) spontaneous emotional databases is used. The IEMOCAP database is
an acted, multimodal and multispeaker database, collected at the SAIL lab of
the University of Southern California, and it contains 12 h of audiovisual data
produced by ten actors. Specifically, the IEMOCAP database includes video,
speech, motion capture of face, and text transcriptions. It consists of dyadic
sessions where actors perform improvisations or scripted scenarios, specifically
selected to elicit emotional expressions. The IEMOCAP database is annotated
by multiple annotators into several categorical labels, such as anger, happiness,
sadness, neutrality, as well as dimensional labels such as valence, activation and
dominance. In the current study, categorical labels are being used to classify the
emotional states of neutral, happiness, anger, and sadness. To avoid unbalanced
data, for training, 250 utterances and for testing 70 utterances randomly selected
from each emotion were used.

2.2 Reverberant and Noisy Data

The reverberant data are produced using impulse responses convoluted with
the clean data. Instead of simulated impulse responses (e.g., using the image
method), in the current study real impulse responses recorded in five rooms
with different T[60] reverberation times are being used. For recording, a linear
microphone array with 14 transducers located at 2.83 cm intervals is used [20].
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Fig. 2. Extraction of Mel-frequency Cepstral Coefficients (MFCC).

The impulse response is measured using the TSP method [32]. TSP length is
65536 points. The number of synchronous additions is 16. Impulse responses in
five different rooms are being recorded. The T[60] reverberation times are 0.30,
0.47, 0.60, 0.78, and 1.3 s, respectively. The reverberant data are obtained using
a convolution method to convolute the clean data with the impulse responses.
Furthermore, real room noise (i.e., kitchen fan) at 20 dB signal-to-noise ratio
(SNR) level is superimposed on the reverberant data to simulate a realistic noisy
and reverberant speech emotion recognition environment. The reverberant data
are produced using the following formula:

y(t) = x(t) ∗ h(t) + n(t) (1)

where y(t) is the noisy and reverberant data, x(t) is the close-talking speech
data, h(t) is the impulse response, and n(t) is the additive noise. Figure 1 shows
the method used to produce noisy and reverberant data.

2.3 Feature Selection

Mel-frequency cepstral coefficients (MFCCs) [28] are used in the experiments.
MFCCs are very popular features in speech recognition, speaker recognition,
emotion recognition, and language identification. Specifically, in the current
study, 12 MFCCs plus energy are extracted each 10 ms using a window-length
of 20 ms. Figure 2 shows the block diagram of MFCC extraction.

Shifted delta cepstral (SDC) coefficients have been successfully used in lan-
guage recognition. In the current study, the use of SDC features in speech emo-
tion recognition is also experimentally investigated in order to increase the tem-
poral information in the feature vectors. The SDC features are obtained by con-
catenating delta cepstral across multiple frames. In this study, the SDC features
are also used for speech emotion recognition, along with the MFCC features.
The SDC features are described by four parameters, N, d, P and k, where N
is the number of cepstral coefficients computed at each frame, d represents the
time advance and delay for the delta computation, k is the number of blocks
whose delta coefficients are concatenated to form the final feature vector, and
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Fig. 3. Computation of SDC coefficients using MFCC and delta MFCC features.

P is the time shift between consecutive blocks. Accordingly, kN parameters are
used for each SDC feature vector, as compared with 2N for conventional cepstral
and delta-cepstral feature vectors. The SDC is calculated as follows:

Δc(t + iP ) = c(t + iP + d) − c(t + iP − d) (2)

The final vector at time t is given by the concatenation of all Δc(t + iP ) for all
0 ≤ i < k − 1, where c(t) is the original feature value at time t. In the current
study, the feature vectors with static MFCC features and SDC coefficients are of
length 112. The concatenated MFCC and SDC features are used to extract the i-
vectors that are used in classification when applying SVM and PLDA classifiers.
In the case of using CNN, the MFCC and SDC features are used as input.
Figure 3 illustrates the extraction of SDC features.

2.4 Evaluation Measures

In the current study, the classification rates are used as evaluation measures.
The classification rate is defined as:

acc =
1
n

n∑

k=1

No. of corrects for class k

No. of trials for class k
· 100 (3)

where n is the number of the emotions.

2.5 The i-Vector Paradigm

A widely used classification approach in speaker recognition is based on GMMs
with universal background models (UBM). In this approach, each speaker model
is created by adapting the UBM using maximum a posteriori (MAP) adaptation.
A GMM supervector is constructed by concatenating the means of the adapted
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Fig. 4. The architecture of the deep feature extractor along with the classifier used
during feature learning.

models. As in speaker recognition, GMM supervectors can also be used for emo-
tion classification. The main disadvantage of GMM supervectors, however, is
their high dimensionality, which imposes high computation and memory costs.
In the i-vector paradigm, the limitations of high dimensional supervectors (i.e.,
concatenation of the means of GMMs) are overcome by modeling the variability
contained in the supervectors with a small set of factors. Considering speech
emotion classification, an input utterance can be modeled as:

M = m + Tw (4)

where M is the emotion-dependent supervector, m is the emotion-independent
supervector, T is the total variability matrix, and w is the i-vector. Both the
total variability matrix and emotion-independent supervector are estimated from
the complete set of training data.

2.6 Classification Approaches

Convolutional Neural Networks (CNN). A deep neural network is a feed-
forward neural network with more than one hidden layer. The units (i.e., neu-
rons) of each hidden layer take all outputs of the lower layer and pass them
through an activation function. A convolutional neural network is a special vari-
ant of the conventional network, which introduces a special network structure.
This network structure consists of alternating convolution and pooling layers.

Convolutional neural networks have been successfully applied to sentence
classification [14], image classification [26], facial expression recognition [12],
and in speech emotion recognition [16], Furthermore, in [7] bottleneck features
extracted from CNN are used for robust language identification.

Deep learning (DL) is behind several of the most recent breakthroughs in
computer vision, speech recognition, and agents that achieved human-level per-
formance in several games like go, poker etc. In this paper, DL for learning
informative features from the signal that is then used for emotion classification
is investigated. The MFCC and SDC features are calculated using overlapping
windows of length 20ms. This generates multidimensional time-series that repre-
sent the data for each session. The same train/test split is used in the following
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Fig. 5. The proposed training process showing the three stages of training and the
output of each stage.

experiments as with the SVM and PLDA classifiers. The proposed method is a
simplifed version of the method recently proposed in [19] for activity recognition
using mobile sensors.

The proposed classifier consists of a deep convolutional neural network
(DCNN) followed by extremely randomized trees instead of the standard fully
connected classifier. The motivation of using extremely randomized trees lies on
previous observations showing the effectiveness in the case of small number of
features. The network architecture is shown in the Fig. 4, and consists of a series
of five blocks, each consisting of two convolutional layers (5 × 64) followed by
a max-pooling layer (width = 2). Outputs from the last three blocks are then
combined and flattened to represent the learned features.

Training of the classifier proceeds in three stages as shown in the Fig. 5:
Network training, feature selection, and tree training. During network training,
the deep convolutional neural network is trained with predefined windows of 21
feature MFCC/SDC blocks. Network training consists of two sub-stages: Firstly,
the network is concatenated with its inverse to form an auto-encoder that is
trained in unsupervised mode using all data in the training set and without the
labels. Secondly, three fully connected layers are attached to the output of the
network, and the whole combined architecture is trained as a classifier using
the labeled training set. These fully connected layers are then removed, and the
output of the neural network (i.e., deep feature extractor) represents the learned
features.

The second training stage (i.e., feature selection) involves selecting few of
the outputs from the deep feature extractor to be used in the final classification.
Each feature (i.e., neuronal output i) is assigned a total quality (Q (i)) according
to Eq. 5, where Īj (i) is z-score normalized feature importance (Ij (i)) according
to a base feature selection method.

Q (i) =
nf∑

j=0

wj Īj (i) , (5)

In the current study, three base selectors are utilized: randomized logistic
regression [6], linear SVMs with L1 penalty, and extremely randomized trees.
Random linear regression (RLR) estimates feature importance by randomly
selecting subsets of training samples and fitting them using a L1 sparsity induc-
ing penalty that is scaled for a random set of coefficients. The features that
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appear repeatedly in such selections (i.e., with high coefficients) are assumed to
be more important, and are given higher scores. The second base extractor uses
a linear SVM with an L1 penalty to fit the data and then select the features that
have nonzero coefficients, or coefficients under a given threshold, from the fitted
model. The third feature selector employs extremely randomized trees. During
fitting decision trees, features that appear at lower depths are generally more
important. By fitting several such trees, feature importance can be estimated as
the average depth of each feature in the trees. Feature selection uses n-fold cross
validation to select an appropriate number of neurons to keep in the final (fast)
feature extractor (Fig. 5). For the sake of this work, the features (outputs) that
have quality (Qi) above the median value of qualities are kept.

Given the selected features from the previous step, an extremely randomized
tree classifier is then trained using the labeled data set (i.e., tree training stage).

Note that the approach described above allows to generate a classification
decision for each 21 MFCC/SDC blocks. To generate a single emotion prediction
for each test sample, the outputs of the classifier need to be combined. One
possibility is to use a recurrent neural network, an LSTM, or HMM to do this
aggregation. Nevertheless, in this work the simplest voting aggregator, in which
the label of the test file is the mode of the labels of all its data, is used.

Support Vector Machine (SVM). A support vector machine is a discrim-
inative classifier, which is widely used in regression and classification. Given
a set of labeled training samples, the algorithm finds the optimal hyperplane
that categorizes new samples. SVM is among the most popular machine learn-
ing methods. The advantages of SVM include the support of high-dimensionality,
memory efficiency, and versatility. However, when the number of features exceeds
the number of samples, the SVM performs poorly. Another disadvantage is that
SVM is not probabilistic because it works by categorizing objects based on the
optimal hyperplane.

Probabilistic Linear Discriminant Analysis (PLDA). PLDA is a popular
technique for dimension reduction using the Fisher criterion. Using PLDA, new
axes are found, which maximize the discrimination between the different classes.
PLDA was originally applied to face recognition [25], and is applied successfully
to specify a generative model of the i-vector representation. PLDA was also used
in speaker recognition. Adapting to emotion recognition, for the i-th emotion,
the i-vector wi,j representing the j-th recording can be formulated as:

wi,j = β + Sxi + ei,j (6)

where β is a global offset (i.e., mean of training vectors), S represents the
between-emotion variability, and the latent variable x is assumed to have a
standard normal distribution, and to represent a particular emotion and chan-
nel. The residual term ei,j represents the within-emotion variability, and it is
assumed to have a normal distribution with zero mean and covariance Σ.
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Table 1. Average classification rates using clean models and reverberant test data
(IEMOCAP).

Reverberation time [sec] Classification method

DCNN SVM PLDA

Clean 71.1 66.1 62.7

0.30 64.3 48.9 52.5

0.47 64.1 40.7 50.7

0.60 61.1 35.4 48.6

0.78 64.2 32.5 46.5

1.30 64.3 35.4 47.2

After the training and test i-vectors are computed, PLDA is used to decide
whether two i-vectors belong to the same class. For this task, a test i-vector
and an emotion i-vector are required. The emotion i-vectors are computed as
the average of the training i-vectors, which belong to a specific emotion. A clas-
sification trial requires the emotion i-vectors, the test i-vector, and the PLDA
model {β,S,Σ} parameters. A closed form for PLDA scoring is presented in [27].

3 Results

This section presents the results achieved for far-field speech emotion recogni-
tion using spontaneous emotional speech data. The results presented include
classification rates when using clean and reverberant data, along with DCNN,
SVM, and PLDA classifiers. Furthermore, the results when using the proposed
multi-style training, which addresses far-field speech emotion recognition, are
demonstrated. The i-vectors dimension was set to 100, and 128 Gaussian com-
ponents were used in UBM training.

Using MFCC features along with SDC features and a DCNN classifier for
the clean case of using IEMOCAP data, an average classification rate of 71.1%
was obtained. This result is very promising and superior to the results obtained
in similar studies [11,36]. The result also shows that SDC features can also be
successfully used in speech emotion recognition. Based on this observation, in
the following experiments, MFCC features concatenated with SDC coefficients
are being used.

Table 1 shows the results when using clean training data and reverberant test
data. As shown, in the case of SVM and PLDA classifiers and using clean models,
the classification rates are decreased very significantly. On the other hand, when
using DCNN, the effect of reverberation on classification rates is less significant.
The results also show that PLDA classifiers outperforms SVM in the case of
reverberant speech emotion recognition. On the other hand, using clean test
data, SVM shows superior performance compared to PLDA. The highest rates,
however, are being obtained when using DCNN.
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Table 2. Average classification rates based on multi-style training and using reverber-
ant test data (IEMOCAP).

Reverberation time [sec] Classification method

DCNN SVM PLDA

0.30 68.3 66.4 60.6

0.47 68.4 66.4 61.3

0.60 70.4 66.1 61.3

0.78 71.0 66.1 63.0

1.30 71.1 65.4 60.6

Table 2 shows the classification rates when multi-style training along with
reverberant test data were used in the case of IEMOCAP spontaneous emotional
speech. As shown, multi-style training significantly improves the classification
rates for all reverberation times. The achieved rates are almost the same as those
obtained using clean data and in some cases higher rates are being obtained
compared to the clean case (i.e., 0.30 s and 0.47 s reverberation times using
SVM). A possible reason for this is the larger amount of training data used
in creating the universal, reverberation-independent models. The results show
the effectiveness of multi-style training in far-field speech emotion recognition,
and demonstrate the ability of i-vectors to capture the variability of data with
different reverberation times in a universal, reverberation-independent model
set. As also shown in Table 2, the DCNN classifier has superior performance
compared to SVM and PLDA in the case of speech emotion recognition based
on a multi-style training approach. Specifically, the classification rates obtained
are closely comparable to those obtained when using clean data.

These results support the statement, that multi-style training is an effective
approach to deal with the decreased performance of a speech emotion recognition
system operating in far-field mode. The results also justify the previous claims,
that multi-style training can successfully be applied in the full extraction of i-
vectors, and that i-vectors can capture the variability of data with a large number
of reverberation times and additive noise.

4 Conclusion

The current study focused on far-field speech emotion recognition using the
state-of-the-art IEMOCAP spontaneous emotional database based on DCNN.
Using real impulse responses convoluted with clean data and real additive noise
superimposed on the convoluted data, a realistic environment for far-field speech
emotion recognition was produced. In the case of using clean IEMOCAP data
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and DCNN, a 71.1% classification rate was obtained. This result is very promis-
ing and superior to other studies using the same databases. On the other hand,
the rates were decreased in a reverberant environment when using SVM and
PLDA classifiers in the i-vector paradigm. When using DCNN, the classifica-
tion rates are comparable to those obtained when using clean data. To address
the problem of reverberation and additive noise, a method based on multi-style
training was proposed. This resulted in the classification rates being significantly
improved. The results obtained are very promising and demonstrate the effec-
tiveness of using DCNN in far-field speech emotion recognition. Furthermore,
the results show that multi-style training can be successfully applied in far-field
speech emotion recognition. The effectiveness of using SDC coefficients in speech
emotion recognition was also demonstrated.
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Abstract. This work compares POS and parsing systems for the Por-
tuguese language. We analyse available features, tagsets, and compare
the results of POS tagging, and syntactic structure identification by
means of both intrinsic and extrinsic evaluation methods. For such, we
use in this work well-known metric for parser evaluation such as bracket
cross, leaf ancestor for intrinsic evaluation, as well as the application of
such parsers to the task of noun phrase identification, for extrinsic eval-
uation. The comparison proposed in this work takes into account the
different linguistic theories and frameworks each parser subscribes to,
but it is not dependent of any particular one.

Keywords: Parser evaluation · Portuguese parsers · Portuguese POS

1 Introduction

Parsing technology has increased greatly in the last decades, giving rise to a
number of robust automatic parsers available in the field. Particularly, the rise
of statistical parsers allied with machine learning methods for syntactic struc-
ture prediction, allowed the easy construction of automatic parsers based on
annotated treebanks. With the proliferation of such tools, however, the problem
of comparing their results have become apparent, a task commonly known as
parser evaluation.

Such an evaluation is, in fact, not a simple task. The reason for this is that
the parsers (and the treebanks used to construct them) are usually based on
competing linguistic theories and frameworks, and the syntactic structure of a
same sentence can diverge significantly according to each framework. As such,
while one can easily apply well-established methodologies and metrics to compare
parsers constructed over the same grammar/treebank, it is still an open problem
how to compare two parser based on different linguistic theories or domains.
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Recent research has been conducted on this problem, known as parser eval-
uation across linguistic domains and frameworks [4,7,19,20,27]. It is not clear
yet in the literature, however, which methodology is more suitable for such a
comparison.

Authors such as Carroll et al. [7], among others, have proposed that the use
of representations such as Grammatical Relations (GR) are more adequate for
parser evaluation than the use of tree structure. On the other hand, authors
such as Mollá and Hutchinson [15] or Yuret et al. [27] propose that an extrinsic
evaluation can provide a better way to evaluate parsing systems than intrinsic
evaluations such as Grammatical Relations or syntactic tree comparison. This
work acknowledges such challenges and brings some alternatives to compare
parsing systems for the Portuguese language, independently of the linguistic
framework to which each parser subscribes to.

This work is organized as follows: In Sect. 2, we present the linguistic Por-
tuguese tools that will be compared. In Sect. 3, we describe the evaluation meth-
ods used, The Bosque Treebank, used as reference for the evaluation, and results
are presented. Finally, Sect. 4 presents conclusions and future work.

2 Linguistic Annotation Tools

Linguistic annotation tools that provide information at the morpho-syntactic
levels are extensively used as constituents of larger systems for many NLP tasks,
and the quality of these annotations directly impacts the results of the bigger
tasks. Currently, most syntactic parsers and POS taggers have been developed for
the English language, with only a few available of them which can process texts
in other languages, such as Portuguese. In the following, we present an overview
of the morphosyntactic annotators available for the Portuguese language.

2.1 Part-Of-Speech Taggers

Part-Of-Speech (POS) tagging is an important preprocessing stage in NLP appli-
cations, and it is almost indispensable for any corpus research [10]. In order to
analyze the sentence structure, for example, it is necessary to first recognize the
grammatical categories of the words. Automatic POS tagger is a system respon-
sible for identifying the grammatical category for each of the lexical items in a
sentence.

In this section, we present the main, available, POS taggers for Portuguese.
We analyze and compare their set of tags, since depending on the application for
which the tagged text will be used, the number of tags can vary, and generally
the quality of labeling directly impacts on applications performance. The POS
tagger studied are presented below.

TreeTagger was developed by Helmut Schmid [22]. Besides Portuguese, it
has been successfully used to tag many other languages. It can be used on any
language if a lexicon and a manually tagged training corpus are available. It
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is freely available for research, education and evaluation tasks. The Portuguese
parameter file was provided by Pablo Gamallo.

NLTK the Natural Language Toolkit [3] is a suite of Python program mod-
ules, data sets and tutorials supporting research and teaching in computational
linguistics and natural language processing. NLTK is written in Python and dis-
tributed under the GPL open source license. Over the past year the toolkit has
been rewritten, simplifying many linguistic data structures and taking advantage
of recent enhancements in the Python language.

NLPnet [9] is a tagger that was trained over a revision of Mac-Morpho [1],
the biggest corpus of Portuguese text containing manually annotated POS tags.
Many errors were corrected, yielding a much more reliable resource. We also
trained a neural network based classifier for the POS tagging task, following an
architecture that achieves state-of-the-art results in English.

UDPipe [26] performs tokenization, morphological analysis, part-of-speech
tagging, lemmatization and dependency parsing for nearly all treebanks of Uni-
versal Dependencies,the latter is not available yet for the Portuguese language.
In addition, the pipeline is easily trainable with training data in CoNLL-U for-
mat (and in some cases also with additional raw corpora) and requires minimal
linguistic knowledge on the users’ part. The training code is also released.

2.2 Syntactic Parsers

Syntactic parsers perform the structural analysis of phrases and their con-
stituents. In this work we have analyzed the following parsers for the Portuguese
language: Palavras, Freeling, CoGrOO, LX-Parser and MaltParser.

Palavras is an automatic tagger and parser for Portuguese that was devel-
oped by Eckhard Bick [2]. The formalism used follows the Constraint Gram-
mar tradition (CG), introduced by Fred Karlsson [12]. PALAVRAS served as
a model for the analysis of other languages in the VISL project (http://visl.
sdu.dk), which is a core of tools and linguistic databases available for online use.
Palavras provides the following information levels: morphological, POS, syntactic
and dependency. This parser also has semantic prototype tags for nouns, proper
nouns, verbs and same adjectives. An example output of Palavras is presented
in Fig. 1, corresponding to sentence (1).

(1) Fisher teria conhecido o ginecologista.
(Fisher would have known the gynecologist.)

Freeling is an open-source multilingual language processing library provid-
ing a wide range of analysis (morphological, named entity detection, PoS-tagging,
parsing, Word Sense Disambiguation, Semantic Role Labelling, etc.) [18]. For
Portuguese language, Freeling PT has the following functionalities available:
morphological analysis, POS tagging, shallow parsing, named entity detection
and classification. Figure 2 illustrates sentence (1) output provided by the Freel-
ing PT. Freeling project was undertaken at the TALk research center to provide
advances towards general availability of basic NLP tool and resources (http://
nlp.lsi.upc.edu/freeling/demo/demo.php).

http://visl.sdu.dk
http://visl.sdu.dk
http://nlp.lsi.upc.edu/freeling/demo/demo.php
http://nlp.lsi.upc.edu/freeling/demo/demo.php
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CoGrOO [25] is an open-source grammar checker widely used for Por-
tuguese. It is capable of identifying Portuguese grammatical errors such as pro-
noun placement, noun agreement, subject-verb agreement, usage of the accent
stress marker, subject-verb agreement, and other common errors of Portuguese
writing. Besides its use as a grammar checker, CoGrOO provides a set of lin-
guistic annotation tools which can be used to process texts in the Portuguese
language, such as a POS-taggers, chunkers and morphosyntactic annotators. In
Fig. 3, we can see Cogroo’s output.
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Fig. 3. CoGrOO– Syntactic strucutures (adapted)

LX-Parser [24] is a robust parser for the Portuguese language freely avail-
able both as a web service and for download at http://lxparser.di.fc.ul.pt/. The
current version of the LX-parser was built training a model for the version 1.6.5
of Standford parser [13] using the CINTIL treebank [5]. The LX-Parser syntactic
tree for the running example is depicted in Fig. 4.

Fig. 4. LX-Parser synctactic tree (adapted)

MaltParser [17] is a language-independent system for dependency parser-
generation which learns a deterministic dependency parser from a treebank. The
parser-generator implements the arc-eager deterministic projective parser [16],
which was trained in our work using a linear Support Vector Machine [11].

In this work, we trained the parser using the Universal Dependencies treebank
for the Brazilian variant of the Portuguese language [14]. In order to use this

http://lxparser.di.fc.ul.pt/
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parser to annotate unseen text, we implemented a simple rule-based tokenizer
for Portuguese and trained a POS tagger using the NLTK’s [3] implementation
of the Brill Tagger [6].

3 Tools Evaluation

In this section, we present the Bosque Treebank, from which we extracted sen-
tences used as reference for the evaluation. The evaluation methods used and
the results achieved also are described.

3.1 Bosque Treebank

Bosque is a subset of treebank for Portuguese, “Floresta Sintá(c)tica”, composed
of newspaper articles written in Brazilian and European Portuguese. Bosque has
been automatically annotated by the Palavras parser and fully manually revised,
with a current size of 9,368 sentences and 190,513 lexical units. In this work, we
used version 7.4 (Brazilian Portuguese) in Constrain Grammar (CG) format [12]
revised manually1. Figures 5 and 6 present examples of sentence (1) in CG and
PennTreebank format, respectively.

We extracted 10 reference sentences from Bosque for the evaluation of the
taggers and parsers, and the selection criterion was sentence size equal to or
greater than the average size of Bosque sentences.

Fig. 5. Sample in CG format

Since the Bosque treebank was constructed by manually correction of the
outuput of the Palavras parser, we believe that we cannot evaluate the Palavras
parser in a comparative manner while using this treebank. The reason for this is
that, undeniably, the Bosque treebank reflects several theoretical and implemen-
tation decisions of the parser that would benefit Palavras in such an evaluation.
The adopted evaluation methods are presented in the next Section.

1 http://www.linguateca.pt/floresta/corpus.html.

http://www.linguateca.pt/floresta/corpus.html
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Fig. 6. Sample in PennTreebank format

3.2 Evaluation Methods

A variety of parser evaluation methods appear in the literature. A survey about
the state-of-the-art in parser evaluation methodologies and metrics is presented
in [7]. According to authors, the methods can be corpus-based or based on intrin-
sic properties of the parsers. The corpus-based methods are divided into those
using annotated corpora and those using unannotated corpora. In this work, we
apply some of these methods to evaluate the POS tagger and syntactic parser,
which are described below.

General Comparison: We first present a general overview of the tools regard-
ing linguistic information provided, in order of complexity, starting with the
morphological and morphosyntactic levels (tokenization, lemmatization, POS
tagging, morphology: gender, number, degree, person etc.); syntactic (shallow,
full parsing, dependency); semantic and Named Entity (NE).

Part-of-Speech Assignment Accuracy: This measure computes the accuracy
of POS tagger assignments of grammatical categories. Accuracy is used to eval-
uate POS tagger, due to the fact that there is a great deal of manually-corrected
POS tagged data to use as test corpora. In literature, there are many ways to
calculate the accuracy, here we computed, for each POS tagger, the number of
correct words tagged, compared with the reference, divided by total number of
words tagged. For this, the first step was to perform a mapping between the
different POS tags of each tool in comparison to the reference. The reference
sentences (from the Bosque corpus) follow the tagset of the Palavras parser.

Structural Consistency: To evaluate the result of the parsers, we analyzed
the parsing results using well-known metrics for constituency parsing, such as
bracket crossing [23] and leaf ancestor [21] metrics. It is of importance to notice
two things in our evaluation. First, the results of all parsers were converted to
the Penn Treebank format to perform such evaluation. The second is that we
decided to evaluate only the structure of the trees, not whether the tags were
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correctly labelled. Since these metrics are sensible to differences in tokenization,
a step of manual tokenization correction was necessary to guarantee that the
trees resulted by the parsers could be analyzed.

Four parsers were evaluated according to these metrics: CoGrOO, Freeling,
LX-Parser and Malt Parser. From them, only the MaltParser - a dependency
parser - returns an output not consistent with the Penn Treebank format which
required transformation of the output. To perform this transformation, the fol-
lowing rules were applied: (i) the entire sentence is inside a constituent with
the head as the root element of the syntax tree; (ii) for each token T , if there
are tokens which depend on it in the syntax tree, then there is a constituent
containing all the tokens which depend on T , for which the token T is the head.

Noun Phrases Assignment Accuracy: Current methods for evaluating the
accuracy of syntactic parsers are based on measuring the degree to which parser
output replicates the analyses assigned to sentences in a manually annotated
corpus. In this work, we analyze the noun phrase (NP) contained in the 10
reference sentences compared the output parser: Cogroo, Freeling, LX-Parser,
MaltParser. For this, we extract the noun phrases (the most external and also
the internal ones) of both the reference and the outputs of each analyzed parser
and we computed the accuracy. We consider the correct NP (when NP are equal
at system output and at reference: accuracy = 1) and partially correct (when
at least one NP token at system output (NPs) corresponds to a reference token
(NPr): accuracy = 0.5 * (NPs / NPr) [8]).

3.3 Results

An overview of the features available for the Portuguese tools under analysis
is illustrated in Table 1. We also present the language and terms/license that
each tool was developed in. Most tools perform POS tagging; the annotation of
lemmatization and morphological are performed by some of the tools: Palavras,
Freeling, Cogroo, UDPipe and TreeTagger. There are two shallow parsers (Freel-
ing and Cogroo), and Palavras is the only full parser. Palavras also provides
semantic tags, dependency and Named Entity. It is noteworthy that the depen-
dency information is provided also by MaltParser and Named Entities are anno-
tated by Freeling.

Table 3 illustrates the mapping between the different POS taggers. We can
see that Cogroo and NLTK use the same POS tags defined by the Palavras2;
UDPipe and MaltParser use the Universal POS tags3 POS tags; Freeling and
TreeTagger use the EAGLES4 POS tags; NLPnet use the tagset of Mac-Morpho;
and LX-Parser use the tagset of CINTIL treebank [5]. One of the difficulties for
the evaluation was the different attributes of each category considered by the
POS taggers, for example, the category “verb” was considered by all the tools,

2 https://visl.sdu.dk/visl/pt/info/portsymbol.html.
3 http://universaldependencies.org/u/pos/.
4 http://www.ilc.cnr.it/EAGLES/browse.html.

https://visl.sdu.dk/visl/pt/info/portsymbol.html
http://universaldependencies.org/u/pos/
http://www.ilc.cnr.it/EAGLES/browse.html


Cross-Framework Evaluation for Portuguese POS Taggers and Parsers 205

however their attributes differed among them, such as type (auxiliary verb, main
verb) and genre (feminine, masculine, neuter), among others.

Table 1. Tools features comparison

Palavras Freeling Cogroo NLTK NLPnet UDPipe MaltParser LX-Parser TreeTagger

Language C, Perl C++ Java Python Python Python Java Java C++

Terms/License Proprietary Opensource Opensource Opensource Opensource Opensource Opensource Opensource Opensource

Tokenization
√ √ √ √ √ √ √ √

Lemmatization
√ √ √ √ √

PoS tagging
√ √ √ √ √ √ √ √

Morphological
√ √ √ √ √

Shallow parsing
√ √

Full parsing
√ √

Dependency
√ √

Semantic
√

Named Entity
√ √

Table 2. Parser evaluation results

Tools POS ↑ Bracket Crossing Leaf Ancestor NPs

Cogroo 98.81 50.68 88.15 68.08

Palavras 96.93 NE NE NE

TreeTagger 92.73 – – –

Freeling 91.39 31.78 88.10 53.75

UDPipe 91.24 – – –

LX-Parser 87.91 44.27 77.71 47.25

MaltParser 87.20 35.33 89.90 36.63

NLPnet 81.17 – – –

NLTK HMM 77.95 – – –

NLTK Def 72.35 – – –

After, we calculated the average accuracy of the sentences for each POS
tagger and parser, and illustrated the results in Table 2. The best results
were achieved by the Cogroo parser, with the best POS tagging performance,
Crossing-bracket and noun phrase accuracy. As a open-source software Cogroo
also has a large set of features, missing just Named Entity identification, that
Freeling does. Palavras was not evaluated due to its influence in the reference
generation (NE). MaltParser presented better performance for leaf ancestor met-
ric. We belive the reason for the discrepancy between the results for MaltParser
from one metric to the other is due to the fact that there is an impact on the
transformation of the dependency structure to the phrasal structure, where the
constituents are less structured than a constituency parser, however this metric
is more flexible and the conversion did not impact the results.



206 S. Collovini et al.

Table 3. Portuguese tools and Bosque Treebank Tagset

Tagset Bosque Palavras Freeling Cogroo NLTK NLPnet UDPipe MaltParser LX-Parser TreeTagger

definite article ART <artd> DET DA art art ART DET DET ART DA

indefinite article ART <arti> DET DI art art ART DET DET ART DI

preposition PRP PRP SP prp prp PREP ADP ADP P S

noun N N NC n n N NOUN NOUN N N

proper noun PROP PROP NP prop prop NPROP PROPN PROPN N NP

personal pronoun PERS PERS PP pron-pers pron-pers PROPESS PRON PRON PRS PP

determiner pronoun DET DET D* pron-det pron-det PROADJ DET DET DEM D

independent pronoun INDP SPEC PR pron-indp pron-indp PRO-KS PRON PRON CL PI

adjective ADJ ADJ A adj adj ADJ ADJ ADJ A A

adverb ADV ADV R adv adv ADV ADV ADV ADV R

auxiliary verb <aux> V <aux> V VA* v-fin v-fin VAUX AUX AUX V VA

finite verb present V PR V PR V* v-fin v-fin V VERB VERB V VM

finite verb past perfect V PS V PS V* v-fin v-fin V VERB VERB V VM

finite verb past imperfect V IMPF V IMPF V* v-fin v-fin V VERB VERB V VM

infinitive verb V INF V INF V*N v-inf v-inf V VERB VERB V VMN

participle verb in compoound tense V PCP V PCP V*P v-pcp v-pcp PCP VERB VERB PPT VM

participle verb not in compoound tense V PCP V PCP V*P v-pcp v-pcp PCP VERB VERB PPA VM

gerund verb V GER V GER V*G v-ger v-ger V VERB VERB GER VMG

gerund as auxiliary verb GERAUX VAG

numeral NUM NUM Z num num NUM NUM NUM CARD, ORD Z

subordinating conjunction KS KS CS conj-s conj-s KS SCONJ SCONJ C CS

coordinating conjunction KC KC CC conj-c conj-c KC CCONJ CCONJ CONJ CC

interjection IN IN I intj intj IN INTJ INTJ I

4 Conclusions and Future Work

In this work, we show the comparison of 9 annotation tools for (POS taggers and
parsers) for the Portuguese language. A correlation Table presents the variety of
tagsets used across the tools analysed in this work. To correlate different parsers
is a difficult task, due to the variety of tags, different underlying assumptions
and their structures. To overcome such difficulties, we employed several different
evaluation methods and metrics in the literature and compared all the parser
according to each of these metrics. As a result, considering the method adopted
in this work, the Cogroo grammar-checker was the parser that presented a better
overall performance.

As future work, we intend to perform the evaluation on the entirety of the
Bosque treebank. This was not possible in this work since the comparison of the
results required several steps of manual intervention. For example, in comparing
the results of the POS Tagging task, it was required to map the possible equiv-
alences of the tags in each tagsets and evaluate the resulting annotation of each
sentence for all tools. Using the universal dependency tagset [14], however, for
which such mappings have been provided, we believe we can automatize most of
such labour-intensive analysis and provide a more comprehensive comparison of
the tools.

We would also like to combine the current evaluation methodology with that
of grammatical relations, by mapping each syntactic construction in the con-
stituency parsers’ tagsets to a comprehensive set of grammatical relations. We
believe applying different evaluation strategies, we can realistically compare the
results of syntactic parsers for the Portuguese language, despite their different
linguistic foundations.
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área. Linguateca. Departamento de Informática, Faculdade de Ciências da Univer-
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Abstract. Arabic is a challenging language when it comes to gram-
mar production and parsing. It combines complex linguistic phenomena
with a rich morphology that make its processing particularly ambiguous.
This leaded us to choose the Tree-Adjoining Grammar (TAG) formalism.
Indeed, TAG provides sufficient constraints for handling diverse linguis-
tic phenomena and seems to be adequate to represent Arabic syntac-
tic structures. In this paper, we present a semi-automatically generated
TAG for modern standard Arabic using a compiler and a metagrammat-
ical description language called XMG (eXtensible MetaGrammar). We
describe the linguistic coverage of our grammar, and show how we used
TAG and XMG’s properties to define in an expressive and concise way
different linguistic phenomena. To check the coverage of our grammar,
we have set up a development environment including a parser and using
a test corpus of linguistic phenomena gathering both grammatical and
ungrammatical sentences.

Keywords: Tree adjoining grammar (TAG) · Metagrammar ·
Parsing · Corpus of linguistic phenomena · Arabic language

1 Introduction

Arabic is a challenging language when it comes to grammar production and
parsing. It exhibits specific features such as a relatively free word order, com-
bined with a rich morphology, and the omission of diacritics representing vowels
in most of the written text. These linguistic phenomena affect the syntactic
parsing process and makes it more difficult. Several methods adopted the rule-
based approach for parsing modern standard Arabic (MSA). This approach uses
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a well-defined formal grammar. Among these methods, some researchers used
a Head-Driven Phrase Structure Grammar (HPSG) to represent Arabic syntax
such as the parser MASPAR [1] and the platform PHARAS [2]. Others relied
on the Lexical Functional Grammar (LFG) [3]. However, this approach has a
lot of difficulties. In fact, grammars are usually encoded manually thus its con-
struction process takes a lot of time [3]. In addition, it is difficult to have a
grammar that covers all the syntactical structures of a language. In this context,
many efforts have been put into semiautomatic grammar production, either by
acquiring grammar rules from annotated corpora [4] or by using description
languages to capture generalizations among these rules. The latter permits to
formally specify the structures of a target grammar. This grammar specification
(called metagrammar) can be compiled into an actual electronic grammar. In
this work, we applied such grammar production techniques to the description of
Arabic. We used the XMG description language [5] to semi-automatically gener-
ate a Tree-Adjoining Grammar (TAG) [6] for MSA called ArabTAG V2.0. Our
choice was motivated by the power of representation of TAG (simple, complex,
combinatorial, shared structures, etc.) and its ability to deal with certain phe-
nomena that are recurrent in Arabic. In the following section, we present the
grammatical resources used in the generation process of our grammar. Section 3
gives a concise description of the syntax of Arabic using XMG. In Sect. 4, we
show how we used TAG and XMG’s properties to deal with different linguistic
phenomena of Arabic. In Sect. 5, we present a corpus of phenomena generated
following the verification phase of our grammar. In Sect. 6, we comment on the
ArabTAG grammar coverage. Finally in Sect. 7, we conclude and present some
short-term perspectives of development of the grammar.

2 Semi-automatically Generating ArabTAG V2

Tree Adjoining Grammar (TAG) [7] is a syntactic formalism that takes into
account the links between the constituents of the sentence to build grammatical
representations. It consists of a set of elementary trees divided in :

– initial tree: it is a tree whose leaf nodes are either terminal symbols or non-
terminal symbols. The non-terminal symbols are called substitution nodes
and are marked with the symbol (↓).

– auxiliary tree: it has also a leaf node labeled with a non-terminal symbol
called “foot node” and is marked with the symbol (*). The foot node and the
root of the auxiliary tree must be of the same category.

The two compositions operations authorized by TAG are substitution and
adjunction. The resulting tree obtained by the end of these operations is called a
derived tree. Substitution appends a frontier node with another tree whose top
node has the same symbol. Adjunction is more powerful since it allows insert-
ing an auxiliary tree into the center of another tree. We cannot, assert that
this formalism is undoubtedly the best to represent Arabic. Nevertheless, its
characteristics make it possible to represent syntactic structures and frequent
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phenomena in Arabic. To our knowledge, there are very few TAG-based descrip-
tions of Arabic. The first TAG by Habash and Rambow [4], was extracted from
an Arabic Treebank (namely the Penn Arabic TreeBank - PATB). The corpus
they used is the Part 1 v 2.0 of PATB [8,9]. The second is a handcrafted tree-
adjoining grammar named ArabTAG (Arabic Tree Adjoining Grammar) [10].
Our work takes its origins from the latter. This grammar describes different
syntactic components of different levels: sentences, phrases and words, as well
as the various information related to them (morphological and syntactic infor-
mation). ArabTAG has feature structure and is semi-lexicalized. It contains two
sets of elementary trees: 35 lexicalized trees (reserved to prepositions, modifiers,
conjunctions, demonstrative pronouns) and 215 patterns trees (represent verbs,
nouns, adjectives or any kind of phrases). The construction of these structures
was based on school grammar books and books of Arabic grammar [11]. The
current version of this grammar has some limitations that can be summarized
as follows:

– Minimal coverage of syntactic structures. Structures enriched with supple-
ments (circumstantial complements of time, place, etc.) are not described.

– The representation of forms of agglutination is not well reflected.
– The grammar emphasizes syntactic relations without regard to semantic infor-

mation.
– ArabTAG is not organized in a hierarchical way, which does not facilitate

grammar extension and maintenance.

We have proposed a new version ArabTAG V2.0 [6] that takes into account the
aspects mentioned above. We used XMG (eXtensible MetaGrammar) description
language [5] to describe Arabic for it exhibits particularly pertinent features:

– it is highly expressive, since it defines highly factorized grammar descriptions.
– it is particularly adapted to the description of tree grammars and has been

used to develop several electronic TAG grammars for e.g. French1, English2,
German3.

– it is highly extensible and can be configured to describe various levels of
language, such as semantic or morphology.

We have semi-automatically generated ArabTAG V 2.0 (see Fig. 4) from a
reduced description of grammar rules. First, the metagrammatical language
XMG is used to define TAG trees. It is described as (conjunctive and disjunc-
tive) combinations of tree fragments. Such fragments are defined as formulas of
a tree description logic based on dominance and precedence relations between
node variables. Then, this compact description(namely meta-grammar) is auto-
matically compiled into an actual electronic grammar ArabTAG V2.0 (coded in
XML - Extensible Markup Language) by the XMG24 compiler [12].

1 https://sourcesup.renater.fr/xmg/frenchmetagrammar/index.html.
2 http://homepages.inf.ed.ac.uk/s0896251/XMG-basedXTAG/titlepage.html.
3 http://www.sfs.uni-tuebingen.de/emmy/res.html.
4 XMG2 extends XMG by including a meta metagrammar compiler.

https://sourcesup.renater.fr/xmg/frenchmetagrammar/index.html.
http://homepages.inf.ed.ac.uk/s0896251/XMG-basedXTAG/titlepage.html.
http://www.sfs.uni-tuebingen.de/emmy/res.html.
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3 Describing Basic Syntactic Structures of Arabic
in ArabTAG V2

In this section, we aim to illustrate the new formulation of ArabTAG by focusing
on the modelization of simple verb subcategorization (for verbal sentences) and
nominal sentence. In order to make this presentation easier, we use a combination
of logical and graphical notation rather than XMG’s concrete syntax.

3.1 Verbal Sentence

We started by focusing on the modelization of simple verb subcategorization. We
defined EpineVerbe(C). It is an abstraction that contributes a fragment of tree
description for the verbal spine of the MorphActive class. The purpose of adding
AG and AD nodes will be explained later in this article. Nodes here are colored5

(represented by B, W and R for black, white and red respectively). EpineVerbe
is parameterized by a color C as depicted below6:

EpineVerbe(C) −→

SVC [cat=sv]

AGC [cat=advg]

ADC [cat=advd]

VC
� [cat=v]

MorphActive contributes the actual verb spine (which can be seen as a resource)
and therefore instantiates EpineVerbe with the color black:

MorphActive −→ EpineVerbe(B)

EpineArg is an abstraction used for attaching to the verbal spine a tree descrip-
tion for an argument.

EpineArg −→ [AG] ⇐ EpineVerbe(w) ∧ ADR[cat=advd] ∧ AG � AD

SujetCanon instantiates EpineArg and attaches a noun phrase (SN) substitution
node below the argument AD supplied by EpineArg:

SujetCanon −→ [AD] ⇐ EpineArg() ∧ SNr
↓[cat=sn,cas=nom] ∧ AD � SN

As for the direct and indirect object, they are defined as follows: a direct object
is expressed by a noun phrase whose case is accusative. This object normally
appears after the verb. If it appears before the verb, an anaphor (referring to
the object complement) must be attached at the end of the verb. This requires
an object-clitic marker on the verb (boolean feature oclit=+):
5 A black node is a resource and can be unified with 0 or more white nodes; a white

node is a need and must be unified with a black node; a red node is saturated and
cannot be unified with any other node.

6 In our metagrammatical description, tree fragment names are in French (e.g. Epin-
eVerbe) and so are syntactic categories (e.g. SV for Syntagme Verbal).
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ObjetCanonSN −→ [AD, V] ⇐ EpineArg() ∧ SNr
↓[cat=sn, cas=acc]

∧ AD � SN ∧ ((V[oclit=−] ∧ V ≺+ SN) ∨ (V[oclit=+] ∧ SN ≺+ V))

The direct object can also be just a clitic:

ObjetCanonClit −→ [V] ⇐ EpineVerbe(w)∧ V[oclit=+]

The indirect object is expressed by a prepositional phrase. It requires a particle
P (stipulated by the verb) followed by a noun phrase:

ObjetIndCanon −→ [AD, V] ⇐ EpineArg() ∧
SPb[cat=sp]

Pr
� SNr

↓[cat=sn, cas=gen]

∧ AD � SP

Finally, the three basic verb families can be obtained as follows:

Intransitive −→ MatrixClause ∧( SujetCanon ∨ Ellipse )7

Transitive −→ Intransitive ∧ ObjetCanon[Objet1]8

DiTransitive −→ Transitive ∧ ObjetCanon [Objet2]9

3.2 Nominal Sentence

Nominal Sentence in Arabic is a verbless sentence, which consist of a topic fol-
lowed by a predicate. Following the example of the verbal sentence, we also
defined a nominal spine EpineTheme instantiated by the Theme class:

Theme −→ EpineTheme(B)

The latter defines the topic of the nominal sentence. The predicate is expressed
by and adjective, a prepositional phrase or also a noun phrase:

Propos −→ [AD]⇐ EpineArgNom()∧ (AJR↓[cat=adj,cas=nom]∨
SPR ↓[cat=sp,cas=gen] ∨ SNR↓[cat=sn,cas=nom] )∧ AD � SN

By combining these two descriptions, we got several possible combinations of
nominal sentences:

PhraseNominale −→ Theme ∧ Propos

7 For the elliptical subject.
8 ObjetCanon [Objet1] −→ ObjetCanonSN[Objet1] ∨ ObjetCanonClit[Objet1] ∨

ObjetIndCanon[Objet1]
9 ObjetCanon[Objet2]−→ ObjetCanonSN[Objet2] ∨ ObjetCanonClit[Objet2] ∨

ObjetIndCanon[Objet2]
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3.3 Phrasal Structures

Arabic has different types of phrases:

– The noun phrase ( ) with has several categories: the annexation

phrase ( ); the adjectival phrase ( ); the corroborative

phrase ( ); the approbative phrase ( ); the state phrase

( ); the conjunctive phrase ( ) and the semi-
propositional phrase ( );

– The subordinate phrase ( ): it begins with a subordinate con-
junction or a relative pronoun and will be followed by a verb.

– The prepositional phrase ( ): it consists of a preposition followed
by a noun (or a noun phrase).

For each type of phrase, we have defined its corresponding tree description.

4 Dealing with Syntactic Phenomena in ArabTAG V2

4.1 Free Word Order

Arabic has a relatively free word order. Usually nominal sentences begin with
a noun or a pronoun, while verbal sentences begin with a verb. The most used
order in standard Arabic for a verbal sentence is VSO (V-verb, S-Subject, O-
Object). It is possible to change the order of these components without altering
the meaning of the sentence. TAG allows combining tree structures without
taking into consideration the order of the combinations. Adjunction and/or sub-
stitution operations can be called in a free order and can produce sentences with
multiple syntactic structures. Moreover, by using XMG’s properties, we man-
aged to deal with the semi-free word order within our metagrammar. To do this,
we avoided imposing precedence constraints between nodes whose order change
does not affect the consistency of the sentence. Let us consider the following sen-
tence: (The student read the book). We can change the order of

words to have the two combinations (SVO) and
(VOS). As shown in the Fig. 110, our grammar provides all tree models for these
three combinations.We used the TuLiPA parser [14] to visualize the derived trees
of these sentences.

4.2 The Adjunction of Adverbs

Adjunction in TAG allows the insertion of a complete structure at an interior
node of another complete structure. It appears to be a natural way of handling
adverbs in natural language. In Arabic, adverbs (adverbial object, circumstantial
complement of time, circumstantial complement of place, causative object, etc.)

10 In order to decrease the size of the image some features have been omitted.
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Fig. 1. Free word order of the sentence (The student read the book)

can be freely interspersed between arguments. We needed to provide two appro-
priate adjunction points for them: AG (advg) and AD (advd). AG is an adjunc-
tion point allowing an adverb at the front of the clause and AD allows inserting
an adverb after a verb or an argument. For example, we can add the adverb

(a lot) in the sentence (Ali sleeps) before the subject

or after the subject as shown in Fig. 2.

Fig. 2. Adding the adverb (a lot) in the sentence (Ali sleeps)
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4.3 The Representation of Agglutination Forms

The phenomenon of agglutination consists of joining proclitics and/or enclitics
to simple forms of words, which gives rise to more complex forms called aggluti-
nated forms. Proclitic is attached to the beginning of another word (coordinating
conjunctions, prepositions, preverbal clitic, etc.). As for enclitic, it is at the end
of the word (pronouns, anaphora, etc.). We can also have a sentence consisting of
one agglutinated word as in the following example Fig. 3: (He will write it)
which is composed of a particle of the future (will), a verbe (he writes),
and an object (it) that are all included in the same text form. To parse an agglu-
tinated form, we must proceed to its division into proclitic/radical/enclitic. This
division is itself confronted with a problem of ambiguity since for a single lexi-
cal unit we can have several possible divisions. TAG makes it possible to treat
this phenomenon thanks to a finite set of possible feature structures associated
with the nodes of its elementary trees. These structures contain morphological
and syntactic information, which help to assist the parsing procedure and thus
remove the ambiguities that may arise. For the example above, we can define in
the same feature structure that the proclitic (will) is a particle of the verb
( feature pos: proc v). This kind of particles can only be attached to the verb
in the indicative mode (feature mode: ind). We can notice that the mode of the
verb (to write) to which this particle is attached is indeed in the indica-
tive mode (he writes). Lastly, the enclitic attached to the end of the verb
represents its object (feature fg: objet1) with accusative case (feature cas: acc).

Fig. 3. Derived tree of the sentence (He will write it)

4.4 Subject-Verb and Adjective-Noun Agreement

Agreement rules in Arabic can be summarized as follows:

– Adjectives agree with nouns in definiteness, gender, number, and case
– Subjects and verbs have to agree with each other in both number and gender
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• If a verb precedes a plural subject, the verb will always be singular and
will agree with the subject only in gender.

• If a plural subject comes before a verb, the verb will agree with the subject
in gender and in number.

• If a subject is a non-human plural nouns, the verb should be singular and
feminine.

These rules are still followed in our grammar by interesting morphosyntactic fea-
ture involved in agreement at the appropriate nodes. These features are Number,
gender, personne, case, definiteness and the feature of humanness (humain).

5 Building a Corpus of Phenomenon

In order to verify grammar coverage, we set up a development environment
while designing ArabTAG with XMG (see Fig. 4). We defined manually proof
of concept syntactic and morphological lexicons for Arabic following the 3-layer
lexicon architecture of the XTAG project [13]:

– A basis of tree schemas classified into families of elementary trees
– A lemma basis where each lemma is associated with one (or more) family

trees
– A morphological basis in which each flexed form is associated with a lemma

and its appropriate morphosyntactic information

The purpose of this validation is to evaluate and to reduce both under and
over-generation. Our grammar must be able to distinguish valid sentences that
cover linguistic phenomena of Arabic (sentences described in schoolbooks, Arabic
novels, etc.) and the ungrammatical sentences. Each new syntactic phenomena
included in ArabTAG V2.0 leads to the extension of a test corpus gathering
both grammatical and ungrammatical sentences. Every sentence is associated
with the number of expected parses. We used the TuLiPA parser [14] on the test
corpus to check the quality of the grammar. The parsing results help us to fix

Fig. 4. Validation architecture of ArabTAG V2.0.
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potential errors and bugs in our metagrammatical description and allow us to
check the consistency of the defined TAG structures when it is extended. By the
end of this verification, the test corpus had 217 examples of grammatical and
ungrammatical phrases and sentences. Having the initial test corpus developed,
we used the parsing result to build a corpus of phenomenon. Correctly parsed
sentences11 with its corresponding parse tree (derived tree) are stored into a
new corpus called: corpus of phenomenon. The syntactic tree is annotated with
morphological information of each lexical entries. The resulted corpus consists
of 93 verbal sentences (active and passive form) and 32 nominal sentences. It
covers all the phenomena presented in the previous section: : agglutinated form,
examples with adverbial object, agreement rules and free word order of syntactic
components.

6 ArabTAG V2 Coverage

So far, we have generated 668 trees from a description made of 29 classes (that
is, 29 tree fragments or combination rules) as shown in Fig. 5. The current ver-
sion of the grammar covers verbal phrases (active and passive form), nomi-
nal sentences, nominal phrases and prepositional phrases. In addition, it covers
elliptical, anaphoric and subordinate structures. It takes into consideration the
change of the order of the sentence’s components and the agglutinative forms. In
addition, it contains elementary trees for the representation of additional com-
plements such as circumstantial complement of time, circumstantial complement
of place and adverbs.

Fig. 5. Current tree distribution in ArabTAG V2.0

11 We did not include phrasal structures.
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7 Conclusion

In this paper, we showed how to semi-automatically generate a Tree adjoining
grammar representing syntax of Arabic. This grammar is rewritten using the
metagrammatical description language XMG. This extensible language offers a
mechanism for combining elementary fragments of information and allows infor-
mation sharing between grammatical structures. In particular, we showed how to
describe in a concise and yet easily extensible way, simple verbal subcategoriza-
tion frames as well as nominal sentence in Arabic. Such a description uses a verbal
or noun spine containing adjunction points to deal with the various constituent
orders in Arabic. In order to verify grammar coverage, we set up a development
environment while designing ArabTAG V2.0. During this process, we used the
parsing result of the initial test corpus to build a corpus of phenomenon. The
generated grammar covers the simple syntactic structures of the Arabic sentences
(verbal and nominal sentences) well as the different phrasal structures (prepo-
sitional phrases, noun phrases, etc.). It deals with several linguistic phenomena
such as free word order of elements within the syntactic components, the addi-
tional complements and the agglutinative forms. In order to integrate semantic
information during syntactic analysis, we have extended our meta-grammar by
associating semantic frames with the defined families of elementary trees [15].
We decided to use semantic frame as we noted that frame semantic make the
interfacing easier between syntax and semantic. This syntax-semantic interface
allows the construction of semantic representation of the sentence based on the
relationship between its syntactic constituents. Currently, we are evaluating our
grammar using a significant syntactic-semantic test corpus. The latter consist of
500 sentences from a Tunisian schoolbook. This choice is due to the unavailability
of the resources necessary for such an evaluation.
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Abstract. In this paper, we describe a hybrid approach for Recogniz-
ing Textual Entailment (RTE) that makes use of dependency parsing
and semantic similarity measures. Dependency triplet matching is per-
formed between dependency parsed Text (T ) and Hypothesis (H ). In
case of dependency relation match, we also consider partial matching
and semantic similarity between the associated words is calculated with
the help of various semantic similarity measures. Importance of various
dependency relations with respect to the TE task is computed in terms
of their information gain and the dependency relations are weighted
accordingly. This paper reports our experiments carried out on the
RTE-1, RTE-2 and RTE-3 benchmark datasets using three approaches
namely greedy approach, exhaustive search and greedy approach
with weighted dependency relations. Experimental results show
that weighted dependency relations significantly improve TE perfor-
mance over the baseline.

Keywords: Dependency parser · Semantic similarity · Textual
entailment · Machine learning

1 Introduction

An important feature of natural language is the language variability. There are
several ways to express a simple matter. A single piece of text can have various
meaning or same meaning can be conveyed by different texts. Textual Entail-
ment (TE) is a kind of problem which would be able to capture such situations.
It is one of the toughest problems in natural language processing (NLP) which
involves rigorous linguistic analysis and machine learning techniques. It is an
unidirectional relation [1] between a pair of texts expressions and it exists if a
text called Text (T) can be logically inferred from the other one called Hypothe-
sis (H). It essentially shows the heredity property between a pair of texts as if H
inherits some property from T. It is one of the most prominent research topics in
the field of NLP with several important applications such as in Machine Trans-
lation [2], Summarization [3],Question Answering [4], Paraphrase Detection [5]
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and Novelty/Plagiarism Detection [6] in a document/text etc and many more.
TE between a pair of texts expressions can be determined by observing the lex-
ical, syntactic, semantic information between that particular pair of texts snip-
pets. Literature shows there are many who proposed various studies on it which
include lexical [7], syntactic [8], and semantic [9] information. Recently, there
has been much interest in applying deep learning models to RTE [10–14]. These
models usually do not perform any linguistic analysis. The proposed method
can be expressed as the combination of syntactical divergence and semantic sim-
ilarity which tries to assign weight to each dependency relations produced by
dependency parser. This paper proposed an approach to solving the TE prob-
lem by taking the help of dependency parsing information and various semantic
similarity measures. Dependency parsing of a particular piece of text essentially
provides the syntactic representation of that particular piece of text; it produces
a number of triplets, each of which essentially represents a relation between two
words, the Governor (G) and the Dependent (D), like, the triplet ”nsubj (traded-
5, delivery-4)”, where G = traded and D = delivery. Various semantic similarity
measures were employed for the purpose namely Wu-Palmer similarity [15], Lin
similarity [16] and path based similarity [17]. These metrics are generally used
to find semantic similarity between a pair of words, phrases or sentences. Lexi-
cal matching suffer from a drawback, occasionally it produced a high score for
non-textually entailed texts pair, if we take entailment decision between the text
pair cited as follows T: John loves Merry and H: Merry loves John, by consider-
ing n-gram matching, it will produce a high score, consequently, the system will
mark that pair as entailed, like the unigram and bigram matching between T
and H produces 3/3 = 1 and 0/3 = 0 scores respectively. According to unigram
matching the sentence pair are textually entails, however they are not.

DP for T DP for H

On the other hand, Dependency Parsing (DP) for the T and H are shown
below, where the triplets are Subj (loves, Merry) and Obj (loves, John). So we
can see none the of Subj or Obj matches; hence they (text pair) are not entailed,
as it is in fact. So dependency matching captures this kind of situations, which
is missing in lexical matching. This is the main motivation for using dependency
matching in this study.

The motivation behind optimizing dependency relations by assigning weight
to them, is the fact that every relation produced by dependency parser for a
particular sentence is not equally important, so if we shall be able to assign a
weight to each relation and multiply that weight with score obtained from seman-
tic similarity score calculated between two words associated with that particular
relation, intuitively, it can be assumed that weighted dependency relation score
will increase our system’s performance.
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The contributions in this paper can be encapsulated as follows

1. We propound an approach for TE recognition which utilizes dependency pars-
ing information and semantic similarity measures for a T–H pair.

2. We also posit a technique to assign weight to each dependency relation type
in order to estimate the importance of each dependency relation with respect
to the TE task. We compute the weight of each dependency relation in terms
of its normalized information gain.

3. Three sets of experiments namely greedy search, exhaustive search and greedy
search with weighted dependency relations are executed.

4. Making use of weighted dependency relations proves to be a very useful tech-
nique for recognizing TE.

5. Weighted dependency relations, which we have prepared could be used further
for research purpose not only for TE and/or semantic textual similarity but
also in any domain of NLP.

1.1 Related Works

Since from a decade, researchers have proposed many different approaches to
find the TE relation between a pair of texts. These techniques include the use of
dependency parsing of texts, employment of various semantic similarity metrics
between a pair of texts.

Literature survey shows several studies on RTE using dependency parsing
and WordNet-based semantic similarity were performed. Some of the dependency
parsing based TE are reported in [18–29]. These models either exploited parsing
information from various parsers and/or semantic information from Wordnet.
However, to the best of our knowledge, there is no such study which combines
dependency parsing (triplet matching technique, with triplet relation optimiza-
tion) with semantic similarity to RTE.

The first PASCAL RTE challenge [30] provided a standard platform against
which systems can be compared on TE scenario and it was essentially the pri-
mary attempt to provide a general task that takes into account major seman-
tic inferences across applications. The challenge received a noticeable response
from research communities across the globe; 17 participants took part in it. The
participating systems obtained relatively low accuracies which suggest that the
task is a challenging one and there are various research avenues in this area. In
this challenge, the best result was achieved by [31] using the Bilingual Evalua-
tion Understudy (BLEU) algorithm and obtained an accuracy of 70% on RTE-1
dataset’s Comparable Document (CD) subtask.

A logic-based semantic approach was proposed in [32] which combines the
semantic information provided by different resources and extracts new semantic
knowledge to improve the system’s performance. The tasks of [33,34] posed
machine learning based approaches using conventional similarity metrics (cosine
similarity, Jaccard, Dice, etc.), along with machine translation (MT) evaluation
metrics (BLEU [35] and METEOR [36] [37]) as features on RTE-1 to RTE-3
datasets and Indian Languages (Tamil, Telugu, Hindi, and Punjabi) respectively.
The work defined in [38] made use of three MT evaluation metrics (BLEU,
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METEOR, and TER [39]) and one summary evaluation metric (ROUGE [40])
along with polarity (negation) feature on RTE-1, RTE-2, RTE-3, RTE-4, and
RTE-5 and obtained a reasonable output as compared to the best performing
results in those tracks. The message was there is a correlation between MT
evaluation and TE.

The authors in [41] performed several experiments on RTE-3 datasets. They
built a system which solely relies on DIRT (Discovering Inference Rules from
Text) [42], which is a collection of paraphrases. The system obtained an accuracy
of 59.1% on RTE-3 test set. The work of [43] proposed an unsupervised metric
to compute the similarity between word pairs in Web1T data. Their proposed
approach made use of dependency tree matching technique between text and
hypothesis sentences to compute alignment score based on new similarity metric.
These scores further used to predict entailment between T-H pairs. The method
yielded an overall accuracy of 50.9% on the RTE4 test set.

2 Proposed Approach

T–H pairs are first extracted from the datasets. Parsing of each such T–H pair
is performed using the Stanford Dependency parser1. The parser produces a set
of triplets for each sentence. A similarity matrix of order m ∗ n is created from
the dependency parse trees of T and H where m and n are the number of triplets
in T and H respectively. It was observed in the TE datasets that the texts are
typically longer than the hypotheses and therefore m > n usually. A dependency
triplet represents a dependency relation between two words in the sentence,
the Governor (G) and the Dependent (D). We assign weight to each type of
dependency relation based on its information gain on the development set. Each
dependency triplet of T is compared against each dependency triplet of H. In
case of a full match between a T triplet and an H triplet, a score of 1 is assigned
to the corresponding T–H triplet pair and insert that value into the appropriate
cell in the matrix. Otherwise, the system looks for a matching relation between
the T–H triplet pair. If the relation matches, we consider the semantic similarity
between the governing words and the semantic similarity between the dependent
words of the two triplets. Finally, the average of these two similarity scores is
assigned to that T–H dependency triplet pair. The assumption is that the two
governing words or the two dependent words in a T–H triplet pair might not be
exactly the same words, but they could be synonymous words or related words.
In that case, we should consider assigning that triplet pair some non-zero score.
Thus instead of considering only binary scores (i.e., 0 or 1) to a triplet pair,
we assign scores between 0 and 1. Three semantic similarity metrics, namely
Wu-Palmer (WUP) similarity [15], Lin similarity [16] and path-based similarity
[17] have been taken into account for this purpose.

Wu-Palmer measures similarity by considering the depth of the two synsets in
the WordNet taxonomy, along with the depth of their least common subsumer
(LCS). Lin measures the similarity between a pair of concepts, say C1 and

1 https://nlp.stanford.edu/software/stanford-dependencies.html.

https://nlp.stanford.edu/software/stanford-dependencies.html
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C2, as 2 ∗ IC(LCS(C1, C2))(IC(C1) + IC(C2)), where, IC(x) is the informa-
tion content of x. Path-based metric determines the semantic similarity between
two-word senses as an inverse function of the length of the path linking the
two concepts. The average of these three semantic similarity metric’s scores is
taken into consideration as the partial matching score for a T–H triplet pair and
is inserted into the appropriate cell in the matrix. Once the triplet matching
process terminates, the matrix populated with scores represents the similarity
scores between T–H dependency triplets. Assuming that the rows and columns
correspond to the dependency relations in H and T, respectively, two or more
nonzero scores in a row of this similarity matrix indicates that the corresponding
H triplet matches with multiple T triplets. Similarly, two or more nonzero scores
in a column in this similarity matrix suggests that the corresponding T triplet
matches with multiple H triplets. However, while computing similarity between
a T–H dependency tree pair, any H triplet cannot be allowed to match (or align)
with multiple T triplets and vice versa. Thus while computing the dependency
triplet alignment between a T–H dependency tree pair, we can consider only a
maximum of min(m,n) matching dependency triplets. Therefore, we are inter-
ested in finding an optimal combination of p non-zero similarity scores (or cells)
from this similarity matrix such that p < min(m,n), every row and column
contribute a maximum of 1 similarity score (or cell) in the combination and the
sum of the corresponding similarity scores is highest. Three different approaches
were adopted to achieve this objective and to generate the final entailment score
for the corresponding T–H sentence pair.

2.1 Greedy Approach

In this approach, first the maximum of all the non-zero values in the matrix is
selected and the rest of the non-zero values in the corresponding row and column
are set to zero. In every successive iteration, the same process is repeated and
iterations continue until there are no more non-zero values left in the matrix.
In case of a tie, we select any of the highest scoring cell. Finally, we take the
sum of all the selected elements which is further normalized by the number of
triplets present in H to arrive at the semantic similarity entailment score for the
corresponding T–H pair.

2.2 Exhaustive Search

We exhaustively search over all combinations of p non-zero similarity scores such
that p < min(m,n), and every row and column contribute at most one similarity
score in any combination and find out the globally best scoring combination
(or alignment). It is to be noted, however, that we are not interested in the
combination itself; our objective is to find the optimal similarity score for a T-H
dependency tree pair and multiple combinations (or alignments) can yield in the
same optimal similarity score. Finally, the optimal sum is normalized by min
(m, n) since a maximum of min (m, n) similarity scores can contribute to a
combination.
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2.3 Relation Optimization

Ts and Hs are passed through dependency parser, which yields a collection of
relations and words associated with those relations (triplets) for a particular sen-
tence. When comparing T–H dependency triplets for finding TE relation between
a pair of texts expressions, all the relations (or triplets) are not equally impor-
tant and there might be some less important relations which contribute less
to the TE recognition process than the other relations. However, the proposed
method discussed in the previous section assumes uniform weights for all rela-
tions. Therefore, in a bid to improve the overall system performance, we try
to assign weight to each dependency relation type according to its importance
in TE. We compute the relevance of each dependency relation type in TE in
terms of its information gain. For every T–H pair in the dataset, we compute
the optimal combination of (fully or partially) matching triplets. It is to be noted
however that, in this case, we are interested in the optimal combination and not
in the optimal similarity score. Subsequently, we find out how many times each
particular dependency relation type contributes to an optimal combination. For
every relation, for every T–H pair, we check whether the relation contributes to
any optimal triplet combination or not; if it does then a value of 1 is assigned
to that relation, otherwise, 0 is assigned. For any relation, the 1 values are con-
sidered as child1 and 0 values as child0. We calculate the number of child1 and
child0 instances for each relation. To calculate the entropy of child1 and child0
of a relation, we also count how many of its child1 and child0 instances belong
to the TRUE entailment class and FALSE entailment class. Finally, the entropy
of its childi is calculated as in Eq. 1

Entropychildi
= −nt/Ni ∗ log(nt/Ni) − nf/Ni ∗ log(nf/Ni) (1)

where, nt is the number of childi instances in the TRUE class, nf is the number
of childi instances in the FALSE class, and Ni is the number of childi instances,
i.e., nt+nf . The weighted entropy of each child is computed as in Eq. 2.

W Echildi
= −Entropychildi

∗ Ni/N (2)

where, nC is the number of instances of childi, and N is the total number
of instances of this particular relation in the whole dataset. We used add-1
smoothing while calculating the entropy to avoid division by zero and/or zero
probability. In effect, 1 is added to each of nt and nf , 2 is added to Ni and 4 is
added to N while calculating weighted entropy.

Finally, information gain (IG) for the relation is calculated as in Eq. 3.

IGRelation = 1 − (WEChild1 + WEChild0 ) (3)

We sort the relations in descending order of their information gain values to
assess the importance of the relations and normalize the information gains by
the sum of all information gains. These normalized information gain values are
considered as the weights for the dependency relations.
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3 Experiments and Results

This section presents the dataset, experimental setup and the results together
with some discussions.

3.1 Dataset

There were many international conferences and evaluation tracks have been orga-
nized such as at Pattern Analysis, Statistical Modeling and Computational Learn-
ing (PASCAL)2, Text Analysis Conferences (TAC)3 organized by the United
States National Institute of Standards and Technology (NIST), Evaluation Exer-
cises on Semantic Evaluation (SemEval)4, National Institute of Informatics Test
Collection for Information Retrieval System (NTCIR)5 since from the year of
2005. These were all dedicated to either recognizing TE between a pair of texts
snippets or finding semantic similarity between a pair of texts etc. The experi-
ments were carried out on the datasets released in the PASCAL organized shared
task for recognizing textual entailment (RTE) organized in RTE-1, RTE-2 and
RTE-3. This paper particularly focusing on two class RTE problem, for that
we particularly use RTEs datasets where T–H pairs are defined as two class
problem. We would like to port the system to three class problem on Stanford
Natural Language Inference (SNLI) Corpus [44] in future. RTE-1 contains 567
and 800 T–H pairs in the development set and test set respectively. Both the
development set and test set of RTE-2 and RTE-3 contain 800 entries. Since this
work focuses on binary class classification for TE, only RTE-1, RTE-2, and RTE-
3 datasets are taken into account. The Table 1 shows true vs false entailment
statistics in the dataset.

Table 1. True-False Entailment pair statistics in the dataset

# of T–H pairs with class

Dataset True False

RTE-1 283 284

RTE-2 400 400

RTE-3 412 288

3.2 Setup

We set various threshold values for taking the entailment decision between T–H
pairs and find out the optimum threshold value which maximizes system perfor-
mance on the development set. The threshold value is obtained by following a
2 http://pascallin.ecs.soton.ac.uk/Challenges/.
3 http://www.nist.gov/tac/tracks/index.html.
4 http://semeval2.fbk.eu/semeval2.php.
5 http://research.nii.ac.jp/ntcir/ntcir-9/.

http://pascallin.ecs.soton.ac.uk/Challenges/
http://www.nist.gov/tac/tracks/index.html
http://semeval2.fbk.eu/semeval2.php
http://research.nii.ac.jp/ntcir/ntcir-9/
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hill-climbing approach where steps are chosen which take us to the highest peak.
Following this methodology, if the result obtained with a particular threshold
value is better than with another threshold value, we consider our next threshold
around the one that yields a better result. Finally, the threshold that provides
the best performance on the development set is applied on the corresponding test
set. We ran three sets of experiments for each dataset using greedy approach,
exhaustive search and greedy search with weighted dependency relations.

3.3 Results

The results obtained with the three approaches on the three datasets are pre-
sented in Table 2, where Greedy search, Exhaustive search and greedy search
with dependency relations, optimization approaches are represented as Greedy,
Exhaustive and RO respectively. A general trend can be observed from the
results. The baseline greedy approach produces TE accuracy in the range 55%–
56% on all the three datasets. The exhaustive search, as expected, results in
some (about 1%–2%) improvements over the baseline greedy approach and pro-
duces TE accuracy in the range 56%–58%. The relation optimization approach
produces significant improvements (about 5%–8%) over exhaustive search and
yields TE accuracy in the range 62%–66%. The improvements provided by an
exhaustive search over greedy search and relation optimization approach over
exhaustive search are systematic. The relation optimization approach produces
the best performance on all three test sets and exhibits 63.12%, 62.37%, and
66.51% accuracies on RTE1, RTE2, and RTE3 respectively. Table 2 also reports
the best performances reported in the literature on these three datasets, which
are 70% [31], 75% [45] and and 80% [46] on RTE1, RTE2 and RTE3 respectively.
Thus the proposed approach falls short of the state-of-the-art results obtained on
these tracks. However, the proposed approach is a simple unsupervised approach
solely relying on matching dependency trees and it does not rely on any other
sophisticated tools or techniques, whereas the works reporting state-of-the-art
results used many different techniques, e.g., [31] made use of word overlapping

Table 2. Evaluation results on the TE task

Datasets Approach Threshold Accuracy(%) Best

RTE-1 Greedy 0.4 55.75 70

Exhaustive 0.0875 56.62

RO 0.4625 63.12

RTE-2 Greedy 0.375 56.25 75

Exhaustive 0.125 58.56

RO 0.25 62.37

RTE-3 Greedy 0.275 55.75 80

Exhaustive 0.15 58.25

RO 0.55 66.51
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method of the BLEU algorithm [35]. [45] used lexical relations, N-gram subse-
quence, syntactic matching, semantic role labeling, Web-Based statistics etc.,
[46] considered discourse commitments, lexical alignment, knowledge extraction
from various knowledge Bases, etc. We also compare the results obtain by the
proposed system with some existing works exploiting dependency information to
TE. Table 3 shows some results of other’s system and the results of the proposed
system. The proposed system outperforms the existing system.

Table 3. Comparison with some systems

Group Dataset Accuracy(%)

Proposed Approach RTE-1 63.12

RTE-2 62.37

RTE-3 66.51

[41] RTE-3 59.1

[42] RTE-4 50.9

[18] PETE 73.75

[47] RTE-4 53.86

3.4 Error Analysis

We manually analyzed some of the erroneous cases and the observations are
given below.

1. Stanford dependency parser sometimes produces erroneous results, even for
short sentences. We also noticed that the Stanford phrase structure parser
is excellent compared to the Stanford dependency parser for such cases. In
future, we would like to incorporate that into the existing framework to make
a comparative study.

2. For many related word pairs (like Cease and network, ended and went, Police
and Police, forms and document, oil and prices, traded and rose and many
more) all the WordNet-based metrics (Wu-Palmer, Lin, path-based similarity)
produce semantic similarity score 0, which affects the entailment scores, and
in turns affects the entailment decision.

3. It was observed from the dataset that there are many instances of FALSE
entailment T–H pairs in the training set that yield TE score of 0.5 or higher
which makes the threshold, and hence the TE recognition process, difficult
to learn. Table 4 presents statistics of such T–H pairs in the datasets.

4. It was also observed that high scoring (≥0.5) FALSE TE entailment pairs
typically contain lots of Named Entities (NE) in both T and H. This needs
further investigation.
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Table 4. Statistics of high scoring (≥0.5) FALSE TE entailment pairs in the Devel-
opment sets

Datasets # of T–H pairs

Greedy Exhaustive RO

RTE-1 86 76 76

RTE-2 105 72 167

RTE-3 81 58 108

4 Conclusion and Future Work

The paper presents a hybrid approach for TE recognition which exploits depen-
dency parsing information and semantic similarity measures for a T–H text pair.
We also tendered a technique which is based on information gain to assign weight
to each dependency relation type. We carried out 3 sets of experiments - baseline
greedy, exhaustive search and relation optimization, on RTE 1–3. The thresh-
olds were learned from the development sets using a hill-climbing approach. We
successfully demonstrated our hypothesis that all the dependency relations are
not equally important for the task of TE recognition. Finding the importance
of the dependency relations for the TE task through information gain and using
them as weights in the T–H dependency tree similarity calculation is the major
contribution in the proposed work, which resulted in significant improvements
in the TE recognition task.

In future, we would like to apply the proposed system for three class TE
problem like what is defined in RTE-4, RTE-5, Stanford Natural Language Infer-
ence (SNLI) Corpus [44] and recently released Multi Genre Natural Language
Inference corpus (MultiNLI) proposed by [48]. We are also planning to employ
Word2Vec model based distributional semantic similarity to remedy the problem
of WordNet based semantic similarity.
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Abstract. The hypernymy detection problem aims to identify the “is-
a” relation between words. This problem has recently received attention
from researchers in the field of natural language processing because of its
application to varied downstream tasks. So far, fairly effective methods
for hypernymy detection in English have been reported. In Vietnamese,
this problem has not been effectively solved. In this study, we applied a
number of hypernymy detection methods based on word embeddings and
supervised learning for Vietnamese. We propose an improvement on the
dynamic weighting neural network model introduced by Luu Anh Tuan
et al. [18] by weighting context words proportionally to the semantic sim-
ilarity between them and the hypernym. Based on Vietnamese WordNet,
three datasets for hypernymy detection were built. Experimental results
showed that our proposal can increase the efficiency from 8% to 10% in
terms of accuracy compared to the original method.

Keywords: Hypernymy detection · Taxonomic relation · Lexical
entailment

1 Introduction

Hypernymy is the relationship between a generic word (hypernym) and its spe-
cific instance (hyponym), For example, vehicle is a hypernym of car while fruit
is a hypernym of mango. This relationship has recently been studied extensively
from different perspectives in order to develop the mental lexicon [22]. In addi-
tion, hypernymy is also referred to as the taxonomic [18], is-a [24], or inclusion
relations [22]. Hypernymy is one of the most basic relations in many structured
knowledge databases such as WordNet [8] and BabelNet [20].

There are a number of important characteristics of the Vietnamese language
that impact the hypernymy detection problem. Firstly, Vietnamese is an iso-
lating language in which words do not change their forms according to their
c© Springer Nature Switzerland AG 2023
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https://doi.org/10.1007/978-3-031-23804-8_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23804-8_19&domain=pdf
https://doi.org/10.1007/978-3-031-23804-8_19


Hypernymy Detection for Vietnamese 235

grammatical function in a sentence. Secondly, the smallest unit in the formation
of Vietnamese words is the syllable. Words can have just one syllable such as

<beautiful>, <expensive>, or be a compound of two or more syllables
such as 1<color>. Thirdly, as in many other Asian languages such as
Chinese, Japanese and Thai, there is no word delimiter in Vietnamese. The space
is a syllable delimiter but not a word delimiter, so a Vietnamese sentence can
often be segmented in many ways [22].

The automatic hypernymy detection has been applied effectively in many
NLP tasks such as taxonomy creation [21,25], recognizing textual entailment
[7], and text generation [5]. Among many others, a good example is presented in
[28] about recognizing entailment between sentences by identifying hypernymy
relation between words. For example, since bitten is a hyponym of attacked, and
dog is a hyponym of animal, “George was bitten by a dog” and “George was
attacked by an animal” have an entailment relation.

Previous studies on this problem can be categorized into two main approaches
including statistical learning and linguistic pattern matching [18]. The linguistic
approach relies on lexical-syntactic patterns capturing textual expressions of
taxonomic relations to identify the hypernymy relation between pairs of words in
a corpus. For example, Hearst presented a pioneer work to extract is-a relations
from a text corpus based on handcraft patterns [11]. The following up works
mostly focus on is-a relation extraction using automatically generated patterns
[14,25].

Following the statistical learning approach, several studies are based on dis-
tributional representation [4,13,23,29]. Word embeddings such as GloVe and
Word2Vec have shown promise in a variety of NLP tasks including hyper-
nymy detection. Word representations are constructed to minimize the distance
between words with similar contexts. According to the distributional similarity
hypothesis [10], this means that similar words should have similar represen-
tations. However, these methods make no guarantees about more fine grained
semantic properties [12].

In recent years, word embeddings have been exploited in conjunction with
supervised learning to detect relations between word pairs. Omer Levy et al. [16]
pointed out that using linear SVMs, as the foregoing work has done, reduces the
classification task to that of predicting whether in a pair of words, the second
one has some general properties associated with being a hypernym [16]. Several
studies on hypernymy relation detection using word embeddings (i.e. Word2Vec
and GloVe) [9,27].

In recent years, word embeddings have been exploited in conjunction with
supervised learning to detect relations between word pairs. Omer Levy et al. [16]
pointed out that using linear SVMs, as the foregoing work has done, reduces the
classification task to that of predicting in a word pair whether the second one has
some general properties associated with being a hypernym [16]. Several studies
on hypernymy relation detection using word embeddings (i.e. Word2Vec and
GloVe) [9,27].

1 In this paper, we used ‘ ’ characters to associate the syllables of a compound word
in Vietnamese.
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In this paper, we present an idea to improve the method proposed by Luu
et al. [18]. Our idea is that context words should not be weighted uniformly. We
assume that the role of context words is uneven. The more similar a context
word is to the hypernym, the higher weight the context word is assigned. We
propose a specific method for weighting context words. We then apply the new
embedding as features for hypernymy detection using a support vector machine
model. Since hypernymy detection for Vietnamese is a new problem, there is
no dataset published yet. Based on Vietnamese WordNet and a large corpus of
Vietnamese texts, we built three datasets for hypernymy detection. Experimental
results demonstrated that our proposal can increase the performance compared
to the original method.

The rest of this paper is structured as follows. Section 2 presents our improve-
ment proposal on the word embedding model. Section 3 describes the construc-
tion of hypernymy datasets for Vietnamese. Section 4 presents experimental
results and evaluation. The last section gives conclusions.

2 Methodology

According to the DWN method [18], the role of context words is the same in a

training sample, each word is assigned a coefficient
1
k
, whereas hyponym has the

coefficient k to reduce the bias problem of a high number of contextual words.
By observing the triplets extracted from the Vietnamese corpus, we can see that
some of them have a high number of contextual words, the semantic similarity
between each contextual word and the hypernym is different, as shown in Table 1.
We assume that the role of contextual words is uneven, words that have higher
semantic similarity with hypernym should be assigned a greater weight. Therefore,
we suppose that the weight for contextual words is proportional to the semantic
similarity between them and hypernym. Through this weighting method, it is
possible to reduce the bias of many contextual words that they themselves are
less important.

2.1 Learning Word Embeddings

In recent years, word embeddings have shown promise in a variety of NLP tasks.
The most typical of these techniques is Word2Vec [19], with two models Skip-
gram and Continuous bag of words (CBOW). The CBOW model is roughly the
mirror image of the Skip-gram model. It is based on a predictive model predicting
the current word from the context window of 2n words around it (Eq. 1).

O =

1
T

T∑

t=1

log(P (wt|wt−n, ..., wt−1, wt+1, ..., wt+n)) (1)

Training steps are similar to the DWN model. There are three steps for learning
word embeddings: firstly, extracting hypernymy pairs from Vietnamese Word-
Net; secondly, extracting training triplets from corpus; finally, training a neural
network, in this step, for each of the triplets in the training set, we complement
semantic similarity coefficient between contextual words and the hypernym.
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Table 1. Several triplets.

Vietnamese WordNet: Princeton WordNet is a large lexical database for
the English language [8]. Currently, Vietnamese WordNet (see Fig. 1) has been
constructed based on the Princeton WordNet and applied quite effectively in
studies on Vietnamese natural language processing [26]. Vietnamese WordNet
contains 32,413 synsets, 66,892 words [22].

Semantic Similarity Measurement: To evaluate the semantic similarity level
between contextual words and hypernym, we use the Lesk algorithm [15] which
was proposed by Michael E. Lesk for word sense disambiguation problem can
measure the similarity based on the gloss of words, with the hypothesis two
words are similar if their definitions share common words [2]. This algorithm is
used because of the following reasons. Firstly, it only uses the brief definition
of words in the dictionary instead of using the structural information of Viet-
namese WordNet. Second, its performance is better than other knowledge-based
methods. Furthermore, a study has shown that this algorithm gives the best
results for the semantic similarity problem in Vietnamese [26]. The similarity of
a word pair is defined as a function that overlaps the corresponding definitions
(glosses) provided by a dictionary (Eq. 2):

SimLesk(w1, w2) = Overlap(gloss(w1), gloss(w2)) (2)

In Vietnamese WordNet, <wife>, <husband> are defined as follows:
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Fig. 1. A fragment of the Vietnamese WordNet hypernym hierarchy.

To achieve the good word similarity values by the Lesk algorithm, we used the
extended gloss idea which was presented in [1], and then applied it in Vietnamese
[26].

Extracting Data: The purpose of this step is to extract a set of hypernymy
pairs for training from Vietnamese WordNet. The total number of hypernymy
pairs is 269,781. After that, we extract the triplets of hypernym, hyponym, and
the set of context words between them. Context words are all words located
between hypernym and hyponym in a sentence. Using the set of hypernymy
pairs extracted from the first step as a reference, we extract from the corpus all
sentences which contain at least two words involved in this list. Corpus used in
this study contains about 21 million sentences (about 560 million tokens), which
are crawled from the internet and then filtered, standardized, and segmented.
In total, we have extracted 2,985,618 training triplets from this corpus, this list
contains 138,062 hypernymy pairs.

In a triplet <hype, hypo, contextual words>, with each contextual word xct,
we define the coefficient αt which is proportional to the semantic similarity
between xct and hypernym. The word similarity is evaluated by the Lesk algo-
rithm based on their glosses in Vietnamese WordNet, αt defined in Eq. 3.

αt =
SimLesk(xct, hype)

∑k
i=1 SimLesk(xci, hype)

(3)

Note that
∑k

i=1 αi = 1, where k is the number of contextual words.
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2.2 Proposed Model

To evaluate the semantic similarity between contextual words and hypernym,
we use the Lesk algorithm [15] which was proposed by Michael E. Lesk for the
word sense disambiguation problem. This algorithm can measure the seman-
tic similarity between words based on their glosses, with the hypothesis two
words are similar if their definitions share common words. The Lesk algorithm
is used because of the following reasons. Firstly, it only uses the brief defini-
tion of words in the dictionary instead of using the structural information of
Vietnamese WordNet. Second, its performance is better than other knowledge-
based methods. Furthermore, a study has shown that this algorithm gives the
best results for the semantic similarity problem in Vietnamese [26]. The simi-
larity of a pair of words is defined as a function that overlaps the corresponding
definitions (glosses) that are provided by the dictionary (Eq. 4).

SimLesk(w1, w2) = overlap(gloss(w1), gloss(w2)) (4)

In a triplet < hype, hypo, contextual words >, with each contextual word
xct, we define a coefficient αt is proportional to the semantic similarity between
xct and hype (

∑k
1 αi = 1, where k is the number of contextual words).

αt =
SimLesk(xct, hype)

∑k
1 SimLesk(xci, hype)

(5)

Denote xcontexts as the summation vector of the context vectors, k-context
word in each triplet is calculated as follows:

xcontexts =

k∑

1

αixci (6)

Let vt is denoted the vector representation of the input word t, vt and vcontexts
as follows:

vt = xT
t W (7)

vcontexts = xT
contextsW

The output of hidden layer h is calculated as:

h =

vhypo + vcontexts
2

(8)

From the hidden layer to the output layer, there is a different weight matrix
W ′

N×V . Each column of W ′ is a n-dimensional vector v′
t represents the output

vector of word t. Using these weights, we can compute a score ut for each word
in the vocabulary:

ut = v′T
t .h (9)
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We use the Softmax function as a log-linear classification model to obtain the
posterior distribution of hypernym word. In another word, it is a multinomial
distribution (Eq. 10).

p(hype|hypo, c1, c2, ..., ck) =
euhype

∑V
1 eui

=

e
v′T
hype×

vhypo + vcontexts
2

∑V
1 e

v′T
i ×

vhypo + vcontexts
2

(10)

Then objective function is defined as:

O =

1
T

T∑

t=1

Log(p(hypet|hypot, c1t, c2t, ..., ckt)) (11)

Herein, t= < hypet, hypot, c1t, c2t, ..., ckt > is a sample in training data set T ,
hypet, hypot , c1t, c2t,..., ckt respectively hypernym, hyponym and contextual
words. After maximizing the log-likelihood objective function in Eq. 11 over the
entire training set using stochastic gradient descent, the word embeddings are
learned accordingly.

Both Word2vec and the proposed model are prediction models, in which
word2vec model relies on the distributional hypothesis (Harris, 1954; Firth, 1957),
in which words with similar distributions (shared context) have related meaning
(have the same vector). Word2vec predicts contextually when has a target word
on each training sample (Skip-Gram), or vice versa (CBOW). Different from
Word2vec, the proposed model predicts a hypernym when has a hyponym and a
context on each triplet in the training corpus. According to this objective training,
achieved vectors to obey a hypothesis, in which words have similar hyponyms and
share contexts to have near vectors.

2.3 Supervised Hypernymy Detection

Recently, a number of studies use support vector machine (SVM) [6] for relation
detection especially for LE recognition [16]. In this work, SVM is also used
to identify pair of words represented by embeddings vectors are LE relation
or not. Linear SVM is used because of its speed and simplicity. We used the
ScikitLearn2 implementations with default settings. We create a unique feature
vector for the SVM’s input from two distributional vectors of words. Inspired by
the experiments of [29], several combinations of vectors are experimented and
reported (Table 2).

2 http://scikit-learn.org.

http://scikit-learn.org
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Table 2. Several combinations of vectors

VDIFF The vector difference (vhype − vhypo)

VMULT The pointwise product vector (vhype ∗ vhypo)

VADD The vector sum (vhype + vhypo)

VCAT The vector concatenation (vhype ⊕ vhypo)

VCATs The concatenation vector of sum and difference vector
(< vhype + vhypo > ⊕ < vhype − vhypo >)

3 A New Vietnamese Hypernymy Dataset

Datasets play an important role in the field of relation detection problems. The
construction of accurate and valid datasets is a challenge [4,29]. So far, standard
datasets for this problem in Vietnamese have not been published yet. For the
purpose of constructing Vietnamese datasets, we review several datasets3 that
have been published for English, these datasets have been used for experiments
in [16] (Table 3).

Table 3. Several datasets.

Dataset #Instances #Positive #Negative

BLESS 14,547 1,337 13,210

ENTAILMENT 2,770 1,385 1,385

Turney 2014 1,692 920 772

Levy 2014 12,602 945 11,657

BLESS dataset: BLESS is a collection of examples of hypernyms, co-
hyponyms, meronyms, and random unrelated words for each of 200 concrete,
largely monosemous nouns [4]. ENTAILMENT dataset: It consists of 2,770 pairs
of terms, with an equal number of positive and negative examples of hypernymy
relation. Altogether, there are 1,376 unique hyponyms and 1,016 unique hyper-
nyms [3]. Turney and Mohammad dataset: is based on a crowdsourced dataset
of 79 semantic relations. Each semantic relation was linguistically annotated as
entailing or not [28]. Levy dataset: is based on manually annotated entailment
graphs of subject-verb-object tuples. This is is the most realistic dataset since
the original entailment annotations were made in the context of a complete
proposition [16].

Analyze the differences between hypernymy in English and Vietnamese,
based on the structure of published datasets for English, especially the crite-
ria given by Julie Weeds et al. [29] for benchmark datasets, the requirements for
a Vietnamese dataset are as follows:

– The dataset should contain words that belong to different domains.
3 https://github.com/ahug/HypEval/tree/master/data.

https://github.com/ahug/HypEval/tree/master/data
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– A dataset needs to be balanced in many respects in order to prevent the
supervised classifiers from making use of artifacts of the data.

– There should be an equal number of positive and negative examples of seman-
tic relation.

– The negative examples need to be pairs of equally similar words, but where
the relationship under consideration does not hold.

– The number of words in the dataset, should balance in classes (e.g. city, actor,
...) and instances (e.g. Paris, Tom Cruise, ...).

To visualize the structure of Vds1, Vds2, and Vds3 datasets4, they are repre-
sented as graphs structure. Vertices represent words, edges represent hypernymy
relation (see Fig. 2, 3).

Vds1 dataset: The words of this dataset are selected from Vietnamese Word-
Net and they belong to different domains: plants, animals, furniture, foods, mate-
rials, vehicles, and others. Each pair of words in the dataset is assigned one of
the three semantic relation labels.

– Hypernym: is hypernym of, (e.g. <flower> - <rose>).
– Co-hyponym: that is a co-hyponym (coordinate) of , (e.g. <rose>-

<sunflower>).
– Random: has no hypernym or co-hyponym relation with , (e.g. <flower>

- <bicycle>).

Vds2 dataset: This dataset consists of 1,657 hypernymy pairs which are
chosen from 269,781 hypernymy pairs extracted from Vietnamese WordNet
(Table 4). Figure 2a shows that the Vds1 dataset contains hypernymy pairs and
they belong to some domains, some words share a hypernym forming tree struc-
ture. In contrast, Fig. 2b shows that most of the hypernymy pairs are disjoint
pairs because they are randomly selected from Vietnamese WordNet.

Fig. 2. Visualization of the datasets.

Vds3 dataset: We extracted from Vietnamese WordNet two subnets. The first
subnet contains hypernymy pairs extracted from the taxonomy tree, which is a
subtree with the root node as <animal>(Vds3animal); The second sub-
net is a subtree with the root node as <plant> (Vds3plant). In other

4 https://github.com/BuiTan/Vds.

https://github.com/BuiTan/Vds
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words, these subnets are taxonomy trees. The height of the tree which corre-
sponds to Vds3animal is 12 and contains 2,284 hypernymy pairs. For Vds3animal,
the height of the tree is 9 and contains 2,267 hypernymy pairs. Figure 3 visual-
izes two subnets, in which Fig. 3a shows Vds3animal, and Fig. 3 shows Vds3plant.
The number of pairs for each relation from the three datasets is summarized in
Table 4.

4 Evaluation

We conduct experiments to evaluate the performance of the improved method
compared to other methods. Three techniques of word embeddings are imple-
mented: Word2Vec4 model [19], DWN [18], and our improved DWN model (our).
Training the Word2Vec model in Vietnamese, we use a corpus that contains
about 21 million sentences (about 560 million words), we exclude from this cor-
pus any word that appears less than 50 times. Data for training DWN and
improved DWN model has 2,985,618 triplets and 138,062 individual hypernymy
pairs which are extracted from the above corpus. To decide whether a word pair
hold the hypernymy relation, we build a classifier that uses embedding vectors as
features for hypernymy detection. Specifically, we use Support Vector Machine
(SVM) [6] for this purpose. Inspired by the experiments of Julie Weeds et al.
[29], several combinations of vectors are also experimental and reported.

Experiment 1. Experiment on Vds1 dataset, the data includes 976 hyper-
nymy pairs (positive labels), and 1,026 pairs which are not hypernymy (negative
labels), these pairs are mixed then selected 70% for training and 30% for testing.
To increase the independence between training and testing sets, we exclude from
the training set any pair of terms that has one word appearing in the testing
set. The results shown in Table 5 are the accuracy of methods when using dif-
ferent combinations of vectors. The experimental results in Table 5 show that
the improved method performs better than Word2Vec and DWN methods in
terms of accuracy. svmDIFF gives better results for the Word2Vec model, but
the performance of DWN and improved method is higher than with svmCATs.

Fig. 3. Visualization of subnets.
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Table 4. Statistics of three datasets.

Table 5. Hypernymy detection results for the Vds2 dataset.

Dataset Model svmDIFF svmMULT svmADD svmCAT svmCATs

Vds1 Word2Vec 0.82 0.77 0.81 0.80 0.79

DWN 0.81 0.79 0.82 0.82 0.84

Our 0.86 0.83 0.84 0.87 0.89

Experiment 2. Experiment on Vds2 dataset, the data includes 1,657 hyper-
nymy pairs (positive labels), and 1,657 pairs which are not hypernymy (negative
labels), the same as experiment 1, these pairs are mixed then selected 70% for
training and 30% for testing. To increase the independence between training and
testing sets, we exclude from the training set any pair of terms that has one word
appearing in the testing set. The results shown in Table 6 are the performance
of methods that are measured in terms of precision, recall, and F1.

Table 6. Hypernymy detection results for the Vds2 dataset.

Dataset Model Precision Recall F1

Vds2 Word2vec 0.85 0.87 0.86

DWN 0.88 0.88 0.88

Our 0.90 0.94 0.92

Experiment 3. This experiment aims to evaluate the capacity of methods to
recognize a subnet. Two subnets: Vds3animal, Vds3plant respectively are used
for training and testing data. In this experiment, svmCATs is used for combina-
tions of vectors. Experimental results are presented in Table 7. In experiments 2
and 3, precision can be characterized as the measurement of exactness or qual-
ity, whereas recall is the measurement of completeness or quantity. As seen in
Tables 6 and 7, the improved method produced better results than the origi-
nal one, not only in terms of precision but also recall. Herein, the experiment
focuses on Vietnamese hypernymy detection. However, our improved method
can be easily adapted to other languages.
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Table 7. Hypernymy detection results for the Vds3 dataset.

Model Training Testing Precision Recall F1

Word2vec Vds3animal Vds3plant 0.50 0.60 0.55

DWN 0.52 0.64 0.57

Our 0.61 0.76 0.68

Word2vec Vds3plant Vds3animal 0.58 0.72 0.64

DWN 0.57 0.73 0.64

Our 0.62 0.78 0.69

The idea of incorporating semantic knowledge into the corpus-based learning
of word embeddings has also been applied in the study of Quan Liu et al. [17].
Experimental results in [17] have shown that this approach can significantly
improve the efficiency of NLP applications that rely on word embeddings.

5 Conclusion

A number of hypernymy detection methods based on word embeddings and
supervised learning has been applied for Vietnamese. This paper offers two sig-
nificant contributions. Firstly, a word embeddings model has been improved by
weighting contextual words proportionally to the semantic similarity between
them and the hypernym. Experimental results demonstrated that our proposal
can increase the efficiency from 8% to 10% in terms of accuracy compared to
the original method. Secondly, based on Vietnamese WordNet, three datasets for
the Vietnamese hypernymy detection problem have been built and published.
We intend to apply our method to detect other kinds of semantic relations and
also other languages.
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Abstract. In this paper we describe and evaluate Arbobanko, a syntactic treebank
for the artificial language Esperanto, as well as methods and tools used to produce
the treebank. For an under-resourced language, the quality of automatic syntactic
pre-annotation is of obvious importance, and by evaluating the parser associated
with the treebank, we try to answer the question whether the language’s extremely
regular morphology and low lexical ambiguity carry over into a more regular
syntax and higher parsing accuracy. On the linguistic side, the treebank allows us
to address and quantify the typological issue of (free) word order in Esperanto.

Keywords: Treebanks · Esperanto · Dependency grammar · Constraint
grammar · Syntactic parsing · Free word order languages

1 Introduction

Syntactic treebanks satisfy important needs in both language technology and descriptive
linguistics, allowing the latter to identify and quantify linguistic patterns, and the former
to train and evaluate machine-learned parsers. With a general change of focus from the
latter to the former, dependency treebanks have becomemore prevalent at the expense of
constituent treebanks, driven bymethodological considerations such as implementability
in mathematical models (graphs).

Historically, dependency syntax has roots in the description of slavic languages, one
of its strengths being the handling of free word order and discontinuities, while con-
stituent grammar was linked to English with its fixed word order and reliable subject-
predicate pairs. Thus, the first and largest dependency treebank was built for Czech
(Böhmová et al. 2003, Bejček et al. 2013), while major English treebanks like the Penn
Treebank were originally annotated with phrase structure and converted to the depen-
dency format only later (Johansson and Nugues 2007), by the machine-learning (ML)
community. A third approach was used for the Danish Arboretum treebank (Bick 2003),
where a rule-based Constraint Grammar (CG) parser was used to create shallow depen-
dency trees that were then converted to constituent trees, using manual revision at both
stages.
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As an artificial language with a sizable living speaker community, Esperanto is
a linguistically interesting language, albeit under-resourced in terms of both develop-
ment/research funding and existing NLP resources. Our treebank project intends to
address this issue at both the linguistic and NLP levels. We decided on a dependency
format not only because of the current focus of the research community, but also because
of the purported free word order-characteristics of the language, and because the only
available parser was a CG dependency parser, and we needed to minimize (unfunded)
human revision labor.

2 The Corpus

Arbobanko is a news corpus, covering the period 1997–2003. It is based on journalistic
material from the Esperanto journalMonato, published by Flandra Esperanto Ligo, and
compiled and TEI-encoded by Bertil Wennergren. The overall text corpus contains ca.
579,000 words, and is available for search and download at http://tekstaro.com. For the
Arbobanko treebank a 50.000 word section of the corpus was tokenized and morphosyn-
tactically annotatedwith theEspGram parser (Bick 2007and 2009) andmanually revised
at all levels. Like the source corpus, this annotated subcorpus will be made available
on-line.

Annotation was carried out with what could be called a recursive boot-strapping
method, where corrections learned from manual revision were fed back into the parser
in the form of rule changes or additions, that would then increase the accuracy of further
automatic parses. By logging all manual corrections, it was also possible to establish
an estimate of global and category-specific parser performance. Ultimately, knowledge
of category-specific error margins should allow the use of a much larger treebank with
only automatic annotation, that would still allow linguistic research with a reasonable
level of reliability.

3 Annotation Levels

The treebank contains linguistic annotation at four primary levels: lemma, part-of-
speech (POS) and inflexion, syntactic function (“edge labels”) and dependency-head
id’s (attachment links). In addition, there is some secondary, lexical information about
morpheme structure and POS-subclass, as well as some semantic class information,
mostly for nouns. All information is strictly token-based and contained in the follow-
ing ordered tag fields, with ‘@’ used as a marker for the syntactic label, and ‘#’ for a
numbered dependency relation:

Wordformlemma < subclass >… POS inflexion @syntactic_function #head_id.
Apart from the linguistic annotation,most of the original TEImeta-information, such

as topic, titles and paragraph id’s, is retained in the treebank on separate xml lines. In the
example below, token lines were indented according to tree depth to increase readability.
Apart from the native format, we also provide Tiger xml and the CoNLL tab field format
with feature-attribute pairs.

http://tekstaro.com
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3.1 Morphological Annotation

A low degree of morphological ambiguity is a planned design feature of Esperanto, and
togetherwith its regular inflexion and affixation system,meant tomake the language easy
to learn. As a result, automatic annotation is very reliable at this level, and few ambiguity
classes exist, with little need for human revision. The only systematic POS ambiguity
is between proper nouns and other word classes because of upper-casing (especially in
sentence-initial position), and in connectionwith tokenization errors. Thus, the otherwise
reliable vowel coding for POS (e.g. -o= noun, -a= adjective, -i= infinitive, -e= adverb)
breaks down in the face of foreign names in (a) and (b). Another type of ambiguity arises
from the syntactic, rather thanmorphological, nature of some non-inflectingword classes
(c1–3).

(a) Durrës-Varna -- > adjective -a
(b) Verdi kaj Ĉajkovskij -- > verb –i
(c1) ĝis la mateno [until morning], -- > preposition
(c2) ĝis ili subskribis [until they signed], -- > conjunction
(c3) ĝis kvar gastoj [up to four guests], -- > adverb
(d) DNA, RNA -- > proper?/noun
(e) i.a. [among other things] -- > noun?/adverb
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Sometimes, abbreviations can also present problems, because of upper-casing and lack
of endings: type (d) is sometimes mis-tagged as e.g. company proper nouns, and dot-
shortened abbreviations may default to a (wrong) noun reading.

A final, rare type of ambiguity concerns morpheme structure, and is a source
of puns in Esperanto. Although this ambiguity class will not be visible at the
lemma/POS/inflexion level, it does affect the meaning of a word, and the EspGram
parser tries to resolve it (f-g).

(f) altiri < *ADJ:alt + ir|i > (“go high” [high + go]) vs. < PRP:al + tir|i > (“attract”
[to-draw])
(g) diamante<*N:di+ amante> (“God-lovingly”) vs.<*ADJ:di|a+mante> [“godly-
mantis-ly”] vs. uncompounded “diamond-like”

In principle, there is no inflectional ambiguity in Esperanto. However, foreign proper
nouns that have not been assimilated into the language, often retain their original spelling
and will rarely receive the accusative case marker -n, unless they happen to end in -o
(the noun-marking vowel). Therefore, such proper nouns are nominative/accusative-
ambiguous and a theoretical source of errors for EspGram’s disambiguation.

3.2 Syntactic Annotation

Syntactic annotation is of course, what a treebank is really about. Thus, the linguistic
motivation for creating Arbobanko is to allow descriptive studies of Esperanto syntax,
addressing topics such as word order and structural complexity. It is for such linguistic
reasons, that the relatively fine-grained syntactic tag inventory ofEspGram is maintained
in the treebank. For instance, what could have been one adverbial class, is subdivided into
free adverbials (@ADVL), bound adverbials (@SA), object-bound adverbials (@OA),
free predicatives (@PRED) and prepositional objects (@PIV). In noun phrases, a distinc-
tion is made between identifying (@APP) and predicating (@N < PRED) appositions.
However, we try to avoid unnecessary tag complexity by not introducing different syn-
tactic tags, where POS already contains the distinction. Thus, phrase-level modifiers are
only attachment-tagged as prenominals (@ > N) and postnominals (@N <) nominals,
or pre-adjects1 (@ > A) and post-adjects (@A <), not for what the modifier itself is
(e.g. hypothetical @nmod for a modifier that is a nouns), because that would just be
duplicated information.

In the same vein, a strict form-function distinction is maintained for dependency
heads. For instance, adjectives are not re-tagged as nouns, just because they appear as
the head of a noun phrase. In English translation, “sick” stays ADJ in “the sick flocked
to him”, in spite of it being the head of the subject np. This way, there will be no conflict
in it taking an adverb modifier (“the very sick flocked to him”), because “very” still can
see necessary ADJ head to attach to. The “noun-ness” of “sick” in “the sick” will thus
be expressed solely at the function level, by it carrying a noun function (subject) and an
article dependent.

1 Adjects are defined as adverbial modifiers in adjp’s and advp’s, i.e. of adjectives and adverbs.
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While the above adjective-noun duality is often avoided in Esperanto by adding
POS-changing suffixes (mal-san-ul-o = un-healthy-person-noun), another word class,
participles, is more problematic, having both adjectival and verbal aspects. Esperanto
adjectival participles inflect in gender and number, but are also marked for tense/aspect
[aio] and passive/active [±n], and often function as non-finite predicators with one or
several verb arguments. Therefore, even though there is only onemorphological (“form”)
analysis, the ambiguity manifests at the syntactic function level and needs to be resolved
contextually (a-b).

(a) numeritaj biletoj [numbered tickets] -- >@ > N (prenominal)
(b) transportkoridoroj numeritaj per romaj ciferoj [traffic corridors numbered with
Roman numerals] -- >@ICL-N < (postnominal [N <] non-finite [I] clause [CL])

3.3 Dependency Annotation

In a typical Constraint Grammar parsing chain, each linguistic level will receive its
own grammar module, and disambiguated output from one will be used as input to the
next. Classical CG (Karlsson 1990) recognizes three levels: Morphological/POS dis-
ambiguation, syntactic function mapping (e.g. based on case or position), and syntactic
disambiguation. Syntactic form (structural tags) was addressed only rudimentarily, with
arrows indicating attachment direction (e.g. @N < pointing left to a noun head). The
state-of-the-art CG3 compiler (Bick and Didriksen 2014) does expand the formalism to
allow the creation and use of dependency links, but with pre-existing morphosyntactic
parsers this will mean a dependency module that is run after function labels have already
been assigned - a design different from most machine-learning (ML) approaches, such
as the ones described in the CoNLL conference joint tasks on dependency parsing (e.g.
Nivre et al. 2007), that will perform the two tasks simultaneously or in the opposite order.
This function-first architecture of our automatic annotation system means that depen-
dency attachment rules can exploit existing syntactic information (including attachment
direction!), but it also means that many attachment errors need to be fixed in EspGram
itself, rather than in the add-on dependency module.

In descriptive terms, our native dependency annotation is syntactically motivated
rather than semantic, minimizing the dependency distance between a governing head
and the token it controls in terms of agreement or valency. Thus, prepositions are treated
as heads of pp’s, because the verbs and nouns governing the pp may have preposition-
specific valency (e.g. rilati al [refer to], amikeco kun [friendship with]). In the same
vein, auxiliaries are rigarded as (syntactic) heads of verb chains, because they control
the form of the main verb (infinitive, participle), rather than vice versa. We are aware of
the Universal Dependencies (UD) initiative (McDonald, et al. 2013) that uses semantic
head relations instead (i.e. prepositions and auxiliaries as dependents of main verbs and
pp-nouns, respectively), but have chosen to keep syntactic and semantic levels strictly
separate in Arbobanko. Semantic argument links with thus be added only in a future
version with full semantic role and frame annotation. That said, we provide an automat-
ically UD-converted version of the treebank in CoNNL format to further comparability
and to allow compatibility with UD-based NLP tools.
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Twonotoriously difficult issues for a dependencygrammar are coordination and ellip-
sis, both because dependency grammar does not allow empty nodes, forcing either (a)
parallel attachment with a loss of structural information or (b) some kind of "dependent
nexus", where one dependent attaches to another rather than the common antecedent.
(a) provides short semantic paths for all constituents, but we opted for (b) in the default
version of the treebank, again giving priority to syntactic concerns and expliciting the
special relation between conjuncts and the parts of an elliptic nexus, respectively. How-
ever, sequential attachments of second and later conjuncts to the first conjunct can easily,
and automatically, be raised to parallel attachment, if corpus users wish to use the latter
format.

Finally, we have chosen to include punctuation in our dependency mark-up. Paired
punctuation (e.g. parentheses) will attach to the highest node in the enclosure, and clause
and phrase separators attach left to the highest node of the preceding clause or phrase.

3.4 Secondary Tags

Secondary tags are marked with <… > brackets and comprise secondary grammatical
and semantic information. They can bemapped either from a lexicon file or by contextual
CG rules. Grammatical tags will be disambiguated contextually, if more than one of the
same type is possible for a given word, for instance the distinction between < rel >
(relative) and< interr> (interrogative) for adverbs and pronouns, or<mv> (main verb)
and< aux> (auxiliary) for verbs. A third type of secondary tag helps with coordination
conversion: < cjt-first > (first conjunct), < cjt > (second or later conjuncts) and <

co-arg > for coordinating conjunctions, with “arg” specifying the syntactic tag of the
coordinated material, e.g. < co-subj > for subject coordination.

Semantic tags at this level are not functional (semantic roles), but lexical (ontology-
derived), and they are not currently disambiguated in the treebank. Most tags belong to a
shallow noun ontology of about 200 classes2 and helpEspGram’sCG rules to e.g. choose
subject readings over other possible syntactic tags, if a word belongs to a human class
(e.g.<Hprof> professional,<Hnat> nationality term,<Hideo> ideology-follower).

4 Parser Evaluation

The focus of this paper is on the creation of a treebank for a language, where there
was none, i.e. the resource side rather than the performance side of NLP. So we have
evaluated the underlying parser not for its own sake, but in order to be able to improve
it and thereby speed up further manual revision of the treebank. Also, category-specific
accuracy is useful when interpreting linguistic results from larger, unrevised treebanks
made with the same parser.

2 For Esperanto, we have adopted the "semantic prototype" ontology described at http://visl.sdu.
dk/semantic_prototypes_overview.pdf.

http://visl.sdu.dk/semantic_prototypes_overview.pdf


254 E. Bick

Our evaluation is based on the change log from the manual revision of the first 16300
tokens of the treebank. Because attachment errors were counted separately, attachment
direction arrows at the clause level were ignored when evaluating function tags (i.e. @
< SUBJ and @SUBJ > were both counted as just @SUBJ, subject). This evaluation
method is clearlymore lenient than an independent gold corpus or an independentmanual
annotation of the same corpus would have been, because when in doubt, a reviewer-
annotator will simply choose to do nothing and leave the automatic tag unchanged. A
positive side effect of this parser bias, however, is a certain consistency with regard
to the resolution of dubious cases, derived from the reproducibility of the automatic
choice, and difficult to achieve for human annotators. Also, the parser bias will only
affect unclear cases, and still produce good statistics for safe errors, allowing us to flag
the most error-prone categories for further inspection.

All in all, ca. 3% of tokens in the test section had errors in primary categories, with
2.6% attachment errors and 1.6% function tag errors. Performance for word tokens alone
(ignoring punctuation) is shown in parentheses in Table 1. As expected for Esperanto,
the extremely regular morphology left almost no room for POS or inflexion errors.

Table 1. Parser performance

Correct attachment Wrong attachment

Correct function 97.04% (96.53) 1.36% (1.56) 98.40% (98.09)

Wrong function 0.35% (0.42) 1.25% (1.49) 1.60% (1.91)

97.39% (96.95) 2.61% (3.55) 100% (100)

In a breakdown of individual categories (Table 2) pp-attachment problems left their
predictable mark, with postnominal pp’s (PRP@N<) being attached to the wrong noun,
or tagged as adverbial (@ADVL) and attached to a verb.Thus, 19.8%of attachment errors
and 26.8% of function errors involved the postnominal category, and 90% of cases were
pp’s. If predicating appositions are included in this category, it comprises 1/4 - 1/3 of all
errors.

Table 2 contains only the major categories, and it lumps all clause functions into
only two groups, finite and non-finite, but it clearly shows what is difficult for function
tagging and for attachment tagging, respectively. Thus, coordinators (@CO) and, to a
lesser degree, adverbials (@ADVL) are more an attachment than a labeling problem,
while copula complements (@SC) and subjects (@SUBJ) are more a labeling than an
attachment problem. For postnominals (@N <, @N < PRED), a function error will
almost always lead to an attachment error, but the latter bears the additional burden of
distance errors. That direct objects (@ACC) are so easy to label, is due to the fact that
Esperanto has a morphological accusative marker (-n).
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Table 2. Error contribution by category (accuracy)

% of function errors % of attachment errors % of all tokens

@N < (postnominal) 26.8 19.8 5.6

@N < PRED (predicat.
Apposition)

7.3 6.8 0.9

@ADVL > (left
adverbial)

5.4 6.8 5.9

@ < ADVL (right
adverbial)

3.8 5.2 4.8

@SUBJ (subject) 6.9 4.0 8.8

@ACC (direct object) 1.9 3.1 4.8

@SC/@SA (copula
complements)

3.8 0.7 1.9

@NPHR (free np, no
verb)

5.0 2.1 0.6

@A < (post-adject) 3.4 2.1 5.2

@FS-… (finite clauses)
@FS-N < (relative
clause)

15.0
2.7

16.7
6.1

9.5
1.3

@ICL-… (non-finite
clauses)

6.1 5.2 2.9

@CO (coordinator) 1.1 12.9 3.3

@PU (punctuation) 0.0 0.1 16.2

While Table 2 tells us, where errors occur most in absolute terms, and where added
revision and rule-writing should be focused for maximal treebanking efficiency, this
is not enough to predict which linguistic information weaned from the corpus is reli-
able and which is not. For this task, error rates need to be normalized with regard to
overall category frequencies. Figure 1 models this category-specific error risk computed
as error share divided by token share. The resulting value tells us, how much a cate-
gory is overrepresented among errors as compared to its share among running tokens.
Thus, the most unreliable categories in terms of function labeling are @N< PRED and
@NPHR (9 times overrepresented), while all clause-level categories with the exception
of complements, i.e. subjects, objects and adverbials are safe (underrepresented).

In terms of attachment, the most unreliable categories are coordinators (@CO) and
relative clauses (@FS-N <), with a 4x over-representation, and the same np categories
that are also unreliable in terms of function (@N<, @N< PRED and @NPHR). All in
all, Fig. 1 predicts that an automatically annotated treebank is safer to use for clause-level
studies than np-level studies and coordination studies.
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Fig. 1. Error risk by category

5 Linguistic Evaluation

Our first research question was methodological: Does the regular morphology of
Esperanto spill over into a more regular syntax in the sense, that parsing will be easier?
With our data, the answer to this question appears to be only a little yes. The morpholog-
ical error rate was indeed very low, but syntactic accuracy (~96.5% for word tokens) is
only marginally better than what has been reported for CG systems for other languages
(e.g. 95–96% for Portuguese [Bick 2014]). Also, recall results for English CG (Prytz
1998) indicate that printed news are probably situated at the high performance end,
and that other genres would likely fare worse. Especially the problems with pp attach-
ment and coordination indicate that at the syntactic level, Esperanto is not so different
from other languages, and that ambiguity in this area arises from semantics rather than
morphology.

The second research question is linguistic - to what degree does Esperanto have
free word order? At the clause level, data from Arbobanko indicate a general tendency
towards SVO order, but also category-specific deviations. For the statistics in Table 3,
relative and interrogative pronouns were excluded because they are always used clause-
initially, irrespectively of syntactic category3, in both Esperanto and all etymologically
related languages.

As can be seen, subjects and direct objects occur on the “wrong” side of the verb
often enough to speak of free word order in the sense that such usage is grammatically
acceptable, though not the default, in Esperanto. For oblique and copula arguments,
however, left placements (outside relative clauses and questions) is so rare, that it should
be considered as marked (e.g. focus-triggered). Object pronouns were as (un)likely as

3 Yes/no questions with the question particle "ĉu" were not excluded, but were not statistically
salient, because only a few contained finite verbs.
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Table 3. Clause level constituent placement

Left of V Right of V

Subject (@SUBJ) 85.4% 14.6%

Direct object (@ACC) 10.2% 89.8%

Copula complement (@SC) 3.6% 96.4%

pp/oblique object (@PIV) 2.7% 97.3%

object nouns to occur left of the verb, so clitic effects in the fashion ofRomance languages
can be ruled out.

In order to identify complete finite clauses with both subject and object, and count
full SVO patterns, we wrote a small mark-up CG mapping %svo, %vso, %sov etc. tags
on the main verbs of these clauses (Table 4).

Table 4. SVO variations

Percentage of finite clauses with both subject
and direct object

SVO 89.98%

OVS 2.44%

SOV 2.69%

OSV 3.42%

VSO -

VOS 1.47%

The numbers indicate that SVO is the default word order for Esperanto outside
relative clauses and questions, but that there is no strict rule against other word orders,
that together make up 10% of finite S + O clauses. Only VSO did not occur at all.
Unexpectedly, the “Yoda” word order OSV is themost frequent alternative, in spite of it
being the only one that is not documented as a normal word order in natural languages.
Non-finite clauses4 had a stricter word order than finite clauses, with 98&% of objects
placed to the right.

At the phrase level, the typologically interesting word-order question is where adjec-
tives are placed in noun phrases. Here, our data did contain some variation, with left
placement as the statistical norm, but still 5.9% of adjectives positioned right of their
head noun. In addition, heavy modifier material seems to be moved to the right. Thus all
modifier clauses, including participle clauses, were placed to the right, as well as half
of the coordinated adjectival modifiers.

4 Non-finite clauses do not take subjects in Esperanto.
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One conclusion from our np word order data is that Esperanto, despite the fact that
the majority of its vocabulary can be traced back to Romance languages, seems to prefer
a “Germanic”, left placement of adjectives. We therefore also investigated verb phrases,
looking for discontinuities, common inGermanic languages. But while we did find about
15.3% discontinuous vp’s, almost all interfering material was adverbial, with no sign
of post-auxiliary subjects, occurring in many Germanic languages when fronting other
constituents.

The last linguistic topic we will present here is the use of complex tense, mode and
aspect. For this, Esperanto combines the tense-inflected esti (“be”) with likewise tense-
inflected active and passive participles5. Because of the rareness of some combinations,
and the low error rate of automatic annotation for this type of auxiliary construction, we
have used the entire Monato corpus, with automatic treebank annotation, for the data in
Table 5.

Table 5. Auxiliary constructions

As can be seen, passives are much more common than actives, probably because the
latter cover less linguistic terrain and “only” work as complex tenses, with a “viewer”
time marked by the auxiliary, and a relative event time marked as anterior, posterior or
simultaneous in the participle. The high-frequency complex passives (estas/estis/estos+
…ata/ita), on the other hand, are the onlyway to express finite passives, since only actives
have auxiliary-free finite forms. In addition, the participle tense vowel in these forms is
used to express aspect (a/present = imperfective, i/past = perfective). The conditional
auxiliary form estus (last column) is rarest, anmostly used for past conditionals, active or
passive. The active present participle is rare, and never used with future and conditional
estos/estus, implying that no added meaning is achieved compared to the -os/us forms
of the main on its own.

5 These participles carry an adjectival -a ending, and inflect/agree with regard to number and
case, allowing them to function as postnominal non-finite clauses, marked @ICL-N < in the
treebank, unlike the @ICL-AUX < (argument of auxiliary) we are concerned with here.
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6 Conclusion and Outlook

We have presented and evaluated a treebank for Esperanto, that we hope will help
remedy the lack of NLP resources for the language and trigger further research. By
constantly improving the grammar and lexicon of the underlying CG parser, manual
revision labour was kept at a minimum. Measured against the revised annotation, the
parser achieved a syntactic accuracy (labelling and attachment combined) of 96.5%
for non-punctuation tokens, albeit with considerable variation across categories. This
relatively high performance should facilitate future work that could include a “raw”
(automatic) treebank for the entireMonato corpus, as well as new treebank sections for
other genres.

On the linguistic side, the treebank has allowed us to establish word (constituent)
order statistics classifying Esperanto as an SVO and ADJ-N language with considerable
room for word order variation, both at the clause level and for np attributes. What
we do not know, and what should be addressed in future research, is to which degree
these findings depend on statistical tendencies influenced by the native language of an
Esperanto speaker/author, and whether word order variation is less or more pronounced
in the formal written language of a news journal than in spoken or informal written
language, as found in social media, e-mail or text messages.
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Abstract. We present a novel supervised approach to sentence compression,
based on classification and removal of word sequences generated from subtrees
of the original sentence dependency tree. Our system may use any known clas-
sifier like Support Vector Machines or Logistic Model Tree to identify word
sequences that can be removed without compromising the grammatical correct-
ness of the compressed sentence. We trained our system using several classi-
fiers on a small annotated dataset of 100 sentences, which included around 1500
manually labeled subtrees (removal candidates) represented by 25 features. The
highest cross-validation classification accuracy of 80% was obtained with the
SMO (Normalized Poly Kernel) algorithm. We evaluated the readability and the
informativeness of the sentences compressed by the SMO-based classification
model with the help of human raters using a separate benchmark dataset of 200
sentences.

Keywords: Sentence compression · Syntactic dependencies · Supervised
learning

1 Introduction

Sentence compression is a common NLP task of shortening sentences without chang-
ing their meaning and while preserving their correct grammatical structure. One of
the important applications of sentence compression is automatic text summarization
[11,14]. The other known applications are headline generation [5], generation of tele-
vision subtitles [18], automatic tweet generation [17], and displaying texts on small
screens like mobile phones [6]. Most approaches to the sentence compression task
are based on removing words from the sentences, but systems that use paraphrasing
also exist [4]. Common sentence compression methods include integer linear program-
ming [2], noisy-channel models [10,13], models that use pruning of dependency and
constituency parse trees [1,12] and discriminative large margin learning [3,16]. One
of the latest sentence compression methods is based on a probabilistic model (LSTM -
Long Short Term Memory) and it does not utilize any syntactic information (like PoS
or parse trees) nor the desired compression length to compress sentences [7]. However,
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it builds upon a large set of features and thus requires a training corpus of considerable
size. In [7], the LSTM system is trained on two million sentence-compression instances.

In this paper, we present a new supervised sentence compression method based on
detection, labeling, and removing appropriate word sequences (subtrees) from the orig-
inal sentence. Similar to the cited works, our approach uses the dependency structure of
a sentence and prunes word sequences corresponding to dependency subtrees. However,
our approach is supervised and does not contain any ad-hoc rules. The subtrees of the
dependency parse tree are treated as removal candidates. For each subtree, we calculate
25 predictive features that are later filtered by a feature selection method. Our system
may use one of the known classification methods (like SVM) to identify subtrees that
can be removed without compromising the grammatical correctness of the compressed
sentence. Due to a limited amount of predictive features, our system may be trained on
a much smaller set of compressed sentences than LSTM–based algorithms. Moreover,
the system compression ratio may be controlled by the user. We trained our system
with several classifiers on a manually labeled dataset of 1494 subtrees extracted from
100 sentences and evaluated it on a separate test set of 200 sentences. Using dependency
tree pruning for sentence compression is motivated by the belief that the grammatical
correctness of the compressed sentences can be better ensured by pruning of depen-
dency trees because tree pruning approaches do not generate new dependencies and
are unlikely to produce a compression with a different meaning [8]. An unsupervised
dependency tree pruning approach is used in [8], whereas in this paper we propose a
new supervised tree pruning approach for sentence compression. The current version
of our system has been trained on English texts but in principle, it can be trained on an
annotated collection of parsed sentences in any language.

2 The Compression Methodology

Our sentence compression methodology is composed of several stages: (1) extraction of
removal candidates (word sequences represented by subtrees of a dependency parsing
tree), (2) representation of extracted candidates by predictive features (including feature
extraction and selection), and (3) candidates classification (valid/invalid for removal)
using a pre-trained classification model. Figure 1 demonstrates the general pipeline of
our compression procedure.

Fig. 1. Pipeline of our sentence compression tool.
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2.1 Generation of Subtrees (Removal Candidates)

For each sentence, our system identifies as removal candidates all word sequences rep-
resenting the possible subtrees of the dependency syntax tree.1 Also, subtrees’ comple-
ments and single words (remaining after filtering) are added to the list of candidates.
The dependency syntax trees are generated using the Stanford Parser from the Stanford
coreNLP tool [15].

Fig. 2. Dependency syntax tree representing the sentence “A woman was injured by a falling tree
in the Gresham neighborhood”.

An example of a dependency syntax tree for the sentence “A woman was injured
by a falling tree in the Gresham neighborhood” is demonstrated in Fig. 2 and selected
removal candidates are shown in Table 1, along with the compressed sentences after
removal of the corresponding subtree, its type (single word, subtree, or its complement)
and its class label (“Y” - valid, “N” - invalid). The sentence has 11 subtrees and 12
single words. Determiners, prepositions, and “be” verbs are filtered, retaining the set of
only five removal candidates and their complements for annotation or classification.

Table 1. Some possible candidates with their class labels (manually annotated).

Removal candidate Compressed sentence Type Class

Falling A woman was injured by a tree in word Y

the Gresham neighborhood

By a falling tree in the A woman was injured Subtree Y

Gresham neighborhood

A woman was injured By a falling tree in the Gresham neighborhood Complement N

1 Complete sentences and single words that are prepositions, wh-words, pronouns, and forms of
the “to be” verb are not saved in the list of removal candidates.
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2.2 Feature Extraction

For each removal candidate, we calculate 25 different features which are supposed to
describe its complete grammatical structure. Some of the features are obtained using the
Stanford coreNLP tool. We explored four different categories of features: based on sta-
tistical information, dependency and constituency parsing, Named Entity Recognition
(NER), and Part-Of-Speech (POS) tagging. The full list of features is as follows.

1. General quantitative features
length: Number of tokens in the subtree.
ratio: Number of tokens in the subtree, normalized by the sentence length.
rel start, rel end: Relative location of the first/last subtree word in a sentence.
chars: Total number of characters in the subtree’s words.

2. Syntax features2

dependency: Grammatical relation of the subtree’s parent to the subtree root in the
dependency parsing tree. In order to avoid overfitting, we group all dependency rela-
tions to nine groups: “core”, “noncore”, “spec”, “noun”, “comp”, “coord”, “case”,
“loose”, and “other”.
depth: Distance between the subtree and the root of the dependency syntax tree.
parent: Part of speech (POS) of the parent of the subtree in the dependency tree.
subj: Does a subtree contain a subject? (true/false)
verb: Does a subtree contain a verb? (true/false)
obj: Does a subtree contain an object? (true/false)
phrase type: Phrase type of the subtree according to the sentence constituency syn-
tax tree.3 punct in: Does a subtree contain punctuation marks? (true/false)
punct out: Is a subtree surrounded by punctuation marks? (true/false)

3. NER features
is ner: is a subtree a named entity (NE)?
ner type: NE type of a subtree.4

4. POS features
POS before, POS after: POS label of the last word preceding and the first word fol-
lowing the word sequence represented by the subtree.
POS first, POS last: POS label of the first/last word in the word sequence.
%nouns, %verbs, %adjectives, %adverbs, %prepos: Percentage of nouns, verbs,
adjectives, adverbs, or prepositions in the subtree, respectively.

Feature selection is performed before applying a classification algorithm to the labeled
data (see the next section).

2.3 Compression Algorithm

Algorithm 1 contains the pseudocode of the proposed method. The inputs of the algo-
rithm are a set of complete sentences S to be compressed, a classification algorithm
2 All syntax features are calculated using the dependency syntax tree, except for the last one, is
obtained from the constituency parse tree.

3 We use “LEAF”type for a single word.
4 We use “null” for the non-NEs.
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Algo, and a manually annotated dataset D (with already selected features). The output
of the algorithm is a set of compressed sentences C. First, a classification model M is
induced from the dataset D using the algorithm Algo. For each sentence, Si from the
set S, a dependency parse tree is created (using Stanford parser) and all subtrees of the
dependency tree are identified, filtered (determiners, preposition,“wh”-words, etc.), and
saved in the set of removal candidates STi. Every subtree (removal candidate) is con-
verted to a sequence of words, the features (depending on the classification algorithm
Algo) are extracted, and the model M is used to classify this candidate. All candidates
that are classified as “Y” by M are removed from the corresponding sentence and the
compressed sentences are added to the output set C.

For example, if we run the algorithm on single sentence “A woman was injured by
a falling tree in the Gresham neighborhood”, it detects (classify to “Y”) the following
removing candidates: “by a falling tree in the Gresham neighborhood”, “in the Gresham
neighborhood”, “falling”.

Algorithm 1: Sentence compression
Input: set S of original sentences S1, . . . , Sn

classification algorithm Algo
annotated dataset D

Output: set C of compressed sentences
M ← induce model(D ,Algo)
C ← ∅
foreach Si ∈ S do

DTi ← generate dep tree(Si)
STi ← all subtrees(DTi)
STi ← filter(STi)
Candsi ← ∅
foreach STij ∈ STi do

Cand ij ← get words(STij)
Attr ij ← attributes(Cand ij)
Class ← classify(Attr ij ,M)
if Class = Y then

Candsi ← Candsi ∪ Cand ij

end
end
Ci ← Si

foreach Cand ij ∈ Candsi do
Ci ← Ci − Cand ij

end
C ← C ∪ Ci

end
return C

All stages of our algorithm, except classification, are polynomial (quadratic) in
the dependency tree size (number of its nodes). Practically, the most computationally
expensive part of our compression pipeline is classifying the removal candidates by a
specific classification model (e.g., SMO-NPK).
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3 Experiments

We performed both automated and human evaluations of the proposed method. Auto-
mated evaluations were aimed at selecting the most accurate subtree classifier for our
compression procedure. The purpose of human evaluations was to estimate the quality
of the compression and compare our approach to the state-of-the-art method [7].

3.1 Training Data

Our training data is composed of a random sample of 100 sentences from DUC 20025,
with various lengths, number of clauses, and amount of punctuation marks. Four anno-
tators labeled the extracted removal candidates as “valid” if the corresponding word
sequences could be removed without compromising the sentence meaning and its gram-
matical correctness. Finally, we labeled with “Y” the subtrees marked by the majority
of annotators as “valid” and with “N” all other subtrees. The resulting training dataset
contains 1494 subtrees (690 “Y” and 804 “N” instances) extracted from 100 sentences.

3.2 Classifiers

Using the Weka tool [9], we evaluated 14 different classification algorithms and finally
chose four classifiers that performed best with our dataset, namely: Logistic Regression
(LR), Sequential Minimal Optimization with Normalized Poly Kernel (SMO-NPK),
Classification Via Regression (CVR), and Logistic Model Trees (LMT).

Table 2 shows the subtree classification performance, measured by the precision and
the recall of the “Y” class using 10-fold cross-validation and all 25 features.

In order to simplify the trained models, shorten training times, and reduce overfit-
ting, we performed feature selection with the following methods: iterative subset selec-
tion with Gain Ratio and Info Gain (bottom-up) and backward elimination with “Y”
precision (top-down).

Table 2. Evaluation of various classifiers.

Classifier Precision Recall F 0.5

LR 0.750 0.754 0.751

SMO-NPK 0.766 0.741 0.761

CVR 0.739 0.761 0.743

LMT 0.737 0.771 0.744

Performance of feature selection methods is shown in Figs. 3, 4 and 5.
The best “Y” precision and recall values obtained by each one of the feature selec-

tion methods are shown in Table 3 and Table 4, respectively. The best “Y” class pre-
cision (0.802) was achieved using backward elimination with an SMO classifier. The

5 http://www-nlpir.nist.gov/projects/duc/data.html.

http://www-nlpir.nist.gov/projects/duc/data.html
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Fig. 3. Attribute selection using Gain Ratio.

Fig. 4. Attribute selection using Info Gain.

Fig. 5. Backward Elimination using “Y” precision
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Table 3. “Y” class precision values obtained with various feature selection methods.

Method LR SMO-NPK CVR LMT

All (25) features) 0.750 0.766 0.739 0.737

Gain ratio 0.760 0.780 0.752 0.744

Info gain 0.761 0.780 0.763 0.745

Backward elimination – 0.802 – –

Table 4. “Y” class recall values obtained with various feature selection methods.

Method LR SMO-NPK CVR LMT

All (25) features) 0.754 0.741 0.761 0.771

Gain ratio 0.761 0.728 0.759 0.768

Info gain 0.767 0.735 0.759 0.771

Backward elimination – 0.720 – –

Table 5. “Y” class F 0.5 measure values obtained with various feature selection methods.

Method LR SMO-NPK CVR LMT

All (25) features) 0.751 0.761 0.743 0.744

Gain ratio 0.760 0.769 0.753 0.749

Info gain 0.762 0.771 0.762 0.750

Backward elimination – 0.784 – –

following six features were finally selected: parent, punct out, POS before, POS after,
POS first, and POS last. With the exception of punct out, all these features are based
on POS tags of specific words in the subtree and in the main sentence. Different number
of features selected by each one of the feature selection methods. According to forward
selection with the Gain Ratio and the Info Gain measures, “dependency” is the most
important feature having the highest Gain Ratio and Info Gain values, which implies
that the subtree’s dependency relation to the main sentence should be the leading cri-
terion for choosing removal candidates in a dependency tree. However, SMO-NPK
provided a better “Y” precision (0.802) than all other classifiers, without this feature
and with the smallest number of features (six), when Backward Elimination was used
(Table 5).

3.3 Test Data

For human evaluation, we use the first 200 sentences from a dataset available online and
used in [7]. The compression ratio is defined by the number of characters in compressed
sentences divided by the number of characters in the original sentences. We applied
our method to each sentence several times repeatedly, with the first run processing the
original sentence from the dataset and each subsequent run applied to the sentence
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compressed by the preceding run. As expected, each subsequent run obtained a higher
compression ratio that converged to some value after four iterations. The compression
ratios (CR) for iterations 1, 2 and 4 as well as for the LSTM-based method from [7] are
shown in Table 6.

3.4 Human Evaluation

We evaluated LSTM and the first, second, and fourth runs of our method in an exper-
iment with human raters. The raters were eight graduate students not involved oth-
erwise in this research project. The raters were asked to rate the readability and the
informativeness of generated compressions. Readability measures the grammatical cor-
rectness, comprehensibility, and fluency of the output whereas informativeness mea-
sures the amount of important content preserved in the compression. Every sentence-
compression pair was rated by two raters who were asked to select a score on a five-
point scale. The results are shown in Table 6. The results show that our mean compres-
sion ratio is much higher than in LSTM (resulting in higher informativeness) whereas
the average readability of our compressions is lower by 10% only (p value< 0.0001 for
readability between our first run and LSTM). Taking into account that our model was
trained on a very small dataset of only 100 sentences vs. two million in [7], our initial
results are quite encouraging. Lower readability compared to LSTM may be explained
by a very small training dataset and a relatively low precision of the classification model
(80% only), meaning that in 20% of cases we may remove a wrong subtree and produce
a grammatically incorrect sentence.

Table 6. Readability, informativeness and compression ratio of first, second and fourth iterations
of our compression method compared to the LSTM.

Method Readability Information CR

Run1 4.06 3.47 0.63

Run2 3.72 2.99 0.55

Run4 3.44 2.77 0.52

LSTM 4.49 3.32 0.39

4 Conclusions

We implemented a sentence compression tool that uses the subtrees of the dependency
parse trees of the original sentences as potential removal candidates and calculates 25
predictive features for each subtree. To train a supervised learning algorithm we created
a small dataset based on subtrees labeled by human annotators. We experimented with
several classification algorithms and found that SMO (Normalized Poly Kernel) per-
formed best with our dataset requiring only 6 out of 25 features (mostly based on POS
tags) to classify the removal candidates. Subsequently, we utilized the SMO classifier
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for choosing subtrees to be removed by our sentence compression pipeline and used it
to compress 200 sentences from a separate benchmark dataset. The results of the human
evaluation indicate that using a very small training dataset of only 100 sentences, our
compressions are only slightly less readable than the compressions produced by the
LSTM algorithm, which was trained on two million sentence-compression instances.
Also, our pipeline can be easily adapted to other languages given a sentence splitter,
tokenizer, dependency parser, and POS tagger on those languages.
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Abstract. The natural distribution of textual data used in text classi-
fication is often imbalanced. Categories with fewer examples are under-
represented and their classifiers trained on the datasets transformed to
bag-of-words representations or basic topic modeling transformations
often perform far below a satisfactory level. We tackle this problem using
a two-pass non-negative matrix factorization algorithm. This approach
finds topics for each category independently allowing to better define
topics for underrepresented categories. The results are analyzed from
multiple goal perspectives - H-loss, accuracy, F-measure, precision, and
recall, from the micro, macro and example-based aspect since each is
appropriate in different situations. Through experimental validation, it
is shown that the two-pass matrix factorization improves classification
results achieved using bag-of-words representations.

Keywords: Topic modeling · Matrix decomposition · Multi-label text
classification

1 Introduction

1.1 Problem Setting

Multi-label classification is a predictive data mining problem which is applicable
to a wide variety multiple real-world problems, including the automatic labeling
of many resources such as texts, images, music, and video [1–5].

One of the most popular problems in this domain is text categorization (text
classification), organizing text documents into several not mutually exclusive
categories. The algorithms used for multi-label classification can be grouped
into two classes: discriminative algorithms and generative modeling algorithms.
The discriminative algorithms extend single-label algorithms so they can han-
dle multi-label data. Excellent reviews with comparisons of discriminative algo-
rithms are presented in [6,7] The generative modeling algorithms model multi-
label collections via the Bayes rule.According to [8–10] supervised topic models
have become one of the leading generative modeling algorithms. Both classes of
algorithms have their own disadvantages. The discriminative algorithm is often
prone to over-fitting and highly skewed datasets, while the generative modeling
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algorithm may ignore some obvious observed features. Combining two classes of
algorithms allows to pursue more robust algorithms.

Instead of applying multi-label classification algorithms directly to the bag-
of-words representations of document collections, in this paper we propose a two
pass matrix decomposition approach based on non-negative matrix factorization
(NNMF), which captures topics in a corpus of documents. The algorithm was
introduced in [11] in the context of dynamic topic modeling. The two-pass matrix
decomposition approach is an unsupervised technique for topic modeling, that
can automatically identify topics for each category/label independently, thus, it
is able to identify topics even from underrepresented categories. Representing
texts according to their topic distributions is more compact than bag-of-words
representation and can be processed faster than raw text in subsequent auto-
mated processes.

By using the transformed topic mixture proportions as a new representation
of documents, we obtain an unsupervised dimensionality reduction algorithm
that uncovers the latent structure in a document collection while preserving
predictive power for the problem of classification. We demonstrate the proposed
approaches applicability by analyzing news articles(Reuters) and scientific article
abstracts(BibTex).

The paper is organized as follows. Section 2 describes the proposed two-
pass algorithm. Measures for evaluation of topic models and classification are
described in Sect. 3. Section 4 provides information on the dataset used for topic
modeling. Information on the experimental setup, base classifiers parameters
and results of the application of the proposed algorithm to the dataset are pre-
sented in Sect. 5. Section 6 provides a comparison of results obtained by different
classifiers using data represented as topic distributions obtained by the two-pass
approach with the bag-of-words data representations.Finally, Sect. 7 presents our
conclusions.

1.2 Related Work

Two main approaches for solving multi-label classification problems can be iden-
tified: problem transformation methods and algorithm adaptation methods. The
former transforms the multi-label problem into a single-label multi-class problem
that is solved with single-label classification algorithms, e.g., binary relevance
[12], classifier chains [13], random k-labelsets [14], and conditional dependency
network [15], whereas the latter consists of extending a single- label algorithm
so it can handle multi-label data, e.g., rank support vector machines (SVMs)
[16], multi-label C4.5 [17], multi-label k nearest neighbors [18], multilabel neural
networks [19], CLR [4], HOMER [20] and ECC [21].

Learning from imbalanced data is a problem which arises in many real-world
datasets. Much progress has been made in developing learning algorithms deal-
ing with imbalance based on algorithmic adaptations [22,23], the use of ensem-
bles [24] and resampling techniques [25–27]. One of the most deeply studied
approaches lately is dealing with imbalance using resampling methods. Among
the existing resampling techniques, those based on the creation of new samples
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(oversampling) have shown to work better than others [28]. The new samples
can be clones of existent ones, or be synthetically produced as in MLSMOTE
(MultiLabel Synthetic Minority Over-sampling Technique) [29]. Multilabel over-
sampling algorithms based on the cloning approach proposed in [25,26] demon-
strate the approaches capability to improve classification results. In [27] a new
multi-label learning approach named cross-coupling aggregation (COCOA) is
proposed which is aimed at leveraging the exploitation of label correlations as
well as the exploration of class-imbalance.

We have selected the following well-known and widely used methods from the
literature for our benchmark comparison: Binary Relevance, Classifier Chains,
ML-kNN, RAkEL and propose our own approach to dealing with unbalanced
datasets.

2 Approach

2.1 Background

Non-negative matrix factorization (NNMF) is a matrix decomposition app-
roach which decomposes a non-negative matrix into two low-rank non-negative
matrices [30]. The main difference between NNMF and other classical matrix
decomposition methods relies on the non-negativity constraints imposed on the
model. These constraints tend to lead to a parts-based representation of the data
because they allow only additive, not subtractive, combinations of data items.
In this way, the factors produced by this method can be interpreted as parts of
the data or, in other words, as subsets of elements that tend to occur together
in sub-portions of the dataset.

Formally, non-negative matrix decomposition can be described as: V ≈ WH
where V ∈ Rm×n is a positive data matrix with m variables and n objects,
W ∈ Rm×k are the reduced k basis vectors or factors, and H ∈ Rk×n contains the
coefficients of the linear combinations of the basis vectors needed to reconstruct
the original data.

In the context of text analysis, for example, matrix V can be represented
as a Document-Term matrix, where m is the number of documents and n the
number features, matrix W represents a Document-Topic matrix, and matrix H
- the Topic-Term matrix.

2.2 Two-Pass Topic Modeling Algorithm

First of all, for the purposes of the present paper the following definitions are
used. The entire collection is divided into subsets of documents each containing
a specific label, hereinafter “label subset”. The label subsets may overlap, since
each document may have several labels. Each document may reflect one or more
topics. Each topic is represented by its top-terms. Top-terms are terms that have
the highest frequency (on average) in those documents that contain the topic.
The number of top-terms for all topics, regardless of the category label, is the
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same and is assigned by the user (for example, 5, 10, 20, etc.). When applying
matrix decompositions to each label subset the user must specify the number of
topics. One of the quality measures that allows us to choose the best number of
topics is the so-called coherence measure [31–34].

When applying topic modeling to the entire collection, the algorithms prove
to be insensitive to the topics reflected only by a small fraction of the documents,
which is the typical for multi-label classification tasks. The main hypothesis of
our approach is that independently modeling topics for subsets of documents for
each label and subsequently aggregating the found topics into one matrix allows
capturing the underrepresented topics in the collection. In the case of multi-
label classification, due to the fact that subsets of documents for each label may
overlap, reapplication of the matrix decomposition to the aggregated matrix
allows to combine topics that are common for several labels. This reapplication
of the matrix decomposition reduces the dimensionality of the data, which allows
to reduce computation costs.

The approach is represented by the following algorithm:
First pass. NNMF is applied to each label subset. As a result, for each label

a set of k topics is obtained, where k is defined by the user. Topics are described
by a user-specified number of top-terms t and a set of all related documents.

Data Transformation. Using the topic models obtained after the first pass
we construct a new compressed representation, looking through the rows of each
Topic-Term matrix of each label topic model. Each row contains weights of all
the terms of a particular topic of the label topic model under consideration. We
construct the new Topic-Term matrix with two subsequent procedures:

(1) In each topic from each label topic model, the top-t terms are taken from
the appropriate topic-term matrix, all weights for the remaining terms are
set to 0.

(2) The obtained vectors for all label topic models are combined into one matrix.

Second pass. NNMF is re-applied to the transformed data, outputting a set
of more general topics, each of which has a set of label topics associated with
it. By applying matrix decompositions in this step, we identify k′ general topics
that potentially include topics from several labels . The number of general topics
k′ to be found in this step is specified by the user.

The matrix has the size m × n, where m is the total number of topics in
all label models, and n is the subset of the terms remaining after the data
transformation. By using only the top-t terms in each topic we include only the
terms that were important in any label and exclude the terms that never figured
in any label topic.

3 Quality of Classification

3.1 Measures for Evaluation of Topic Modeling

Coherence measures evaluate the interpretability of the automatically generated
topics and find the best number of topics. The higher the coherence score, the
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better the topic model. The most widely used coherence measures to determine
the optimal number of topics in each time window and the optimal number of
dynamic topics, such as UCI [31], NPMI [32], Cv [33]. But according to [34]
the TC-W2V [34] measure outperforms them.

The TC-W2V score uses the widely known word2vec tool [35] to create term
vectors. In this paper we have used the Skip-gram algorithm, which predicts
context words based on the current word, for estimating word representations
in a vector space. The coherence of a topic represented by its t-ranked terms
is determined by the mean pairwise cosine similarity between t corresponding
vector-terms in the word2vec space:

coh(th) =
1(
t
2

) t∑
j=2

j−1∑
i=1

cos(wvi, wvj).

A general evaluation of the coherence of a topic model T , consisting of k
topics, is determined by the mean of individual topic coherence scores:

coh(T ) =
1
k

k∑
h=1

coh(th).

3.2 Measures for Evaluation of Classification

Performance evaluation for multi-label learning systems differs from that of clas-
sical single-label learning systems. For example, a prediction could be partially
correct (some of the labels are correctly predicted), fully correct (all label pre-
dictions are correct), or fully incorrect (predictions for all labels are wrong). It is
essential to include multiple and contrasting measures because of nature of the
multi-label classification setting.

Metrics to evaluate bipartitions can be classified into two groups: label-based
and example-based. The example-based evaluation measures are based on the
average differences of the actual and the predicted sets of labels over all exam-
ples of the evaluation dataset. The label-based evaluation measures, on the other
hand, assess the predictive performance for each label separately and then aver-
age the performance over all labels.

Two different label-based approaches can be used: macro and micro. Micro
averaged scores give equal weight to every example and tend to be dominated
by the performance in most common categories. Macro averaged scores give
equal weight to every category, regardless of its frequency and is more influenced
by the performance on rare categories. The macro approach is used when the
system is required to perform consistently across all classes regardless of the
frequency of the class (i.e., in problems where distribution of training samples
across categories is skewed), whereas the micro approach may be better if the
density of the class is important.

In our experiments, we used five example-based evaluation measures (Ham-
ming loss, accuracy, precision, recall, F1 score) and six label-based evaluation
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measures (micro-precision, micro-recall, micro-F1, macro-precision, macro- recall
and macro-F1).

4 Dataset Description

Since we are interested in evaluating the strengths and weaknesses of our app-
roach for different classification algorithms in a multi-label text classification
context, we decided to use datasets with diverse characteristics. In our experi-
ments to ensure comparability with other works we used two popular benchmark
datasets (Reuters, BibTex) with textual data for evaluation and comparison.
These datasets come pre-divided into training and testing parts: thus, in the
experiments, we use them in their original format.

Reuters-21578 is one of the most widely used benchmarking collection for text
categorization problems [36]. The corpus consists of news articles that appeared
in the Reuters newswire in 1987. The BibTex dataset1 is a large collection of
scientific article abstracts tagged by users using 159 tags.

The obtained datasets have varying feature to label ratios and cardinality.
The key statistics for the mentioned datasets are presented in Table 1. Every

document from the dataset collections went through the following preprocessing
procedures:

– removal of stopwords
– removal of short words (less than 3 characters)
– lemmatization.

Also TF-IDF term weighting and document length normalization is applied to
the Document-Term matrices for each label subset.

Table 1. Dataset key characteristics

Dataset Labels Training Test Features Cardinality Average num. of words
per document

Reuters 108(55) 7713 2987 8859 1.22 162

BibTex 159 4880 2515 1836 2.40 60

5 Experiments

5.1 Experimental Setup

Word2vec models and non-negative matrix factorization has been carried out
using the gensim2 and sklearn3 Python libraries. The comparison of the multi-
label learning methods was performed using the implementations in the following
library: scikit-multilearn. Scikit-multilearn is a BSD-licensed library for multi-
label classification that is built on top of the well-known scikit-learn ecosystem.
1 The dataset can be downloaded at: http://mulan.sourceforge.net/datasets.html.
2 https://radimrehurek.com/gensim/.
3 http://scikit-learn.org/.

http://mulan.sourceforge.net/datasets.html
https://radimrehurek.com/gensim/
http://scikit-learn.org/
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5.2 Base Classifiers

To ensure comparability with other works we used the same parameter values
recommended by the authors of the following papers [6,13] or by the authors of
other relevant publications.

The methods used in the mentioned papers use SVMs as base classifiers for
solving the partial binary classification problems in all problem transformation
methods and the ensemble methods.

In particular, [6] used the implementation based on libsvm for training SVMs
with a linear basis, but in [6] the authors trained SVMs with a radial basis ker-
nel for all problem transformation methods and RAkEL. The kernel parameter
gamma and the penalty C, for each combination of dataset and method, are
determined by using 10-fold cross validation only on training sets. As proposed
by the authors the values 2−15, 2−13, ..., 21, 23 were considered for gamma and
2−5, 2−3, ..., 213, 215 for the penalty C.

The number of neighbors in the ML-kNN method for each dataset is deter-
mined from the values 6 to 20 with step 2.

The number of models in RAkEL is set to min(2Q, 100), where Q is the
number of labels for all datasets, the size of the label-sets k is set to half the
number of labels (Q/2) [14]. The ensemble iterations (where relevant) are set to
m = 50.

The best parameters are determined for every method on each dataset.

5.3 Topic Modeling

To find the optimal number of topics for each label and the optimal number of
general topics for each dataset using the two pass algorithm a user-specified num-
ber of top-terms used to determine the coherence of obtained topics is needed.

Due to the fact the average number of words per document in the Reuters
dataset is quite high, the top-terms parameter has been set to n = 10 words. For
the BibTex dataset, where the average number of words per document is signifi-
cantly lower, the number of top-terms chosen for finding the optimal number of
topics per label has been set to n = 5.

Depending on the number of top-terms after the first pass of the proposed
approach we obtain an aggregated Topic-Term matrix for each dataset, which
can be used for reducing the dimensionality of the initial dataset. Finding topics
for each label independently results in overlapping topics for two or more labels.
During the second pass of the proposed approach such topics are combined into
more general topics, reducing the dimensionality of the data even further. Thus,
for the Reuters dataset we have reduced the number of intial features from 8859
to 100, and from 1836 to 280 for the BibTex dataset. The number of features
after each pass of the proposed algorithm is shown in Table 2.
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Table 2. Number of features after each step of the two-pass approach

Reuters BibTex

Initial Num. of Features 8859 1836

First Pass.

Num. of Aggregated Topics 323 1088

Second Pass.

Num. of General Topics 100 280

After obtaining the general topics vectors found in the document collection,
the training set is transformed using non-negative matrix factorization, solving
the following problem: Given a non-negative matrix, find non-negative matrix
factors W and H such that: X ≈ WH.

We apply NNMF to the initial Document-Term matrix obtained for the train-
ing set using the precomputed General Topic- Term matrix found by the two-
pass approach as H. As output we get W - the Document-General Topic matrix,
which will be used as input for the classification task.

6 Classification Results

In this paper the classifiers are applied to data representations obtained after
the two-pass NNMF algorithm and compared to the baseline. As the baseline
we have chosen classifiers trained on bag-of-words data representations (BL1 -
[13], BL2 - [6]). Classifiers are evaluated by their performance when applied to
the test set from the corresponding dataset.

Results in terms of H-Loss and example-based Accuracy, Precision, Recall
and F-measure are shown in Table 3 with the appropriate baseline values where
possible. Since in multi-label classification different evaluation measures are
appropriate in different tasks it is expected that a method may not outper-
form others in all measures. Table 4 gives the precision, recall and F1 scores
using micro averaging, while Table 5 gives the corresponding values obtained by
macro averaging along with the appropriate baseline values where possible.

As for the Reuters dataset, one can see a significant increase in the values
of H-loss and example-based measures for all methods when using the two-pass
NNMF approach. RAKEL performs best according to the four example-based
evaluation measures, but BR performs best according to H-loss.

As for the BibTex dataset, the proposed approach performs better than the
baseline only when using ML-kNN classifier according to all the used evaluation
measures except for micro-precision. Though when comparing the evaluation
measures obtained by ML-kNN with values obtained by other measures, it can
be seen that the latter perform better.

It can be seen that the overall performance achieved on the Reuters dataset
is higher than on the BibTex dataset. This could be explained by the fact that
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the texts in the Reuters dataset are longer and more suitable for topic modeling.
Learning topics from short texts is considered to be a challenging problem due
to the severe sparsity of Document-Term data matrix, since the texts in BibTex
dataset are very short(60 words per document on average), the obtained topics
may be of low quality.

Table 3. Comparison of classification results using BoW and two-pass NNMF input
transformation

Reuters

BR CC ML-KNN Rakel

BL1 2-Pass NNMF BL1 2-Pass NNMF BL1 2-Pass NNMF BL1 2-Pass NNMF

H-Loss 0.011 0.008 0.011 0.009 – 0.009 0.011 0.009

Accuracy 0.319 0.727 0.387 0.753 – 0.728 0.337 0.785

Precision – 0.807 – 0.820 – 0.792 – 0.855

Recall – 0.811 – 0.811 – 0.781 – 0.841

F1 0.222 0.799 0.250 0.808 – 0.779 0.233 0.840

BibTex

BR CC ML-KNN Rakel

BL2 2-Pass NNMF BL2 2-Pass NNMF BL2 2-Pass NNMF BL2 2-Pass NNMF

H-Loss 0.012 0.018 0.012 0.023 0.014 0.014 – 0.017

Accuracy 0.194 0.112 0.202 0.101 0.056 0.080 – 0.126

Precision 0.515 0.371 0.508 0.320 0.254 0.277 – 0.372

Recall 0.373 0.362 0.378 0.369 0.132 0.170 – 0.299

F1 0.433 0.344 0.434 0.316 0.174 0.193 – 0.304

Table 4. Comparing classification using BoW with two-pass NNMF input transfor-
mation micro P,R,F1

Reuters

BR CC ML-KNN Rakel

BL1 2-Pass NNMF BL1 2-Pass NNMF BL1 2-Pass NNMF BL1 2-Pass NNMF

Precision 0.863 0.821 0.835 0.828

Recall 0.751 0.745 0.711 0.775

F1 0.803 0.781 0.768 0.800

BibTex

BR CC ML-KNN Rakel

BL2 2-Pass NNMF BL2 2-Pass NNMF BL2 2-Pass NNMF BL2 2-Pass NNMF

Precision 0.753 0.39 0.744 0.291 0.819 0.585 – 0.425

Recall 0.328 0.328 0.335 0.338 0.118 0.147 – 0.260

F1 0.457 0.357 0.462 0.313 0.206 0.235 – 0.323
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Table 5. Comparing classification using BoW with two-pass NNMF input transfor-
mation macro P,R,F1

Reuters

BR CC ML-KNN Rakel

BL1 2-Pass NNMF BL1 2-Pass NNMF BL1 2-Pass NNMF BL1 2-Pass NNMF

Precision – 0.667 – 0.550 – 0.629 – 0.594

Recall – 0.416 – 0.368 – 0.346 – 0.434

F1 – 0.474 – 0.420 – 0.416 – 0.477

BibTex

BR CC ML-KNN Rakel

BL2 2-Pass NNMF BL2 2-Pass NNMF BL2 2-Pass NNMF BL2 2-Pass NNMF

Precision 0.528 0.274 0.539 0.236 0.192 0.240 – 0.265

Recall 0.250 0.243 0.257 0.252 0.049 0.071 – 0.169

F1 0.307 0.229 0.316 0.222 0.065 0.096 – 0.195

7 Conclusions

In this paper, we present an algorithm based on two-pass NNMF for data trans-
formation to improve classification results for multi-label learning with unbal-
anced classes. The proposed approach is able to identify topics even from under-
represented categories. We evaluate the most popular methods for multi-label
learning using a wide range of evaluation measures on two widely used bench-
mark datasets containing textual data. We compare our results to those obtained
for bag-of-words representations. Our proposed topic based classifier system is
shown to be competitive with existing text classification techniques.

Through experimental validation, it is shown that representing texts accord-
ing to their topic distributions using the proposed two-pass approach improves
classification results achieved using bag-of-words representations for longer texts
such as news articles. As for shorter texts, such as abstracts for scientific arti-
cles, there is no significant increase in performance, but the achieved results are
comparable to those obtained for bag-of-words data representations. This could
be explained by the topic modeling nature of the proposed algorithm, as topic
modeling of short texts is a problem yet to be tackled and simple matrix decom-
position as NNMF used in this paper may not be able to obtain topics of high
quality for short texts. Overall, representing texts according to their topic distri-
butions is more compact than bag-of-words representation and can be processed
faster than raw text in subsequent automated processes.
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Abstract. As job ads are getting more prevalent online, an automated
analysis is becoming increasingly important, especially in the field of
human resource management. In this paper, we propose an approach to
automatically segment job ads by predefined categories like the descrip-
tion of a job or the offering company, which is needed to categorize
and quantify different aspects of job ads. Using a manually annotated
data set, textual features are extracted for each segment type in a first
step and utilized to train state-of-the-art machine learning classification
methods. Subsequently, these models are used by iterative algorithms
to detect the individual segments. Using several optimization techniques
like detecting typical segment start phrases, comprehensive evaluations
show promising results.

Keywords: Text segmentation · Job ads analysis · Structured text
classification

1 Introduction

With the rise of the interconnected world wide web, the amount of data digitally
transferred through various channels is increasing steadily. Especially businesses
have adjusted and optimized their workflows by utilizing new possibilities of
data exchange in many areas like allowing location-separated global teams or
performing targeted social media marketing campaigns. Consequently, also the
publication of job ads has been expanded or even completely shifted from print
media to online services. With massive amounts of digitally available job ads,
a crucial task in the field of human resource management (HRM) is to sys-
tematically analyze them to be able to answer questions like “What does the
market want?”, “Which companies search for which person types?” or “In which
domains are social skills more important?” [4,21].

Typical study examples include attempts to detect trending key requirements
demanded by employers in a specific domain, or the extraction of what is offered
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by companies in return (e.g., [1,3]). Most of those studies are done by manual
inspection of advertisements, which has the drawback that only a small subset
of potential sources can be examined due to limitations of human resources.
To conduct quantitative research, an automated textual analysis is needed. A
fundamental prerequisite for making meaningful statements is thereby an auto-
mated identification of well-known segments like the description of the job tasks
or requirements within ads. For example, it makes a crucial difference if the
phrase “work experience” is stated within the job requirements or appears in a
sentence like “You will be integrated in a team with long-term work experience”,
as different conclusions can be drawn depending on the position of the phrase.

Given that a job ad depicts the employer’s offer and the future employee’s
duties, the job ad content can be divided into four categories [6], whereby not nec-
essarily all of them have to be present: the (i) company description introduces
the offering company, who they are, what they do etc., the (ii) job descrip-
tion describes the job itself with all its components, in the (iii) requirements
it is stated which education, technical/social skills etc. are demanded from the
applicant, and finally the (iv) offer segment describes what the company offers,
including salary and other benefits. Examples of those four categories are shown
in Table 1.1

This paper presents an approach to automatically detect those categories, if
present, by applying textual analysis based on state-of-the-art machine learning
techniques. It can thereby be seen as a hybrid approach that incorporates both
machine learning techniques as well as specifically developed algorithms operat-
ing on top. Respectively, the two major steps are: (i) training a model in order
to be able to classify each segment, and (ii) calculating the final segmentation
utilizing this model. In the first step, a data set with manually assigned ground
truth is used to train a model which is able to identify each segment type with
high accuracy when it is given correctly separated segments as input, i.e., one of
the four categories and not overlapping structures. Using this model, algorithms
are designed to enable an automatic classification even if the borders are not
previously known, and thus segmenting and clustering the job ad by the defined
categories.

Summarizing the main contribution of this paper, we present an algorith-
mic text segmentation approach that is specifically tailored for job ads. Utilizing
job-ad-specific knowledge, experiments reveal that algorithmic segmentation rep-
resents a valid and comparable alternative to Conditional Random Fields (CRF)
[17], a state-of-the-art technique used in text segmentation and tagging.

The rest of this paper is organized as follows: Sect. 2 briefly outlines related
work, and Sect. 3 explains the generation of the model in detail, which is needed
as a prerequisite for the actual job ad segmentation presented in Sect. 4. The
resulting basic algorithm is evaluated in Sect. 5, which is improved and reeval-
uated in Sect. 6. Finally, a conclusion and possible future work is discussed in
Sect. 7.

1 Note that while the example is provided in English for better understandability, the
data used throughout this paper is in German.
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Table 1. Examples for the different segment types (anonymized).

Category Example 1 Example 2

Company

description

In 2017, CompanyX not only launched a

completely new product, it created and

has led ever since a whole new product

category. Nowadays CompanyX employs

more than 12000 people in over 165

countries, selling over 5 billion products a

year. The World of CompanyX provides

the forum for you to use your talent and

passion, to develop yourself and make an

impact

About us: we look for innovation

everywhere. For 130 years, we have been at

the forefront of innovation, but finding

solutions to the world’s biggest problems has

never been more important than right now.

Join us today and become an essential part

of the solution!

Job

description

The Controller role is responsible for

acting as business partner to the Sr. VP

or VP of the defined area and the

respective management team. Project lead

and participation in the respective

functional area is also part of the role. In

addition, steering support processes

within his/her defined area and

contributing to core financial processes is

expected from the position holder as well

Your responsibilities

– Work on the software verification (compo-

nent test, system test, building verification

environment)

– Develop automated test cases and work

closely with the development team to ensure

testability

– Take part in the analysis of problems that

occur in live operations

– Travel in order to directly support our

clients in the verification phase of the project

Requirements Because our business is dynamic and

advances in science and technology

require new methods of production we are

looking for individuals who can do the

following: (i) collaborate with team

members in the identification and

implementation of continuous

improvement initiatives and action plans.

(ii) Support activities in the areas of cost

containment, efficiency, productivity,

energy conservation, waste minimization,

operational excellence and lean practices

Your profile

– Experience with Scrum or other itera-

tive methodologies and experience with C#

Development

– Minimum of 4 years of experience designing

and developing systems in a .Net environment

– Experience with JavaScript, not only

jQuery

– Prior experience with a source control sys-

tem (SVN, GIT, TFS, . . . )

– Good verbal and written communication

skills in English and German (at least level

B2)

Offer The minimum annual salary for the

position is 50,000$ gross, whereby the

effective salary is based on your

qualification and experience

We offer:

– an interesting job within the packaging &

paper industry

– to be part of a successful multicultural com-

pany

– an empowering environment

– new office building in the city center

– several attractive social benefits

2 Related Work

Job advertisements have become more prevalent online, and they have shown
to improve the chances of being employed [16]. Therefore, research on job ads
is becoming more important in many fields, with classic examples ranging from
optimizing skill sets for specific positions [1] to optimizing strategies for HR
departments [11]. The information to be gained from the text differs greatly. For
example, for some applications detailed features that are required by potential
applicants are extracted [3], while others try to extract information to fill specific
templates [7]. Also, complex frameworks have been constructed to automatically
use job ads and distribute them over different channels [15], where detailed infor-
mation is extracted by rule-based models, including regular expressions and other
manually tailored methods. In order to improve the extraction procedures, one
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goal is to detect specific topics within the text, whereby there exists no general
rule of how many parts a job should be divided into. For example, [18] extract
13 different categories from the text of French job ads, including, e.g., contact
information or mobility requirements, whereas [34] divide their documents into
3 more general sections (education, job title and sector). Both approaches rely
on common textual features like word, character or POS-tag frequencies.

To cope with the general text and/or topic segmentation problem, a wide
range of different methods is in use, often based on the research by Hearst
[14], in which the lexical cohesion of terms is analyzed. Generally, approaches
utilizing the lexical cohesion of segments follow either a local or global strategy.
Local methods thereby process documents using fixed-sized fragments, aiming
to locally detect significant changes in cohesion (e.g., [12,14]). On the other
hand, global methods try to maximize the lexical cohesion for each segment
from a global perspective (e.g. [8,32]). Due to the fact that both strategies have
their pros and cons, i.e., leading to different accuracies in different situations,
e.g., Simon et al. propose a graph-based hybrid approach [29]. With respect
to this terminology, the presented approach in this paper can also be seen as
a text segmentation problem that falls into the hybrid category, as it locally
traverses text blocks using sliding windows while considering the global view.
Nevertheless, in contrast to typical approaches in this field, the ad segmentation
does not aim to draw borders based on topic or genre changes, but by predefined
job ad categories. Moreover, segments must be attributed to those categories,
i.e., only finding borders is insufficient in this case.

In terms of style markers used, approaches utilize different features and meth-
ods, e.g., Bayesian models [10], Hidden Markov Models [5], vocabulary analysis
in various forms like word stem repetitions [24] or word frequency models [25].
While there exist some recent papers (e.g., [20,26]) that include a comparison
between some of the segmentation approaches on the same data sets, in general it
is difficult to compare performances due to the heterogeneous problem and data
types being approached. To counter this problem, the PAN workshop series2

recently proposed tasks to create stylistic clusters within documents, revealing
that accurate stylistic segmentation is still a difficult problem [30,31].

With respect to automatically labelling tokens from a text document (e.g.,
POS tagging or Named Entity Recognition), Conditional Random Fields (CRF)
have proven to be effective [19,28]. Moreover, they have successfully been used for
other sequential labeling problems, such as detecting common fields like authors,
title, year or publisher from the headers and citations of research papers [22].

3 Preliminary Experiments: Training a Textual Model

To tackle the problem of automatically detecting the four predefined segment
types (i) company description, (ii) job description, (iii) requirements and (iv)
offer within an unseen job ad, at first a textual model is needed that can differ-
entiate between those segments. I.e., arbitrarily given one of those segments, the
model should automatically be able to predict the correct one based on textual
2 http://pan.webis.de, visited Jan. 2018.

http://pan.webis.de


Algorithmic Segmentation of Job Ads Using Textual Analysis 291

characteristics. In this work, two variants, i.e., models based on dictionaries and
machine-learned models have been built and tested. Both variants are presented
in the following and are created on the basis of a manually tagged data set
consisting of approximately 1,200 manually tagged Austrian job ads, written in
German language3.

3.1 Dictionary-Based Models

Due to the fact that job ads are formulated very heterogeneously, e.g., contain-
ing full sentences describing the job in detail, or consisting basically only of a
job title accompanied by bullet lists, the main unit taken into account are words
(including stemming and n-grams). As a first attempt, dictionaries for each cat-
egory are created using the tagged data set. The prediction is then made by
comparing the given segment with the dictionaries and computing similarities.
Concretely, the following methods have been tested:

(1.) Simple Stems: In this variant the dictionary of a segment consists of all
occurring stems and their normalized weights. Given an unseen segment
S, the similarity to a dictionary D is then calculated by summing up the
weights in D for every occurring stem in S. By using this computation,
important stems that frequently appear in a specific segment are also of
higher importance with respect to the final similarity score.

(2.) N-Grams: This approach is very similar to the previous one and only
replaces stems by character n-grams (using n = {2, 3, 4, 5, 6}). Thus, a dic-
tionary contains all occurring n-grams including their normalized weights,
and the similarity is computed by summing up the weights of all matching
n-grams.

(3.) Lucene: Finally, the query model of the Java library Lucene4 has been
utilized, which uses the tf-idf metric and vector space models. Thereby a
document is created for each segment type by concatenating all samples,
which is subsequently given to Lucene to create an appropriate index. To
be specific, four different indices are created, each consisting of only one
document containing all samples of the respective job ad category. Finally,
the similarity of an unseen segment S to a dictionary D is then computed
as follows: For each word in S, a query is formed that consists of this word
only, and the similarity score for the dictionary document is retrieved from
Lucene. The overall score is then computed by summing up the delivered
scores of all queries (words).

3.2 Machine-Learned Models

As an alternative to the dictionary-based prediction, common machine learn-
ing techniques have been applied to build a model which can predict the
segment type. The list of provided features is as follows: (i) single word stems

3 Original data provided by textkernel, https://www.textkernel.com, visited Jan. 2018.
4 Lucene, https://lucene.apache.org, visited Jan. 2018.

https://www.textkernel.com
https://lucene.apache.org
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(1s), stemmed word 2-grams (2s) and stemmed word 3-grams (3s), each of them
by removing or keeping stop words (nonstop/stop), (ii) all possible combinations
of the previous features (e.g., 1s-3s-nostop for using single stems and stemmed
word 3-grams, by eliminating stop words), and (iii) character n-grams using
n = {2, 3, 4, 5, 6}.

To determine the best working algorithm for this approach, several com-
monly used methods have been tested. Using the WEKA toolkit as a general
framework [13], the following classifiers have been utilized: Naive Bayes a Bayes
Network using the K2 classifier, Large Linear Classification using LibLinear, a
support vector machine using LibSVM with nu-SVC classification, a k-Nearest-
Neighbours classifier (kNN) using k = 1, PART, and a pruned C4.5 decision
tree (J48). Thereby all classifiers have been used with their respective standard
settings.

3.3 Model Evaluation

Both the dictionary-based as well as the machine-learned models have been eval-
uated using a manually tagged data set, which has been created from a subset of
1,200 samples of all Austrian job ads in 2015. All considered ads are formulated
in German language, and manually segmented into the four segment types by
an expert group of three persons with high experience in the human resource
management field. The content of the samples thereby varies from mainly just
bullet lists to fully formulated, grammatically correct sentences. Moreover, seg-
ment types may also be spread over multiple positions in the text, e.g., stating
a job requirement at the beginning as well as at the end of an ad.

The data set has been divided into two halves, whereby one half has been
used as the training/test corpus for the evaluation of the models, and the other
half for the evaluation of the segmentation algorithm (see Sect. 5). From the
600 job ads serving for the model evaluation, 300 have been used to train the
models, i.e., to build the dictionaries or to train the classifiers, respectively, and
the remainder has been used for testing. Finally, the size of the dictionaries (ds)
has been parameterized (except for Lucene), choosing the dictionary to contain
only the 50, 75, 100, 150 or 200 most frequent stems/n-grams, or to contain all
of them. In case of the machine-learned models, the number of features has also
been parameterized by the same criteria.

Table 2. Best accuracies of dictionary-based and machine-learned models in percent,
given already segmented categories.

Method ds cmp Job Offer Req. Avg.

Lucene all 85.7 84.8 89.2 93.1 88.2

5-grams 75 73.2 76.6 81.4 88.3 79.9

6-grams 75 72.3 76.6 81.8 84.0 78.7

stems 200 75.3 72.7 77.9 87.0 78.2

4-grams 75 69.3 75.3 74.9 81.4 75.2

3-grams 100 61.0 69.3 66.7 75.8 68.2

(a) Dictionary-Based Models

Classifier ds Features cmp Job Offer Req Avg

LibSVM 100 1s-2s-stop 94.8 94.7 97.0 97.9 96.1

BayesNet 150 4-grams 92.5 92.7 97.2 96.1 94.6

Naive Bayes 75 1s-3s-stop 93.0 92.1 95.5 96.4 94.2

kNN 150 5-grams 88.2 92.1 93.2 96.8 92.6

LibLinear 150 4-grams 88.0 93.1 96.3 90.8 92.0

PART 100 1s-3s-stop 81.0 84.8 90.4 89.4 86.4

J48 100 1s-3s-stop 79.1 82.2 91.2 89.6 85.5

(b) Machine-Learned Models
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The best results for both dictionary-based and machine-learned models are
shown in Table 2, where it can be seen that – while Lucene performs best for
the former – most machine learning algorithms outperform it substantially. By
utilizing frequencies of single stems and stemmed 2-grams, LibSVM could achieve
an accuracy of 96%. In general, good accuracies are achieved for all four segment
types by restricting the number of features, with the offer and requirement type
having slightly better values.

4 Ad Segmentation

According to the nature of most job ads, which are given as unstructured full
texts, the previously discussed classification cannot be used as is, because the
borders of the different segments are not known. That is, a classifier can only
predict the segment type with high accuracy if the complete and correctly sepa-
rated segment is given as input. To tackle this limitation, an algorithm has been
developed that is based on the constrained classifier, but allows to estimate seg-
ment borders. In the first step, a model-based probability is calculated for each
text position to belong to each segment type. Subsequently, these values serve
as input for the final ad segmentation, basically by locating probability peaks
and applying thresholds to widen a segment.

4.1 Applying the Model

Given a full text job ad, at first a probability for each segment type and text
position (token) is estimated. This is done by iteratively traversing the text using
sliding windows of length wl and step ws, using the model to predict a vector
[pC , pJ , pO, pR] for each window. The values in this vector correspond to the
probability for the window to be of the type company, job, offer and requirement,
respectively. For example, Fig. 1 shows three windows of length seven, where for
each of the windows a corresponding vector is computed using the model. The
window step ws in the example is three tokens.

After processing all sliding windows, the probability vector for each token
is computed by calculating the average of all predicted window vectors where
the respective token appears. In the example, the first three words have been
predicted by only one window, and thus the probability vectors for those words
correspond to the vector of the corresponding window. On the other side, the
tokens ‘of ’, ‘our’, ‘team’ have been predicted by two windows, and thus the
token vectors represent the average of those. Finally, ‘you’ has been predicted
by three windows and is consequently calculated as the average of all three
involved windows.

The overall procedure can be formalized as is stated in Algorithm 1. Given
the consecutive list of tokens T of the job ad, it computes the average probabil-
ity vector Pi for each token Ti by applying the model function prob(t) on the
respective tokens t of each window. According to the results of Sect. 3.3, machine-
learned models are used for calculating the respective probabilities. Thereby, as
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Fig. 1. Example of computing probability vectors for the categories company descrip-
tion (C), job description (J), offer (O) and requirements (R).

not all classifiers deliver an estimation for each class (segment type) but only the
predicted class (e.g., LibSVM would only produce [0, 0, 1, 0], whereas BayesNet
would produce a more informative vector like [.1, .1, .5, .3]), the model function
prob(t) utilizes BayesNet instead of the slightly more accurate LibSVM classifier.

A visual example of the probability calculation for a sample job ad is depicted
in Fig. 2, which shows the probabilities for each token and segment type. The
text document spans on the x-axis from left to right, and the ground truth for
each type is included in colored rectangles. It can be seen that each segment
type is matched by the probability distribution, having peaks in the correct
corresponding segment.5

4.2 Calculating the Final Segmentation

On the basis of the probability vectors for each token and segment type, the
aim of the last step is to compute the final segmentation. As can be seen visu-
ally, probabilities like in Fig. 2 already match their corresponding segment type,
i.e., having their peaks within the correct frame. To determine the whole frag-
ments algorithmically, the basic idea is to use thresholds that widen a peak to
the left and the right, respectively, until the probability falls below the thresh-
olds. According to Algorithm2, the procedure is as follows: (1.) Out of the
unattributed segment types, choose the one with the highest peak. (2.) Starting
from the peak, go to the left and attribute every token to the chosen type, until
the threshold is reached or the token is already attributed to another type. (3.)
Starting from the peak, do the same to the right.

During the execution, it may happen that peaks for a segment type appear
within an already attributed segment. In this case, this segment type has no
attribution, which also reflects the possibility that a job ad may not contain a

5 What can be observed in addition is that not all tokens correspond to a segment
type, i.e., the text between company and job description and at the end of the ad is
general and thus not attributed to a specific type.
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certain segment type. In a similar way, segment types have no final attribution
if an unattributed peak is found, but left and right positions are already below
the given thresholds.

Algorithm 1 . Probability Vector
Calculation
input:

T list of tokens
wl, ws window length, window step
prob(t) computes the probability vector

for the tokens t
output:

P list of average probability vectors

1: for i from 1 to length(T ) do vi ← []
2: end for

3: for i from 1 step ws to length(T ) do
4: t = [Ti, ..., Ti+wl

]

5: [pC , pJ , pO, pR] ← prob(t)
6: for j from i to i + wl do
7: append [pC , pJ , pO, pR] to vj

8: end for
9: end for

10: for i from 1 to length(T ) do
11: aC ← average of all pC in vj

12: aJ ← average of all pJ in vj

13: aO ← average of all pO in vj

14: aR ← average of all pR in vj

15: Pi ← [aC , aJ , aO, aR]
16: end for

Algorithm 2. Final Segmentation
input:

Pt token probabilities for type t
δl, δr left and right thresholds
maxP (T ) returns the segment type

with the highest peak
output:

S segment type attribution
per token

1: for i from 1 to length(P ) do Si ←
unknown

2: end for
3: types ← {C, J, O, R}

4: while |types| > 0 do
5: t ← maxP (types)
6: p ← index of peak within Pt, i ← p
7: while Pti ≥ δl ∧ Si = unknown do
8: Si ← t, i ← i − 1
9: end while
10: i ← p + 1
11: while Pti ≥ δr ∧ Si = unknown do
12: Si ← t, i ← i + 1
13: end while
14: types ← types − {t}
15: end while

Fig. 2. Example of segment type probabilities for a sample job ad.
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5 Evaluation

The presented approach has been evaluated using the remainder of the data
set described in Sect. 3.3, i.e., using 600 manually tagged Austrian job ads.
According to the input of the algorithms, the following parameter ranges have
been evaluated: window length in tokens wl = {15, 25, 50, 75}, window step in
tokens ws = {1, 2, ..., 10}, left and right thresholds δl = δr = {0.3, 0.4, ..., 0.8}.
Typically, studies on job ads focus on analyzing the appearances of individual
tokens within different segment types6 rather than requiring exact border posi-
tions (e.g., [2,21]). Therefore, recall, precision and F1-score have been used as
the main metrics, which are calculated based on the comparison between the
correct tokens of a segment and the predicted tokens7. With this method, the
exact locations of segment borders are only implicitly evaluated, as only tokens
- regardless of their text position - are taken into account. To also get evaluation
results with respect to border positions, the commonly used text segmentation
metric WindowDiff [23] as well as its slightly altered variant WinPR [27] have
been utilized in addition. WindowDiff yields a normalized value between 0 and
1, where 0 indicates a perfect result, whereas WinPR computes standard recall
and precision values for computed segmentations. Note that WindowDiff as well
as WinPR only measure the accuracy of border positions and do not reflect the
correct attribution of segments.

To put the results in perspective, two baselines have been computed: (i) the
RND-BASELINE simply divides the job ad into four equally long segments and
assigns the respective categories in a random order, and (ii) CJRO-BASELINE
also divides the text equally into four segments, but always uses the most promi-
nent category order for attribution, which is: company description – job descrip-
tion – requirements – offer.

Table 3 shows the best results per window length. Using a length of 25, i.e., 25
tokens per window, a token-based F-score of 67% could be gained, significantly
outperforming the baselines. The segmentation-based F-score of WinPR is at
53% only, which indicates that the accuracy of finding exact border positions is
substantially worse than determining relevant tokens within segments.

Table 3. Evaluation results of the basic segmentation algorithm.

segments overall

wl ws δl δr F(C) F(J) F(O) F(R) recall prec F winDiff winP winR winF

25 1 0.65 0.35 65.7 73.8 54.0 71.5 65.2 70.2 67.6 35.0 52.8 53.9 53.3

15 1 0.6 0.3 62.7 75.8 46.6 67.5 62.2 70.2 66.0 35.0 50.4 50.7 50.5

50 1 0.65 0.35 67.2 61.6 62.7 70.1 70.1 61.8 65.7 37.1 50.8 47.0 48.8

75 1 0.65 0.35 66.0 56.3 64.3 65.6 70.6 57.1 63.1 38.4 48.7 43.4 45.9

CJRO-BASELINE 62.1 56.1 30.5 41.0 61.7 41.6 49.1 44.2 39.4 19.7 26.1

RND-BASELINE 25.3 21.9 21.0 22.4 29.6 20.0 23.4 44.2 39.4 19.7 26.1

6 E.g., if ‘abroad’ appears within the offer and/or requirement segment.
7 Thereby, if a segment type does not exist in the job ad but at least one token has

been predicted for it, the recall/precision is set to 0, and also vice versa.
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6 Improvements

Based on the previous results from Sect. 5, several techniques have been applied
in order to further improve the accuracy of the approach.

1. An intrinsic characteristic of job ads is that bullet lists are used frequently,
e.g., to express tasks or required skills. Moreover, it seems reasonable that
segment types do not switch within bullet lists8. Therefore the algorithm is
extended to be able to also detect bullet lists using regular expressions. If a
bullet list is detected during the spanning of segments to the left and right
from the probability peak, the algorithm steps over the whole bullet list and
includes it in the current segment. By doing so, it is ensured that bullet lists
are never split, regardless if the probability is below the left or right threshold
or not.

2. When manually inspecting job ads, it can be observed that individual seg-
ment types often start with similar phrases. For example, the description of a
company may start with ‘About us:’, ‘Who we are:’ or ‘[COMPANY NAME]
is a ...’. In order to detect such typical start sequences, additional dictionar-
ies have been created using the training data, which store all stemmed token
sequences of segment beginnings. If a newline character is found within the
first three tokens, only this line is used, otherwise the first three tokens are
used. Having computed a dictionary for every segment type, the segmentation
algorithm from Sect. 4.2 is then altered to utilize segment beginnings. This
means, that before searching for the probability peak within a segment type,
it is first assessed whether a typical start sequence could be found. If yes,
the matching position is used as the beginning of the segment, from where
the algorithm spans now only to the right (using δr) and not to the left. To
decide if a start position is found, common regular expressions on stems are
used which match exactly, i.e., with no tolerance. On the other hand, if also
the company name is involved, the extracted name of the offering company
given by the data set is utilized. Because the extracted name often does not
correspond exactly to the name written in the job ad, fuzzy string matching
is applied9.

Both previously mentioned modifications have been evaluated and reveal that
both can enhance the performance when applied individually10. By finally com-
bining both improvement methods, an accuracy of 77% could be gained, as
can be seen in Table 4. To compare the performance to existing segmentation
approaches that do not only draw borders but are also capable of assigning
classes to segments, a conditional random field (CRF) with standard parameter
configuration has been trained. It was then utilized to label every token with one
of the four categories, plus an artificial “other” label for tokens belonging to no
category. It can be seen that the presented algorithmic approach outperforms the

8 Although there are rare cases where this is the case.
9 Using the Jaro-Winkler distance [9,33] with a threshold of 0.85.

10 Due to space constraints, the individual results are omited.
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Table 4. Evaluation results including bullet list and start sequence detection.

Segments Overall

wl ws δl δr F(C) F(J) F(O) F(R) recall prec F winDiff winP winR winF

50 1 0.5 0.35 69.9 79.0 72.8 86.6 79.6 75.3 77.4 28.5 63.9 57.4 60.5

75 1 0.55 0.45 69.4 78.6 72.9 88.1 79.4 75.6 77.4 29.2 62.6 57.2 59.8

25 1 0.4 0.35 69.3 73.5 68.3 73.6 70.2 74.1 72.1 29.9 61.9 59.4 60.6

CRF-BASELINE 64.1 71.0 73.1 72.1 71.9 71.6 71.5 – – – –

15 1 0.4 0.3 67.8 76.5 60.3 69.7 67.3 74.0 70.5 30.2 61.0 56.3 58.5

CRF-baseline11. Note that while in principle it would be possible to incorporate
at least some of the algorithmic improvements also to the CRF-baseline, this
task is not trivial as the CRF provides no probabilities but only labels tokens.
Therefore, a different and adapted approach would have to be developed which
is not addressed in this paper and left for future work.

In a final set of experiments using the hybrid approach, it has additionally
been evaluated whether introducing a minimum segment length lmin increases
the overall accuracy. By defining lmin = 28 tokens, the overall F-score could be
improved slightly to 78%. On the other side, an experiment was conducted that
allowed a segment to be distributed over several positions within the document12.
This was done by spanning a segment not only from one probability peak, but
from two or three peaks if an individual predefined threshold was exceeded for
the latter. Optimizing this threshold it has been found that the overall accuracy
could not be improved, but instead is reduced by 10%. In a final experiment,
it has been evaluated whether allowing different left and right thresholds for
different segment types influences the segmentation accuracy, but the results
indicated that this is not the case.

7 Conclusion and Future Work

In this paper, we presented an approach to automatically segment job ads into
four predefined segment types. Using machine-learning based on extracted tex-
tual features, iterative algorithms operate to detect segments. Comprehensive
evaluations including several optimizations using domain specific characteris-
tics reveal that the segment types can be identified with an accuracy of 78%
in average, outperforming an out-of-the-box Conditional Random Field imple-
mentation as a baseline. The proposed method may also be applied to other
languages than German and evaluated, how the accuracy changes with differ-
ent data sets. Moreover, it should be evaluated whether training a model which
includes not only the predefined segment types, but also a specific general type
(‘other’ ) can enhance the accuracy. Finally, the classifier that holds the segment
type model should be tuned for an application in real-life business scenarios.
11 Note that the segmentation metrics winDiff and winPR are not applicable for the

CRF-baseline, as tokens are only labeled and no actual segmentation is performed.
12 Which is the case for the offer segment, for example, if the salary is stated within

the job description, while the other “offer” is formulated at a different position.
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Abstract. Text articles with false claims, especially news, have recently
become aggravating for the Internet users. These articles are in wide cir-
culation and readers face difficulty discerning fact from fiction. Previous
work on credibility assessment has focused on factual analysis and lin-
guistic features. The task’s main challenge is the distinction between the
features of true and false articles. In this paper, we propose a novel app-
roach called Credibility Outcome (CREDO) which aims at scoring the
credibility of an article in an open domain setting.

CREDO consists of different modules for capturing various features
responsible for the credibility of an article. These features includes cred-
ibility of the article’s source and author, semantic similarity between the
article and related credible articles retrieved from a knowledge base, and
sentiments conveyed by the article. A neural network architecture learns
the contribution of each of these modules to the overall credibility of an
article. Experiments on Snopes dataset reveals that CREDO outperforms
the state-of-the-art approaches based on linguistic features.

Keywords: Credibility analysis · Fake news · Model ensembles

1 Introduction

“Fake news is a type of hoax or deliberate spread of misinformation, be it via the
traditional news media or social media, with the intent to mislead, in order to
gain financially or politically” [14].

The fake articles do not base their information on facts but use convenient,
seemingly true, logical inferences to make readers trust the news. In recent times,
the difference between real and fake news articles has become bleak. Verification
of the information needs checking for reliable sources. Most readers find the task
cumbersome and hence don’t perform it. Therefore, automated systems that
detect such articles are a major requirement.
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Correction of misinformation is difficult. Fabricated news persists because of
people casually inferring based on available information about a given event. As
a result, false information continues to influence opinions, beliefs and attitudes
even after being debunked, unless replaced by an alternate factual explanation.
The situation deteriorates when the fake articles have a financial or political
agenda. The manner in which these articles shape public opinion affects the
society as a whole, making it a very serious problem.

The modules of CREDO’s (Credibility Outcome) include keyword extraction,
document retrieval, author credibility scores, website trust scores, semantic sim-
ilarity and sentiment analysis. Keyword extraction module chooses significant
words in the given input article which, in the document retrieval phase, fetches
documents from a knowledge base, primarily, news pages and Wikipedia. Query-
ing the entire document gives us negative results and is not efficient, considering
the long queries. Subsequent phases learn trust scores of the source websites of
the retrieved articles and credibility of their authors. To ensure that our retrieved
document and the given article are not dissimilar, we also compute semantic sim-
ilarity. An article is a sequence of words. Semantic similarity modules need to
include a method that captures this sequence of words and also learn a distance
metric between them. Long Short-Term Memory (LSTM) based recurrent neural
networks have proven helpful in capturing sequences [19]. Also, siamese networks
have shown promising results in distance-based learning methods [5]. Hence, we
use a combination of these by utilizing a bidirectional LSTM to map articles to
a semantic space in conjunction with a siamese network to learn the similarity
metric between them.

A factual article has more probability of being neutral [18]. Hence, a system
to capture this feature is essential. To tackle the problem, we use a sentiment
analysis [20] tool to evaluate the neutrality of a given article.

The rest of the paper is organized as follows. We discuss previous approaches
in the field, motivating us for the task in Sect. 2. In Sect. 3, we discuss the
pipeline and individually explore each module of CREDO. Section 4 describes the
datasets and baselines considered for the task. Section 5 explains our experiments
and their evaluation. Finally, Sect. 6 concludes the paper.

2 Related Work

The work connects a significant number of research areas, including but not lim-
ited to automatic fact checking, rumour detection, sentiment analysis, semantic
similarity and credibility analysis.

[29] discusses the belief system of computers and credibility analysis’ neces-
sity. [28] discusses fact checking, its definition and motivations, posing it as a
classification task. [7] proposes credibility analysis in a social media context,
thereby using features that describe users’ posting behaviour. Joint model based
on CRF [22] employs linguistic features like assertive verbs, discourse markers
among others to establish a common style of writing across fake articles and
news. This approach proves effective and achieves more than 80% accuracy on
snopes dataset.
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CoTruth [15] uses a similar approach in employing linguistic features as a
joint model based on CRF [22] but does not perform a credibility check on the
author and website.

The above approaches model the writing style. However, they do not consider
the available knowledge bases. The writing style also depends on the content’s
authors and the website’s type. A unified model to capture the style without
taking into account the information of authors and website will undoubtedly be
fragile.

In semantic similarity, we use siamese networks, to compute the similarity
between two sentences. [5] first introduced siamese networks in 1994 to solve the
problem of signature verification. Since then, there have been attempts to under-
stand their relevance in the context of sentence similarity. In SCQA model [9],
siamese networks solve the task of community question answering and in DSSM
model [12], they handle the task of website ranking. The above methods use the
siamese network based on the task. Here, the task is the semantic similarity.
Hence, we use LSTM models [19] to project our articles in the semantic space
to learn a similarity metric between them.

Table 1. Result of keyword extraction

Article Keywords

In May 1946, Einstein made a rare public appearance
outside of Princeton, New Jersey, when he traveled to the
campus of Pennsylvania’s Lincoln University, the United
States’ first degree-granting black university, to take part in
a ceremony conferring upon him the honorary degree of
doctor of laws

[(‘degree-granting
black university’,
8.5), (‘lincoln
university’, 4.5),
(‘ceremony
conferring’, 4.0)]

There are two fatal problems with the JATO story. First,
anybody who understood the extreme forces involved well
enough to attach a JATO unit to a car so that it would keep
the car going in a straight line would probably know better
than to do it in the first place

[(‘extreme forces
involved’, 9.0),
(‘fatal problems’,
4.0), (‘straight
line’, 4.0)]

3 CREDO: Methodology and Architecture

CREDO or Credibility Outcome is a neural network architecture combining
information retrieval, semantic similarity, and sentiment analysis. The following
subsections explain the architecture’s modules.

3.1 Keyword Extraction and Document Retrieval

Keywords provide us with most of the significant information contained in the
article. Hence, keyword extraction becomes an essential initial step for document
retrieval. The module creates a query using keywords of input text to retrieve
relevant documents. We use Rapid Automatic Keyword Extraction (RAKE)
described in [25]. RAKE involves three sub-modules -
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1. Candidate selection extracts all potential keywords (words, phrases and
concepts).

2. Properties calculation measures the candidate’s indication of being a key-
word. For example, a likely keyword is a candidate in the title of a book.

3. Scoring and selecting keywords scores the candidates by either combin-
ing the properties into a formula or utilizes a machine learning technique to
determine the probability of a candidate being a keyword. The final set are
the keywords with a score above an empirical threshold. This assigns the key-
words to an article, with their respective scores representing their importance
in the article. Some examples of the extracted keywords are given in Table 1.

Keyword extraction and document retrieval module uses the keywords to
query over the knowledge bases (proprietary set of indexed documents, such as
Wikipedia, or a Web search engine like Google search and Bing search) using an
information-retrieval system. The result of this document retrieval stage is a set
of relevant documents.

Although the set of documents is relevance-ranked, the top entities are proba-
bly not credible enough. Keyword relevance is not an appropriate ranking metric
for a credibility scoring system. The existence of a highly relevant and large doc-
ument full of fake news is easily possible. Therefore, we rely on other modules
to check document credibility.

3.2 Website and Author Trust Scores

In this module, given an article’s source, the Web of Trust API1 initializes the
credibility score of the website. Web of Trust, a website reputation and review
service, provides information about the trustworthiness of a website. The infor-
mation’s basis is a combination of crowd-sourced reviews and identification of
networks involved in malware distribution.

With the scores from Web of Trust, we perform a logarithmic gradient descent
based on the tag of the input in the dataset. i.e.

WTS(wi+1) =

{
(i + log(1 − t(wi))) × WTS(wi), t(wi) ≤ 0.5
(i + log(1 + t(wi))) × WTS(wi), t(wi) > 0.5

(1)

where WTS(wi) is the web trust score of website w for its ith instance in the
sample and t(wi) represents the tag of the ith article.

Similarly, initial articles of an author decide his score for the present one.
An initial score of 0.5 is set for each author. If the author is anonymous or
irretrievable from the dataset, the probability of an author being credible and
not credible is assumed to be equal and hence, the ACS score is set to 0.5. The
metric for author credibility score is:

ACS(ai+1) =

{
(i + log(1 − t(ai))) × ACS(ai), t(ai) ≤ 0.5
(i + log(1 + t(ai))) × ACS(ai), t(ai) > 0.5

(2)

1 www.mywot.com.

www.mywot.com
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where ACS(ai) is the author credibility score of author a at his ith article in the
sample and t(ai) denotes the tag of the ith article.

New training instances dynamically update these calculated scores according
to their contribution to the final credibility Score of the source website and the
article’s author.

3.3 Document Summarization

Only specific sections of the document demonstrate the significant relevant infor-
mation in a text article. Hence, based on the keywords and TextRank algorithm
[17] with BM25 ranking function [2] (implementation by Gensim2), we summa-
rize the document by extracting the top k sentences based on the algorithm’s
ranking. We choose k such that the summary size is approximately the same
as that of the input article. Summarization of large input articles emphasize
the most significant information, while at the same time, simplifying keyword
extraction.

Fig. 1. Siamese architecture for seman-
tic similarity

Fig. 2. LSTM RNN for sentiment classi-
fication

3.4 Semantic Similarity

Semantic similarity is of paramount importance in the scoring task. Given the
summarized versions of the original input article and the documents retrieved in
the previous steps, we calculate the semantic similarity score between them. This
2 https://radimrehurek.com/gensim/summarization/summariser.html.

https://radimrehurek.com/gensim/summarization/summariser.html
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is necessary because only keywords influence the documents retrieval from the
knowledge base. So, it is possible that the keywords match the negative meaning
or the document retrieved and the original input are unrelated, apart from just
some words.

For example, a web search on the query “Donald Trump is the president of
India” results in titles - “How US President Donald Trump’s world-view affects
India”, “US President Donald Trump to speak to PM Modi as India hopes to
build on US ties” etc., which are considered good evidences by the system but
are semantically different.

In this model, siamese architecture with LSTMs calculates the semantic sim-
ilarity, similar to how the DSSM model [12] computes semantic similarity with
primarily two differences:

– A fully connected neural network is the DSSM model’s basis, whereas, we
employ an LSTM here instead. LSTMs capture sequential information data
types like texts, in the sense that they capture order and history.

– The basic unit in their model constitutes character n-grams, whereas we use
tokens or words. We do not need character based vectors because news articles
are not susceptible to spelling errors and out of vocabulary words.

As illustrated in Fig. 1, the architecture consists of twin LSTM networks
with a similarity-based energy function on the top. The LSTM networks map
the article to a vector in the semantic space and the energy function learns
the similarity between them. The similarity metric is learned using contrastive
learning. The sentences with similar meaning are labeled +1 (positive samples)
and dissimilar meaning sentences are labeled -1 (negative samples). The results
of semantic similarity are explained later in Sect. 5.2.

3.5 Sentiment Analysis

Sensationalized or opinionated news articles are sentiment heavy whereas factual
articles are more objective and neutral. To establish a relation between credibility
and sentiment of an article, we employ a sentiment analysis tool based on LSTM
(Long Short-Term Memory) networks. LSTM networks show remarkable results
in learning sequential information like texts [27]; [11]. As depicted in Fig. 2, we
use an LSTM model with single layer. It transforms the input sequence <xi> to a
representation sequence <hi>. Then a pooling layer averages representations his
over all time steps, resulting in a single representation. Finally, we train a logistic
regression model on the representations whose target is the sentiment label (+1
or −1) corresponding to the input sequence. Our motivation to use an LSTM
based sentiment classification model without using any manual linguistic features
is to avoid any linguistic encoding throughout CREDO and rely essentially on
machine intelligence. Section 5.2 describes the influence of this module over the
system.
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3.6 Ensemble of the Modules

Fig. 3. Architecture of CREDO

Taking Naive Bayes assumption (or conditional independence assumption), we
consider all the above features independent of each other. They together con-
tribute to the article’s overall credibility. So, credibility contribution of each
article is given by:

CC(ar, ai) = (w1 × (
∑
i∈k

kscore(i))) + (w2 × ACS + w3 × WTS)

+ (w4 × NS) + ((w5) × SS(ai, ar))
given that, w1 + w2 + w3 + w4 + w5 = 1&w1, w2, w3, w4, w5 > 0 (3)

where ar, ai are the retrieved article and given input article respectively,
CC(ar, ai) represents the credibility contribution of an article ar with respect
to the given article ai, k represents the keywords in the article ar kscore(i)
represents the keyword scores of the ith keyword, ACS represents the author’s
credibility score derived from Eq. 2, WTS represents the trust score of the web-
site derived from Eq. 1, SS(ai, ar) represents the similarity score between the
input and retrieved article and NS represents neutral sentiment’s value of ai,
scaled in 0–1. w1, w2, w3, w4, w5 are the respective weight parameters given to
these measures in the overall credibility.

Since we retrieve multiple articles, we repeat the same process for every one.
We assume that the credibility of all the retrieved articles, weighted with a
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Table 2. Comparison of CREDO with baselines (LG+SR and CRF).

Experiment Overall
accuracy

True
claims
accuracy

False
claims
accuracy

Macro-
averaged
accuracy

AUC Fake
claims
precision

Fake
claims
Recall

Fake
claims
F1-score

CRF 81.39 83.21 80.78 82.00 0.88 0.93 0.81 0.87

LG + SR 71.96 75.43 70.77 73.10 0.80 0.89 0.71 0.79

RBF-SVM 82.8 85.7 81.5 83.6 0.87 0.94 0.85 0.89

MLP-NN 83.3 86.2 81.2 83.7 0.83 0.92 0.84 0.88

Multi-class 56.4 59.8 55.2 57.5 0.63 0.63 0.53 0.57

function of their respective retrieval ranks, will contribute to the final credibility
score for the given input article.

Credo(ai) =
∑

r∈R(e1− rank(ar
n ) × CC(ar))∑

r∈R e1− rank(ar)
n

(4)

where Credo(ai) is the input article’s overall credibility ai, R denotes the set
of retrieved documents, n denotes the number of documents retrieved, rank(ar)
represents the retrieval rank of article ar and CC(ar) denotes the credibility con-
tribution of ar given by Eq. 3. Equation 4 gives us the input article’s credibility
in the range [0, 1]. Figure 3 details the overall architecture of CREDO.

The weights in the Eqs. 3 and 4 define the parameters for the module’s linear
combination scores. Various types of classifiers learn these parameters. Section 5
explains the different trials. The weights learned assigns the credibility score to
any new input text article.

4 Dataset and Baselines

This section explains the choice of Dataset for the task and also describes the
construction of baselines from the previous approaches to compare with CREDO.

4.1 Dataset

The following datasets are considered for training and evaluation of CREDO.

Snopes Dataset: The dataset used for comparative analysis of the Credibility
Scoring Algorithm is Snopes Dataset. Previous approaches to the problem [22],
[21] use the same dataset.

Each article on Snopes verifies a single claim. The Snopes’ editors assign a
manual credibility verdict to each such claim: True or False. Few of the claims
have labels Mostly True, Mostly False, Partially True or Partially False. A
description of the editors’ arrival to the claim accompanies the credibility ver-
dict (e.g., collected from a Facebook post or received by email etc.) - an Origins
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section describes the claim’s origin, and a Description section justifies the ver-
dict. We consider True and Mostly True as True claims. Similarly, we consider
False and Mostly False as False. The dataset has 4856 total claims with 1277
True claims and 3579 False claims.

SemEval 2016 Dataset: For evaluating the Semantic Similarity module, we
adopt the standard SemEval-2016 Task1 - English Semantic Textual Similarity
(STS) Dataset3. The dataset consists of sentence pairs with their similarity scores
in binary.

The dataset has five different sentences’ types drawn from various sources.
The dataset of Answer-Answer and Question-Question is taken from Stack
Exchange Q&A Forums4, Headlines data is taken from Europe Media Monitor
(EMM) [3], data of Plagiarism is taken from corpus of plagiarized short answers
[8] and data of Postediting is taken from WMT quality estimation shared task
[6].

4.2 Baselines

We test CREDO system against the previous approaches in the problem [21,22]
and evaluate it against the same metrics.

– LG + SR: This approach uses language stylistic features and source relia-
bility to determine the credibility tag of an article using a distant supervision
model [21].

– CRF: This approach improves upon the LG+SR and attempts to solve the
problem using Conditional Random Fields (CRF) dependent on web-sources,
articles, claims and claim credibility labels [22].

5 Experiments

We conducted an array of experiments to understand the effect of different mod-
ules on the system’s overall performance. For this, we first excluded the modules
and then observed the effect of this exclusion on the system’s evaluation metrics.
We also conducted experiments to understand the effect of different classifiers
on the system. We calculated the evaluation metrics for different classifiers and
attempted to understand the reasons for the difference in results. Semantic sim-
ilarity, being a major module, was evaluated independently to improve results.

5.1 CREDO System

We train and test the CREDO system on the Snopes dataset. The experiment
is conducted for binary credibility classification. The mostly true and true are
considered positive labels and mostly false and false are considered negative

3 http://alt.qcri.org/semeval2016/task1/index.php?id=data-and-tools.
4 https://archive.org/details/stackexchange.

http://alt.qcri.org/semeval2016/task1/index.php?id=data-and-tools
https://archive.org/details/stackexchange
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Table 3. Comparison between the full CREDO system and CREDO system without
some modules. SS here is Semantic Similarity and SA is Sentiment Analysis

Excluding modules Overall

accuracy

True

claims

accuracy

False

claims

accuracy

Macro-

averaged

accuracy

AUC Fake

claims

precision

Fake

claims

Recall

Fake

claims

F1-score

CREDO w/o ACS 80.5 82.3 81.3 81.8 0.83 0.90 0.82 0.86

CREDO w/o WTS 81.8 84.7 80.4 82.55 0.85 0.92 0.83 0.87

CREDO w/o SS 50.6 53.4 50.4 51.9 0.53 0.58 0.56 0.57

CREDO w/o SA 76.2 78.4 75.4 76.9 0.76 0.77 0.76 0.76

CREDO 83.3 86.2 81.2 83.7 0.83 0.92 0.84 0.88

Table 4. Correlation score in STS 2016 Task-1 of CREDO semantic similarity module

Dataset Ans. -Ans. Headlines Plagiarism Postediting Ques.-Ques. Mean

Baseline STS 0.41 0.54 0.70 0.83 0.04 0.51

CREDO similarity 0.54 0.71 0.73 0.82 0.61 0.68

Improvement (%) 31.7 31.5 4.3 -1.2 1425 33.3

labels. However, for our second experiment, we conduct multi-class credibility
classification. For this, true,mostly true,mostly false and false are considered
separate labels in a decreasing order.

Accuracy, Precision, Recall and F1-score are the evaluation metrics of this
experiment. For training the weights, different classifiers were used - Support
Vector Methods(SVM) with RBF kernel [1] and Neural Networks (Multi-Layer
Perceptron) [24] had the best results. Evaluation metrics for multi-class SVM
use methods from [10].

K-fold cross validation (K = 5) was used for training and testing on Snopes
dataset. The evaluation metrics obtained are averaged across all the evaluation
sets. The results of experiments with different classifiers are given in Table 2.

5.2 Dependency of CREDO on Its Modules

CREDO is a system based on 5 modules, but not all of them contribute equally.
So, this experiment studies each modules’ contribution to the overall system. For
this, the effect on the performance of CREDO due to the exclusion of modules
is analyzed in contrast to the original system.

Semantic similarity has to be tested independently to observe its effect on the
overall performance of CREDO. The performance of semantic similarity module
is tested on standard SemEval-STS 2016 English task.

5.3 Dependency of CREDO on the Classifier

The overall problem is of classification and hence the choice of classifier has
to be appropriate for the data points. Quadratic Discriminant Analysis (QDA)
[26], Gaussian Naive Bayes [13], Decision Trees [23], Random Forests (ensemble
of Decision Trees) [4], AdaBoost Classifier [16], Support Vector Methods with
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Table 5. Comparison between different classifiers.

Classifier Overall

accuracy

True

claims

accuracy

False

claims

accuracy

Macro-

averaged

accuracy

AUC Fake

claims

precision

Fake

claims

Recall

Fake

claims

F1-score

Quadratic DA 61.6 63.5 59.5 64.5 0.67 0.63 0.58 0.60

Naive Bayes 65.8 67.1 64.3 66.7 0.68 0.71 0.65 0.69

Decision Trees 66.3 67.4 64.5 65.4 0.69 0.70 0.67 0.68

AdaBoost 70.6 72.3 69.4 71.1 0.74 0.75 0.72 0.73

Random Forest 78.2 80.1 79.8 80.8 0.81 0.82 0.80 0.81

RBF-SVM 82.8 85.7 81.5 83.6 0.87 0.94 0.85 0.89

MLP-NN 83.3 86.2 81.2 83.7 0.83 0.92 0.84 0.88

Radial Basis Function kernel (SVM-RBF) [1] and Multi Layer Perceptron Neural
Network (MLP-NN) [24] were chosen for the experiments based on the variance
of their application. All the evaluation metrics, tested for the original system,
were tested for the classifiers as well.

5.4 Evaluation of the Experiments

Table 2 shows the comparative results of CREDO on Snopes dataset. CREDO
outperforms the state-of-the-art approaches across all the metrics. It is also
observed that CREDO shows improvements over other approaches, even without
the help of the Web of Trust module. Hence, the combination of Web of Trust
and author credibility scoring modules helps in boosting the performance.

The results for the experiment on dependency of CREDO on modules (given
in Sect. 5.2) is shown in Table 3. The results show that ACS and WTS scores
help the model but the improvements are insignificant compared to the enhance-
ment in the metrics brought by the semantic similarity module. Including sen-
timent analysis module increments the accuracy, but it is minor compared to
the improvement given by semantic similarity. At the same time, also not as
insignificant as ACS and WTS scores. The results for the semantic similarity
module are given in Table 4. The results show the improvements the model had
over the baseline system of the organizers in terms of Pearson Correlation score
between the true similarity in the dataset and the scores of the given model.

The comparative results of the experiment with different classifiers (given in
Sect. 5.3) are given in Table 5. As observed, the RBF-SVM model and MLP-NN
model are better than the other architectures and have similar scores. Hence,
these models were chosen for the main architecture.

6 Conclusion

We have proposed a neural network based approach for credibility analysis of
unstructured text articles in an open-domain setting. We use a combination
of relevant document retrieval techniques with semantic similarity, sentiment
analysis and source reliability of articles then reporting the credibility score of
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the given input. Experiments on Snopes data demonstrate the effectiveness of
our approach compared to the previous approaches to the problem.

Experiment on contribution of modules (given in Sect. 5.2) shows that the
website and author reliability are helpful, but only to a limited extent. The
accuracy scores had a difference of about 1%. Semantic similarity and document
retrieval are the major contributors to the system. The exclusion of the semantic
similarity module resulted in a slash of 32.7%. Sentiment Analysis contributed
7.1% accuracy. Hence it can be concluded that the most important module is
semantic similarity, followed by sentiment analysis, and then author, website
scores.

The experiments also show that the choice of the classifier plays a major role
in the output. Support Vector Methods with RBF kernel and Neural Network
architecture (Multilayer Perceptron) give the best results for the problem. This
is because the data points are not trivially classifiable and require non-linear
classification. The neural network solves it by using multiple lines to classify the
dataset whereas SVM utilizes the non-linear RBF kernel to address the problem.

As part of future work, we would like to apply this system to domains like
social media. Also, we would like to enhance CREDO with more handcrafted
features like the writing style.
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Abstract. Given a large unlabeled document collection, the aim of this
paper is to develop an accurate and efficient algorithm for solving the
clustering problem over this collection. Document collections typically
contain tens or hundreds of thousands of documents, with thousands or
tens of thousands of features (i.e., distinct words). Most existing clus-
tering algorithms struggle to find accurate solutions on such large data
sets. The proposed algorithm overcomes this difficulty by an incremen-
tal approach, incrementing the number of clusters progressively from an
initial value of one to a set value. At each iteration, the new candidate
cluster is initialized using a partitioning approach which is guaranteed to
minimize the objective function. Experiments have been carried out over
six, diverse datasets and with different evaluation criteria, showing that
the proposed algorithm has outperformed comparable state-of-the-art
clustering algorithms in all cases.

Keywords: Document clustering · Incremental clustering · Spherical
k-means

1 Introduction

Text document clustering has received considerable attention in the literature
due to the huge amount of information generated in an electronic form in areas
such as text mining and information retrieval. Given the size of such document
collections, it is vital to be able to bring them into more a structured form.
To this aim, cluster analysis can play an important role in organizing such a
huge amount of documents into meaningful clusters. A cluster can be simply
defined as a collection of data objects (documents here) that are ‘similar’ (under
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a suitable similarity definition) to one another and dissimilar from objects in
other clusters.

Most clustering methods applied to unstructured document collections start
with creating a vector space known as a bag-of-words (BoW) model [24]. In this
model, each document is represented by a vector with the frequencies of each
word in the document. Such a representation is typically very sparse due to the
large number of distinct words. The set of all documents in the vector space is
usually called the document-to-term matrix.

Document clustering can be seen as a specialization of general data clustering.
It was initially used for improving the precision or recall in information retrieval
systems [14,26] and as an efficient way of finding the nearest neighbors of a
document [7]. Document clustering can be organized over two main stages: in
the first stage, the documents are preprocessed into a usable data representation.
Preprocessing may include some of the following tasks: the exclusion of words
without informational value, known as stop words; the reduction of the words to
their radicals, known as stemming; the uppercase/lowercase conversion, known
as case-folding; and the eventual transformation into vector space. The second
stage is the clustering of the vectorial representations.

Using the vector representation, various classical clustering algorithms such
as the k-means algorithm and its variants, hierarchical agglomerative clustering
and graph-theoretic methods have been applied in the text mining literature; for
detailed reviews, see [1,8,11].

The similarity measure is fundamental to formalize a clustering problem. This
measure, in particular, can be defined using distance(-like) functions. Clustering
problems based on the squared Euclidean norm as the similarity measure are
called the minimum sum-of-squares clustering (MSSC) problems. To date, many
different algorithms have been proposed to solve this problem. Amongst them,
the k-means algorithm and its variants have been amongst the most popular
(see, for example, [12,13] and references therein; and [2–4,15,22]).

Another similarity measure, which is widespread in text mining, is the cosine
measure. The spherical k-means (SKM) algorithm [8] is the variant that uses
the cosine measure. The SKM, in fact, is equivalent to a k-means algorithm
using the Euclidean distance over the projection of the vector space onto the
unit sphere. It has been found to work well for text clustering. The work of [5]
has shown that SKM can also be derived as an EM algorithm for Maximum
Likelihood Estimation of the mean direction parameters of a uniform mixture of
von Mises-Fisher (or Langevin) distributions.

In the literature, there are two main categories of feature extraction methods:
term frequency-based methods [8,9,20,23] and semantic methods [17,18,28,29].
A term frequency-based method is simply based on counting words’ number,
whereas a semantic method attempts to construct an ontology containing words
and their relations. Term frequency-based methods tend to be simpler and more
effective and, for this reason, we adopt them in this work. In particular, we
leverage the term frequency-inverse document frequency (tf-idf) representation
which is the product of the term frequency (tf) (the raw count of the terms
appearing in the document) and the inverse document frequency (idf) which
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increases the importance of terms that appear in only a few documents and
conversely decreases the importance of terms appearing in many documents.
The tf-idf representation has been widely utilized thanks to its computational
efficiency and effectiveness [9,20,25].

Many document clustering algorithms such as k-means and SKM provide a
means for effectively navigating, summarizing and organizing the information in
the collection. In this paper, we propose an algorithm to improve the solution
provided by SKM with a modest increase of computational load still within the
range of a single-processor machine. Thus, our emphasis is on high accuracy with
a limited increase of computational resources. The algorithm is an extension of
the strategy of the incremental algorithm presented in [2], with the main dif-
ference that it projects each solution to the unit sphere to satisfy the spherical
constraint. In our approach, the documents are first converted to a tf-idf repre-
sentation [8,23]. Normalizing the data vectors helps remove the bias induced by
the length of a document and has generally provided superior results [8,23,24].
The vector space model is, then, used as an input to our two-stage algorithm.
We find a better initial solution to the clustering problem in the first stage, and
improve the result iteratively in the second stage by starting from the initial
solution. The main contribution of our algorithm is a procedure to select better
initial cluster centroids on the unit sphere in the first stage (which is different
from the one in [2]), for the benefit of the ensuing MSSC optimization. The
experimental results presented in Sect. 4 show that the proposed algorithm out-
performs comparable one-stage algorithm spherical k-means. Unlike the spherical
k-means algorithm the proposed algorithm as an incremental algorithm solves
not only the clustering problem with the given number of clusters but also all
intermediate clustering problems. Moreover, the proposed algorithm requires
significantly less computational time than the spherical k-means algorithm in
solving all clustering problems.

The rest of this paper is organized as follows. Section 2 provides a brief discus-
sion on related works with special focus on the spherical k-means. The proposed
method and related algorithms are presented in Sect. 3. Data and numerical
results are reported and discussed in Sect. 4, and finally Sect. 5 contains some
concluding remarks.

Throughout this paper we will use symbols m, n, and k to denote the number
of documents, the number of terms (or feature), and the number of clusters,
respectively. We will use symbol X to denote the set of m documents that we
wish to cluster, and X1,X2, . . . , Xk, to denote each of the k clusters.

2 Problem Formulation

Given the vector space model, the document vectors may be represented as
x1, x2, . . . , xm, with each xi ∈ Rn. Recall that m is the total number of docu-
ments and n stands for the number of unique words in the vector space model. A
clustering of the document collection is its partitioning into the disjoint subsets
X1,X2, . . . , Xk, i.e.
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k⋃

j=1

Xj = {x1, x2, . . . , xm} &Xj ∩ X l = ∅, j �= l.

In SKM, the data are projected onto the unit sphere. Dhillon et al. [8] have
used the popular tf-idf scheme which reads out as (normalized) term frequency-
inverse document frequency [23]. The tf-idf normalization implies that ‖xi‖ = 1,
i.e., each document vector lies on the surface of the unit sphere in Rn. The k-
clustering (or k-partition) problem is formulated as the following optimization
problem:

{
min fk(c)
subject to c = (c1, . . . , ck) ∈ Rnk,

(1)

where
fk(c1, . . . , ck) =

∑

x∈X

min
j=1,...,k

d(cj , x). (2)

Here, c1, . . . , ck ∈ Rn are cluster centers and the function d : Rn × Rn → R+ is
the similarity measure, R+ is the set of nonnegative numbers.

The function fk is called the k-th clustering objective function. The similarity
measure d is defined using the cosine measure, that is for c, x ∈ Rn

d(c, x) = 1 − cos(x, c) = 1 − 〈x, c〉
‖x‖‖c‖ ,

where 〈x, c〉 stands for the inner product of x and c and ‖ · ‖ is the Euclidean
norm in Rn.

Since all document vectors are normalized it is also required that for each
cluster center ci ∈ Rn is also normalized that is: ‖ci‖ = 1, i = 1, . . . , k. In this
case one has the following similarity measure d:

d(c, x) = 1 − 〈x, c〉.
Then the k-clustering can be reformulated as the following constrained optimiza-
tion problem:

⎧
⎪⎨

⎪⎩

min fk(c)
subject to c = (c1, . . . , ck) ∈ Rnk,

‖ci‖ = 1, i = 1, . . . , n.

(3)

The problem (3) is a nonconvex constrained optimization problem and its objec-
tive function is piecewise linear. Due to the minimum operation used in the
definition of this function (see (2)), it is also nonconvex. Since the document
collections usually contain hundreds of thousands of documents, objective func-
tion fk has many local solutions. Furthermore, the typical number of words in
these collections is thousands or even tens of thousands. Therefore, Problem (3)
is a large-scale optimization problem. Finally, the feasible set in this problem is
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nonconvex and it is a thin set in the n-dimensional space. Such problems are
highly challenging not only for global optimization techniques, but also for local
optimization methods. In this paper, we use the spherical k-means algorithm as
our algorithm of choice.

3 The Proposed Algorithm

The proposed algorithm is based on an incremental approach. The main idea
is the following: instead of working with k clusters from the start, we add the
clusters one by one in successive iterations. At each iteration, we select the initial
position of the added cluster by using a partitioning approach that is described in
Sect. 3.1. This approach enjoys a performance guarantee that proves key for the
accuracy of the overall algorithm. After the addition of the new initial cluster,
a conventional k-means algorithm is called to re-optimize all the clusters (3).
Then, the algorithm proceeds to the next iteration, until all clusters have been
added.

3.1 Calculation of Starting Cluster Centers

The incremental algorithm proposed in this paper solves the clustering problem
gradually by starting with one cluster and adding a new cluster at a time, up to
the set number. Hereafter we describe the algorithm for determining the initial
position of the cluster added at the k-th iteration.

Assume that the solution c1, . . . , ck−1, k ≥ 2 to the (k−1)-clustering problem
is known. Denote by dik−1 the distance between xi, i = 1, . . . , m and the closest
cluster center among k − 1 centers c1, . . . , ck−1:

dik−1 = min
{
d(c1, xi), . . . , d(ck−1, xi)

}
. (4)

We will also use the notation dxk−1 for x ∈ {x1, . . . , xm}.
Consider the following two sets:

S1 =
{
y ∈ Rn : d(y, xi) ≥ dik−1, ∀i ∈ {1, . . . , m}} ,

S2 =
{
y ∈ Rn : ∃i ∈ {1, . . . , m} such that d(y, xi) < dik−1

}
.

The set S1 contains all points y ∈ Rn which do not attract any point from the
set X and the set S2 contains all points y ∈ Rn which attract at least one point
from X. It is obvious that cluster centers c1, . . . , ck−1 ∈ S1. Since the number
k of clusters is less than the number of data points in the set X all data points
which are not cluster centers belong to the set S2 (because such points attract
at least themselves) and therefore this set is not empty. Note that S1

⋂
S2 = ∅

and S1

⋃
S2 = Rn.

fk−1(c1, . . . , ck−1) =
1
m

m∑

i=1

dik−1, ∀y ∈ S1.
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This means by taking any point y ∈ S1 as a starting point for the k-th cluster
center will not decrease the value of the clustering function fk. Therefore, starting
points should not be chosen from the set S1.

Take any y ∈ S2. Then one can divide the set X into two subsets as follows:

B̄1(y) =
{
x ∈ X : d(y, x) ≥ dxk−1

}
,

B̄2(y) =
{
x ∈ X : d(y, x) < dxk−1

}
.

The set B̄2(y) contains all data points x ∈ X which are closer to the point y
than to their cluster centers and the set B̄1(y) contains all other data points.
Since y ∈ S2 the set B̄2(y) �= ∅. Furthermore, B̄1(y)

⋂
B̄2(y) = ∅ and X =

B̄1(y)
⋃

B̄2(y).
The difference zk(y) between the value of the k-th auxiliary cluster function

with the k-th cluster center y and the value fk−1(c1, . . . , ck−1) for the (k − 1)-
clustering problem is:

zk(y) =
1
m

∑

x∈B̄2(y)

(
dxk−1 − d(y, x)

)

which can be rewritten as

zk(y) =
1
m

∑

x∈X

max
{
0, dxk−1 − d(y, x)

}
. (5)

The difference zk(y) shows the decrease of the value of the k-th cluster function
fk comparing with the value fk−1(c1, . . . , ck−1) if the point (c1, . . . , ck−1, y) is
chosen as the cluster center for the k-clustering problem.

If a data point x ∈ A is the cluster center then this point belongs to the set
S1, otherwise it belongs to the set S2. Therefore we choose a point y from the set
X \ S1. We take any y = x ∈ X \ S1, compute zk(x) and introduce the following
number:

z1max = max
x∈X\S1

zk(x). (6)

Let γ1 ∈ [0, 1] be a given number. We compute the following subset of X:

X̄1 =
{
x ∈ X \ S1 : zk(x) ≥ γ1z

1
max

}
. (7)

If γ1 = 0 then X̄1 = X \ S1 and if γ1 = 1 then the set X̄1 contains data points
with the largest decrease z1max.

For each x ∈ X̄1 we compute the set B̄2(x) and its center c(x). We replace
the point x ∈ X̄1 by the point c(x) because the latter is better representative of
the set B̄2(x) than the former. Denote by X̄2 the set of all such centers. For each
x ∈ X̄2 we compute the number z2k(x) = zk(x) using (5). Finally, we compute
the following number:

z2max = max
x∈X̄2

z2l (x). (8)

The number z2max represents the largest decrease of the values fl(c1, . . . , cl−1, x)
among all centers x ∈ X̄2 comparing with the value fk−1(c1, . . . , cl−1).
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Let γ2 ∈ [0, 1] be a given number. We define the following subset of X̄2:

X̄3 =
{
x ∈ X̄2 : z2l (x) ≥ γ2z

1
max

}
. (9)

If γ2 = 0 then X̄3 = X̄2 and if γ2 = 1 then the set X̄3 contains only centers x
with the largest decrease of the cluster function fk.

All points from the set X̄3 are considered as starting points for solving prob-
lem (3). Therefore, their selection guarantees to maximally decrease the objec-
tive.

The algorithm for finding the initial cluster centers in solving Problem (3)
can be summarized as follows:

Algorithm 1. Algorithm for finding the set of starting cluster centers.

Input: The solution (c1, . . . , ck−1) to the (k − 1)-clustering problem.

Output: The set of starting cluster centers for the k-th cluster center.

Step 0. (Initialization). Select γ1, γ2 ∈ [0, 1].

Step 1. Compute z1max using (6) and the set X̄1 using (7).

Step 2. Compute z2max using (8) and the set X̄3 using (9).

3.2 An Incremental Clustering Algorithm and Its Implementation

In this subsection we present an incremental algorithm for solving Problem (3).

Algorithm 2. An incremental clustering algorithm.

Input: The collection of documents X = {x1, . . . , xm}.

Output: The set of k cluster centers {c1, . . . , ck}, k > 0.

Step 1. (Initialization). Compute the center c1 ∈ Rn of the set X. Set l := 1.

Step 2. (Stopping criterion). Set l := l + 1. If l > k then stop. The k-partition
problem has been solved.

Step 3. (Computation a set of starting points for the next cluster center). Apply
Algorithm 1 to compute the set X̄3 of starting point for the l-th cluster center.

Step 4. (Computation a set of cluster centers). For each ȳ ∈ X̄3 take
(c1, . . . , cl−1, ȳ) as a starting point, solve Problem (3) and find a solution
(ŷ1, . . . , ŷl). Denote by X̄4 a set of all such solutions.

Step 5. (Computation of the best solution). Compute

fmin
l = min

{
fl(ŷ1, . . . , ŷl) : (ŷ1, . . . , ŷl) ∈ X̄4

}
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and the collection of cluster centers (ȳ1, . . . , ȳl) such that

fl(ȳ1, . . . , ȳl) = fmin
l .

Step 6. (Solution to the l-partition problem). Set cj := ȳj , j = 1, . . . , l as a
solution to the l-th partition problem and go to Step 2.

We call the proposed Algorithm 2 the Spherical Modified Global k-means
(SMGKM). The most important and time consuming step in this algorithm
is Step 4 where Problem (3) is solved starting from many initial cluster cen-
ters. For this problem, we use a conventional spherical k-means algorithm which
allows us to automatically take into account the constraints of Problem (3).

4 Experimental Results

In this section we present numerical results on the evaluation of the proposed
method and compare it with the Spherical k-means algorithm (SKM), described
in [8]. We do not include comparison with hierarchical clustering algorithms as
these algorithms have not been widely used in text mining. The reason of using
the SKM for comparison is the similarity of the SKM with our proposed method
in which both algorithms use spherical space and k-means as the base.

4.1 Datasets

To test and compare the proposed algorithm, we have carried out experiments
with six datasets. A brief description of these datasets is given in Table 1 and
more details of the datasets and preprocessing are given below.

Table 1. Dataset summary.

Datasets m n

1. Cora 2,240 2,319

2. Associated Press (APress) 2,246 4,994

3. WebKB 4,199 2,153

4. Reuters 12,902 1,313

5. Phone Calls (PCalls) 13,937 2,696

6. 20 Newsgroups (20Newsg) 18,774 3,103

The Cora data set [19] consists of the abstracts and references of approxi-
mately 34,000 computer science research papers; of these, we selected a subset
of 2410 papers categorized into one of seven subfields of machine learning.



322 A. Bagirov et al.

The Associated Press (APress) collection [10] contains Associated Press news
stories from 1988 to 1990. The original data includes over 200,000 documents
with 20 categories. The sample AP data set from [6], which is sampled from a
subset of the TREC AP collection contains 2,246 documents.

The WebKB data set [27] consists of approximately 6000 web pages from
computer science departments of various university, divided into seven cate-
gories: student, faculty, staff, course, project, department and other. In this
paper, we use the four most populous entity-representing categories: student,
faculty, course, and project, which all together contain 4,199 pages.

The Reuters data set [16] was originally collected by Carnegie Group, Inc. and
Reuters, Ltd. in the course of developing the CONSTRUE text categorization
system. It consists of 21,578 news stories appeared on the Reuters newswire in
1987. We use a subset of data containing 12,902 documents which are manually
assigned to 135 categories.

The 20 Newsgroups dataset (20Newsg) [21] contains postings to Usenet news-
groups. The postings are organized by content into 20 different newsgroups with
about 1000 messages from each newsgroup and are therefore well suited for text
clustering. This collection consists of 18,774 non-empty documents distributed
evenly across 20 newsgroups.

Finally, The Phone Calls dataset (PCalls) is from the Transport Accident
Commission (TAC) which is a major accident compensation agency of the Vic-
torian Government in Australia. It consists of a collection of 593,433 phone
calls from 13,937 single TAC clients recorded by various operators over 5 years.
The phone calls are made for different purposes including, but not limited to:
compensation payments, recovery and return to work, different type of services,
medications and treatments, pain, solicitor engagement and mental health issues.

The following preprocessing steps have been applied to all datasets before
their use in the experiments: 1) removal of numbers, punctuation, symbols and
“stopwords”; 2) synonyms and misspelled words have been replaced with the
base and actual words (for the PCalls dataset); 3) sparse terms (95% sparsity
or more) and infrequently occurring words have been removed; 4) we have also
removed generic words (for the PCalls dataset) such as names and addresses
based on a predefined list. The data have then been projected to a vector space
by using the popular term frequency-inverse document frequency (tf-idf) scheme.

4.2 Discussion and Evaluation

Tables 2 and 3 show the best objective function value, fbest, and relative errors,
E1 and E2 for the SKM and SMGKM respectively, where the relative error is
defined as:

Ei =
fi − fbest

fbest
× 100

where fi is the value of the clustering function obtained by i-th algorithm. In
most cases, SMGKM demonstrate better performance, i.e., low values for the
objective function in terms of relative errors, and in some cases the differences
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are significant. When the number of clusters is small, SKM performs slightly
better than SMGKM (in some cases) but the differences are not significant.

To further compare and assess the quality of the clusters generated by the
algorithms, we apply two well-known cluster validity indices: the Dunn’s and
Davies-Bouldin validity indices.

The Dunn’s validity index is defined as

I(D) = max
i=1,··· ,k

{
min

j=1,··· ,k;j �=i

{ d(ci, cj)
maxl=1 ,··· ,k r(cl)

}}
(10)

Table 2. The function value and relative errors

k Associated press Cora WebKB

fbest E1 E2 fbest E1 E2 fbest E1 E2

10 1509.66 0.00 0.15 1475.39 0.00 0.06 2607.65 0.00 0.45

12 1481.68 0.00 0.25 1455.01 0.16 0.00 2567.58 0.00 0.27

15 1456.63 0.00 0.26 1423.41 0.00 0.29 2505.60 0.00 0.09

17 1435.98 0.56 0.00 1406.54 0.00 0.21 2455.62 0.34 0.00

20 1411.64 0.66 0.00 1384.11 0.44 0.00 2408.00 0.65 0.00

25 1380.19 0.95 0.00 1351.01 0.49 0.00 2342.28 0.30 0.00

30 1355.94 0.97 0.00 1324.20 0.89 0.00 2285.21 0.25 0.00

35 1337.06 0.90 0.00 1300.97 1.28 0.00 2229.02 0.62 0.00

40 1316.64 0.95 0.00 1279.14 1.61 0.00 2183.48 0.68 0.00

45 1300.28 0.53 0.00 1262.07 1.79 0.00 2143.49 0.68 0.00

50 1286.99 1.03 0.00 1248.15 1.73 0.00 2099.22 1.01 0.00

55 1274.34 0.70 0.00 1235.44 1.95 0.00 2064.24 1.05 0.00

60 1263.40 0.85 0.00 1223.60 2.48 0.00 2035.21 1.16 0.00

65 1254.37 1.06 0.00 1213.49 1.85 0.00 2009.59 1.64 0.00

70 1245.54 0.82 0.00 1204.21 1.96 0.00 1986.34 1.58 0.00

75 1235.14 0.52 0.00 1195.76 2.13 0.00 1960.96 1.67 0.00

80 1227.43 0.78 0.00 1187.62 1.63 0.00 1939.72 1.74 0.00

85 1220.38 0.04 0.00 1180.06 1.67 0.00 1915.72 2.42 0.00

90 1213.26 0.30 0.00 1172.98 1.72 0.00 1896.69 2.43 0.00

95 1203.35 0.00 0.21 1165.74 1.88 0.00 1879.04 2.64 0.00

100 1198.26 0.00 0.13 1159.05 2.01 0.00 1862.89 2.90 0.00

where d(ci, cj) is the distance between centers ci and cj . The r(cl) is the radius
of the l -th cluster center and is defined as

r(cl) = max
x∈X l

‖cl − x‖, (11)
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where k is the number of clusters. The Dunn’s cluster validity measure maximizes
the inter-cluster distances and minimizes the intra-cluster distances. Therefore,
the number of clusters that maximizes I(D) can demonstrate the optimal number
of the clusters.

The Davies-Bouldin validity index is a measure of within-cluster to between-
cluster separation

I(DB) =
1
k

k∑

i=1

max
j=1,··· ,k;j �=i

Sk(Xi) + Sk(Xj)
d(ci, cj)

(12)

where k is the number of clusters, Sk(X l) is the average distance of all data
points from the cluster X l to their cluster center cl and d(ci, cj) is the distance
between i-th and j-th cluster centers. Smaller values for the I(DB)means that
clusters are compact and far from each other. Therefore, the smaller I(DB), the
better clustering.

Table 3. The function value and relative errors

k Reuters Phone calls 20 NewsGroups

fbest E1 E2 fbest E1 E2 fbest E1 E2

10 4586.69 0.00 0.06 9493.95 0.00 0.01 12910.54 0.01 0.00

12 4458.53 0.00 0.37 9388.49 0.00 0.16 12772.45 0.00 0.01

15 4289.97 0.00 0.02 9237.82 0.10 0.00 12590.80 0.12 0.00

17 4215.26 0.24 0.00 9144.10 0.53 0.00 12488.07 0.32 0.00

20 4119.90 0.87 0.00 9029.94 0.43 0.00 12367.28 0.15 0.00

25 3984.14 0.69 0.00 8867.60 0.20 0.00 12182.07 0.00 0.09

30 3871.80 1.17 0.00 8729.13 0.23 0.00 12042.95 0.24 0.00

35 3785.61 1.37 0.00 8614.72 0.05 0.00 11898.11 0.00 0.13

40 3719.43 1.41 0.00 8491.54 0.34 0.00 11777.05 0.00 0.27

45 3663.73 0.63 0.00 8385.29 0.23 0.00 11690.82 0.00 0.05

50 3607.86 0.84 0.00 8297.62 0.20 0.00 11559.44 0.13 0.00

55 3555.87 1.20 0.00 8214.63 0.21 0.00 11455.58 0.34 0.00

60 3512.71 1.43 0.00 8139.41 0.15 0.00 11362.46 0.30 0.00

65 3471.35 0.72 0.00 8065.04 0.00 0.06 11282.29 0.30 0.00

70 3431.43 0.95 0.00 7976.79 0.00 0.36 11200.54 0.53 0.00

75 3402.23 1.26 0.00 7931.58 0.00 0.07 11125.10 0.66 0.00

80 3374.66 0.80 0.00 7862.77 0.04 0.00 11044.67 0.60 0.00

85 3344.92 1.07 0.00 7806.99 0.18 0.00 10982.90 0.66 0.00

90 3321.59 1.16 0.00 7756.88 0.14 0.00 10926.60 0.72 0.00

95 3293.53 1.47 0.00 7707.74 0.08 0.00 10874.15 0.49 0.00

100 3271.34 1.15 0.00 7640.79 0.36 0.00 10823.80 0.63 0.00
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Figures 1(a)–1(f) display the Dunn’s cluster validities for SKM and SMGKM
as the number of clusters increases from 10 to 100. Here, the dot lines correspond
to the SKM and solid lines to the SMGKM. Terms “dn SKM” and “dn SMGKM”
stand for Dunn index values using the SKM and SMGKM, respectively. Graphs
for the SMGKM are much more stable than graphs for the SKM when the
number of clusters increases. The reason is likely that the SMGKM exploits an
incremental scheme which adds one cluster each time, while the SKM calculates
all clusters from scratch.

Figures 2(a)–2(f) show the Davies-Bouldin indices for SKM and SMGKM as
the number of clusters increases. Terms “db SKM” and “db SMGKM” stand
for Davies-Bouldin index values using the SKM and SMGKM, respectively. The
graph for SMGKM is more stable, confirming stability in Figs. 1(a) and 1(f).
These figures also demonstrate significant improvements of SMGKM over the
SKM, as the graphs for SMGKM are below (much, when the number of clusters
increases) those for SKM in almost all cases.

Table 4 reports the optimal number of clusters using the Dunn and Davies-
Bouldin measures as well as the total CPU time spent by SKM and SMGKM.
c∗
1 and c∗

2 stand for the optimal number of clusters using the SKM and SMGKM

Fig. 1. Cluster validity (Dunn) index for datasets 1–6
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and t1 and t2 are the times (cumulative CPU) consumed by SKM and SMGKM,
respectively. Despite using a less efficient environment for coding, the times for
SMGKM have been lower than those for SKM, except on Cora.

Table 4. The optimal number of clusters and cumulative CPU time for computing up
to 100 clusters. c∗

1 and c∗
2 stand for the number of clusters using SKM and SMGKM,

respectively, and t1 and t2 for the time

Dataset Dunn index DB index Total CPU time

c1 c2 c1 c2 t1 t2

Cora 50 40 40 36 1024 1568

APress 77 70 72 74 2601 2088

WebKB 93 92 68 81 2501 1862

Reuters 29 39 10 20 5327 4745

PCalls 89 90 89 88 15861 11710

NewsG 79 81 68 77 27873 20280

Fig. 2. Cluster validity (Davies Bouldin) for datasets 1–6
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5 Conclusions

In this paper, we have presented an incremental algorithm for document clus-
tering that is capable of finding “deeper” solutions. In the algorithm, a new
cluster is added in turn starting from an initial position that is guaranteed to
maximally decrease the objective function value. Clustering is performed in a
spherical space, meaning that each solution is projected to the unit sphere to
mitigate the potential bias from more frequent words.

In the experiments, we have thoroughly compared our method with the spher-
ical k-means algorithm (SKM) that can be regarded as state-of-the-art for doc-
ument clustering. The results over six challenging datasets have shown that the
proposed algorithm has consistently outperformed SKM under a number of clus-
tering indices (objective function value, Dunn and Davies-Bouldin). This gives us
ground to believe that the proposed algorithm can prove beneficial for large-scale
document clustering applications.
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Abstract. Emoji usage drastically increased recently, they are becom-
ing some of the most common ways to convey emotions and sentiments
in social messaging applications. Several research works automatically
recommend emojis, so users do not have to go through a library of thou-
sands of emojis. In order to improve emoji recommendation, we present
and distribute two useful resources: an emoji embedding model from
real usage, and emoji clustering based on these embeddings to automati-
cally identify groups of emojis. Assuming that emojis are part of written
natural language and can be considered as words, we only used unsu-
pervised learning methods to extract patterns and knowledge from real
emoji usage in tweets. Thereby, emotion categories of face emojis were
obtained directly from text in a fully reproductible way. These resources
and methodology have multiple usages; for example, they could be used
to improve our understanding of emojis or enhance emoji recommenda-
tion.

Keywords: Emoji · Recommendation · Word embeddings ·
Resource · Clustering

1 Introduction

Research on emojis are growing steadily since a couple of years. Nowadays users
of instant messaging applications have to scroll through huge libraries of emojis
to select one: it would be useful to help the users by automatic recommendation.
However, several emojis can be used to convey the same emotion, for instance

and , and it is not clear whether or not emojis can be considered as actual
words, groups of metadata, or extra linguistic information for Natural Language
Processing (NLP) approaches. Most of the recommendation systems tackle emoji
as metadata. In this paper, we propose an approach considering emoji as words
without any assumptions on their meanings.

Nowadays, few emoji recommendation systems have been proposed, and only
very recently. Moreover, actual emoji recommendation systems consider each
emoji as a single label to recommend. Those systems obtained perfectible results:
65% accuracy [20] and 65% f1-score [2]. These systems focused only on a very

c© Springer Nature Switzerland AG 2023
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limited number of emojis. Considering these works, instead of recommending
emojis we propose to automatically recommend groups of emojis. Our work is
based on the following hypotheses:

1. Emojis can be quite similar ( ) and it is not clear whether we should
recommend an emoji instead of another, thus we should predict categories of
emojis instead of only considering specific ones

2. Emoji categories should be inferred from their real usage in order to adapt to
changes and cultural differencies in order to obtain a good recommendation

3. Emotion-related emojis cannot be recommended only by matching keywords,
as current smartphone systems implement for for instance. Emotion-
related emojis can come from the whole feeling of the text. This is why we
focus on them at first.

Considering these hypotheses, our purpose in this paper is to automatically
regroup emojis based on their usage, focusing on the common subset of 63 face
emojis. We propose an automatic emotion categorization of face emojis not by
using metadata, but by using the real context usage of emojis in order not to
assume predefined informations. The methodology used to obtain these resources
can be applied on any emoji type, even though we applied it to face emojis: it
consists in analyzing the similarity of context usage between emojis by using
two unsupervised approaches: first, word embeddings of only tweets containing
emojis (Sect. 3), then using these embeddings to apply a clustering algorithm
(Sect. 4).

The paper is organized as follow: we summarize the related work on emojis
and emoji embeddings (Sect. 2) before presenting our first resource: emoji embed-
dings (Sect. 3). Then, we present the second resource, a fine-grained clustering
of face emojis (Sect. 4) before validating it with Ekman’s theory on emotion-face
expressions (Sect. 4.2).

2 Related Work

Emoticons ( :-) , :P ) and emojis ( ) are two different ways to represent facial
cues. While the former are characters, the latter are pictures, and as such
they can also represent different concepts and ideas, not only facial cues and
expressions. Moreover, emojis tend to replace emoticons in social conversations
[16]. The first 176 emojis were released in 1999 by the japanese telecom NTT
DOCOMO1, right now there are 2623 emojis according to the official Unicode
list2. Their success is due to the support of emojis by the first iPhone from
Apple, then other brand such as Google or Samsung started supporting them.

1 https://www.nttdocomo.co.jp/.
2 http://unicode.org/emoji/charts/full-emoji-list.html.

https://www.nttdocomo.co.jp/
http://unicode.org/emoji/charts/full-emoji-list.html


From Emoji Usage to Categorical Emoji Prediction 331

At first, some research work in socio-linguistics focused on the diverse under-
standing and usage of emojis, and the role they have in a textual conversation.
According to these, emojis are used to improve the understanding of the message
in 70% of cases [9]. Also, it has been demonstrated that emojis can serve a num-
ber of roles in conversation [10] which are not necessarily related to the expres-
sion of emotions, such as maintaining a conversational connection, or engaging in
playful interaction. Some of these roles can be linked to the Jackobson’s functions
of language [8]:

– Phatic function: “ ”
– Referential function: “Just bought it ”
– Emotive function: “Seriously?! ”
– Conative function: “ ” for “call me”

Thus, it is necessary to have a good emoji recommendation system in social
messaging application in order to enhance the conversation’s quality.

Few research works focused on emoji recommendation, the main approach is
based on neural networks to predict predict emojis. However, the performance of
these models remains perfectible. Xie et al. [20] achieved 65% of accuracy for the
3 mostly used emojis in conversations from Weibo3, the chinese Twitter, using
Hierarchical LSTM [11]. Barbieri et al. [2] predicted the 20 most used emojis in
40 millions tweets using Long Short-term Memory Networks [7] and evaluated
their prediction on the 5 most frequent emojis obtaining an average f1-score of
65%.

They are still only a few available resources for research on emoji, whether
it is emoji embedding models or other kind of resources. Considering embedding
models, there have been only a few work on emoji embeddings and all of them
have been done recently. On one hand some work do not embed emojis directly.
Emoji has been considered to be a group of meta-informations or words upon
which the embedding will be based on. These meta-informations can be Unicode
descriptions of emojis [4] or their possible meanings and senses associated to
their description [1,19].

On the other hand, emoji have been embedded directly in context with all
types of emojis from millions of tweets. In this paper, we used similar approach.
However, in existing works, arbitary clusters have been defined [3] or hierarchial
ones mixing all types of emojis either to detect sarcasm [6] or to find the best
keyboard mapping [17]. The resources proposed in this paper are created totally
automatically without predefined clusters and focusing on a particular type of
emoji: the face emojis. The face emojis correspond in the Unicode list4 to the
”face positive”, ”face neutral”, and ”face negative” categories, which reflect faces
with emotional expressions5.

Our objective is to automatically obtain emoji clusters from real usage in
order to further recommend them. We can compare our work with the one from

3 http://www.weibo.com/.
4 http://unicode.org/emoji/charts/full-emoji-list.html.
5 As a first step, we did not considered animal faces.

http://www.weibo.com/
http://unicode.org/emoji/charts/full-emoji-list.html
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Pohl et al. [17] which tackled hierarchical relations between emojis of any kind.
In the contrary to our work, they did not tried to obtain clusters inside emojis
specific types to enhance emoji recommendation systems, which is our main
purpose by applying our methodology and obtaining these new resources for
further emoji prediction models.

3 Emoji Embeddings

The most used emojis are those representing emotions or sentiments, according
to their usage in social media such as Twitter6: .

Considering this fact, we want to verify if face emoji usages implicitly follow
existing face expression categorizations by observing the usage of the 63 face
emojis, excluding cat , demon , alien emojis and so on . We make an
emoji embedding in order to obtain a more fine-grained categorization for these
emojis. We exclude the very recent emojis which are not in our dataset such as
the exploding face .

3.1 Dataset

Our dataset is made of 695 031 tweets emitted from the North American conti-
nent (United States and Canada), all of them containing at least one of the 800
emojis from our list, and all collected using the Twitter streaming API7. There
is no topic filtering so all kind of topics are included. The dataset is composed of
tweets in english using a language detection process made with the occurrence
ratio of NLTK stopwords list8. Table 1 shows quantitative information on the
dataset.

In the dataset, we consider emojis as words. Thus, we keep them as tokens.
To ensure they are used as tokens we tokenized the text and separate each emoji
from other word. Then we applied lemmatization to the words using NLTK.
Hence, we obtained a corpus of tweets ready for applying unsupervised algo-
rithms.

Table 1. Dataset of tweets containing emojis

Tweets 695 031

Emojis 901 669

Average tweet length 10.81 words

Distinct Emojis 844

Emoji/tweets 1.30

6 http://www.emojitracker.com/.
7 https://dev.twitter.com/streaming/overview.
8 http://www.nltk.org/.

http://www.emojitracker.com/
https://dev.twitter.com/streaming/overview
http://www.nltk.org/
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3.2 Embeddings

To embed tweets with their emojis we used two approaches using Word2Vec
[14,18] in its gensim implementation9. We used a Continuous Bag-Of-Words
(CBOW) embedding to predict target (emoji) from context words (tweet) with
hierarchical softmax [13], and another embedding using Skip-grams to predict a
context using an emoji. For comparison, we also used the skip-grams embedding
model from Pohl et al. [17]. The resulting vector spaces are made of 300 dimen-
sions from words with a minimum of 5 occurrences. These different models are
then used to compare their impact on the clustering (Sect. 4).

Fig. 1. Embeddings of 63 face emojis.

To display the dimensional space we selected the 63 emojis we are focus-
ing on. To display a 300-dimensional space, we used the T-distributed Stochas-
tic Neighbor Embedding (TSNE)10 [12] in its Scikit-Learn implementation11 to
reduce this high dimensional space to a 2 dimensions space. The distribution of
the emojis in the resulting 2 dimensions space is visible in Fig. 1.

The complete 2 dimension visualization of the embedding space are available
as supplementary materials and show different groups. However, the visualiza-
tion can be quite different depending on the TSNE parameters, making the
visualization not reliable to induce emoji groups. For the TSNE parameters we
used a learning rate of 100, a perplexity of 30, and an early exageration of 2.0.
Other parameters are the default ones from its Scikit-learn implementation (See
footnote 13). Another approach would consist in defining an arbitrary thresh-
old for the cosine distance to create clusters. To avoid arbitrary decisions, or
group seection based on visual procimity, we decided to apply clustering on the
produced emoji embeddings (Sect. 4), without assuming a number of clusters.

9 https://radimrehurek.com/gensim/models/word2vec.html.
10 https://lvdmaaten.github.io/tsne/.
11 http://scikit-learn.org/stable/modules/generated/sklearn.manifold.TSNE.html.

https://radimrehurek.com/gensim/models/word2vec.html
https://lvdmaaten.github.io/tsne/
http://scikit-learn.org/stable/modules/generated/sklearn.manifold.TSNE.html
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4 From Embeddings to Emoji Categories

4.1 Clustering

In the previous section we chose an emoji vector space of dimension 300. How-
ever, it does not gives clusters. As we wanted to automatically cluster face emojis
from real usage data, we need to avoid any human interaction in the process.
Hence, instead of directly using the cosine similarity we applied two clustering
algorithms to automatically identify emoji clusters.

Unlike existing emoji clusterings in which the clusters were constructed based
on the text and the emojis [3,17], we applied clustering only on emoji vectors,
even if they have been embbeded using raw text. Plus, as we consider a sub type
of emojis, this allows us to automatically retrieve good clusters directly from
source, without mixing emoji types.

Clustering Algorithms Applied to Emoji Embeddings. We first applied
the k-means algorithm to compute cluster centroids from the dataset considering
n clusters = n labels. So we did not assume a predefined number of clusters,
each element could be contained into only one cluster. The k-means parameters
were 63 possible clusters (for 63 emojis) with a maximum of 500 iterations and
a number of 1000 initialisations. At the end, we removed the empty clusters and
we finally obtained a reduced number of 18 clusters.

In order to compare the results with another algorithm, we used spectral
clustering algorithm [15] considering 63 possible clusters. The hyper parameters
were as follow: no eigenvalue decomposition strategy, a gaussian kernel, a gamma
of 0.7, and discretization to assign label in order to differ from k-means. At the
end, spectral clustering also gave us a total of 18 clusters.

K-means and spectral clustering results were close but we decided to keep the
18 clusters from spectral clustering because it avoided spliting intuitive emoji
clusters such as kisses emojis . The different clusters are provided in
the suplementary materials of the paper12.

Using a skip-gram emoji embedding model we obtained 11 coarse clusters13.
The resulting clusters are not statisfying since they mixed several emojis repre-
senting different emotions: anger, love, and tiring faces being in the same cluster
for instance. With CBOW embeddings we obtained 18 emoji clusters14, being
more specific and fine-grained. Some of these clusters are visible in Table 2.

Comparison with Existing Related Work. In order to compare the result-
ing clustering depending on the emoji embeddings, we also used Pohl et al. [17]
embedding model, learnt using skip-gram, to extract face emoji clusters the same
way we did using our embeddings. We used the same methodology, the desired
number of clusters being equal to the number of elements, i.e. 63. The resulting
12 See the html files in the “visualization” folder.
13 “clusters native63 skipgram.html” in supplementary materials of the paper.
14 “clusters native63 cbow.html” in supplementary materials of the paper.
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Table 2. Emoji clusters using Spectral Clustering on CBOW embeddings. Labelled
using Ekman’s categories of facial emotion expressions.

clusters are not satisfying and can be seen in Table 3. There were merely 6 coarse
clusters being merely global separation between joy, anger, surprise and sadness.
Considering the coarse clusters obtained using both skip-gram models and the
fine-grained clusters obtained using a CBOW embedding model, we came to the
conclusion that CBOW embeddings are better to obtain more specific clusters
of emojis. Hence, unlike existing emoji embeddings all using skip-gram models,
this approach is better to retrieve latent information about real emoji usage in
short messages.

Table 3. Clusters obtained using Pohl et al. embeddings

Because we consider the face emojis as our study material in this paper, we
tried to obtain labels for these clusters considering existing theory (Sect. 4.2).
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4.2 Cluster Validation Through Ekman’s Theory

As the clusters represent face expressions, we can consider we did an face expres-
sion categorization of text messages. To verify if this categorization represents
known emotions and evaluating their quality, we decided to labellize these clus-
ters by Ekman’s 16 basic face expressions of emotions [5] in order to compare and
find the mistakes. For this purpose, we took each cluster automatically obtained
and linked it to one of Ekman’s categories by identifying the similarities on
the emojis faces and the Ekman’s facial expressions. For instance, the sadness
category is represented by .

The labelled clusters are described in Table 2. Some categories are splitted
by intensity, such as the joy wich have two clusters automatically extracted: one
for the mild contentment . Also, some Ekman’s emotion categories
can overlap in those clusters, such as fear/surprise.

Moreover, only the two unrealistic emojis and the sleeping emoji were alone
in their clusters: .

Note that the label attributed to the clusters may be discussed. However,
the objective is not to find the precise label for each cluster but to identify
different clusters of emoji. A comparison with the work of Ekman enabled us
to relate emotional face expressions of humans to virtual facial expressions of
emojis. This comparison shows that emojis are somewhat used the same way the
face expressions of emotions are. However, some specific categories are inherent
of emojis, such as .

5 Conclusion and Perspectives

In conclusion, in this paper we presented two resources: an novel emoji embed-
ding in real context in the scope of face emojis, and a set of face emoji automatic
clusters from real usage only. Both can be used to improve emoji recommenda-
tion systems: instead of recommending specific emojis, groups of emojis (cor-
responding to clusters) will be used as elements to recommend. Recommending
clusters of face emojis will positively impact the recommendation quality, as face
emojis are some of the most used emojis. Moreover, the methodology we used to
obtain these resources can be reproduced on different types of emojis to identify
inherent categories from their usage. For instance, vehicule emoji unsupervised
categorization could be done.

The methodology and resources can be used to recommend the emotion cat-
egories to express by an embodied conversational agent or in general dialog
system, such as trending chatbots. With this work we want to change how to
tackle emoji prediction by trying to generalize more, not only by parameter tun-
ing, but also by changing the scope of the recommendation. Of course, because
we focused on automatically retrieving emotion clusters of face emojis, theses
resources could be helpful out of the scope of recommendation. For instance,
embodied conversational agent could use them to determine which face expres-
sion is relevant to which emotion, and how to reproduce them without having to
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necessarily regroup them from theories. Making the conversational agent more
adaptative.

Finally, these resources with their visualisations and the python code used to
produce them are available as supplementary materials. We plan to make them
available to everyone in ORTOLANG15, a platform that is part of CLARIN
infrastructure16. The code and links to the models are available in the following
repository: https://github.com/gguibon/FaceEmojis.
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Abstract. This paper studies Web document summarization by exploit-
ing social information. The motivation comes from the fact that social
context of a Web document provides additional information to enrich the
content of sentences. To take advantage of such information, we design a
model based on Convolutional Neural Networks. Unlike traditional ones,
our model enhances representation of sentences by mutually combining
internal and social information. The model learns to rank sentences and
user posts and then extracts top ranked ones as a summary. Experimen-
tal results on three datasets in two languages confirm the efficiency of
our model in summarizing single documents.

Keywords: Summarization · Convolutional Neural Networks

1 Introduction

In the context of social media, there exists a relationship between a document
and its relevant information. For example, after reading the Asiana Airlines
Flight 214 crash event, readers can write their comments on the event by
using the Web interface or post tweets on their Twitter timeline. In the mean-
time, the content of the main document can be found in relevant articles pub-
lished by different news providers. The combination of Web documents and their
related information defines a summarization task which takes advantage of social
information to extract high-quality summaries [3,17,21,23].

Social Context. The social context of a Web document d is Cd = 〈Sd, Rd, UPd〉,
where Sd is a set of sentences in d, Rd is relevant articles of d, and UPd is a set
of user posts, e.g. tweets or comments of d [23].

The Task. Given a document d and its context Cd, the task is to extract m
important sentences from Sd and m representative user posts from UPd [17,21,
23]. The intuition is that user posts can enrich extracted sentences in providing
new information which is not usually available in the main document.

This paper introduces a model based on Convolutional Neural Networks
(CNN) [6] to build a summarizer, which exploits social context of Web documents
c© Springer Nature Switzerland AG 2023
A. Gelbukh (Ed.): CICLing 2018, LNCS 13397, pp. 341–353, 2023.
https://doi.org/10.1007/978-3-031-23804-8_27
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to extract high-quality summaries. The motivation comes from the fact that
social context provides additional valuable information for enriching the mean-
ing of primary documents. To take advantage of such information, we employ
CNN to learn hidden features of sentences and user posts. More precisely, our
model captures n-grams and combines them to enhance hidden representation.
To integrate the support of external information, we incorporate surface features
into the hidden representation to create final vectors. Finally, our model learns
to rank sentences and user posts and extracts top m ranked ones as a summary.
This paper makes the following main contributions:

– It studies the task of summarizing Web documents by exploiting their social
information with the use of CNN. To the best our knowledge, no existing
methods address this task by using CNN.

– It provides a way to enhance the representation of sentences and user posts,
which benefits the learning process. The enhancement is in two levels: enrich-
ing hidden representation learned by the model and integrating social infor-
mation in the form of features.

– It investigates the influence of features, which reveals the contribution of
each information channel in our model and releases two improved datasets
including related articles of main documents.1

We apply our model to the task of sentence and highlight extraction on three
datasets, in English and Vietnamese. Our model achieves competitive ROUGE-
scores compared to advanced methods in summarizing Web documents.

2 Related Work

Web document summarization has recently been enriched by using social infor-
mation [4,9,20,23]. Researchers integrate social information by using supervised
methods to build dual wing factor graphs [23], or presenting features for mod-
eling cross relationships between sentences and tweets [21]. By contrast, several
unsupervised models have been also presented [3,7,22] such as building a cross-
collection topic-aspect for a co-ranking method to extract sentences and tweets
[3], creating heterogeneous graphs of random walks to summarize single docu-
ments [22], using integer linear programming [7], or matrix co-factorization [12].

The system of Nguyen et al. [15,17] is perhaps the most relevant work to
our study. It integrates sentences, relevant social messages, and related articles
in a unified model, which extracts features from three information channels.
The authors use CRF and Ranking SVM to train summarizers to output scores
used to select top-ranked sentences and user posts. In this work, we extend the
work of [15,17] by adapting a different learning algorithm based on CNN. We
also encode social context into our model by integrating sophisticated features
adopted from [15,17] to enrich the representation of sentences and user posts.

1 We provide main codes, features, and data at https://goo.gl/rC6C8n..

https://goo.gl/rC6C8n.


Towards Social Context Summarization with Convolutional Neural Networks 343

3 Summarization with CNN and Social Context

This section shows our proposal to address the task in three steps: data prepa-
ration, sentence ranking and selection, and the settings of experiments.

3.1 Data Preparation

Since DUC datasets lack social information, we used three other ones for social
context summarization. SoLSCSum [14] is an English dataset collected from
Yahoo News, containing sentences and comments, which were manually anno-
tated. To validate our model in a non-English language, we used a Vietnamese
dataset created for social context summarization named VSoLSCSum [13]. It
was collected from several Vietnamese Web pages.2

Table 1. Statistical observation on the two datasets.

Dataset #doc #sentences #comments/tweets #refs #relevant docs

SoLSCSum 157 3,462 25,633 5,858 1,570

VSoLSCSum 141 3,760 6,926 2,448 1,410

USAToday-CNN 121 6,413 78,419 455 1,210

We also used USAToday-CNN [18] derived from [21] for news highlight
extraction. The dataset contains 121 events collected from USAToday and CNN.

We followed [15] in exploiting relevant Web documents as third-party sources
to enrich feature extraction. To do that, we used the provided dataset of SoLSC-
Sum from [15]. It includes primary documents, relevant user posts, and related
articles. For VSoLSCSum and USAToday-CNN, we used guideline from [15] to
retrieve top 10 relevant articles from Google by searching the title of the main
document (Table 1). Finally, each dataset contains three parts: main documents,
relevant user posts (comments/tweets), and related articles.

3.2 Sentence Ranking

Our model receives documents and their social context for ranking. To do that,
we adapted CNN for our summarization task because it has shown the ability
to effectively learn n-gram sequences, which help to generate rich textual rep-
resentation and to tackle sentences with variable lengths naturally. For ranking,
our model combines two types of features: (i) latent textual features generated
from CNN with customized pooling operation and (ii) surface features extracted
from social context. The combination of the two types allows our model to learn
the representation of sentences and user posts effectively. We next describe our
model in two steps: convolution and polling, and social context integration.
2 We acknowledge [13,14] for sharing data partition of SoLSCSum and VSoLSCSum.
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Convolution and Pooling. Our model adapts CNN with customized pooling
operation for generating latent features, representing textual information from
both sentences and user posts.

Convolution. Let h is the kernel size (window size) and M ∈ R
N×k is an

embedding matrix where N is the max sentence length and k is the dimension
of word embedding, the convolution operation applies the kernel size h to each
position i of M to produce non-linear transformation of the input [6].

chi = f(W h · vi + b) (1)

where f() is a non-linear function, e.g. tanh(), W h is the kernel weights, b is
the bias term, and vi is an input corresponding to a sub-region of size h. The
feature map of a kernel with size h is Ch = [ch1 , ..., c

h
N−h+1]. To obtain rich

representation, we adopted multi-window-size filters from Kim. (2014) [5] in
order to formulate n-grams of an input sentence.

Pooling. The pooling is the second layer of a CNN-based model, which receives
the output of the convolution. It includes down-sampling operation to modify the
output of the convolution for retaining most important features from a feature
map. For our purpose, we adapted the pooling operation in two phases: (i) max-
over-time pooling and (ii) cross-window pooling. The first pooling outputs the
most essential features ĉh from the feature map Ch.

ĉh = max{Ch} (2)

The second pooling phase applies a max-pooling function over representation
from different window size filters. Our intuition is that the model can, across
window sizes, obtain richer hidden representation which benefits the learning
process. We denote this operation as cross-window max-pooling, which extracts
rich and representative information across all window sizes. Let ̂C = {ĉh} be a

set of all different important features of window sizes h, and ̂C
k

1 , ...,
̂C
k

N be all

the size-k subsets of ̂C where | ̂C
k

i | = k. The output of the second pooling is:

xp = [max{ ̂C};max{ ̂C
k

1}; ...;max{ ̂C
k

N}] (3)

The vector xp is the concatenation of latent features extracted by concate-
nating all feature maps ̂C and a subset of feature maps. Our pooling operation
shares the idea with [1] which also applies pooling on different window sizes.
However, their pooling operation only selects one value from all window sizes
leading to least information kept. By contrast, our pooling operates not only on
the all but also on the subsets of the windows sizes. This allows our model to
enhance the hidden representation of sentences.

Social Context Incorporation. As discussed, there exists relationships
between Web documents and their related information, e.g. relevant social mes-
sages and articles. We, therefore, take advantage of such related information to
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enrich the hidden representation learned by CNN. To do that, we adopted fea-
tures from [15]. Given a sentence in the main document, we extracted three types
of features from three channels: local features, relevant user-posts features, and
third-party features (related articles). Local features individually measure the
importance of a sentence in the main document (or a comment/tweet), without
considering relevant user posts or third-party sources. User-post features present
relationships between sentences in a primary document and its user posts. Third-
party features estimate the importance of a sentence (or a user post) by using
relevant documents. Table 2 shows our features.

Suppose xe is the concatenation of three vectors xl, xs, and xt denoted for
the three feature groups correspondingly, the final representation of a sentence
(or a user post) is the concatenation of xp and xe.

Table 2. Local (LF), social (SF), and third-party features (TPF).

Group Feature Description

LF Position The sentence position of xi in a document (pos = 1, 2, or 3)

Length The number of terms appearing in si after removing stop
words

Title-words #common words in si and the title after removing stop words

#Stopwords Number of stopwords in a sentence si

HIT-score The HIT score of a sentence si

LSA-score The LSA score of a sentence si

Cosine Cosine similarity with N next and previous sentences
(N=1,2,3)

Them-words Count #frequent words calculated by TF appearing in xi

In-words Whether xi contains indicator words appearing in a
dictionary

Up-words Whether xi contains upper case words e.g., proper names

UPF Max-cosine Maximal Cosine of a sentence si with social information

Max-dist Maximum distance of a sentence si with social information

Max-lexical Maximal lexical score of si with social information

Max-W2V Maximal W2V score of a sentence si with social information

TPF Voting #sentences in relevant documents having Cosine ≥ a
threshold regarding to si

Cluster-dist The Euclidean distance from si to relevant documents

stp-TF The score of si in relevant documents calculated by TF-IDF

aFrqScore The average probability of frequent words in relevant
documents regarding to si

frqScore The probability of frequent words in supporting documents
regarding to si

rFrqScore The relative probability of frequent words in supporting
documents regarding to si
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xe = [xl;xs;xt] (4)

Θ = [xp;xe] (5)

By integrating indicators extracted from three channels, our model not only
enriches vector representation but also incorporates social context into the sum-
marization process. The final vector representation Θ of a sentence si is fed to
two MLP layers for regression. Also, note that we present sentences and user
posts in a mutual support fashion. When modeling a user post, sentences and
related articles are used as supporting information with the same feature set.

3.3 Sentence Selection

We separately trained two models, for sentences and user posts. We used scores
generated from the models for ranking. Summaries are extracted by selecting
top m ranked sentences and user posts.

3.4 Settings and Evaluation Metrics

Settings. We used 10-fold cross-validation for SoLSCSum with m = 6 as the
suggestion of [14]; 5-fold cross-validation for VSoLSCSum and USAToday-CNN
datasets. We set m = 6 for VSoLSCSum as the same setting in [13] and m = 4
for USAToday-CNN because each Web document has 3–4 highlights. Stopwords
and links were removed. Table 3 summarizes parameters used in our model.

Table 3. Settings of our model.

Parameter Value

Batch size 50

Number of epochs 25

Word dimension (Word2Vec [10])5 25

Hidden size of two MLP layers 20, 1

Learning rate 1.0

Dropout rate 0.5

CNN kernels h ∈ {1, 2, 3}
Subset size k of the second pooling 2

Optimizer Adadelta

The loss function Cross-entropy

In training, 15% training data were randomly selected to form a validation
set which helps our model to avoid over-fitting.
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Evaluation Metrics. Gold-standard references in SoLSCSum and VSoLSC-
Sum, and highlights in USAToday-CNN were used for evaluation by using
ROUGE-N F-1 [8] implemented in ROUGE-1.5.5 (N=1, 2).6

4 Results and Discussion

This section reports our experiments in three aspects: ROUGE-scores, the anal-
ysis of feature contribution, and output observation.

4.1 ROUGE-Scores Observation

CNN-Based Models. We first compared our model to PriorSum, which also
uses CNN for ranking sentences [1]. Table 4 reports our comparison. ROUGE-
scores show two interesting points. Firstly, as our expectation, our model is con-
sistently better than PriorSum. Improvements come from two factors. (i) Besides
directly combining feature maps from tri-grams, we create a subset combination,
which improves the representation of each input sentence. (ii) Human knowledge
in the form of features enriches vector representation, which benefits in estimat-
ing the importance of each sentence and user post. For example, our model is
better 2.6% of ROUGE-1 than PriorSum for sentence selection on USAToday-
CNN. As mentioned, the small number of training examples on our datasets
(see Table 1) challenges PriorSum and our model. Hence, adding features profits
the estimation. For user post extraction, the trend is consistent. Our model also
surpasses the basic one in all cases. Secondly, our model with features achieves
better ROUGE-scores than the model without using features. It is understand-
able that deep learning learns representation from data; therefore, small training
examples challenge such models. In this aspect, additional features from social
context improve the performance of our model.

Table 4. Our model vs. PriorSum. RG is ROUGE. Value means our model is signifi-
cantly better with p ≤ 0.05 using the pairwise t-test. F stands for features.

Method SoLSCSum VSoLSCSum USAToday-CNN

Sentence Comment Sentence Comment Sentence Tweet

RG-1 RG-2 RG-1 RG-2 RG-1 RG-2 RG-1 RG-2 RG-1 RG-2 RG-1 RG-2

PSum 0.413 0.367 0.211 0.157 0.543 0.447 0.318 0.161 0.214 0.071 0.242 0.082

Ours 0.424 0.380 0.213 0.156 0.550 0.446 0.430 0.253 0.234 0.088 0.246 0.089

Ours-F 0.428 0.386 0.233 0.177 0.554 0.451 0.430 0.290 0.240 0.087 0.250 0.089

Our Model vs. Non-social Context Methods. We next report the compar-
ison between our model and non-social context methods. Lead-m selects top m
sentences as a summary [11]. LexRank uses a stochastic graph-based method
for computing relative importance of textual units for extractive summariza-
tion [2]. SVM7 uses a RBF kernel to train a summarizer by using features in
6 The parameters are ‘‘-c 95 -2 -1 -U -r 1000 -n 2 -w 1.2 -a -s -f B -m".
7 http://www.csie.ntu.edu.tw/∼cjlin/libsvm/.
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[23]. CRF employs a set of features in [19] for single document summarization.
Table 5 shows ROUGE-scores of these methods.

Table 5. Our model vs. non-social context methods; * is supervised methods; bold is
the best and italic is the second best. Lead-m is not used for user posts. Value means
our model is significantly better with p ≤ 0.05.

Method SoLSCSum VSoLSCSum USAToday-CNN

Sentence Comment Sentence Comment Sentence Tweet

RG-1 RG-2 RG-1 RG-2 RG-1 RG-2 RG-1 RG-2 RG-1 RG-2 RG-1 RG-2

Lead-m 0.345 0.322 — — 0.495 0.420 — — 0.249 0.106 — —

LRank 0.327 0.243 0.210 0.115 0.506 0.432 0.348 0.198 0.251 0.092 0.193 0.068

SVM* 0.325 0.263 0.152 0.089 0.497 0.440 0.374 0.212 0.261 0.106 0.221 0.084

CRF* 0.393 0.379 0.091 0.075 0.422 0.357 0.111 0.062 0.186 0.088 0.190 0.065

Ours* 0.424 0.380 0.213 0.156 0.550 0.446 0.430 0.253 0.234 0.088 0.246 0.089

Ours-F* 0.428 0.386 0.233 0.177 0.554 0.451 0.430 0.290 0.240 0.087 0.250 0.089

ROUGE-scores from Table 5 indicate a consistent trend with Table 4, in
which our model is the best in almost all cases, except for sentence selection on
USAToday-CNN. For example, our model is better than CRF, which is a very
strong baseline on SoLSCSum, e.g. 0.428 vs. 0.393. It is similar to VSoLSCSum,
in that two CNN-based methods significantly surpass baselines (values with text
are significant with p ≤ 0.05). This again confirms the efficiency of our model,
which takes advantage of CNN for capturing internal features and exploits social
context for providing additional useful information.

On USAToday-CNN, on the one hand, SVM is the best, followed by LexRank
for sentence selection. It is possible to explain that features used by SVM are
appropriate for this dataset. However, on other datasets, SVM does not prove to
be efficient. Our model is in the third position even it uses many sophisticated
features. This is because all our features are for extraction, but this dataset
is of abstraction, which also challenges other advanced methods. For example,
ROUGE-scores of RankBoost CCF [21] are lower than Lead-m (see Table 6).
This also shows the limitation of CNN in capturing hidden features. On the
other hand, for tweet extraction, our methods are the best. The reason is that
we enhance vector representation by using a combination of feature maps and
integrating social context denoted by features.

Our Model Vs. Social Context Methods. We final challenged our model
with advanced methods. cc-TAM8 builds a cross-collection topic-aspect model-
ing for creating a bipartite graph used by co-ranking [3]. HGRW is a variation of
LexRank named Heterogeneous Graph Random Walk [22]. RankBoost (RB)
exploits set of local and cross features trained by RankBoost9 for training two
8 We acknowledge Gao et al., for sharing two parts of code [3].
9 https://people.cs.umass.edu/∼vdang/ranklib.html.
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L2R models [21], for sentences and tweets. SVMRank is an extension of RB,
that the authors added more advanced features [16]. Voting bases on three L2R
models [15]. Table 6 shows their ROUGE-scores.

Table 6. CNN-based models vs. social context methods.

Method SoLSCSum VSoLSCSum USAToday-CNN

Sentence Comment Sentence Comment Sentence Tweet

RG-1 RG-2 RG-1 RG-2 RG-1 RG-2 RG-1 RG-2 RG-1 RG-2 RG-1 RG-2

cc-TAM 0.306 0.238 0.054 0.022 0.488 0.377 0.301 0.167 0.261 0.074 0.248 0.071

HGRW 0.379 0.204 0.209 0.115 0.570 0.479 0.454 0.298 0.279 0.098 0.242 0.088

RB* 0.360 0.283 0.190 0.098 0.561 0.494 0.471 0.308 0.221 0.070 0.233 0.091

SVMR* 0.381 0.304 0.209 0.122 0.572 0.521 0.482 0.319 0.253 0.084 0.213 0.080

Voting 0.401 0.322 0.223 0.132 0.576 0.523 0.467 0.319 0.287 0.114 0.243 0.095

Ours* 0.424 0.380 0.213 0.156 0.550 0.446 0.430 0.253 0.234 0.088 0.246 0.089

Ours-F* 0.428 0.386 0.233 0.177 0.554 0.451 0.430 0.290 0.240 0.087 0.250 0.089

Results from Table 6 are similar to those in Table 5, in which our model pro-
duces promising results. For example, it is competitive on SoLSCSum, and on
USAToday-CNN for tweet extraction. Among social context methods, HRGW
shows its efficiency, in which it achieves good performance on three datasets. This
is because HRGW extends LexRank to utilize the social information of a Web
document in an appropriate form. cc-TAM is the second best of ROUGE-1 for
tweet selection on USAToday-CNN. Results from unsupervised methods moti-
vate that we can improve their quality to reach the performance of supervised
learning ones by using social information in a suitable way. L2R-based models
also obtain consistent results. As discussed, it is trained with sophisticated fea-
tures leading to improvements compared to unsupervised learning models, e.g.
cc-TAM. Our model is not the best on VSoLSCSum because of a possible reason
that we can not extract some features from this dataset, e.g. indicator words,
due to the limitation of tools in Vietnamese.

4.2 Feature Contribution

We observed the contribution of feature groups in our model. To do that, we ran
the model with four settings, using: (i) all features, (ii) local features, (iii) user-
post features, and (iv) using third-party features. It is possible to observe the
influence of each feature; however, due to training time, we leave this observation
as a future task. We plot our observation on Figs. 1 and 2.
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Fig. 1. Feature group contribution of sentence selection.

Fig. 2. Feature group contribution of user post extraction.

The general trend on SoLSCSum and USAToday-CNN indicates that: (i)
there are small margins among feature groups and (ii) using all and user-post
features seems to be more efficient than other groups. This is because they
include some good indicators, e.g. sentence length, which can support latent fea-
tures extracted by CNN. By contrast, the tendency on VSoLSCSum is different,
indicating that using all features obtains the worst results. The reason may come
from the conflict when combining many features. ROUGE-scores also show that
using user-post and third-party features may be appropriate for this dataset.

4.3 Output Observation

Table 7 shows outputs of CNN-based methods extracted from the document
“Seconds before crash, passengers knew they were too low” (the Asiana Airlines
Flight 214 crash event). We can observe that extracted sentences and tweets pro-
vide useful information for readers on this event. This shows the efficiency of two
methods in extracting summaries. Their outputs also share common extracted
sentences and tweets because they have similar behavior of extraction. This
comes from the reason that they employ CNN for learning. On the other hand,
they also extract different outputs, indicating that two models produce different
summaries even their scores are quite similar.

For sentence selection, PriorSum extracts S2 and S3, which seem to be rel-
evant to the highlights. By reading these sentences, we can partly guess the
situation of the event. However, it selects S1, containing information in the past,
which may support the main story but it does not directly relate to the event.
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This is similar to S4, which shows the opinion of Hayes-White. By contrast,
outputs of our model may be closer to the highlights than those of PriorSum.
For example, we know the total number of passengers (in S3) or what happened
with flight recorders (in S2). They provide richer information than PriorSum.

Table 7. A summary example of the document 14th on USAToday-CNN.

Highlights

Flight recorders have been found, the NTSB says

Asiana identifies the two 16-year-old girls killed in the crash

182 people were hospitalized, while 123 were uninjured

Passengers say the plane’s rear struck the edge of the runway

Outputs of PriorSum

Sentence selection

S1: In 1993, a crash near South Korea’s Mokpo Airport killed 68 of the 116 people on board

S2: The flight recorders from the plane have been recovered and are on the way to
Washington, the NTSB said Sunday

S3: The Boeing 737-500 went down in poor weather as the plane was attempting its third
landing, the Aviation Safety Network said

S4: “We’re lucky there hasn’t been a greater loss of life,” San Francisco Fire Chief Joanne
Hayes-White said

Tweet extraction

T1: Seconds before crash, passengers knew they were too low - Asiana Airlines Flight 214 was
seconds away from landing

T2: NTSB says Asiana Airlines Flight 214 flight recorders have been found. - @CNN

T3: That had to be scary! ”@cnnbrk: Flight recorders recovered from San Francisco crash site,
NTSB says

T4: Seconds before crash, passengers knew they were too low Look these pics! A terrible plane
accident in San Francisco

Outputs of our model with features

Sentence selection

S1: Perhaps one of the reasons so many people survived Saturday’s crash was because the
Boeing 777 is built so that everybody can get off the plane within 90 s, even if half the doors
are inoperable

S2: The flight recorders from the plane have been recovered and are on the way to
Washington, the NTSB said Sunday

S3: Once the plane fell short of the runway, passengers found themselves on a roller coaster

S4: Asiana Airlines Flight 214 was seconds away from landing when the passengers sensed
something horribly amiss

Tweet extraction

T1: NTSB says Asiana Airlines Flight 214 flight recorders have been found. - @CNN

T2: That had to be scary! ”@cnnbrk: Flight recorders recovered from San Francisco crash site,
NTSB says

T3: 2 teens killed in San Francisco plane crash; 182 hospitalized - CNN: ABC News2 teens
killed in San Francisco

T4: Seconds before crash, passengers knew they were too low - Asiana Airlines Flight 214 was
seconds away from landing
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For tweet extraction, two methods output valuable tweets, which include
important information. For example, T2 of PriorSum or T1 of our model com-
pletely match with the first highlight. Our model selects two very important
tweets: T1 and T3. While T1 is similar to PriorSum, T3 provides critical informa-
tion, which totally matches with the second and the third highlight. It includes
the status of two teens (“killed”), the name of the event (“San Francisco plane
crash”), and the number of victims (“182 hospitalized”). Extracted tweets from
our model can cover almost important information from the highlights. Two
methods also share some common tweets due to the use of CNN.

5 Conclusion

This paper presents a CNN-based model for summarizing Web documents by
exploiting their social context. The model provides a way to enhance the repre-
sentation of sentences and user posts by combining hidden and external features.
The enhancement benefits the learning process to capture more important infor-
mation. We carefully conduct experiments on three datasets in two languages,
English and Vietnamese. Promising results confirm that our model can take
advantage of social context to improve the quality of sentence ranking, which
benefits to extract high-quality summaries. Applying the model to sentence and
highlight extraction tasks of single documents shows that it can be viable alter-
native to extraction-based systems.

Future work will investigate features to reveal the role of each indicator. Our
model should integrate LSTM to exploit the contextual sentence relations.

Acknowledgment. This work was supported by JSPS KAKENHI grant numbers
JP15K16048 and JP15K12094, and Center for Research and Applications in Science
and Technology, Hung Yen University of Technology and Education, under the grant
number UTEHY.T026.P1718.04.

References

1. Cao, Z., Wei, F., Li, S., Li, W., Zhou, M., Wang, H.: Learning summary prior
representation for extractive summarization. In: ACL, vol. 2, pp. 829–833 (2015)

2. Erkan, G., Radev, D.R.: Lexrank: graph-based lexical centrality as salience in text
summarization. J. Artif. Intell. Res. 22, 457–479 (2004)

3. Gao, W., Li, P., Darwish, K.: Joint topic modeling for event summarization across
news and social media streams. In: CIKM, pp. 1173–1182 (2012)

4. Hu, M., Sun, A., Lim, E.P.: Comments-oriented document summarization: under-
standing document with readers’ feedback. In: SIGIR, pp. 291–298 (2008)

5. Kim, Y.: Convolutional neural networks for sentence classification. In: EMNLP,
pp. 1746–1751 (2014)

6. LeCun, Y., Bottou, L., Bengio, Y., Haffner, P.: Gradient-based learning applied to
document recognition. Proc. IEEE 86(11), 2278–2324 (1998)

7. Li, C., Wei, Z., Liu, Y., Jin, Y., Huang, F.: Using relevant public posts to enhance
news article summarization. In: Coling, pp. 557–566 (2016)



Towards Social Context Summarization with Convolutional Neural Networks 353

8. Lin, C.Y., Hovy, E.H.: Automatic evaluation of summaries using n-gram co-
occurrence statistics. In: HLT-NAACL, pp. 71–78 (2003)

9. Lu, Y., Zhai, X., Sundaresan, N.: Rated aspect summarization of short comments.
In: WWW, pp. 131–140 (2009)

10. Mikolov, T., Sutskever, I., Chen, K., Corrado, G., Dean, J.: Distributed represen-
tations of words and phrases and their compositionality. In: NIPS, pp. 3111–3119
(2013)

11. Nenkova, A.: Automatic text summarization of newswire: lessons learned from the
document understanding conference. In: AAAI, pp. 1436–1441 (2005)

12. ) Nguyen, M.T., Cuong, T.V., Hoai, N.X., Nguyen, M.L.: Utilizing user posts
to enrich web document summarization with matrix co-factorization. In: The
Eight International Symposium on Information and Communication Technology
(SoICT), pp. 70–77 (2017)

13. Nguyen, M.T., Lai, V.D., Do, P.K., Tran, D.V., Nguyen, M.L.: Vsolscsum: building
a Vietnamese sentence-comment dataset for social context summarization. In: The
12th Workshop on Asian Language Resources, pp. 38–48 (2016)

14. Nguyen, M.T., Tran, C.X., Tran, D.V., Nguyen, M.L.: Solscsum: a linked sentence-
comment dataset for social context summarization. In: CIKM, pp. 2409–2412
(2016)

15. Nguyen, M.-T., Tran, D.-V., Nguyen, L.-M.: Social context summarization using
user-generated content and third-party sources. Knowl.-Based Syst. 144, 51–64
(2018)

16. Nguyen, M.T., Tran, D.V., Tran, C.X., Nguyen, M.L.: Learning to summarize web
documents using social information. In: ICTAI, pp. 619–626 (2016)

17. Nguyen, M.T., Tran, D.V., Tran, C.X., Nguyen, M.L.: Summarizing web documents
using sequence labeling with user-generated content and third-party sources. In:
NLDB, pp. 454–467 (2017)

18. Nguyen, M.-T., Tran, D.-V., Tran, X.-C., Nguyen, L.-M.: Exploiting user-generated
content to enrich web document summarization. Int. J. Artif. Intell. Tools 26(5),
1–26 (2017)

19. Shen, D., Sun, J.T., Li, H., Yang, Q., Chen, Z.: Document summarization using
conditional random fields. In: IJCAI, pp. 2862–2867 (2007)

20. Sun, J.T., Shen, D., Zeng, H.J., Yang, Q., Lu, Y., Chen, Z.: Web-page summariza-
tion using clickthrough data. In: SIGIR, pp. 194–201 (2005)

21. Wei, Z., Gao, W.: Utilizing microblogs for automatic news highlights extraction.
In: Coling, pp. 872–883 (2014)

22. Wei, Z., Gao, W.: Gibberish, assistant, or master?: using tweets linking to news
for extractive single-document summarization. In: SIGIR, pp. 1003–1006 (2015)

23. Yang, Z., Cai, K., Tang, J., Zhang, L., Su, Z., Li, J.: Social context summarization.
In: SIGIR, pp. 255–264 (2011)



Towards Event Timeline Generation
from Vietnamese News

Van-Chung Vu1, Thi-Thanh Ha1,2, and Kiem-Hieu Nguyen1(B)

1 School of Information and Communication Technology,
Hanoi University of Science and Technology, Hanoi, Vietnam

htthanh@ictu.edu.vn, hieunk@soict.hust.edu.vn
2 Thai Nguyen University of Information and Communication Technology,

Thai Nguyen, Vietnam

Abstract. Event timeline generation is an active research area in many
languages. In this paper, we describes our attempts towards event time-
line generation from Vietnamese newswire documents based on the work
in [1]. Our main contributions are: i) To our knowledge, we are the first
to tackle the problem for Vietnamese language. ii) Experiments were
conducted on a large-scale corpus from 145 popular online news agents
in the period from 2007 to 2017 which provides extensive redundant
information on various themes. iii) We manually built a dataset of 17
timelines for evaluation (The dataset could be downloaded at http://is.
hust.edu.vn/∼hieunk/resources/vntimeline17.zip). Experimental results
show that the proposed method works reasonably well for Vietnamese;
and using n-grams on unsegmented texts achieves comparable perfor-
mance to using word segmentation.

Keywords: N-gram model · Timeline generation · Temporal analysis ·
Event extraction · Vietnamese

1 Introduction

Text summarization is an active research area in NLP [2]. Event timeline gener-
ation could be considered as a branch of text summarization which focuses on
summarizing thematic events [1]. It is closely related to query-focused multidoc-
ument summarization [3] and topic detection and tracking [4]. The differences
are two-fold: Firstly, it works on event-centric documents; Secondly, it considers
not only textual information but also temporal information when summarizing.
It eventually distinguishes from timeline generation for an individual entity [5].

By thematic event, we are referring to a collection of events relevant to a
common theme. For example, the thematic event “Vu. con trong chai Num-
ber 1 (The fly in Number 1)”1 started with an event “A customer found a fly
1 For convenience of readers who are not familiar with Vietnamese, we are going to
use the English translation instead of the original texts in Vietnamese in the rest of
the paper.
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inside an unopened Number 1 bottle” and continued with another event such
as “He then contacted Tan Hiep Phat company to blackmail 1 billion VND”,
etc. Our task is to generate a timeline of the most salient events relevant to a
thematic event as in Fig. 1. Following previous works on event timeline gener-
ation, we treat an event as a pair of timestamp and an event description. For
instance, (2014/12/03, “A customer found a fly inside an unopened Number 1
bottle”) is an event. We are not going to use event details such as triggers and
participants as in Message Understanding Conference and Automatic Content
Extraction (and its subsequent Knowledge Base Population) [6–8].

When reporting on a thematic event, such as a politic scandal or a disaster,
different journalists tend to agree on salient events and story developments. Such
agreement is consequently reflected on redundancy between news sources. We
aim at leveraging this redundancy to detect salient events.

The task has been studied in other languages like English and French [9].
However, to our knowledge, there has been no study in Vietnamese so far
although there is a large and rapidly increasing volume of event-related newswire
contents in Vietnamese.

In this paper, we present our approach towards generating event timelines
on Vietnamese newswire documents. Our contributions are three-fold: Firstly, to
our knowledge, we are the first to tackle this problem in Vietnamese. Secondly,
as redundancy from various sources is crucial in order to judge importance of
information related to an event, we have gathered a large-scale corpus of Viet-
namese news from 145 popular online news agencies in Vietnam in the period
from 2007 to 2017. As illustrated by experimental results, such corpus is ade-
quate for generating timelines of various events. Last but not least, we have
manually created a dataset of 17 timelines for evaluation. The dataset consists
of various events happening in Vietnam as well as world-wide. Experimental
results on the dataset show that the models based on n-grams are on par with
the word-based model.

The rest of the paper is organized as follows: Sect. 2 briefly introduces related
work; Sect. 3 describes our proposed method; Sect. 4 demonstrates evaluation
results; The paper is concluded in Sect. 5.

2 Related Work

Most works on event timeline generation require redundancy from data. [10]
proposed a framework for extensive temporal analysis and used redundant data
and machine learning to detect salient dates of thematic events. Following this
direction, [1] presented a Maximal Marginal Relevance-like reranking algorithm
based on both temporal and thematic clustering [11]. In another approach, [12]
proposed a joint graphical model for the problem. The problem has been also
tackled in other languages such as French [9]. In an attempt to improve eval-
uation methodology, [13] proposed a metric based on so-called deep semantic
units.

In this work, we aim at applying the approach as described in [1] to a new
language, i.e. Vietnamese in our case. Therefore, we follow the essential parts
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Fig. 1. A timeline of “The fly in Number 1” written by journalists.

of the method including document acquisition, temporal analysis, event ranking
and selection.

Applying to a resource-scarce language like Vietnamese is not trivial. The
main issues are:

1. Acquiring a large, redundant news corpus over a long period.
2. Processing temporal analysis.
3. Dealing with unsegmented texts, i.e. texts in which word delimiters are

ambiguous. This is a specific problems in some Asian languages like Chinese,
Japanese, and Vietnamese.

4. Creating reference timelines for evaluation.

We will discuss in more details these issues and our proposed solutions in
subsequent sections.

3 Our Event Timeline Generation Method

In the first phase, from a large, redundant news corpus, temporal analysis is
processed on the whole corpus. That is to say, whenever there is a temporal
expression, it will be detected and will be normalized. Sentences containing at
least one temporal expression are then collected. We use Lucene2 search engine
to index events as pairs of date and description sentences. Moreover, sentences
containing the same normalized time will be gathered into a cluster. We use
Lucene ranking algorithm to rank and select salient events for an input query
and to generate the final timeline. In this paper, we follow previous works to

2 https://lucene.apache.org.

https://lucene.apache.org
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Fig. 2. Our event timeline generation method

use date as temporal interval. Each date cluster hence is consists of all sentences
belong to an individual date. Our method is demonstrated in Fig. 2. Readers
could refer to [1] for more details on the original method.

In Sect. 3.1, we describe our news corpus. Sections 3.2 and 3.3 present tem-
poral analysis and indexing, respectively. Section 3.4 is dedicated to temporal
clustering. Timeline generation is discussed in Sect. 3.5.

3.1 The News Corpus

A large, redundant corpus is crucial in this work. To obtain such a corpus in
Vietnamese, we first surveyed popular online news agencies in Vietnamese. From
that, we selected 145 most popular sites. Articles from these sites between the
year of 2007 and 2017 were gathered, resulting in totally 3.8M articles. HTML
documents were parsed and all contents and meta-data such as title, document
creation time (DCT), tags, URL were stored in XML format. Note that DCT
is required for temporal analysis. Most of the articles comes from dominant
agencies in Vietnam such as VnExpress, Tuoitre, Dantri, Vietnamnet. The con-
tent varies from social-economics, politics to hi-tech, entertainments, world wide
events.
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3.2 Phase 1: Temporal Analysis

Temporal analysis consists of detecting and normalizing temporal expressions in
texts. It is shown in [10] that only 7% of temporal expressions in texts are abso-
lute dates (i.e. with date, month, and year), the rest DCT-related dates require
normalization. For example, in the sentence “Ngày 18–12, TAND
Giang tuyên Minh 7 năm tù v̀ı tài ”, we need to detect “Ngày
18–12” and normalize it as 2004/12/18. Other expressions such as “ngày hôm
qua” (yesterday) or “ ” (last Friday) are event more chal-
lenging.

In our experiments, we used HeidelTime, a multilingual temporal analyzer
which supports Vietnamese [14]. To our knowledge, it is the only temporal ana-
lyzer to date for Vietnamese. It uses JVnTextPro3 for word segmentation and
part-of-speech tagging as prerequisite for temporal analysis.

After temporal analysis, we remove all sentences without temporal expres-
sions as well as sentences with normalized temporal expressions that are incom-
plete (e.g. 2015/10/xx where date is missing). These sentences are indexed using
Lucene search engine, each one as a document, resulting in an index of totally
11.6M documents. Statistics of the corpus is shown in Table 1.

Table 1. Corpus statistics.

Item Number

Sites 145

Articles 3,801,523

Sentences 54,932,191

Sentences with temporal expressions 11,596,796

3.3 Phase 2: Indexing

Vietnamese texts don’t have explicit word boundaries. Spaces, which are nat-
ural word boundaries in languages such as English, only serve as boundary
between syllables in Vietnamese. Word segmentation is required for detecting
word boundaries, i.e. deciding whether or not a space is a word boundary or is
inside a multi-syllable word. Word segmentation is useful for downstream prob-
lems like syntactic parsing and semantic parsing. It has been shown in [15] that
using n-grams is comparable to using words for information retrieval of Chinese
texts.

To investigate the impact of word segmentation, in our experiments, we built
three indices using unigram, bigram, and word. For example, “truy (retrieval)
thông tin (information)” is indexed as {‘truy’, ‘ ’, ‘thông’, ‘tin’}, {‘truy ’,
‘ thông’, ‘thông tin’}, and {‘truy ’, ‘thông tin’} using unigram, bigram,
and word, respectively. VnTokenizer [16] was used for word segmentation.
3 http://jvntextpro.sourceforge.net/.

http://jvntextpro.sourceforge.net/
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3.4 Phase 3: Temporal Clustering

When a query, such as “The fly in Number 1”, is fed into the Lucene index, it
will return relevant documents to the query. In our experiments, we used the
built-in tf-idf scoring function of Lucene, and limited to 10K documents for each
query. All events having the same date value are gathered into a date cluster.
Date cluster is a central notion in our method. If a thematic event lasts over a
long period, the dates on which many events happen tend to be more salient than
the others. Moreover, within a date cluster, not all the events are equivalently
important. Salient events take an essential part in the whole story. Marginal
events, for instance, could be some kind of reactions, or could describe minor
details. The most important events are duplicated in several descriptions because
they are reported by many news sources.

3.5 Phase 4: Timeline Generation

Timeline generation consists of selecting the most salient dates and selecting the
most salient event in each date. Salience score of a date d is the accumulation
of Lucene scores4 of all events e in d regarding a query q:

salience(d) =
∑

e∈d

scoreLucene(e, q) (1)

Lucene score of an event reflects the relevance of its description to the query.
For event ranking inside a date d, we simply select the one with the highest

Lucene score as the representative event of d:

arg max
e∈d

scoreLucene(e, q) (2)

The resulting timeline has K events and could be ordered by salience or
chronology. The number of events K could be varied to show only salient events
or to get more details.

4 Evaluations

In this section, we describe the creation of a dataset of 17 reference timelines
in Sect. 4.1. Our evaluation follows the work in [1]. Temporal contents of the
timeline are evaluated by salient date detection (Sect. 4.2). Textual contents are
evaluated by text summarization (Sect. 4.3).

4.1 Creation of Reference Timelines

We first investigated timelines written in Vietnamese by journalists. There were
not many such timelines at the moment we conducted the experiments. Timelines
describing events out of the period 2007 and 2017, which are not available in
4 https://lucene.apache.org/core/3 6 0/scoring.html.

https://lucene.apache.org/core/3_6_0/scoring.html
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our corpus, are ignored. Our final dataset contains 17 timelines, for both events
happening in Vietnam (e.g. “Airplane crashing in Hoa Lac”) and worldwide (e.g.
“Missing plane MH370”) as shown in Table 2.

4.2 Evaluating Salient Date Detection

Table 2. Evaluating salient date detection.

We used Mean Average Precision (MAP) to evaluate salient date detection on
three systems, each uses one of the three indices: unigram, bigram, and word.
For each query, the ranked list of all the dates returned by a system according



Towards Event Timeline Generation from Vietnamese News 361

to Equation (2) is compared against the dates in the reference timeline. If a date
in the reference timeline is not retrieved by the system, its average precision is
counted as zero.

MAP =
1
N

N∑

j=1

(
1
Qj

Qj∑

i=1

P (datei)) (3)

Qj : number of relevant dates for query j
N : number of queries
P (datei): precision at ith relevant date

As shown in Table 2, UNIGRAM and BIGRAM perform slightly better than
WORD. Performance varies across the timelines. The main reasons for poor
performance are: An event lasts for too long ( “Cao Toan My - Truong Ho
Phuong Nga” lasts for three years); The event lasts only in a few days and there
are many events of the same type happening in the same time but in other
locations (“Airplane crashing in Hoa Lac”); There are not many news about the
event, such as the riot in Dong Tam, My Duc; The event lasts for too long but the
reference timeline only covers a specific period (The timeline about “Escalating
tensions in Korea Peninsula” only covers events in 2017). In fact, one interesting
aspect of our method is that when a user want to focus on a particular period,
he could limit search range accordingly. For example, one could zoom in for
events about Korea Peninsula in 2017. Implementing this feature in Lucene is
straightforward.

4.3 Evaluating Text Summarization

For each query, top K dates from the system are selected. The most relevant
sentence in each date is then extracted. The final timeline contains K sentences.
Here, K is the number of dates in the reference timeline. We use ROUGE metric
[17] to evaluate generated timelines against reference timelines.

Table 3. Evaluating text summarization.

System ROUGE-1 ROUGE-2 ROUGE-L

UNIGRAM 39.0 16.4 26.3

BIGRAM 38.3 16.1 25.5

WORD 40.1 15.3 24.9

Table 3 again demonstrates that UNIGRAM and BIGRAM perform equally
to WORD, while requiring no word segmentation. On the other hands, the results
are fluctuated. This is probably because we only have 17 queries and there is
only one timeline per query, that could reflect subjectivity in timeline contents.



362 V.-C. Vu et al.

5 Conclusions and Future Works

This paper presents a timeline generation system for Vietnamese. The experi-
ments were conducted on a large newswire corpus of articles in various domains.
We empirically show that using unigrams and bigrams produces timelines of
comparable quality without word segmentation.

There are more rooms for improvement. We could applying event clustering
to highlight important events and event reranking for diversity as in [1]. Unlike
their work, we don’t have keywords in reference timeline. Therefore, putting only
event titles, sometimes too short or too ambiguous, into Lucene could return
in many irrelevant results. Query expansion technique could be a useful and
feasible solution. Moreover, we are going to expand the reference dataset that
has multiple timelines per query for more robust evaluation. One possibility is
using existed dates from timelines written in English about world-wide events
for evaluating salient date detection, and further manually translating those
timelines into Vietnamese for evaluating text summarization. Another direction
for enhancement is improving temporal analysis for Vietnamese. TIME named
entities are not only crucial for timeline generation but they are also important
in other tasks such as event extraction and knowledge base population.

Acknowledgments. We would like to thank Vccorp for kindly supporting us on con-
ducting the experiments.
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large corpora by a combination of NLP and data mining techniques. In: Conference
on Intelligent Text Processing and Computational Linguistics, Samos, Greece, vol.
17, pp. 229–237 (2013)
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Abstract. With the accelerated advancement of technology and mas-
sive content surging over the Internet, it has become an arduous task
to abstract the information efficiently. However, automatic text sum-
marization provides an acceptable means for fast procurement of such
information in the form of a summary through compression and refine-
ment. Abstractive text summarization, in particular, builds an internal
semantic representation of the text and uses natural language generation
techniques to create summaries closer to human-generated summaries.
This paper uses Long Short Term Memory (LSTM) based Recurrent
Neural Network to generate comprehensive abstractive summaries. To
train LSTM based model requires a corpus having a significant num-
ber of instances containing parallel running article and summary pairs.
For this purpose, we have used various news corpus, namely DUC 2003,
DUC 2004 and Gigaword corpus, after eliminating the noise and other
irrelevant data. Experiments and analyses of this work are performed
on a subset of these whole corpora and evaluated using ROUGE evalu-
ation. The experimental result verifies the accuracy and validity of the
proposed system.

Keywords: Abstractive text summarization · OpenNMT · ROUGE ·
Long short term memory · Recurrent Neural Network

1 Introduction

Text Summarization is the process of shortening a text article to create a compre-
hensive summary that captures the key idea of the article. Text Summarization is
a highly challenging job despite the long history of research. It gained widespread
interest due to the overwhelming amount of textual information available over
the Internet. By extracting key ideas and creating comprehensive summaries,
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with the help of a machine, it is possible to assess whether or not a text is worth
reading. Text summarization methods are broadly divided into two groups, i.e.,
abstractive and extractive [14]. The essence of the extractive text summarization
is, it is a selection problem, i.e. selecting the best-featured text using machine
learning techniques that can represent the main article [12]. The word in the
summary generated by extractive summarization is a subset of words of the
main article. In contrast, abstractive summarization is a text generation pro-
cess that requires a deep semantic and discourse understanding of the text. For
example, we read a story, understand it and wrote its summary in our language.
ATS understands the article and produces the summary using its vocabulary.
Hence the summary words are not a subset of article words.

Conventional approaches of summarization have served the purpose for years.
However, their underlying demerits and increased aspiration for perfection in
summarization enforce the exploration of competent emerging techniques. Hence,
we used Open Neural Machine Translation (OpenNMT)1, a most successful
and proficient approach to neural machine-based translation, incorporates use
of exhaustively trained large neural networks in summarization process [13]
[11]. OpenNMT is successful to a large extent in machine language translation
and speech recognition. It is a complete platform with pre-processing, training,
testing module. OpenNMT based text summarization model maps the input
sequence of the source article to the output sequence of the target summary of
the article in the training module. It can further generate similar target sum-
maries from a given test article. Text summarization is a many to many sequence
problem as the input and its corresponding summaries are not of the same length,
also, the size of the text is larger, unlike machine translation which is of similar
length input-output pairs

In neural network-based summarization, the encoder encodes the source arti-
cle, one token at a time, uses the LSTM and stores the entire encoding data in
its last hidden state [13]. Encoded output is fed to the decoder for summary pre-
diction. An improvement in summary quality has been observed by the use of
LSTM based Recurrent Neural Networks in place of convolution neural networks
? [11]. However, Comprehensibility, adequacy and fluency of system generated
summaries are primarily determined by the implementation approach used for
the decoder. For this reason, attention incorporated, LSTM-based RNN is used
for designing encoder and decoder of training and testing module.

We have collected a large amount of data having parallel running source and
summary pairs and prepared them for training, validation and testing purposes.
We have comprehensively analyzed the performance of our OpenNMT based
summarization system by varying the dataset and other neural machine param-
eters. For summary evaluation, we have used Recall-Oriented Understudy for
Gisting Evaluation (ROUGE) [8]. It includes measures to automatically deter-
mine system-generated summaries’ quality by comparing them to other target
summaries created by humans of the same source article.

1 http://opennmt.net.

http://opennmt.net
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The rest of the paper is organized as follows: Overview of text summariza-
tion and related work is presented in Sect. 2. In Sect. 3, the detailed system
architecture is described. In Sect. 4. We discussed the corpora and experimental
setups used. Section 5 describes system results and their comprehensive analysis.
Finally, Sect. 6 concludes the paper with some insights into future work.

2 Background and Related Work

In the field of text summarization, research has been going on for decades through
a wide range of past work are performed using extractive methods [?]. At the
beginning of 1958, frequency-based summarization was introduced where the fre-
quency is assigned to each word, and top-scored sentences formed the summary
[9]. On intuition, meaningful sentences are located at a specific position, such as
the beginning or end of a paragraph. Preference to sentence location along with
the frequency-based sentence scoring criteria is added by [1]. Headline words sim-
ilarity and clue word feature is added to this high-frequency content words and
sentence location feature [4] in the year 1969. Most of the conventional summa-
rization systems use extractive approaches based on human-engineered features.
The abstraction-based models primarily provide the summary by sentence com-
pression and reformulation, which requires complex linguistic processing [3]??
and requires more effort as compared to an extractive summary but provides a
summary similar to human-created.

Abstractive Text summarization using neural networks gained widespread
interest because of its noticeable performance. Though neural machine transla-
tion showed its emergence in 1987 after several modifications and research, it
again gained its popularity in 2013. Long Short Term Memory (LSTM) based
Recurrent Neural Networks (RNN) were used in the paper [2,13] to encode a
variable-length source sentence into a fixed-length vector and to decode the vec-
tor into a variable-length target sentence. A similar 2-layer LSTM (Long Short
Term Memory) based RNN encoder-decoder Neural Machine Translation System
facilitating encoding of variable length source sentence into fixed-length vector
and decoding of fixed length vectors to get target sentence [6] can be used for
Abstractive Text summarization as it can read articles of variable length and
generate summaries based on learning mechanism of RRN. Abstraction based
summarization on news corpus, named them as ABS and ABS+, achieved the
state of the art since it outperformed all previously published models on sum-
marization [11] based on both abstractive and extractive, neural or non-neural
systems.

Recently, several papers have proposed the use of neural networks [2,11,13]??
for machine translation and neural network-based summarization, which moti-
vated us to use the same concept for text summarization. This neural machine
translation approach typically consists of the input layer, several hidden layers
and an output layer. Every layer encodes a source sentence, corrects the error,
and then decodes to a target sentence.
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3 System Description

This section has discussed OpenNMT, data preparation, pre-processing, system
training, and system testing. Figure 3 shows different steps of our system.

3.1 OpenNMT

OpenNMT is an open-source toolkit for Neural Machine Translation, which can
also be used for summarization, speech processing etc. It contains an atten-
tion mechanism oriented LSTM-based Recurrent Neural Network (RNN) archi-
tecture, having pre-processing, training and testing unit. The neural machine
(OpenNMT) achieved remarkable performance over human evaluation, rule-
based, and statistical machine translation (SMT) systems [6,15] in large-scale
translation tasks such as machine translation, speech recognition etc. Neural
networks are appealing since it requires minimal domain knowledge and is con-
ceptually simple [10]. It functions as a black box; when we feed in some inputs
from one side, it generates outputs from the other side, and the decision it
makes is mainly based on the current information and previously stored output
on LSTM (Long Short Term Memory).

3.2 LSTM

LSTMs are the building block of a recurrent neural network comprising a cell, an
input gate, an output gate, and a forget gate. Each of these gates is the neuron.
The cells are the memory of LSTM responsible for remembering values over
arbitrary time intervals. The idea behind LSTM based RNN is how the human
brain works; humans don’t start their thinking from scratch every second. As we
read, we understand each word based on our understanding of the current word
and previous word knowledge. When we want to forget everything and want a
fresh start, we simply can not forget by deleting everything and start thinking
from scratch again; some of our thoughts are persistent though some we forget.

Same way, LSTM works by storing the information in the memory after each
iteration and after each epoch. LSTMs (Long Short Term Memory) are capable
of learning long-term dependencies. They were introduced by Schmidhuber et
al. [5] work tremendously well on a large variety of problems. Figure 1 shows the
LSTM used in OpenNMT, where it is used to store data at each iteration and
every hidden layer.
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Fig. 1. Block diagram of the LSTM-based system

3.3 Encoder and Decoder of RNN

The encoder and decoder consist of unidirectional RNNs. An encoder in a neural
network reads and encodes a source sentence into a fixed-length vector until the
end of the sentence is reached and then starts to emit each target word at a
time, as Fig. 2 shows. The decoder computes the following hidden states from
the previous states based on word embedding, previous target word, and the
conditional input derived from the output of the encoder. OpenNMT uses the
sequence to sequence LSTM based RNN. While giving inputs as A, B, C and D
in the input layer, it generates X, Y and Z as summaries after a number of the
hidden layer.

Its attention allows training the neural network by allowing models to learn
alignments between different modules. The whole encoder-decoder system is
jointly trained to maximize the probability of a correct summary given a source
article. In each layer, the encoder reads the input sequence of the source sentence
and generates a sequence of states. This source sentence is feed to two unidirec-
tional stacks of LSTM based RNN for the next hidden layer. One stack content
is used as it is, and the other is reversed, and these stack layers are concatenated
at each linear layer to yield the next layer.

3.4 Rare or Unseen Words

In abstractive text summarization, the critical challenge is to understand the
concepts by finding the key entities from the sentence around which the summary
revolves. The system prepares the vocabulary of words during the training phase
from the training articles. The vocabulary is a word vector having only those



An Abstractive Text Summarization Using Recurrent Neural Network 369

Fig. 2. Neural machine translation - a stacking recurrent architecture for translating
a source article A B C D into a target Summary X Y Z. Here, eos marks the end of a
sentence.

words of the training article. As a consequence, when LSTM based RNN maps
the test article words to the vocabulary, it finds some of the terms are unknown.
These new words or out of vocabulary words are called rare or unseen as they are
unseen by the model. Hence RNN puts <unk> keyword as an unknown token
in place of those out of vocabulary words.

3.5 Data Preparation

We performed on DUC 2003, DUC 2004 and Gigaword corpus having news data
collected in the raw form. After collecting the raw corpus, we converted it to text
format for the convenience of our system. We then performed pre-processing of
the raw data to increase the efficiency in terms of space and time by removing
noise and other irreverent data. The whole corpus collected was considerably
large and required a significant amount of time to train the model. Due to this
reason, for faster output generation and evaluation during system training, we
use a subset of the collected corpus each time. Careful selection of training and
validation datasets is required to avoid over-fitting and underfitting. To avoid
overfitting, we selected training and validation data from each domain in the
form of article summary pair. The number of instances taken was a ten: one ratio
between the training and validation dataset. Similarly, for testing, we extracted
the article summary pair. Source article to test the system and the corresponding
summary concerning system-generated summary is used further to evaluate the
system’s accuracy with the help of human evaluator and ROUGE. Input for
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Fig. 3. Block diagram of the system.

pre-processing phase is hence, selected and prepared from the raw news corpus.
Figure 3 shows the collection of datasets, and the selection of domain-specific
data for training, validation and testing is made for better results.

3.6 Pre-processing

The pre-processing phase tokenizes the datasets based on tab separation and
ensures article-summary mapping is present [6]. It eliminates all the unmapped
data pairs because, for system accuracy, a mapped parallel article summary is
essential. The pre-processing module of OpenNMT accepts the four text files for
pre-processing. Namely, trainArticle.txt, trainingSummary.txt, validationArti-
cle.txt and validationSummary.txt files, which we prepared from the raw corpus
during the data preparation phase. It generates two human-readable file demo.
src.dict, demo.tgt.dict and one Torch file, namely demo.train.t7 file for system
training.

3.7 System Training

The output of pre-processing phase of OpenNMT, Torch file (containing all
relevant data for training), is used for the training model. Before training, data
is shuffled and sorted to ensure instances in the training batch uniformly come
from different parts of the corpus. An epoch in training refers to one forward
and one backward pass over all the training instances in batches.
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Table 1. Details of system parameters used in training

Parameter Meaning of the parameter

Epoch One forward pass and one backward pass of all the training examples

Batch size The number of training examples in one forward/backward pass. The
higher the batch size, the more memory space you’ll need

Iterations Number of passes, each pass using [batch size] number of examples.
To be clear, one pass = one forward pass + one backward pass (one
forward pass and backward pass as one passe)

Some of the essential parameters are listed in Table 2. The system is trained
for some fixed number of epochs specified by the end-epoch parameter. An epoch
comprises of iterations, and each iteration is of one forward, and one backward
pass is performed over a batch size number of training instances. The system has
been trained for 13 epochs in the first experimental setup and 16 and 20 epochs
in other setups. A validation score, dynamically computed using validation data,
helps to check the convergence of training.

3.8 System Testing

For system testing, the source articles are pre-processed to generate tokens and
word vectors. The output of each epoch of system training is a model which
is capable of generating summaries. System testing with the OpenNMT sum-
marization system uses these trained models to predict summaries for the test
articles. The summary generation process makes use of beam search, a heuristic-
based optimized version of best-first search, to search the best or optimal sum-
mary words. Figure 2 shows the Effectiveness of the search mechanism is exhib-
ited in its ability to facilitate a trade-off between summary generation time and
search accuracy, which is ensured by tuning the beam size option of beam search
to a relatively small value. A comparison is made between test word vectors
and the training system vocabulary to predict the output summary based on
semantic similarity. The highest probable words are picked based on the prior
knowledge as well as present input from the test article to build the summary.
As in our corpus, source sentences are approximate 30 words, and the expected
target summary is of a maximum of 8 to 12 words. Besides, the generator uses
the ‘unk’ symbol when it finds rare words. These rare or unseen words are not
present in the training models vocabulary. So when mapping is done between
the test article to the vocabulary, these words are absent. Hence, the system
puts these as an unknown symbol.

4 Experimental Design

We have conducted extensive analysis to better understand our models in terms
of learning, the ability to handle different lengths of articles and choices of atten-
tional architectures. This section contains a detailed description of the corpora
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and experimental setup used for training and testing the Summarization effec-
tiveness of a Neural Network-based summarization system.

4.1 Corpora Description

In this series of experiments we used open-source DUC2 (Document Under-
standing Conferences) Corpus namely DUC 2003, DUC 2004 and Gigaword3

news corpora, comprises of parallel running article-summary pairs. The DUC
corpus of 2004 consists of 624 article-summary pairs, and DUC 2003 consists
of 500 article-summary pairs. Annotated English Gigaword was developed by
Johns Hopkins Universities Human Language Technology Center of Excellence.
Annotated English Gigaword contains nearly ten million documents (over four
billion words) is collected from the original English Gigaword, the fifth edition
from seven news sources. A subset of news corpus containing 50000, 5000 and
1000 instances is used for training, validation and testing purposes, respectively,
randomly selected from the datasets.

4.2 Experimental Setup

We have used the following different experimental setups to train, test and ana-
lyze the system’s performance from different perspectives.

1. Initially, we trained the system using randomly selected parallel article-
summary pairs comprised of 10000 training and 1000 validation instances.
Training is done for 13 epochs. These Trained models were tested using 1000
article-summary pairs selected from the same domain of training data.

2. We have re-trained the system using 55000 article-summary pairs, selected
from the various corpus and saved the trained model obtained at 16 different
epochs after analyzing the system result of the first system. Each of these
16 models has been tested using test corpus, and obtained results have been
evaluated using ROUGE evaluation. Such a setup helps us to analyze the
change in behaviour of neural machine-based summarization systems with an
increase in the number of epochs and training datasets.

3. After successful training of both the model, we created a test dataset of 100
relevant sentences for faster output generation. These sample sentences are
tested using 13 epochs of two systems. This helped us to compare both the
performance of the system and the output result score using ROUGE are
plotted in the graph are shown in Figure 4.

4. Furthermore, we have created different test sets from the original test data,
each test set containing 50 articles. The average length of summaries is
expected to be 5, 10 and 20, respectively. We selected the best two mod-
els from each system based on previous results, and these models are tested
using the three test datasets, and prediction results have been evaluated using

2 http://duc.nist.gov/.
3 https://catalog.ldc.upenn.edu/LDC2002T31.

http://duc.nist.gov/
https://catalog.ldc.upenn.edu/LDC2002T31
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ROUGE evaluation. Such a setup helps us to understand the relationship
between summary performance and the average length of article summaries
in the test dataset. All these summaries are analyzed by comparing with
target summary as well as source article.

The results of all these experimental setups have been detailed and analyzed
in the result analysis section.

5 Result Analysis

Prediction results of our experiments were self-analyzed and evaluated using
ROUGE evaluation [7]. Human evaluator’s assessed the quality of the summary
with respect to adequacy, length and overall rating. They compared system-
generated summary and target summary of test datasets.

Recall-Oriented Understudy for Gisting Evaluation (ROUGE) includes mea-
sures to automatically determine the quality of a summary by comparing it to
system-generated summaries to target summaries created by humans. The mea-
sures count the number of overlapping units such as n-gram, word sequences,
and word pairs between the systems generated summary to be evaluated and
the ideal summaries created by humans. We used ROUGE 2.0 to evaluate our
system, where we learned the ROUGH L, ROUGE 2, and ROUGE 1 score of
comparison of summaries in terms of Precision, Recall and F-score.

Precision (P): It is the positive predictive value, i.e. fraction of relevant
instances among the retrieved instances. Precision helps us to predict how many
words are correct out of all the system generated summary words. In Fig. 5,
Precision is TP (True Positive) divided by TP (True Positive) and FP (False
Positive), which is the number of words occurring in both systems and target
words, i.e. intersection of words between both the summaries divided by the
number of words in the system summary.

Precision(P ) =
number of identical words in both the summary

number of words in the system generated summary

Recall (R): The recall is the fraction of relevant instances that have been
retrieved over the total amount of relevant instances. Recall helps us to predict
how many words are correctly identified out of all the target summary words.
In Fig.5, recall is a fraction of TP (True Positive) and summation of TP (True
Positive) and FN (False Negative), which is the number of words occurring in
both system and target summaries, i.e.intersection of words between both the
summaries divided by the number of words in the ideal summary.

Recall(R) =
number of identical words in both the summary

number of words in the actual summary

F-Score: It is a composite measure that combines precision and recall, which
depicts how well our system performs. The basic way to compute the F-score is
to count the harmonic average of precision and recall:
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Fig. 4. ROUGE score achieved by system1 and system2 - shown are images of the
attention weights learned by various rough score. from the top left ROUGE L-F
Score, ROUGE 2-P Score, ROUGE 2-R Score, ROUGE 2-F Score, ROUGE 1-P Score,
ROUGE 1-R Score, ROUGE 1-F and ROUGE L-R Score respectively
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Fig. 5. Data overview: total data can be divided into four group, TP (True Positive),
TN (True Negative), FP (False Positive) and FN (False Negative)

F − score = 2 ∗ P ∗ R

P + R

ROUGE-N, ROUGE-S and ROUGE-L are the granularity of texts being
compared between the system summaries and reference summaries. For example,
ROUGE-1 refers to the overlap of uni-grams between the system generated sum-
mary and target summary. ROUGE-2 refers to the overlap of bi-grams between
the system generated summaries and target summaries.ROUGE-L - measures
the longest matching sequence of words between both summaries. For example,
for this two sentences given below:

System Summary: India vs Pakistan
Target Summary: India Wins Match Against Pakistan

Here in the given instances, System Summary has three words, Target Sum-
mary has six words, and the number of common words between the System
Summary and Target Summary is 2. ROUGE-1 refers to the overlap of uni-
grams between two summaries. So for ROUGE-1 corresponding recall, precision
and F-score will be:

ROUGE − 1recall =
2
6

= 0.33

ROUGE − 1precision =
2
3

= 0.66

ROUGE − 1F − score = 2 ∗ (0.33 ∗ 0.66)
0.33 + 0.66

= 0.44

If the target summary is larger than the system summary, precision may
give a good score, and if system generated summary is larger than recall will
give a good score. Finally, the score generated at each testing is the average of
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individual scores. So, we get nine scores at every output P, R, and F of ROUGE-
L, ROUGE-1 and ROUGE-2 each. Figure 4 shows a comparison of ROUGE L-F
Score, ROUGE 2-P Score, ROUGE 2-R Score, ROUGE 2-F Score, ROUGE 1-P
Score, ROUGE 1-R Score, ROUGE 1-F and ROUGE L-R Score between two
best systems 13 epochs.

Table 2 shows the ROUGE score achieved by two systems. The ROUGE-1
score of 39.89 is attained at epoch 13 of System 1, and the ROUGE-1 score
of 37.04 is achieved in the 14th epoch of System 2. The ROUGE score curve
converges the eleventh epoch, and we also analyzed that for short sentences, we
got better results of 42.03 by system 2.

After analyzing all the epochs output with 100 test data, we Further have
created different test sets from the original test data, each test set containing 50
sentences. The average length of sentences in the three test datasets is 8, 15 and
20 words, respectively. Table 2 depicts some of the analyzed results. We came to
the conclusion that small sentences give a better summary in terms of ROUGE
score.

Table 2. Best experimental results of our system

System used Test data Best ROUGE-1 score

System 1 13 epoch 100 sentence 39.89

System 2 14 epoch 100 sentence 37.04

System 2 14 epoch 50 sentence 39.89

System 2 14 epoch 50 short sentence 42.03

We have also analyzed some summaries. These are presented in Table 3 shows
some of the systems generated summaries of both the system generated from the
same source sentences. After analyzing the results, we came to the conclusion
that though summaries are not exactly the same as the target summary or the
same in all the systems, summaries generated by the best models (epoch) are
semantically correct to a large extent.

Table 3. Sample summary predictions

Prediction by system 1 Prediction by system 2

Palestinian minister heads for Palestinian fm says he will not stand down

French prime minister arrives in rome French prime minister arrives in sarajevo

Malaysia’s lavrov calls for international
cooperation

Malaysia’s defense minister calls for
reconciliation

Nigerian central banks step up more
than ## million dollars

Nigerian central african leaders to discuss
ceasefire

Suicide bomber kills ## in turkey ## killed in iraq chopper crash
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6 Conclusion and Future Works

In this paper, we applied the attention-based sequence to sequence recurrent
neural networks for abstractive text summarization. The attentional recurrent
neural network allows training the neural network by allowing the models to
learn alignments between different modulus using LSTMs (Long Short Term
Memory). It functions as a black box; when we feed in some inputs from one
side, it generates some outputs from the other side, and the decision it makes
is mostly based on the current inputs and previously-stored output based on
LSTMs, which are a special kind of RNN.

RNN based summarization system relies heavily on the size of the training
corpus, which motivated us to use a significant amount of training corpus. The
Effectiveness of summarization is largely determined by the attention mechanism
and the score function used for computing attention of each hidden state and
error correction. A practised and careful selection of values for system parameters
such as the number of epochs, batches, hidden layers etc., can also significantly
improve the summarization quality. We have trained, tested and analyzed the
proposed systems for summarization using various news summarization datasets.
Predicted summaries have been evaluated using ROUGE evaluation. The human
evaluator analyzed the quality of summarization in terms of its adequacy, quality
and redundancy and found that after a certain number of epochs, the trained
models are able to produce semantically correct summaries.

In the next work, we will extend our efforts on this corpus and build more
robust models compared to our baseline system for a more accurate summary
generation, such that it can also handle unknown words. The model can be
further extended to multi-lingual and multi-document automatic summarization
tasks.
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Abstract. The drastic increase of user-generated contents has exhibited a rich
source for mining opinions. Unfortunately, the quality of user-generated content
varies significantly from excellent to meaningless, which by general estimation,
causes a great deal of difficulty in mining-related applications. In the field of low-
quality review detection, many previous approaches have individually detected
low-quality reviews by using the intrinsic features of the review. However, no
systematic study measuring the significance of reviewer information for detecting
low-quality reviews has been previously done. In this paper, the importance of
reviewer information when predicting review quality is studied and how to exploit
it to build low-quality review detection models is determined. The experimen-
tal results on two different domains show that reviewer information does matter
when modeling and predicting the quality of reviews. It is also shown that sig-
nificant performance improvements can be achieved if the reviewer information
is integrated with the intrinsic features of the reviews. These findings are of the
essence in solving the low-quality review detection problem and in developing
review-based opinion mining applications.

Keywords: Mining opinions · Reviewer information · Quality of reviews

1 Introduction

With the dramatic development of Web 2.0, user-generated contents have become
increasingly prevalent on the web. Popular user-generated contents include reviews on
e-commerce websites, blogs, and web forums. However, due to the absence of editorial
and quality control, user-generated contents vary greatly in quality, which in general
estimation, causes problems in mining applications, such as opinion extraction [1, 2],
sentiment classification [3, 4], and opinion summary [6]. In the opinion retrieval domain,
the quality of a review can also be incorporated into retrieval models in the form of a
prior probability [10].

Product reviews arewidely used tomine customers’ opinions on products. So review-
based opinion mining can be more effective if low-quality reviews are preliminarily
filtered. According to [6], low-quality reviews are reviews that have little or incorrect
description of a product, have little or no comments on some aspects of the product, and
do not provide convincing opinionswith sufficient supporting evidence. Figures 1 (a) and
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(b), respectively, show review and reviewer information from a high-quality review. The
high-quality review shown in Fig. 1 (a) describes several aspects of the product, such as
appearance, image quality, response, and battery, and provides convincing opinions with
sufficient supporting evidence. Figure 1 (b) shows that the reviewer has published four
reviews: one is about video games, and the other three are on digital cameras. Moreover,
it can be seen that the helpful votes and total votes for the reviewer is very high, (17/17,
403/409, 11/12, 25/25). Based on this reviewer information, it may be concluded that
the reviewer is likely to publish high-quality reviews, especially in the digital camera
domain.

989 of 1007 people found the following review helpful: A camera
that's powerful and a great value, March 5, 2008 By RLSD
(Minnesota USA)

- See all my reviews: I own a DSLR and consider my self a

photography  enthusiast. I wanted a small compact camera with

me when I don't want to lug around my  DSLR + lenses and

equipment. After a previous good experience with the Canon A720

IS, the new A590 IS seemed like a good choice.

What I like about the camera:

+ Compact, sty lish. It's smaller than older A Powershots

+ Good image quality . Expected from Canon,...

+ Fast and responsive. I was surprised how responsive...

+ Manual focus. Although the LCD resolution is not good enough...

+ Battery  performance seems improved over previous...

Now the negatives.

I hope Canon can improve these aspects in their future models.

- Slow flash recy cle times. This is to be expected...

- Higher resolution LCD. The 2.5" 115k resolution LCD is...

-Live histogram while shooting. This feature is...

- A wider wideangle would be nice ...

So overall it's a great camera for the price.

Offering great image quality  with the auto settings for the casual

user, but also a powerful set of features for the more advanced

photographer.

...

Canon Powershot SX110IS 9MP Digital

Camera with 10x Optical Image

Stabilized Zoom (Black)

Canon PowerShot A720IS 8MP Digital

Camera with 6x Optical Image

Stabilized Zoom

403 o f409 people found the following review helpful: Great

value, powerful camera, November 9, 2007

Kodak Easy Share Z712 IS 7.1MP Digital

Camera with 12x Optical Image

Stabilized Zoom

11 of 12 people found the following review

helpful: Value superzoom ,November 7, 2007

Moto GP 2

(a) (b)

17 of 17 people found the following review helpful: The

mostcamera y ou can get for this price.,November 11, 2008

25 of 25 people found the following review helpful: A

must have for any  racing fan - motorcy cle or not May

2, 2003

Fig. 1. A segment of review and reviewer information of a high-quality review.

In Fig. 2 (a), the reviewer gives little useful information about the product, but
complains of an unsatisfactory experience with the camera. It can be seen, in Fig. 2 (b),
that the reviews did not receive much peer-to-peer voting, (4/18, 2/22, 4/14). Intuitively,
it may be expected that the reviewer is unlikely to publish high-quality reviews.

At present, most e-commerce websites allow users to evaluate the quality of the
reviews by assigning helpful votes to them. For example, Amazon.com provides review
readers with amechanism for judging whether a review is helpful or not. Themechanism
accumulates helpful votes from a particular review, and the number of helpful votes a
review receives indicates its actual effectiveness. For convenience, in this paper, this
mechanism is called peer-to-peer voting, which is a good way to assess the quality of
reviews. However, the mechanism is not effective in the following cases [5]: (1) newly-
written reviews cannot be evaluated immediately, because they need to accumulate peer
to peer votes; and (2) low-traffic reviews and reviews with few helpful votes similarly
cannot be evaluated. Therefore, it is vital to have the ability to detect low-quality reviews
automatically, especially newly-written and low-traffic reviews.
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2 of 13 people found the review helpful: Avoid
Powershot cameras, December 20, 2008 By Steven
Podnos

Canon PowerShot SD770 IS 10MP Digital

Camera with 3x Optical Image Stabilized Zoom

(Silver)

4 of 18 people found the following review helpful: Avoid powershot

cameras , December 20, 2008

Canon Powershot SX10IS 10MP Digital Camera

with 20x Wide Angle Optical Image Stabilized

Zoom

2 of 22 people found the following review helpful: Avoid Powershot

cameras , December 20, 2008

Kodak Easy Share DX6490 4MP Digital

Camera with 10X Optical Zoom

4 of 14 people found the following review helpful: Unreliable,

expensive, garbage , October 6, 2005

- See all my  reviews I bought the Powershot S2 IS on amazon

just over a y ear ago..

worked fine till just out of warranty , then all the pictures began to

come our overexposed.

I sent it into Canon and they  want 157 dollars to repair it or

replace with a refurbished model.

It cost 259 new! I wrote them and told them that I expected a

lightly  used expensive digital camera to work more than one

y ear, but no dice.

 I'll never buy  another Canon. Beware!

Fig. 2. A segment of review and reviewer information of a low-quality review

The task of detecting low-quality reviews is presently treated as a binary classification
problem [6] or a regression problem [5, 7]. Several methods applying only the intrinsic
features to assess review helpfulness have been reported. These approaches are based
either on lexical or syntactic features, along with semantic features. Information from
high-quality answer findings in the question-answering community has proven to be
very helpful in estimating the quality of the answers [8, 9]. In [16], Zhang presented a
preliminary analysis of whether author knowledge was a powerful usefulness predictor
and drew the conclusion that authorship did seem to be a powerful usefulness predictor.
However, how to acquire and exploit reviewer information should be further investigated.
Inspired by [8, 9, 16], it is hypothesized that the quality of reviewer information could
improve the performance of a low-quality review detection model. Therefore, one of the
focuses of this study is to further demonstrate whether reviewer features have potential
for predicting review quality.

The research questions described above can be summarized as follows:
1. Does the quality of the reviewer information matter for building better models to

detect low-quality reviews?
2. Which reviewer features are most predictive in low-quality review detection

models?
3. How do we acquire and exploit reviewer information to improve the performance

of the low-quality reviews detection model?
These questions are answered by conducting an empirical study on two real world

datasets, under different experimental conditions. To answer the first question, two kinds
of low-quality review detection models were built, one included reviewer information
and the other did not, and their detection performances were compared. To answer the
second question, various reviewer features were selected as a baseline and then other
reviewer features were added into the low-quality review detection models, and then
their performance in detecting low-quality reviewswas compared. For the third question,
the derivation of the reviewer information is explained and the reviewer information is
translated into reviewer features in low-quality review detection models.

This paper makes the following contributions to the study of reviewer informa-
tion in low-quality review detection. First, it is systematically demonstrated that the
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quality of reviewer information indeed matters when detecting low-quality reviews in
some domains. Second, the reviewer features that are most predictive are discovered,
using our low-quality review detection models. Third, the acquisition and exploitation of
reviewer information to improve the performance of low-quality review detection mod-
els is explained. Fourth, based on empirical experiment results on electronic products
and book domains, it is determined that reviewer information is more effective in the
electronic product domain than in the book domain.

The rest of the paper is organized as follows: Sect. 2 contains the literature review.
Section 3 presents our approach for the detection of low-quality reviews. In Sect. 4, the
study’s evaluation criterion is introduced. In Sect. 5, the proposed research questions
are empirically demonstrated. Section 6 summarizes the work in this paper and calls
attention to future work.

2 Literature Review

Interest in sentiment analysis has recently increased as part of a larger research effort in
affective computing [17].Manyapproaches on sentiment analysis and feature level-based
opinion mining have been proposed.

2.1 Sentiment Analysis

In the field of sentiment analysis, P. Turney [3] proposed a corpus-based approach,
PMI-IR, to determine semantic orientation. Theresa Wilson et al. [18] presented the first
experimental results classifying the strength of opinions. B. Pang et al. [4] adopted stan-
dard machine learning techniquesto determine whether a review is positive or negative.
Moreover, S. Kim et al. [19] proposed a system to determine the Sentiment of Opinions.

2.2 Feature Level-Based Opinion Mining

There are some approaches formining product opinion at product feature levels, based on
product reviews, and they are usually classified as unsupervised- and supervised-based
methods. Representative works of the unsupervised-based method include [2, 20, 21]. In
[20] and [21],M.Hu andB. Liu’swork is performed in three steps: (1)mining the product
features and opinions, (2) identifying the opinion orientation, and (3) summarizing the
mining results. Popescu et al. [2] proposed a web-based feature extraction method. In
theirmethod, eachnounphrase is given apointwisemutual information score between the
phrase and part discriminators associated with the product class. The score is computed
by the “KnowItAll” system. Qi Su et al. [23] mainly studied the problem of extracting
implicit features from customer reviews; they proposed a feature-based pointwisemutual
information algorithm. Carenini et al. [22] proposed a more sophisticated method based
on several similarity measures. Their systemmerges each discovered feature to a feature
node in the user-defined taxonomy. The similarity measures are defined based on string
similarity, while synonyms and other distances aremeasured usingWordNet. Bin Shi and
Kuiyu Chang [24] proposed an “opinion first, feature second” approach. They manually
built a hierarchical product feature concept model using product domain knowledge, and
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extracted product features based on the concept model. Ronen Feldman, Moshe Fresko,
et al. [25] presented a study in extracting comparison information. Representative works
describing supervised-based methods include [26] and [27]. Rayid Ghani, Katharina
Probst, et al. [26] viewed the product features extraction problem as a classification
problem, using single-view and multi-view semi-supervised learning algorithms. Bo
Wang and Houfeng Wang [27] considered the fact that product properties and opinion
words usually co-occur with high frequency in product review articles and proposed to
bootstrap both of them using cross-training.

2.3 Quality Assessment of User-Generated Contents

When mining opinions from reviews or other user-generated contents, it is important to
consider whether or not individual reviews are helpful or useful [17]. In the past few
years, there has been an increasing interest in automatically assessing the quality of
user-generated contents, including product reviews on e-commerce websites, weblogs,
question-answer communities, and web forums.

In the field of assessing review helpfulness and detecting low-quality reviews, a
representative work is offered by Kim et al. [5], which considered the task as a ranking
problem and solved it with regression models. In their experiments, they adopted an
SVM regression model and used structural features, lexical features, syntactic features,
semantic features, and meta-data features in the process of regression model training.
The peer-to-peer voting information, which was derived from Amazon.com, was used
as ground-truth. Based on their experimental results, they found that the most useful
features included the length of the review (structural feature), the unigrams of the review
(lexical feature), and the product rating of the review (meta-data feature). Zhang and
Varadarajan [7] proposed a framework that integrated polarity and the utility of the
reviews. Within this framework, they also used regression models to predict the utility
of the reviews. More specifically, they adopted simple linear regression and p-support
vector regression to rank reviews according to utility. In their experiments they found that
shallow syntactic features, such as proper nouns and numbers of modal verbs, account
for most predicting power of the regression model. Zhang [16] defined a new task in
text sentiment analysis, which adds usefulness scoring to opinion extraction to improve
product review ranking services and helps shoppers and vendors leverage information
from multiple sources. Ghose and Ipeirotis [11] proposed a review ranking mechanism
that combines econometric analysis with text mining techniques, and they found that
reviews which include a mixture of subjective and objective elements are considered
more helpful by users. In addition, they observed that for feature-based goods, such as
electronics, users prefer reviews to contain mainly objective information with a small
amount of subjective information. However, for experience goods, such as movies, users
prefer personalized, highly-sentimental opinions.

There are some other studies that treated the low-quality review detection problem as
a binary classification problem. Liu’s work [6] may be the most representative research
in this area. In their work, they defined a standard specification to measure the quality
of product reviews and proposed several intrinsic review features to train a model. They
found that sentence level features, word level features, and product characteristic level
features were most effective in their experiments. More importantly, they argued that
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three types of biases, including imbalance vote bias, winner circle bias, and early bird
bias, exist in peer-to-peer voting evaluation standard [5, 7]. Therefore, they hired four
annotators to label the reviewsmanually. In addition, they applied the low-quality review
detection approach to enhance opinion summarization and yielded better performance.
In other words, the importance of low-quality review detection was validated in their
work. The approach used in the present study is different from [5–7, 11]. First, our focus
is to further demonstrate whether reviewer information has potential for detecting low-
quality reviews. In addition, the reviewer features that are most effective in a low-quality
review detection model are discovered.

Some approaches for finding high-quality answers in question-answer communities
were also proposed. Agichtein et al. [8] introduced a general classification framework
for combining the evidence from different sources of information and investigated meth-
ods for exploiting intrinsic content quality and community feedback to automatically
identify high quality content. Jeon et al. [9] presented a framework to use non-textual
features to predict the quality of documents. To the best of our knowledge, no systematic
study measuring whether reviewer information matters for building better models pre-
dicting review quality has been previously conducted, which is the focus of this paper.
Weimer and Gurevych [13] studied the problem of predicting the quality of web forum
posts, and they built a system which learns from human ratings by applying SVM clas-
sification. Surface, lexical, syntactic, forum specific, and similarity features were used
in the learning process. They tested the model on three datasets and found that surface
and forum-specific features are more useful.

3 The Low-Quality Review Detection Approach

Review quality evaluation is an interesting problem, which has many potential appli-
cations. For example, it can be used as a pre-processing procedure for review ranking
algorithms. In essence, the approach of this study is to exploit features that are intu-
itively correlated with the quality of user- generated contents, and then train a model
to mine the relationship between them. Based on the mined knowledge, the quality of
user-generated contents can be evaluated.

3.1 Problem Definition

As previously discussed, low-quality reviews are reviews that have little or incorrect
description of a product, have little or no comments on some aspects of the product,
and do not provide convincing opinions with sufficient supporting evidence [6]. In other
words, low-quality reviews do not provide enough useful information to users. The
core of this research includes two main issues: features learning and model selection.
The first issue concerns the features that should be selected to model the quality of
the reviews, and the second one concerns the learning algorithms that are effective to
model the quality of the reviews. In this paper, it is assumed that there are two kinds of
reviews in the review space: high-quality reviews and low-quality reviews. Under this
assumption, low-quality review detection is treated as a binary classification problem.
Formally, given a training data set of high-quality reviews and low-quality reviews,
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T = {fi,Yj}, i = 1...n; j = 1, 2, statistical machine learning approaches are adopted
to learn classification models that can maximize the accuracy in the classification of
Yi given fi, i = 1...n where fi, i = 1...n represents learning features and Yj, j = 1, 2
stands for high-quality and low-quality, respectively. When a new review comes, the
classification model automatically assesses high-quality or low-quality to the review.

3.2 The Low-Quality Review Detection Model

As previously discussed, the core of the low-quality review detection model is how to
identify the features and how to learn the detection models. For the first issue, previous
studies have proved that reviewing intrinsic information is important to model review
quality; however whether reviewer information is helpful to model review quality is
unknown. Product reviews often involve personal experience, knowledge, and interests;
therefore, both the intrinsic information in the review and the reviewer information are
taken into consideration. For the second issue, three classification algorithms (Adaboost,
C4.5, and SVM) are adopted to learn the low-quality review detection models. In par-
ticular, reviews and reviewers’ information was collected from Amazon.com, and then
both review and reviewer features were extracted as learning features. After features
extraction, reviews are labelled as high-quality class or low-quality class. Classification
algorithms are then adopted to learn the detection models. Finally, the learned detection
models are evaluated using a test dataset.

3.3 The Learning Features

Many previous studies have detected low-quality reviews by using intrinsic review fea-
tures. One of the focuses in this paper is to further demonstrate whether reviewer infor-
mation matters for building better models to detect low-quality reviews. If the reviewer
information is effective in modeling review quality, which reviewer information is more
effective? In the approach here proposed, both review and reviewer features are taken into
consideration. User-generated contents are created by millions of end-users; therefore,
the quality of the contents is closely correlated with the end-users. “Good” reviewers
write “good” reviews. Reviewers’ personal experience, knowledge, interests, and reputa-
tion are closely related to review quality; therefore, reviewer information can be useful in
constructing and optimizing review quality models. In [5–7], researchers have reported
which are the effective review features for detecting low-quality reviews, therefore, these
effective review features are adopted as a baseline.

Review features
Three categories of review features are chosen, including surface features, structure
features, and shallow syntactic features.

Surface and Structure Features:
F1: The total number of tokens in a syntactic analysis of a review [5].
F2: The number of sentences in a review [6].
F3: The average length of sentences [6].
F4: The number of sentences with product features [6].
F5: The number of products in a review [6].
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F6: The number of brand names in a review [6].
F7: The number of product features in a review [6].
F8: The total frequency of product features in a review [6].
F9: The average frequency of product features in a review [6].
F10: The number of paragraphs in a review [6].
F11: The average length of paragraphs in a review [6].
Shallow Syntactic Features:
F12: Proper nouns: reference to existing, maybe technical concepts [7].
F13: Modal verbs: reflection of certainty, confidence, mood, etc., which are all

instances of modality [7].
F14: Interjections: signals of emotion [7].
F15: Comparative and superlative adjectives: indicators of comparison [7].
F16: Comparative and superlative adverbs: also indicators of comparison [7].
F17: wh-determiners, wh-pronouns, possessive wh-pronouns, wh-adverbs: wh-

words signify either questions or other interesting linguistic constructs, such as relative
clauses [7].

Features F1, F2, F3, F5, F6, F10, and F11 can be easily derived from the review
itself. Features F4, F7, F8, and F9, cannot be directly obtained. An integration strategy
[12] is adopted to mine the product features, and then they are computed. For features
F12 to F17, Stanford POS tagger is used; the POS taggers of F12 to F17 are {NNP},
{MD}, {UH}, {JJR}, {JJS}, and {WDT, WP, WP$, WRB}.

Review features
In order to exploit reviewer information, it has to be translated into reviewer features.
Eight reviewer features are introduced in this paper.

F18: The total number of reviews the reviewer has written.
Our hypothesis is that if a reviewer has published many reviews, his reviews are

likely high-quality.
F19: The sum of helpful votes the reviewer has received.
Our hypothesis is that if a reviewer has received many helpful votes from other

people, then his reviews are likely high-quality.
F20: The total votes the reviewer has received.
F21: The average total votes the reviewer has received.
F22: The average helpful votes the reviewer has received.
Note that since the helpful votes and total votes information will be used in Sect. 4

to label the reviews as high-quality or low-quality, features F19 to F22 do not contain
the helpful votes and total votes information of the review that is to be classified.

F23: The reviewer’s domain authority.
Our hypothesis is that if a reviewer has published many reviews in a domain, he or

she is authoritative in that domain. Under certain conditions, a reviewer may write many
reviews that belong to different domains. In this case, different weights are assigned
to different domains. For example, a reviewer writes electronic products reviews and
he\she also writes book and movie reviews. When the review in the electronic product
domain is classified, more weight will be assigned to it.

F24: The rating score the reviewer assesses in a review.
The rating score is from one star to five stars.
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F25: The Kullback-Leibler distance between the rating score and the average rating
score given by all reviewers.

In order to derive the features F18 to F25, reviewers’ information is collected,
including total reviews, ranting, helpful votes, and total votes from Amazon.com.

4 Evaluation Criterion

As previously discussed, there are two kinds of evaluation methods: peer-to-peer voting
evaluation [5, 7, 16], and manual annotation evaluation [6]. In [5], Kim et al. made use of
peer-to-peer voting information to evaluate the quality of reviews and defined a review
helpfulness function as:

h(r ∈ R) = rating+(r)
rating+(r) + rating−(r)

where rating+(r) is the number of people that will find a review helpful and rating−(r)
is the number of people that will not find the review helpful. In [6], Liu et al. argued that
there are three kinds of biases in peer-to-peer voting evaluation: imbalance vote bias,
winner circle bias, and early bird bias. Therefore, manual annotation evaluation was
adopted in this study. The definitions of high-quality reviews and low-quality reviews
are as follows [6]:

High-quality review: A review should contain a complete or relatively complete
comment on a product and features of the product. Moreover, it should provide convinc-
ing opinions with sufficient supporting evidence. It provides practical information to the
user.

Low-quality review: A review provides little useful information or gives misleading
information. It does not help the user in making a decision.

5 Experiment Setup

In this section, datasets are first introduced, and then the experimental results in answer
to the research questions are provided. In our experiment, three popular learning models
were adopted: Adaboost, C4.5, and SVM.

5.1 Dataset

Two product types were chosen, namely electronic products and books. We selected
1,756 electronic products and 2,035 books as seeds. Then, the ASIN of each product
was transferred to Amazon Web Services API and 72,072 electronic product reviews
and 92,212 book reviews were obtained. Using Amazon Web Services API, 41,722 and
44,588 pieces of reviewers’ information were obtained in the electronic products and
book domains, respectively. Figures 3 and 4 show the distribution characteristics of the
reviews and reviewers. Figure 3 shows that a large number of products get very few
reviews and a small number of products get a large number of reviews. Therefore, the
products with less than 50 reviews were dropped, resulting in 414 electronic products
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with 41,360 reviews and 477 books with 44,653 reviews. Figure 4 indicates that a large
number of reviewers write only a few reviews, and a few reviewers write a large number
of reviews. In order to test the effectiveness of reviewer features, the reviewers who
only wrote two reviews were removed. Finally, a dataset or 29,645 electronic products
reviews and 29,776 book reviews was obtained. Six people were employed to annotate
the data, according to the criterion proposed in Sect. 4. The statistics of the dataset are
shown in Table 1.

Table 1. The statistics of the datasets.

Domain #Product #Reviews #High Quality #Low Quality

Electronic Products 414 29645 11877 17768

Books 477 29776 11604 18172
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5.2 Performance Measures

Six performance measures were used in these experiments, including Accuracy, Preci-
sion, Recall, F-Measure, RUC, and ROC curves, to evaluate the effects of the reviewer
information.

accuracy = TP + TN

TP + FP + TN + FN
precision = TP

TP + FP
recall = TP

TP + FN
F − measure = 2precision ∗ recall

precision + recall

TN is the number of negative examples correctly classified (True Negatives), FP is
the number of negative examples incorrectly classified as positive (False Positives), FN
is the number of positive examples incorrectly classified as negative (False Negatives)
and TP is the number of positive examples correctly classified (True Positives). ROC
curves can be thought of as representing the family of best decision boundaries for
relative costs of TP and FP [14]. On an ROC curve the X-axis represents False Positive
Rate = FP/(TN + FP) and the Y-axis represents True Positive Rate = TP/(TP + FN).
The AUC (area under the ROC curve) is a useful metric for classifier performance, as it
is independent of the decision criterion selected and prior probabilities [14].
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5.3 Does Reviewer Information Matter?

The aim of this study is to experimentally demonstrate whether reviewer information
matters when predicting review quality. Therefore, two detection models were con-
structed and their predictive performanceswere compared. Onemodel included reviewer
information and the other model did not.

Table 2. The experiment results for the electronic product domain using Adaboost

Features Accuracy Precision Recall F-Measure AUC

Review-features 0.734 0.755 0.822 0.787 0.80

Reviewer-features 0.782 0.801 0.846 0.823 0.864

All-features 0.838 0.861 0.870 0.866 0.913

Table 3. The experiment results for the electronic product domain using C4.5

Features Accuracy Precision Recall F-Measure AUC

Review-features 0.732 0.743 0.845 0.791 0.768

Reviewer-features 0.765 0.791 0.825 0.808 0.831

All-features 0.812 0.842 0.847 0.844 0.858

Table 4. The experiment results for the electronic product domain using SVM

Features Accuracy Precision Recall F-Measure AUC

Review-features 0.766 0.774 0.862 0.815 0.742

Reviewer-features 0.790 0.809 0.850 0.829 0.775

All-features 0.838 0.916 0.803 0.856 0.846

Table 2, 3 and 4 show the experiment results for the electronic products domain using
Adaboost, C4.5, and SVM.

Table 2, illustrates that reviewer features are more effective than review features on
all measures. Comparing review features and reviewer features, the improvements for
Accuracy, F-Measure, and AUC are 4.8%, 3.6%, and 6.4%, respectively. When training
the learning model using both review features and reviewer features, the performance is
more improved than when using review features only. Accuracy, F-Measure, and AUC
are improved by 10.4%, 7.9%, and 11.3%, respectively, when using review and reviewer
features together. From Table 3, it can also be seen that reviewer features perform better
than review features. Comparing review features and reviewer features, the improve-
ments of Accuracy, F-Measure, and AUC are 3.3%, 1.7%, and 6.3%, respectively; when
using reviewer features and review features together, Accuracy, F-Measure, and AUC
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improved by 8.0%, 5.3%, and 9.0%, respectively. In Table 4, comparing review features
and reviewer features, the improvements of Accuracy, F-Measure, and AUC are 2.4%,
1.4%, and 3.3%, respectively; when using reviewer features and review features together,
Accuracy, F-Measure, and AUC improved by 7.2%, 4.1%, and 10.4%, respectively.
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Figure 5 shows theROC curves on different features of the electronic product domain
using Adaboost. The ROC curve of reviewer features is above the ROC curve of review
features, therefore, reviewer features perform better than review features. Used together,
reviewer features and review features provide the best detection performance. Figure 6
shows the ROC curves on different features of the electronic product domain using
C4.5. From Fig. 6, the same conclusion can be drawn. Figure 7 shows the ROC curves
on different features of the electronic product domain using SVM. Again, the same
conclusion can be drawn. From the above analysis, it can clearly be seen that reviewer
information indeed matters when predicting review quality in the electronic product
domain.

In order to further demonstrate whether reviewer features can improve low-quality
review detection performance in other domains, a comparative trial was conducted in
the book domain.

Table 5. The experiment results for the book domain using Adaboost

Features Accuracy Precision Recall F-Measure AUC

Review-features 0.657 0.692 0.792 0.738 0.682

Reviewer-features 0.720 0.754 0.804 0.778 0.797

All-features 0.721 0.763 0.789 0.775 0.798
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Table 6. The experiment results for the book domain using C4.5

Features Accuracy Precision Recall F-Measure AUC

Review-features 0.658 0.694 0.786 0.737 0.632

Reviewer-features 0.733 0.751 0.840 0.793 0.787

All-features 0.747 0.770 0.835 0.801 0.810

Table 7. The experiment results for the book domain using SVM

Features Accuracy Precision Recall F-Measure AUC

Review-features 0.639 0.673 0.795 0.729 0.595

Reviewer-features 0.698 0.705 0.868 0.778 0.65

All-features 0.636 0.632 0.965 0.764 0.543

Table 5, 6 and 7 show the experiment results for the book domain using Adaboost,
C4.5, SVM. Table 5 shows that reviewer features perform better than review features.
Comparing review features and reviewer features, the improvements of Accuracy, F-
Measure, and AUC are 6.3%, 4.0%, and 11.5%, respectively. When training the learning
model using both review features and reviewer features together, Accuracy, F-Measure,
and AUC improved by 6.4%, 3.7%, and 11.6%, respectively. Accuracy and F-Measure
improved less than AUC. From Table 6, it can be seen that reviewer features perform
better than review features on all measures, and the improvements of Accuracy, F-
Measure, and AUC are 7.5%, 5.6%, and 15.5%, respectively. When using reviewer
features and review features together, Accuracy, F-Measure, and AUC improved by
8.9%, 6.4%, and 17.8%, respectively. Table 7 shows that reviewer features perform better
than review features on all measures, and the improvements of Accuracy, F-Measure,
and AUC are 5.9%, 4.9%, and 5.5%, respectively. Surprisingly, when using reviewer
and review features together, only recall improved by 17%.
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Figure 8 shows the ROC curves on the different features of the book domain using
Adaboost. Figure 8 shows that the ROC curve of reviewer features is above the ROC
curve of review features, therefore, reviewer features perform better than review features.
Reviewer and review features used together result in the best detection performance.
Figure 9 shows theROCcurves ondifferent features of the bookdomainusingC4.5. From
Fig. 9, the same conclusion can be drawn: reviewer features improve the performance of
the detection model. Figure 10 shows the ROC curves on different features of the book
domain using SVM, and indicates that reviewer features perform best.

5.4 Which Reviewer Features are Most Predictive?

In this experiment, reviewer features F19 and F20 were used as a baseline, and other
reviewer features were incrementally added to the training process. The experiment
results of the electronic product domain and the book domain, using Adaboost, C4.5,
and SVM are shown in Table 8 to Table 13.

Table 8. The results for reviewer features of the electronic product domain using Adaboost

Reviewer Features Accuracy Precision Recall F-Measure AUC

F19, 20 0.718 0.766 0.763 0.765 0.784

F19, 20, 21, 22 0.748 0.787 0.795 0.791 0.809

F19, 20, 21, 22, 18 0.760 0.787 0.821 0.804 0.845

F19, 20, 21, 22, 18, 23 0.767 0.789 0.835 0.811 0.851

F19, 20, 21, 22, 18, 23, 24 0.780 0.802 0.841 0.821 0.861

F19, 20, 21, 22, 18, 23, 24, 25 0.782 0.801 0.846 0.823 0.864

Table 9. The results for reviewer features of the electronic product domain using C4.5

Reviewer Features Accuracy Precision Recall F-Measure AUC

F19, 20 0.719 0.782 0.736 0.759 0.772

F19, 20, 21, 22 0.749 0.791 0.79 0.79 0.795

F19, 20, 21, 22, 18 0.755 0.782 0.82 0.801 0.819

F19, 20, 21, 22, 18, 23 0.759 0.788 0.818 0.802 0.825

F19, 20, 21, 22, 18, 23, 24 0.764 0.789 0.826 0.807 0.832

F19, 20, 21, 22, 18, 23, 24, 25 0.765 0.791 0.825 0.808 0.831
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Table 10. The results for reviewer features of the electronic product domain using SVM

Reviewer Features Accuracy Precision Recall F-Measure AUC

F19, 20 0.734 0.783 0.769 0.776 0.725

F19, 20, 21, 22 0.762 0.787 0.827 0.807 0.746

F19, 20, 21, 22, 18 0.778 0.793 0.852 0.822 0.760

F19, 20, 21, 22, 18, 23 0.781 0.795 0.856 0.824 0.763

F19, 20, 21, 22, 18, 23, 24 0.782 0.797 0.854 0.824 0.764

F19, 20, 21, 22, 18, 23, 24, 25 0.790 0.809 0.850 0.829 0.775

Table 11. The results for reviewer features of the book domain using Adaboost

Reviewer Features Accuracy Precision Recall F-Measure AUC

F19, 20 0.672 0.805 0.611 0.695 0.732

F19, 20, 21, 22 0.725 0.765 0.793 0.779 0.787

F19, 20, 21, 22, 18 0.727 0.755 0.816 0.785 0.803

F19, 20, 21, 22, 18, 23 0.727 0.755 0.816 0.785 0.803

F19, 20, 21, 22, 18, 23, 24 0.721 0.751 0.814 0.781 0.798

F19, 20, 21, 22, 18, 23, 24, 25 0.720 0.754 0.804 0.778 0.797

Table 12. The results for reviewer features of the book domain using C4.5

Reviewer Features Accuracy Precision Recall F-Measure AUC

F19, 20 0.671 0.792 0.625 0.699 0.729

F19, 20, 21, 22 0.725 0.765 0.794 0.779 0.773

F19, 20, 21, 22, 18 0.730 0.758 0.819 0.787 0.787

F19, 20, 21, 22, 18, 23 0.730 0.758 0.819 0.787 0.787

F19, 20, 21, 22, 18, 23, 24 0.733 0.750 0.845 0.794 0.788

F19, 20, 21, 22, 18, 23, 24, 25 0.733 0.751 0.840 0.793 0.787
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Table 13. The results for reviewer features of the book domain using SVM

Reviewer Features Accuracy Precision Recall F-Measure AUC

F19, 20 0.659 0.741 0.677 0.707 0.654

F19, 20, 21, 22 0.709 0.748 0.789 0.768 0.686

F19, 20, 21, 22, 18 0.701 0.713 0.853 0.777 0.658

F19, 20, 21, 22, 18, 23 0.701 0.713 0.853 0.777 0.658

F19, 20, 21, 22, 18, 23, 24 0.705 0.721 0.844 0.778 0.666

F19, 20, 21, 22, 18, 23, 24, 25 0.698 0.705 0.868 0.778 0.650

Table 8 to Table 13 show that F18, F19, F20, F21, and F22 greatly improve perfor-
mance, while other reviewer features are less effective. At first, F19 and F20 achieved
78.4% and 73.2%, respectively, on the AUC measure in the electronic product domain
and the book domain. When F21 and F22 were added, Accuracy, F-Measure, and AUC
improved. F18 also improves performance. Note that when computing feature F19 to
F22, the helpful vote and total vote information of the review that is to be classified is
not taken into account. Based on the experiment results, the hypothesis that features F19
to F22 reflect the probability that a reviewer writes high-quality reviews is validated; in
other words, a reviewer has received many helpful votes, and his reviews are likely in
the high-quality classification.
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Figures 11, 12, 13, 14, 15 and 16 show the ROC curves on different reviewer features
using Adaboost, C4.5, and SVM in the electronic product domain and the book domain.
It can be seen that features F19 and F20 achieved a relatively high AUC, and the AUC
measure increased when features F21 and F22 were added. Reviewer feature F18 also
improved the AUC measures, which validates the hypothesis that when a reviewer has
published many reviews, his reviews are likely to be in the high-quality classification.
Surprisingly, AUC is not improved by feature F23 (reviewer’s domain authority) asmuch
as by F19 to F22.
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5.5 Effectiveness Analysis in Different Domains

From the experiment results in Sect. 5.3, it can be seen that reviewer information indeed
matterswhenpredicting reviewquality in low-quality reviewdetectionmodels.However,
reviewer features are more predictive in the electronic product domain than in the book
domain. In the electronic product domain, Accuracy, F-Measure, and AUC achieved
83.8%, 86.6%, and 91.3%, respectively, while in the book domain, the best results for
Accuracy, F-Measure, and AUC were 74.7%, 80.1%, and 81.0%, respectively. Through
analyzing the reviewers’ information in the electronic product domain and the book
domain, two phenomena were discovered. First, reviewers are likely to write only a few
reviews on the electronic product domain, while reviewers in the book domain usually
submitmany book reviews. The reason for this phenomenon is that consumers usually do
not have to purchase many electronic products in the course of a lifetime, while books
are usually purchased frequently. Second, reviews in the electronic product domain
usually receive more peer-to-peer scoring than reviews on books. The reason for this
phenomenon might be that when people are going to purchase electronic products, they
often read the reviews for reference and assess the reviews as helpful or not while they are
at the review site. However, when people are in the market for books, they seldom read
reviews, therefore, book reviews gain less peer-to-peer scoring than electronic product
reviews. Based on the conclusion that F21 (the average total votes the reviewer has
received) and F22 (the average helpful votes the reviewer has received) are the most
effective features; we propose the hypothesis that reviewer information is more effective
when the reviews provide a great deal of peer-to-peer information.

6 Conclusion

In this paper, three research questions were considered: 1) Does reviewer information
matter for building better models to detect low-quality reviews?, 2) Which reviewer fea-
tures are most predictive in the detection models?, and 3) How do we acquire and exploit
reviewer information to improve low-quality review detection performance? Besides the
intrinsic features of the review, some reviewer features are proposed in the low-quality
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review detection model. Experiment results on two real world datasets show promising
results, from which the following conclusions are derived: First, reviewer information
indeed matters when detecting low-quality reviews. Moreover, greater improvement can
be achieved when simultaneously using both review features and reviewer features.
Secondly, the average helpful votes and the average total votes a reviewer gains from
peer-to-peer voting are the most effective features in the reviewer features set. Through
effective analysis in different domains, we propose the hypothesis that reviewer infor-
mation is more effective when the reviewer’s reviews provide a great deal of peer-to-peer
information. In future work, we plan to apply the proposedmodel to other user-generated
contents.
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Abstract. Recent works rely on comparable corpora to extract efficient bilin-
gual lexicon. Most of approaches in the litterature for bilingual lexicon extraction
are based on context vectors (CV). These approaches suffer from noisy vectors
that affect their accuracy. This paper presents new approaches which relies on
some advanced text mining methods to extract association rules between terms
(AR) and extend them to contextual meta-rules (MR). In this respect, we propose
to extract bilingual lexicons by deploying standard context vectors, association
rules and contextual meta-rules. These proposed approaches utilize correlations
between co-occurrence patterns across language. An experimental validation con-
ducted on a specialized comparable corpora, highlights a significant improvement
of bilingual lexicon based on MR compared to the standard approach.

Keywords: Bilingual lexicon extraction · Information extraction · Text mining

1 Introduction

Over several decades, a lot of effort has been put into creation of lexicons with high cov-
erage, high translation quality and for specific domain. At a later time, the researches
were oriented towards the exploitation of comparable corpora. With comparable cor-
pora are sets of text collections which cover roughly the same subject area in different
languages, but which are not translations of each other. Most of works in BLE task from
comparable corpora represent the standard approach [1–5] which is based on the con-
text vectors (CV). These vectors store a set of words which are for the neighbourhood
of the base word and share the same lexical context. The relation between a base word
and its context is called a co-occurrence relation.

Moreover, in text mining (TM) field, one of the main techniques generating knowl-
edge based on co-occurence relation is association rule (AR) extraction introduced in
[6]. These rules provide information on the inter-terms correlations.

For each domain, common language pairs and commercially important subject areas
such as medicine, specific dictionaries would be developed. Thus, we encode our intu-
ition into new approaches for extracting bilingual lexicons from specialized compara-
ble corpora. Our proposed approaches relies on enriched representations of the word,
c© Springer Nature Switzerland AG 2023
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especially those derived through Formal Concept Analysis (FCA) paradigm [7] and
some advanced TM methods. These methods are deployed to extract AR and extend
them to contextual meta-rule (MR). These later capture all the words related to AR
associated with the base word. This leads to a less sparse representation. Therefore, we
focus on how to compute similarities between AR and between MR using their specific
metrics, namely support and confidence. Finally, we compare extracted lexicons using
these two patterns with regard to that of the standard approach.

The article is organized as follows: in the Sect. 2, we present the standard approach,
their improvements and extended approaches to the task of BLE. Then, we describe,
in Sect. 3, our different models for the BLE based on CV, AR and MR. In Sect. 4, we
describe our combination strategies applicated for extracted lexicons. Section 5 will be
dedicated to the linguistic resources and evaluation results of extracted lexicons. The
Conclusion section wraps up the article and outlines future works.

2 Related Works to the BLE from Comparable Corpora

Most of the works of the state-of-the-art dealing with BLE task from comparable cor-
pora are based on the standard approach [1–5]. The approaches can be classified in three
families, as follows:

1. Standard Approach (SA): The main assumption of the SA states that words with a
similar meaning are likely to appear in similar context across languages. Therefore,
a word can be represented as a context vector (CV) in source or target language.
The dimensions of the source and target vectors are totally different, because each
of them is represented by words in a source language and words in a target language.
In order to enable the comparison of source and target CV, words in the source CV
are translated into the target language using an initial bilingual dictionary. The most
popular measure for comparison is the cosine measure, but other authors studied
other measures. Thus, we have a list of candidate translations for the base word
ranked according to their similarity scores.

2. Improvements of SA: Several contributions have been proposed to improve each
step of the SA. [8] combine the information provided by translations context with
transliterations1 and scientific compound words in target language. [9] suggest that
CV should be based on the most important contextually relevant words (in-domain
terms), and thus propose a method for filtering the noise of the CV. Some researchers
looked into adding additional linguistics resources by combining a general dictio-
nary with a specialized dictionary [10] or a multilingual thesaurus [11]. [12] present
two techniques for filtering the entries of the initial dictionary (POS-tagging crite-
ria and relative frequency ratio criteria). [4] introduce a word sense disambiguation
process that identifies the translations of polysemous words that are more likely to
give the best representation of CV in the target language.

3. Extensions of SA: Other approaches have been proposed for BLE that diverge from
the SA. In [11], the interlanguage similarity approach avoids the direct translation

1 Transliterations are words adapted from a source language to a target language, based on their
pronunciation.
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of the elements of the CV. The principle is to associate to each base word the clos-
est CV to terms in the initial dictionary by using a similarity measure. Other works
have used geometric approaches based on two spaces of vectors. The translation step
consists of transfering the vectors from the space of the source terms to space of the
target terms [13]. We also distinguish the syntactic approach, which is based on the
observation that a word and its translation tend to share the same syntactic depen-
dency relations [14]. [15] combine the contextual representation within a thematic
one. The assumption is that a term and its translation share thematic similarities.
Other work combine two representation of the context, namely a contextual repre-
sentation (by bag of words) and a syntactic representation (by syntactic dependency
relations) [16,17]. [5] introduce an intermediary step that consists of re-estimating
the observed word co-occurrence counts either by smoothing or by prediction tech-
niques. Many single terms are compositional (composed of roots and affixes) and
this information can be very useful to match translational pairs, especially for infre-
quent terms where distributional methods often fail. [18] present the compositional
approach based on a proposed bilingual morpheme extraction methods.

Our contribution introduced in this paper, can be seen as an extension of the SA
aims at using two new patterns except of context vectors. Our approaches differ from
other works in two ways: (1) The new patterns are used, according to our knowledge,
for the first time for the task of BLE from comparable corpora. These patterns are
based on FCA and some advanced TM methods known as association rules extraction.
Association rules are also extended to a mined new pattern named contextual meta-rules
which capture all the words related to AR associated with the base word. Comparing to
CV, MR leads to a less sparse representation. (2) As only one word representing a rule
is usually present in a given context, CV fail to integrate all the words related to a given
set of association rules. Therefore, it is easier to adapt our approaches to other language
pairs and without any condition about the size of the corpora. In addition, we compare
the SA using CV to BLE based on AR, BLE based on MR and their combinations.

3 Proposed Approaches

Our goal is to extract bilingual lexicons using two patterns AR and MR, providing
additional and implicit knowledge. The Fig. 1 depicts our proposed approaches: (1)
BLE based on AR, and (2) BLE based on MR, it consists in three major steps.

3.1 Formalisation and Definitions

After introducing some notations, we state the definitions of the concepts used in the
reminder of the paper. In this respect, Table 1 provides an overview of the notations
used in this and later sections.

In this paper, we use in TM field, the theoretical framework of FCA presented in [7].
First, we formalize an extraction context made up of documents and index terms, called
textual context.
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Fig. 1. Overview of our two approaches

Table 1. Summary of notations

Notation Description Notation Description

RS Set of AR in source language RT Set of AR in target language

MRS Set of MR in source language MRT Set of MR in target language

ARS AR in source language (ARS ∈ RS ) ART AR in target language (ART ∈ RT )

MRS MR in source language (MRS ∈ MRS ) MRT MR in target language (MRT ∈ MRT )

PS The premise part of ARS orMRS PT The premise part of ART or MRT

CS The conclusion part of ARS or MRS CT The conclusion part of ART or MRT

wS A word in source language (wS ∈ CS) wS
j A candidate translation of wS

Definition 1 (Textual Context). A textual context is a triplet T C = (D,V, I) such as:

– D = {d1, d2, . . . , dp} is a finite set of documents of the corpus.
– V = {w1, w2, . . . , wq} is a finite set of q distinct words of the corpus (i.e., vocabu-

lary of the corpus).
– I is a binary relation, i.e., I ⊂ D × V , which connects every document with the

words of the corpus which are associated with it.

Definition 2 (Association Rule Between Terms). An association rule (AR) binds two
termsets2, which respectively constitute its premise (T1) and conclusion (T2) parts [6].
Thus, an AR estimates the probability of having the terms of the conclusion (T2) in a
document, given that those of the premise (T1) are already there.

The advantage of the insight gained through AR is in the contextual nature of the
discovered inter-term correlations. Indeed, more than a simple assessment of pair-wise
term occurrences, an AR binds two sets of terms, which respectively constitute its
premise and conclusion parts.

Given a rule AR: T1 → T2, the support and confidence of AR are computed as
follows:

2 By analogy to the itemset terminology used in data mining for a set of items.
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Supp(AR) = Supp(T1 ∪ T2) (1) Conf(AR) =
Supp(T1 ∪ T2)

Supp(T1)
(2)

Definition 3 (Contextual Meta-Rule). A contextual meta-rule, denoted by MR, is an
implication of the form: MR : p ⇒ w1, w2, . . . , wk, such as, p ∈ V is the premise and
{w2, . . . , wk} ⊂ V is the conclusion.

The support of a MR, denoted by Supp(MR), is the number of documents d ∈ D
containing all words ∈ V ofMR. The support is the minimum of support values of AR
selected to construct theMR. The confidence of aMR, denoted by Conf(MR), is the
minimum of confidence values ofAR constituting theMR. The support and confidence
are formally defined as follows:

Supp(MR) = min
(ARi⊂MR)

Supp(ARi)

(3)

Conf(MR) = min
(ARi⊂MR)

Conf(ARi)

(4)

3.2 Extraction of Association Rules and Meta-Rules

In order to extract the most representative terms, a linguistic preprocessing is required
on the document collections. The textual context document-terms T C, is then built by
retaining only common nouns, proper nouns and verbs as well the vocabulary V . The
rationale for this focus is that nouns are the most informative grammatical categories
and are most likely to represent the content of documents [19]. A stoplist is used to
discard functional terms that are very common.

In order to extract AR, we adapted the CHARM-L algorithm [20] to consider any
given T C. The algorithm extracts all the frequent termsets as described in [20], with
respect to minimal and maximal support thresholds minsupp and maxsupp3. These
thresholds are experimentally set by considering the Zipf distribution of each col-
lection. The construction of a meta-rule, i.e., MR consists of grouping the AR hav-
ing a common label which is presented by the premise. A meta-rule helps to explain
finer relations between terms. Indeed, MR provides a global context for the terms that
appear together. New support and confidence values (Supp(MR) andConf(MR)) are
defined in Sect. 3.1.

3.3 Translation and Disambiguation of Association and Meta-Rules

In SA, dimensions of the source and target vectors are different from each other and
source CV have to be translated in target languages using an initial dictionary in order
that the dimensions agree [21]. The core of our approach, as the SA, is the initial dic-
tionary, it allows the translation of AR/MR of a candidate word and compare it to all
the target AR/MR to identify the correct translation according to a similarity measure.

For each ARS or MRS , for any source word wSi
∈ CS , we propose to associate a

weight f(PS , wSi
) to assess the relationship of wSi

with the premise PS . This relation
is already given by the confidence value (conditional probability) offered by the AR:

3 maxsupp means that the termset must occur at most this user-defined threshold.
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PS → wSi
. We propose to exploit this relation as a local context of each word wSi

∈
CS with PS . This generates the construction of the weight vector for each AR or MR
in source and target language. A weight vector

−→
VR for an AR or MR of the form PS →

wS1 , . . . , wSk
is defined as follows:−→

VR = (f(PS , wS1), . . . , f(PS , wSk
).

Let us note that each source word wSi
∈ CS is translated to the target language

using an initial dictionary. We consider all the translations proposed for a source word
by attributing for each the same score f as that of the source word. The word which
will have no translation will not be added to the translated AR or MR.

3.4 Similarity Evaluation

Each translated AR or MR is compared to the sets RT or MRT to filter the most sim-
ilar ones by using similarity measures. We adopt two methods for computing similarity
between AR and between MR respectively:

1. Context-Based Similarity (CBS): This method relies on vector representations of
word meaning. In SA, the word meanings are represented as vectors into a high
dimensional space. In our case, conclusion part of AR or MR are represented as a
vector with low dimension. We consider the most commonly used measure which is
the cosine [1,5] of the angle formed by two source and target vector:Cos(

−→
VS ,

−→
VT ) =−→

VS ·−→VT

|−→VS |·|−→VT |
.

The similarity between AR or MR is defined as follows:

Simcontext(ARS , ART ) = Cos(
−→
V ARS

,
−→
V ART

) (5)

Simcontext(MRS ,MRT ) =
Cos(

−→
V MRS

,
−→
V MRT

)
Conf(MRT )

(6)

Cos(
−→
V ARS

,
−→
V ART

) (respectively Cos(
−→
V MRS

,
−→
V MRT

)) are the cosine between
the weight vectors of ARS and ART (respectively MRS and MRT ).
Conf(MRT ) is the confidence value of the target meta-rule MRT , which leads to
show the importance of a MRT based on its confidence value with a MRS . We
exploit then the global context of a MR, namely the support and the confidence,
associated for each MRT .

2. Semantic-Based Similarity (SBS): Semantic measures can be reliable because they
are based on the judgments of human experts [22]. The semantic similarity between
words is assessed based on dictionaries or thesauri. Among the majority of existing
semantic similarity measures, WordNet lexical database [23] is used as the under-
lying resource to calculate semantic similarity. We distinguish six measures using
WordNet classified in two categories, namely: (1) Measures based on information
content (IC) denoted RESN [24], JCN [25], and LIN. (2) Measures based on path
length which simply count the distance between two words in the WordNet taxon-
omy denoted PATH [26], WUP [27] and LCH [28].
The intuition is to set for each source word wS , having several translations, the inter-
langual similarity Siminter(wS , CT ) of the most similar translation to the words of
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the target conclusion partCT . We compute the semantic similarity Simsem between
two AR or MR by taking the maximum of Siminter of each source word wS ∈ CS ,
The final formula for computing Simsem between two AR or MR is defined as
follows:

Simsem(ARS , ART ) = max
wS∈CS

Siminter(wS , CT ) (7)

Simsem(MRS ,MRT ) =
[max[wS∈CS

Siminter(wS , CT )]
Conf(MRT )

(8)

The advantage of similarity computing between meta-rules is the exploitation of
new values of support and confidence. The semantic similarity is weighted by a
score based on the confidence score of theMRT .

We give an example of AR and MR in source and target language: ARS : sein → traite-
ment (1048; 0.404946), . . . , sein → cancer (1747; 0.675039).
ART : breast → cancer (39276; 0.802353), breast → study (12922; 0.263978), breast
→ treatment (11339; 0.23164).
MRS : sein ⇒ cas, traitement, risque, cancer, étude, taux, (613 ; 0.236862).
MRT : breast ⇒ cancer, treatment, study, (11339; 0.23164).
The bilingual dictionary is applied on each source term of the conclusion part ofMRS .
The translated MR becomes: sein⇒ case instance, treatment treating therapy, riskiness
risk, cancer, rates rate,. We follow the two similarity calculation strategies between
each translated MR and MRT . For each source premise ‘sein’, a list of top-ranked
translation candidates are selected according to their highest similarities as follows:
sein: (breast, 2.3245), (aromatase, 2.1607), (chemotherapy, 2.0258), (study, 2.0060),
(recurrence, 1.9804), (age, 1.9695), (disease, 1.9591), etc.
To build the lexicon for each approach, we associate for each entry in the source lan-
guage from ARS (or from MRS) a number of top-ranked candidate translations in the
target language representing the premises parts of ART (orMRT ) and illustrate as fol-
lows:
sein breast, aromatase, chemotherapy, study, recurrence, age, disease, etc.

4 Experimental Validation

4.1 Corpora and Linguistic Resources

We evaluate our BLE approaches on a specialized comparable corpora. The Breast Can-
cer corpus is composed of documents collected from the Elsevier website4. The docu-
ments were taken from the medical domain within the sub-domain of “breast cancer”.
The same corpus was used in [5]. The documents have been selected and published
between 2001 and 2008 where the title or the keywords contain the term cancer du sein
in French and breast cancer in English. The collected documents counts 130 French
documents (about 530,000 words) and 1,640 English documents (about 7.4 million
words).

4 www.elsevier.com.

https://www.elsevier.com


Advanced TM for BLE 407

The translation is handled using the linguistic resource BabelNet5 [29] due to its
lexicographic and encyclopedic coverage of multilingual terms resulting from a map-
ping of the Wikipedia pages6 and WordNet, with other lexical semantic resources.

To evaluate the quality of our approaches regards to SA, we built a bilingual ref-
erence list. It should be noted that the evaluation of terminology extraction using spe-
cialized comparable corpora often relies on lists of a small size: 100 in [3], 125 and
79 in [4]. For Breast Cancer, we selected randomly 170 French words, corresponding
to source premises of MR, with their translations in English from the online dictionary
Word Reference7.

4.2 Evaluation

The rank of the correct translation can be considered as an important characteristic
when evaluating extracted lexicons. This characteristic is taken into account only by
measuring the mean average precision (MAP) defined in [5]. Let n is the number of
terms of the reference list,N is the length of candidates translation and ri is the rank of
the correct candidate translation i. If the correct translation does not appear in the top
N candidates, 1

ri
is set to 0. The MAP is defined as follows:

MAP =
1
n

N∑

i=1

1
ri

(9)

Figure 2 shows the different precision values obtained for the standard approach
(SACV ), BLE based on Meta-rules (LMR) and BLE based on association rules (LAR).
We vary the length of candidate list N from 20 to 500. The low scores obtained for
the top 20 candidates are explained that unlike previous work, we do not limit our-
selves to very frequent words for evaluation. This is ensured by the step of associa-
tion rules extraction by setting minimum thresholds of support and confidence. LMR

significantly outperforms LAR and SACV approaches. Indeed, the overall precision
of the LMR and LAR approaches increases for large lengths of candidates list as

Fig. 2. Precision of SACV , LMR and LAR for Breast Cancer (FR-EN)

5 babelnet.org.
6 http://www.wikipedia.org.
7 http://wordreference.com.

http://babelnet.org/
http://www.wikipedia.org
http://wordreference.com


408 S. Belhaj Rhouma et al.

N = 200, 300, 400, and 500. We can see in Fig. 2 that the performance increases by
increasingN . This can be explained by the fact that the probability of obtaining correct
translations increases with the candidate list growth. While after N = 150, perfor-
mance remains almost constant. In the experiments below, we set N = 200. We note
that TopN means that the correct translations of a given word is present in the first N
candidates.

4.3 Results and Discussion

Table 2.MAP at Top200 with different semantic-based similarity measures

JCN LIN RESN PATH WUP LCH

LMR 0.3503 0.3988 0.3555 0.3895 0.4039 0.3535

LAR 0.2081 0.3836 0.1975 0.2531 0.3885 0.2222

The experients for similarity evaluation adoprt two methods for computing similari-
ties as presented in Sect. 3.4. The semantic-based similarity method is performed with
respect to the six semantic similarity measures described above. Table 2 displays the
obtained results measured in terms of MAP at Top200 for scenarios LMR and LAR

by varying semantic similarity measures. From these results, we notice that the over-
all MAP is improved with WUP measure regards to other measures. This increase is
important and shows that the similarity between a base word and its candidate transla-
tions relies on more information. This information is valuable with semantic measures
based on a lexical database.

Table 3. MAP improvement achieved with all scenarios for Breast Cancer. The symbols † indi-
cates statistically significant improvement over the best run in bold, p − value < 0.05

SACV (Baseline) LMR LAR LCV +MR LCV +AR LCV +MR+AR

CBS 0.383 0.4576† 0.4061 0.4768† 0.4309 0.5101†

SBS - 0.4039 0.3985 0.4527 0.4054 0.4866

Table 3 shows obtained results in terms of MAP. We interpret that our approach
based on meta-rules LMR were improve significantly for the three corpora compared to
SACV . This can be explained by the noisy nature of the context vectors with respect to
the filtered meta-rules by setting thresholds of support and confidence for their con-
struction. The LMR is better in terms of MAP compared to LAR, and this can be
explained by the fact that the rank of the correct translations found for the lexicon based
on MR is more important than the correct translations found for the lexicon based on
AR. Moreover, the extracted lexicon have a significant improvement with MR deploy-
ing Context-based Similarity (CBS) than those deploying Semantic-based Similarity
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(SBS) methods. We demonstrate that approaches which combines CV with MR and
AR (LCV+MR and LCV+AR) were improved significantly more than LMR and LAR.
Besides, approches which integrates MR, AR and CV (LCV+MR+AR) gives the highly
significant difference (p < 0.01) for Breast Cancer (with a p equal to 0.0059. This can
be explained by the fact that the vocabulary used in the breast cancer field is specific
and less ambiguous. The obtained results for LMR in term of MAP (45.19%) are better
than comparable results reported in [5] (42.3% which is the best MAP assessed for the
unbalanced version of the corpus) and those reported in [30] (42.4% for the weighted
combinaison).

5 Conclusion and Perspectives

We introduced new approaches for bilingual lexicon extraction considered as aas an
extension of the SA aims at using two new patterns except of context vectors. These
patterns are represented by association rules and meta-rules which are extracted based
on FCA and some advanced TM methods. We evaluated our approaches on a spe-
cialized comparable corpora from the medical domain. More precisely, our different
experiments show that using a specialized comparable corpus always improves signifi-
cantly the quality of extracted lexicons in term of MAP. Moreover, similarity evaluation
between meta-rules deploying Context-based Similarity gives the best MAP than those
deploying Semantic-based Similarity measures. The results showed that the lexicon
based on MR provide a solution for noisy problem, bearing in mind that the contexts are
generally limited to few words around the base word, encountered with context vectors.
Furthermore, the quality of extracted lexicons combining context vectors, association
rules and meta-rules is highly significant. As future work, we first plan to improve the
quality of the extracted lexicons. Secondly, we propose a CLIR model based on the
extracted lexicons.
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tir de corpus comparables. In: Véronis, J. (ed.) Lexicometrica, Alignement lexical dans les
corpus multilingues, pp. 1–22 (2002)

12. Hazem, A., Morin, E.: Adaptive dictionary for bilingual lexicon extraction from comparable
corpora. In: Chair, N.C.C., et al. (eds.) Proceedings of the Eight International Conference
on Language Resources and Evaluation (LREC 2012), Istanbul, Turkey. European Language
Resources Association (ELRA), May 2012

13. Gaussier, E., Renders, J.M., Matveeva, I., Goutte, C., Déjean, H.: A geometric view on bilin-
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Abstract. Yelp is one of themost popular international web resources about prod-
ucts and services that provide users with useful information on local businesses
and helps the business owners to make their business more attractive for the users.
The Yelp dataset consists of attributes for describing the business, reviews in free
text form and numeric star ratings out of 5. The utility of such a dataset has pro-
voked dozens of publications related to classifiers of ratings, which used various
smart tools of opinionmining.Unlike them, in this paperwe propose to use simpler
approaches, namely: (a) selection of descriptors based on term specificity, and (b)
formation of classifiers with these descriptors based on inductive modeling. The
latter is implemented by the well-known tool GMDH Shell, where GMDH stands
for Group Method of Data Handling. This method allows us to build models with
high noise immunity. We compare 96 prediction models with identified descrip-
tors by combining various variants: (i) preprocessing with data transformation and
balancing classes, (ii) algorithms of classification; and (iii) post processing with
ensembling. Instead of the typical 5- star classification we consider combined
classes reflecting a more practical view on purchase of goods or development of
business. The experiments refer to the most popular categories of business: restau-
rants and shopping. To evaluate the quality of classifiers we consider the results of
predecessors, and we also introduce the so-called defensible accuracy. With this
comparison the results presented in the paper prove to be promising.

Keywords: Yelp · GMDH · GMDH shell · Text mining · Opinion mining

1 Introduction

1.1 Motivation

Our motivation for undertaking this research is to answer several questions, namely:
why does the study of forums like Amazon, Epinions and Yelp prove to be important
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for business development? Why do owners of business take into account these forums?
Why do users prefer to post their notes about products and services?

Numerous studies (see, e.g. [6]) clearly show that forums have a significant impact
on consumer purchase decisions as well as on business revenues. The same studies also
show that there are no direct relations between a given review and a given star rating.
So, one needs to generalize the existing information using dozens or even hundreds of
reviews concerning a given business or similar businesses. Obviously, this procedure is
time consuming and it needs application of effective computer tools.

Many small business owners are motivated to start their own business not only
because they want to have any material benefits, but also because they want to change
their way of life, as well as other personal factors. The study [40] shows that non-
financial objectives can lead to alternative measures of success, especially in the small
business sector. This trend is based on the fact that all financial characteristics indirectly
imply that a company would like to grow and to increase their capital. However, some
companies are not interested in growth and it means that financial indicators such as
profit are not their main and the only motivation. Therefore here business owners have
other non-financial criteria to measure their success. One of such factors is the personal
satisfaction of these business owners. The personal satisfaction and achievements along
with the pride for work and a free way of life are often valued higher thanmaterial goods.

Here we can ask a question about the other opportunities to know client opinions.
For example, these companies could use their own sites. This situation was studied in
[14] with the following conclusions: socially-oriented sites are considered trustworthy,
and the opinions presented in these sites are considered impartial. The effect of trust
in socially-oriented sites has a strong influence on the involvement of users to on-line
activities, while non-social sites do not have a significant impact.

Users also have strong motivation to communicate their opinions on the sites related
to products and services. We could mention here the following motives [10]: a) a con-
sumer wants to contribute to a community by posting his/her own review and comments
on products and services being interesting to other members of the community; b) a
consumer feels satisfaction when other participants of a given Internet platform approve
his/her contribution (such a feedback can be formal from platform operators or informal
from other users); c) a consumer has a complaint against a certain company, and the
Internet platform facilitates the presentation of complaints (it is possible if there is a
third party - the moderator of the system, which communicates with the company on
behalf of the client).

1.2 Related Work

Opinion mining Yelp dataset
The Yelp dataset [40] contains information about approximately 1 million businesses.
Each business is described: a) formally by means of its attributes reflecting its location
and functionality; and b) informally on the basis of reviews and star assessments. This
dataset is used in numerous applications concerning business of products and services.
We consider only those related to text processing.
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The Yelp dataset contains many omitted and noisy data. For these cases, the authors
of [9] propose a generic approach to factorization of data that jointly models relations in
the Yelp database. Here ‘data’ and ‘relations’ mean reviews, attributes, and categories
of business. Having revealed a set of factors that are shared across existing data the
model is able to reflect the information about other relations. The paper also presents
joint visualizations of factors being built on terms, attributes and categories and shows
some dependencies between them that are not directly observed in the data.

The authors of [26] also deal with hidden factors but in this case, they reveal them in
the framework of the problem of personalization. The authors build hidden factors and
join them to hidden topics, which are revealed using LDA (Latent Dirichlet Analysis).
This approach allows yields: a) easy interpretable textual labels for latent rating dimen-
sions, which helps to ‘justify’ ratings with text; and b) discovered topics that can be used
to facilitate solutions to other problems related to automated genre determination, and
to identify useful and representative reviews. The examples refer to Amazon and Yelp
collections.

Traditional topic modeling lacks methods of incorporating star ratings or semantic
analysis in the generative process. The author of [21] proposes a modified LDA, in
which term distributions of topics are conditional on star ratings. It is easy to see that
such an approach reflects personalization of solutions. The author shows that where
one examines topic mixture in documents then this approach produces clearer and more
semantically-oriented topics than those of traditional LDA. The experiments use the
Yelp dataset [41].

The paper [22] refers to the problem of text annotation. The authors propose a
new method for extracting quality phrases from text corpora integrated with phrasal
segmentation. This method requires only limited training but the quality of generated
phrases proves to be close to human judgment. Themethod is scalable: both computation
time and required space grow linearly as the corpus size increases. The experiments are
performed on Academia and Yelp collections.

Yelp restaurant reviews is the subject of consideration in [11]. The authors use on-
line LDA to discover latent subtopics on the basis of a large amount of reviews with high
dimensionality. These subtopics can provide meaningful insights to restaurants about
the needs of customers in order to increase their Yelp ratings, which directly affects the
revenue of restaurant owners. The paper shows the breakdown of hidden topics over all
reviews, predicts stars per hidden topics discovered, and extends our findings to that of
temporal information regarding restaurants peak hours.

The authors of the paper [4] attack the problem of predicting a user’s star rating
from two parts: a) extraction of the best set of features from given texts, and b) choice of
the best machine learning algorithm. The former uses 4 feature extraction methods: (i)
unigrams, (ii) bigrams, (iii) trigrams, and (iv) latent semantic indexing. The latter uses
4 machine learning algorithms: (i) logistic regression, (ii) Naive Bayes classification,
(iii) perceptrons, and (iv) linear Support Vector Classification. Taken together these
variants form 16 models for predicting the ratings from reviews. The authors analyze
the performance of each of these models on Yelp dataset and propose the best one.
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This publication gives a good baseline for those who deal with various problems of
classifications on Yelp dataset.

Classification of texts with GMDH
GMDH (Group Method of Data Handling) is a method of machine learning, which
allows us to build models of optimal complexity from a given class of models to describe
experimental data [8, 27, 34]. Due to its universality the polynomials of many variables
prove to be the most popular class in many applications. In particular, this class is used
in the well-known tool GMDH Shell [31] and also in the majority of tools presented
in [32]. Hereinafter we consider only GMDH applications related to classification of
textual data.

The paper [2] demonstrates the application of the GMDH based technique for build-
ing empirical formula to evaluate politeness, satisfaction and competence reflecting in
dialogs betweenpassengers andDirectory Inquiries of a railway station inBarcelona. The
formulae contain sets of linguistic indicators preliminary assigned by experts separately
for each mentioned problems (politeness, satisfaction and competence).

In [3], the authors present the results of building opinion classifiers for Peruvian
Facebook, where users discuss the quality of various products and services. The authors
use a) linguistic indicators prepared by experts, which automatically form two variables
that determine the contribution of positive and negative units, and b) GMDH Shell tool
[31] for the selection of an optimalmodel in the class of polynomial models including the
mentioned variables. Each formula reflects the contribution of positive/negative units in
a text. The total accuracy reached in the experiments significantly improved the results
obtained by other researchers.

The paper [16] demonstrates the possibility of building a classifier of primarymedical
records using GMDH Shell. The linguistic indicators are extracted from training data
sets related to six stomach diseases. The accuracy of results on a real corpus of medical
documents proved to be close to 100%. Such a result essentially exceeded the results of
other methods, which had been used on the same data set.

In the paper [18], one builds classifiers of texts reflecting opinions of currencymarket
analysts about euro/dollar rate. The classifiers use various combinations of classes:
growth, fall, constancy, not-growth, not-fall. The process includes term selection based
on criterion of term specificity and model selection using the technique of inductive
modeling. The latter is implemented with the GMDH Shell tool mentioned above. The
experiments evaluate quality of classifiers and their sensibility to term list. This work
has an essential practical orientation.

Authors of the paper [1] test different classifiers from GMDH Shell on small and
noisy samples of texts from the popular health-related forum Askapatient. The results
show that in dealing with such datasets, GMDH Shell is superior to other well-known
methods of machine learning from scikit learn library including neural network LSTM.

1.3 Problem Setting

The review presented above defines the contents of the paper: we study possibilities to
predict star rating using less smart and more interpretable methods. To select terms we
use the procedure based on criteria of term specificity. Such a criterion compares the
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relative frequency of term occurrence in a given corpus and in some standard corpus.
To build the model itself we use the Group Method of Data Handling (GMDH). This
method (it is better to say ‘technology’) evaluates step by step models of a given class
from the simplest ones to the more complex ones to provide the best noise immunity.
Neither criterion of term specificity nor GMDH have been used before in the problem
under consideration.

Unlike the typical 5 star rating for 5 categories of successweconsider classificationon
2 classes and 3 classes; each of them is a certain combination of several star categories.
These classifications are easily interpretable and allow to take into account extreme
classes and relatively successful classes.

We test the values of the mentioned criterion of specificity and select a compromise
between the limited and redundant term lists. Here we take into account that the less
informative terms will be then automatically filtered by GMDH. To build the best model
we combine different options of preprocessing and post processing, and also test several
methods of classification. The best model is selected separately for grouping on 2 classes
and 3 classes. Totally we deal with 120 variants. Term selection and all procedures of
classification are completed by the program LexisTerm [23] and the package GMDH
Shell [31].

To evaluate the results of experiments we take into account not only the results of
previous research, but also the so-called defensible accuracy. We introduce this notion
to take into account the coincidence of expert opinions concerning star rating. Natu-
rally, if experts have different opinions then we should not try to reach the accuracy of
100%. Unfortunately, this circumstance is not taken into account in applied research
with subjective human opinions.

In the experiments we use two datasets of 1000 objects each taken from the Yelp
resource [41]. The first one is related to restaurants and the second one is related to
shopping. Restaurants and shopping are the most popular topics on Yelp. These two
samples are the representative ones from the point of view of object distribution between
different star categories.

The paper is organized as follows. Section 2 describes linguistic resources. Section 3
introduces classifications used in the research. Section 4 presents the technique of
modeling. Section 5 contains the results of experiments. Section 6 concludes the paper.

2 Data Description

2.1 Representativity of Samples

The Yelp dataset contains approximately 4 million reviews about activity of 0.1 million
companies. These companies reflect about 1,000 types of business. The general charac-
teristics of Yelp dataset presented in Table 1 relate to the 5 most numerically popular
business categories [4]. It should be noted that some reviews reflect opinion about several
aspects of the same business simultaneously (e.g. shopping and food). For this reason
the total % of reviews exceeds 100% of these 5 business categories.
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Table 1. Distributions of companies and reviews [%].

No Categories Companies Reviews

1 Restaurants 34 68

2 Shopping 15 6

3 Food 12 13

4 Home services 12 10

5 Beauty 8 4

In the experiments we consider reviews related to restaurants and shopping as they
are themost popular. The selection of 1,000 documents was completed by a randomway.
To test the representativity of the selected data we compared the star distributions for
the category Restaurants based on Yelp [4] with our sample. The results are presented in
Table 2. One can see the closeness of both distributions, so our sample can be assumed
to be representative.

Table 2. Star distributions [%].

Dataset 5* 4* 3* 2* 1*

Yelp (restaurants) 33 33 16 10 8

Sample (restaurants) 27 34 19 10 10

Sample (shopping) 34 28 13 9 16

We have no data concerning the star distribution for the category Shopping based
on Yelp. To avoid this difficulty we compare the star distributions for restaurants and
shopping on our samples. These distributions are expected to be similar due to the
similar needs of users with respect to these services. Table 2 shows the closeness of
these distributions and this circumstance can be an indirect proof that the sample for the
category Shopping can be also assumed to be a representative sample.

2.2 Term Selection

Two approaches to term selection
The review-based rating prediction is a problem of sentiment analysis, which relies on
different descriptors extracted from a given text/corpus. By ‘descriptor’, we mean a term
or term combination, whose frequencies are used in predicting a model. There are two
different approaches used for descriptor selection: lexical (lexicon-based) approach [39]
and machine learning approach [29].

The lexical approach is based on semantic orientation (SO) lexicons (words with
their semantic orientation) and calculates an overall sentiment by aggregating the val-
ues of those words presented in a text or a sentence. The classical example of lexical
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approach is the tool SO-Calc widely used in many applications. Its vocabularies contain
approximately 5,500 terms distributed between 4 vocabularies (nouns, verbs, adverbs,
and adjectives together with intensifiers) [38]. The integer SO value assigned to each
term varies between -5 and 5 and the sum of these values determines the polarity of
opinion of a document under consideration. The SO-Calc vocabulary was tested in [15]
using various scales of SO: between -3 and 3, between -2 and 2, and the binary one {-
1,1}. With the binary scale the authors reached accuracy 0.78 vs 0.83 with the SO-Calc
vocabulary. It means that it is not necessary to use too fine-grained scales.

The machine learning approach uses collections of labeled texts as training data in
order to build automated classifiers. The machine learning approach is presented in the
well-known comprehensive survey [30]. The majority of cases presented in this survey
concern binary classification. The authors workingwith rating prediction usemore smart
ways. For example, in [20] one builds a vocabulary of sentiments using term strengthwith
respect to each of 5 classes. The term strength is determined by the relative frequencies
of term occurrence in these classes. Then this vocabulary is used in collaborative filtering
algorithms.

Criterion of term specificity
In our work we use a combined approach consisting of two phases. Initially we build a
domain-oriented lexicon using criterion of term specificity.Obviously this phase refers to
a lexical approach. Then we select the most informative terms in the process of inductive
modeling. The latter is one of the technologies of machine learning.

By ‘Term Specificity’ with respect to a given corpus we mean a factor K ≥ 1,
which shows how much term frequency in the corpus fC(w) exceeds its frequency in
any standard corpus fL(w): K = fC(w) / fL(w). In our work we use the General Lexis
of English that reflects term frequencies in the British National Corpus. This lexis is
available online [17]. It is easy to see that the higher K is, the less number of terms is
selected. The experience shows that in all cases when K ≥ 3 then both stop words and
almost all general lexis are eliminated. So, users may not think about this kind of words.

We built lists of terms for K= 2,5,10,20,50 separately for the categories Restaurants
and Shopping, in total 8 lists. Then the clearly unuseful words were removed from each
list. We used here the logarithmic step for variation of K to obtain essential changes
in these lists. It was found that: when K = 2 the lists included many insignificant
terms, when K > 5 we lost many useful terms. So, we took the threshold K = 5 as
the compromise. Table 3 shows the sizes of some lists after and before correction (in
parenthesis). All examples are presented as stems. One can see that when the factor K
changes on logarithmic scale the size of lists changes in lineal (almost lineal) scale. It is
typical for different domain-oriented corpus of documents.

Table 3. Sizes of lexicons.

Dataset K = 5 K = 10 K = 20 Examples (stems)

Restaurants 120 (142) 68 (70) 33 (33) Amaz beef bowl cool …

Shopping 127 (160) 41 (46) 17 (18) Amaz bike brand dress …
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The criterion of term specificity is realized in the program LexisTerm, which is
described in detail in [23]. This program was used in our projects in Peru, Spain, and
Russia [3, 16, 18]. We also used it in this research.

It should be noted that the criterion of term specificity proves to be very useful not
only for analysis of Yelp reviews. It can be also useful for many other applications, where
topic-oriented vocabularies are necessary for numerical presentation of documents. The
typical way for building such vocabularies with the mentioned criterion consists of
standard steps:

1. Experts in a given area present a representative set of documents related to this area.
Speaking of the total volume of documents (number of their words) one should take
into account one remarkable regularity, namely: the number of new terms increases
in arithmetic progression, when the total number of terms increases in geometric
progression. This lexical regularity is firstly described in [37].

2. A computer linguist builds a topic oriented vocabulary using the criterion of term
specificity. He/she has the possibility to manage the depth of topic presentation
by changing the factor K. Therefore we have here the scalable method of topic
presentation.

By the way if one knows in advance the approximate number of subtopics in the
framework of a given topic (from… to …) then it is possible to build vocabularies
for these subtopics simultaneously with the vocabulary for the whole topic. For this it
is necessary to use the criterion of term specificity and technique of clustering. This
method is described in [25].

2.3 Parameterized Documents

1,000 documents of the category Restaurants and 1,000 documents of the category
Shopping mentioned above are presented in vectorial form in the space of selected
terms. Therefore we have two matrices document-term containing term frequencies.
The characteristics of matrices are shown in Table 4. Here: ‘Dimension’ reflects the
number of documents and terms, ‘Max freq.’ is equal to the maximum number of term
occurrences, ‘Zero %%’ shows the percent of zero values in matrices. The other data is
the number of documents having a given rank. Obviously, the values 1* and 5* mean
the worst and the best points.

Table 4. Characteristics of matrices.

Dataset Dimension Max freq Zero %% No. 5* No. 4* No. 3* No. 2* No. 1*

Restaurants 1000 x 120 18 90 267 344 193 97 99

Shopping 1000 x 127 14 97 346 276 133 88 157



420 M. Alexandrov et al.

We also measured the completeness of document images, that is the number of key-
terms the images include. The results are presented in Table 5. Here: ‘Aver. Number’ is
the average number of terms in documents of a corpus under consideration.

Table 5. Number of key-terms in documents.

Dataset Min number Max number Aver. Number

Restaurants 1 91 15.6

Shopping 1 69 9.9

These tables show that the matrices are very sparse that worsens the results of classi-
fication. For this reason in our next research we plan to enrich the lists of terms with the
most significant 2-g and 3-g of letters. For selection of these k-grams the same criterion
of term specificity is supposed to be used.

3 Classifications and Its Quality

3.1 Combined Classes

The assessment of a business in Yelp-reviews is evaluated by means of ‘stars’. They
reflect rank classification from1* to 5*. For this reason the quality of automatic classifiers
in publications is also evaluated on this scale (see, for example [3, 8]). On the other hand,
such a 5-class scale seems to be too detailed for real applications, when it is necessary
only to say whether a given business is successful/unsuccessful or whether this business
is extreme/satisfactory. For this reason, in this paper we use combined classes that are
better oriented on practical situations. The corresponding classifications are presented
in Table 6 using the 5-class scale.

Table 6. Combined classes.

Contents Success of companies Class 1 Class 2 Class 3

2 classes Unsuccessful, others 1*, 2* 3*, 4*, 5*

3 classes Failed, satisfactory, excellent 1* 2*, 3*, 4* 5*

With the data from Tables 4 and 6, we can calculate new distributions of documents
between combined classes. They are presented in Tables 7 and 8. It is easy to see that
the distribution between combined classes proves to be essentially more unbalanced in
comparison with the distribution between initial star-classes. So, we carefully tested the
option of balancing classes in the process of modeling (see Sect. 5).

The proposed classification on 2 combined classes may be useful when one needs
to avoid unsuccessful purchase or unsuccessful development of his/her business. The
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Table 7. Distribution of documents on 2 combined classes (unsuccessful-other).

Dataset Class 1 (1*,2*) Class 2 (3*,4*,5*)

Restaurants 196 (20%) 804 (80%)

Shopping 245 (25%) 755 (75%)

Table 8. Distribution of documents on 3 combined classes (failed-satisfactory-excellent).

Dataset Class 1 (1*) Class 2 (2*,3*,4*) Class 3 (5*)

Restaurants 99 (10%) 634 (63%) 267 (27%)

Shopping 157 (16%) 497 (50%) 346 (34%)

proposed classification on 3 combined classes may be useful when we are ready to
purchase something with satisfactory quality or to remain with a satisfactory level of
business having avoided the extreme situations.

3.2 Defensible Accuracy

In the paper we propose an approach for building classifiers related to Yelp-reviews.
These classifiers are tuned to the new classes more oriented on practical needs of cus-
tomers and businessmen. The question is how to evaluate the quality of classifiers and
how to evaluate their advantage?

The quality of classifiers can be assessed with the different measures described in the
well-knownbooks on InformationRetrieval [5, 24]. The typical approach is a comparison
of results of classification with a given Gold Standard (GS). The most popular measure
here is so-called group F-measure introduced in the paper [32]. This measure takes into
account the values of recall and precision for each class and the sizes of these classes.
In case of classification (unlike clustering) it can be written as follows:

F =
∑

i

(ni/N )max
j

(
Fij

)

Here: i = {1,2,…m} is the counter for classes in GS; j = {1,2,…k} is the counter
for classified groups (clusters); m is the number of classes; k is the number of groups
(clusters); niis the number of documents in class i; N is the total number of documents;
Fij is a partial F-measure for group j with respect to class i.

The other well-known measure is so-called A-measure, that is accuracy. It is a very
simple and essentially less smart measure than F-measure. Usually accuracy takes into
account the relative number of successful cases of classification independently of classes:

A = n/N

Our past experience shows that both measures are approximately equal when we
deal with hundreds or even dozens of objects and a small number of classes. So, we use
A-measure having in view this circumstance.
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To evaluate the advantage of the proposed classifiers we should compare our results
with the others obtained before us. But here we meet the principal difficulty: our clas-
sifiers use combined classes described above but all our predecessors dealt with the
5-star classification. In order to cover such a problem we introduce so-called defensible
accuracy, which shows the upper level of accuracy to be reached by the method under
consideration. The fact is we consider opinions taken from social networks. The authors
of blogs and posts from social networks are only users but not experts in the area. So,
their opinions can’t be accepted as the final truth. Moreover even experts in the area
often have different opinions concerning the same subject or event although the differ-
ence between their opinions has less variation. Therefore, when we want to assess any
classifiers for social networking then we need to take into account this uncertainty.

To evaluate the defensible accuracy we need:

1. To assess the same set of reviews by several experts
2. To assess the concordance between experts.

The relative number of fully coincident assessments just defines the defensible accu-
racy. Such a term means that any accuracy higher than the defensible accuracy has no
sense because experts have different opinions with respect to a given object or event. In
our case these objects or events are given reviews.

The concordance of an expert’s opinions means the consistency of a given group
of experts. If this group is not concordant then the obtained defensible accuracy is
unreliable.

For the experiments we selected 50 reviews of the category Restaurants and 50
reviews of the category Shopping. The star distribution in each mini datasets corre-
sponded to star distribution in the entire dataset of 1,000 reviews reflected in Table 4.
These reviewswere additionally evaluated by two expertswith nativeEnglish (co-authors
of the paper). As an example of data processing we show assessments concerning cate-
gory Restaurants in Table 9. Here: ‘Yelp’ is rating according Yelp dataset, ‘Exp1’ and
‘Exp2’ are ratings of two experts mentioned above, ‘Class’ is combined class according
2-class grouping, ‘Equality: Rating / Class’ reflects the coincidence of opinions about
rating and class among the experts. Class A is equal {3*,4*,5*}, class B is equal {1*,2*}
Coincidence is marked by ‘1’ in case of full coincidence and ‘0’ in other cases.

To calculate the coincidence of expert opinions we used 20 reviews from the men-
tioned 50 reviews for the work with 2 classes, and the other 30 reviews for the work
with 3 classes. The results are presented in Table 10. The data from this Table can be
considered as the upper level of the defensible accuracy.

To check the concordance of experts we applied the criterion of Kendall that is the
criterion of rank correlation. Table 11 contains the values of this criterion. The 5%-
threshold related to Kendall criterion is equal T = 0.32 for 20 reviews and T = 0.25 for
30 reviews. Because all values exceed these thresholds then Yelp-expert, Expert-1 and
Expert-2 belong to the one coordinated group of experts, which we can trust to.

Here: ‘Exp’ stands for Experts and ‘cl’ stands for classes.
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Table 9. Assessments for documents concerning restaurants (examples).

Examples of documents Yelp/ Class Exp1/ Class Exp2 / Class Equality:
Rating/ Class

Good selection of different poutines
but otherwise nothing special. Fries
weren’t the greatest and couldn’t
taste the pepper sauce. Plus is that
it’s open 24h for those times when
you got the munchies post bar
hopping

2/B 2/B 2/B 1/1

It’s an always open creative greasy
spoon, popular with after hours
crowds who are jonesing for late
night eats. There aren’t many 24/7
places, and this one is a Montreal
staple. Personally, I’d rather eat a
bag of Doritos

2/B 1/B 3/A 0/0

Food was by far the worst tasting
Mexican ‘food’ I’ve ever had. The
chips and salsa were flavorless and
my burrito had noodles in it! Topped
off by the fact that I immediately got
sick after eating the vegetarian
burrito. I would not recommend this
establishment. I can’t believe they’re
still open for business

1/B 1/B 1/B 1/1

Table 10. Coincidence of expert opinions (3 experts).

Category 2 classes 3 classes 5 classes

Restaurants 95% 83% 68%

Shopping 97% 85% 64%

Table 11. Values of Kendall coefficient of concordance.

Category Exp 1–2
(2 cl.)

Exp 1–3
(2 cl)

Exp 2–3
(2 cl.)

Exp 1–2
(3 cl.)

Exp 1–3
(3 cl.)

Exp 2–3
(3 cl.)

Restaurants 1.00 0.99 0.99 0.92 0.88 0.96

Shopping 1.00 1.00 1.00 0.95 0.93 0.93
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4 Method and Tools

4.1 Group Method of Data Handling (GMDH)

To build classifiers we use the technique of inductive modeling presented by the Group
Method of Data Handling (GMDH), developed by the remarkable Ukrainian scientist
O. Ivakhnenko. His first International publications related to GMDH appeared in the
1970s [12, 13], but in spite of the long history of GMDH it is still not well-known to
researchers. So, we give here a brief description of GMDH:

1. An expert defines a sequence of models, from the simplest to more complex ones.
2. Experimental data are divided into two datasets: training data and control data
3. For a given kind of model, the best parameters are determined with training data

using any internal criterion
4. This model is tested on control data using external criteria
5. The external criteria (or the most important one) are checked on having reached a

stable optimum. In this case the search is finished. Otherwise, a more complexmodel
is considered and the process is repeated from step 3.

Naturally, this description is a basic onewithout details about a partition of the dataset
on subsets, or a process of search, or criteria. For example, often the dataset is divided
on three datasets: training data, control data, and exam data. The latter is used for testing
quality of selected models having in view that control data is only the filter for model
selection. Besides, sometimes the search is organized in two directions simultaneously:
from the simplest model to more complex ones and from the most complex model to the
simpler ones, and so on. These details are reflected in [7]. The full survey concerning
the history and perspectives of GMDH is published in [34]. The theoretical basis for the
GMDH approach is presented in [35].

The typical form of model presentation is the polynomial one:

y = a0 +
∑

aixi +
∑

bijxixj +
∑

cijk xixjxk + . . .

Here: y is a dependent variable, xi are independent variables, a,b,c are coefficients to be
determined. We can use both positive and negative power functions xm, where m < 0,
or m > 0. If we consider the process on half-infinite or infinite intervals then instead of
presented polynomials we may use the systems of classical orthogonal polynomials of
Laguerre and Hermite respectively.

GMDH selects models of optimal complexity in the framework of a given class
of models and it is the principal property of GMDH technique. By ‘complexity’ we
mean the number of parameters for model description. Optimal complexity provides the
best noise immunity of models: when noise increases the model automatically becomes
simpler and vice versa. Such an effect is considered in [35].

One can find the full information about GMDH development and applications in
[32].
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4.2 GMDH Shell

GMDH Shell (GMDH-S) is a well-known tool for the following applications:

– time series prognosis (extrapolation),
– function presentation (approximation),
– object classification

Including extended possibilities for visualization of results [30]. GMDH-S employs
the technique of GMDH. At present GMDH-Shell includes 2 classical algorithms with
their modifications:

– Combinatorial GMDH,
– GMDH-type neural networks.

In our research we use the classification option. For this GMDH-Shell uses the One-
vs-All method [28, 36], which reduces multiclass classification to binary classification.
Each binary classifier is presented here in the form of an equation of dividing surface.
Inductive modeling just allows us to find the equation of optimal complexity in n-
dimensional space of linguistic variables which we discussed above in Sect. 2.3.

One can download the trial version of GMDH-Shell and test it using his/her own
data [31]. Universities have the possibility to purchase this product free of charge for
teaching purposes.

5 Experiments

5.1 Preprocessing, Tuning Models and Post-processing

For the experiments we used GMDH-S mentioned above. It includes the following
possibilities for preprocessing:

– data normalization to a given interval, e.g. [-1.0,1.0] or [0.0, 1.0];
– data transformation with various functions such as square root, cubic root or arctg to
suppress or to strengthen small and large values;

– balancing classes using copying for small classes.

In the process of modeling a user can do the following:

– to select one of GMDH-based algorithms,
– to limit the total model complexity,
– to assign the form of elements in polynomials,
– to define the external criterion.
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Speaking about post-processing we mean both various forms of visualization for
result presentation and the procedure of ensembling. The latter is averaging a set of the
best models selected by GMDH-Shell. The number of models to be averaged is assigned
by a user.

In the experimentsweusednormalization on [0.0, 1.0] and tested data transformation,
balancing and ensembling. The external criterion in model selection was 2-fold cross
validation. For tuning algorithms we used recommendations [19]. Taken together we
considered 96 options of modeling. Table 12 presents the number of variants for each
option.

Table 12. Number of variants for different options.

Transform Balancing Ensembling Algorithm Complexity Form

3 2 2 2 2 2

Here: Transformation = {without transformation, cubic function, arctg function};
Balancing= {without balancing, with balancing}; Ensembling= {without ensembling,
with ensembling}; Algorithm = {classical combinatorial, classical polynomial neural
network}; the contents of term ‘Complexity’ depends on the algorithms, it can be the
number of members in polynomial or the number of neurons in the model; Form =
{quasi-linear, quadratic}.

It is necessary to emphasize that we did not test various document presentations
in the experiments although such a presentation essentially affects results (sometimes
decisively).

5.2 Building Classifiers

The distribution of documents between classes for this category is presented in Tables 7
and 8. Therefore the baselines for A-measure are equal 80% for 2 classes and 63%
for 3 classes respectively for the category Restaurants, and 75% for 2 classes and 50%
for 3 classes respectively for the category Shopping. The first experiments shows that
a) balancing gives worse results than its absence; b) the neural network of GMDH-S
works essentially better than the classical combinatorial algorithm. The best options and
results are presented in Table 13. Here: NN stands for neural network, yes (Xm) means
the option of ensembing with X the best models (X is selected manually), 1000 is the
number of neurons.

The accuracies reached in the experiments are close or exceed those presented in
other publications related to opinion mining Yelp review. See, for example [4]. However
such a comparison is slightly incorrect because we consider classifications on 2 classes
and 3 classes instead of 5 classes. So, to evaluate the results we should take into account
other indicators such as defensible accuracy and baseline. With this point of view the
results can be assumed as the promising ones, but which should be improved using
extended lists of key-terms.
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Table 13. Results of modeling for the categories Restaurants and Shopping.

Options 2 classes
Restaurants

3 classes
Restaurants

2 classes
Shopping

3 classes
Shopping

Transformation Arctg Arctg No Cubic

Balancing No No No No

Ensembling Yes (18m) Yes (8m) Yes (6m) Yes (10m)

Algorithm NN NN NN NN

Complexity 1000 1000 1000 1000

Form Quadratic Quasi-lineal Quadratic Quadratic

Results 2 classes
Restaurants

3 classes
Restaurants

2 classes
Shopping

3 classes
Shopping

Accuracy 0.91 0,73 0.86 0,71

Defensible accuracy 0.95 0.83 0.97 0.85

Baseline 0.80 0,63 0.75 0,50

6 Conclusion

In the paper we propose the simple technique for classification of reviews from the
well-known Yelp dataset [41]. This technique is based on a) key-term selection using
term specificity, and b) construction of predictive models using inductive modeling with
GMDH. We consider classifications on 2 classes and 3 classes instead of 5 classes
related to 5-star rating. We suppose that in many cases these classifications, namely
{unsuccessful, others} and {worst, satisfactory, best}, will prove to be more useful for
practical applications. We introduce so-called defensible accuracy of results that takes
into account the variety of opinions of users with respect to the same materials of social
networks. We demonstrate a practical example how to calculate this indicator and we
postulate its value as a justified accuracy. We hope this approach will be useful for those
who deal with processing data from social networks.

For the experiments we use the well-known tool GMDH Shell and we tune its
parameters to build the best model. The results prove to be promising having in view
both the simplicity of the proposed technique and the mentioned defensible accuracy.

In the paper we did not test various forms of document presentation.We only applied
the way we successfully used many times in our projects. We intend to consider this
question in future experiments and we will try to maintain the simplicity of the proposed
technique.
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Abstract. Patterns of scientific collaboration and their effect on scien-
tific production have been the subject of many studies. In this paper
we analyze the nature of ties between co-authors and study collabora-
tion patterns in science from the perspective of semantic similarity of
authors who wrote a paper together and the strength of ties between
these authors (i.e. how much have they previously collaborated together).
These two views of scientific collaboration are used to analyze publi-
cations in the TrueImpactDataset [11], a new dataset containing two
types of publications – publications regarded as seminal and publications
regarded as literature reviews by field experts. We show there are distinct
differences between seminal publications and literature reviews in terms
of author similarity and the strength of ties between their authors. In par-
ticular, we find that seminal publications tend to be written by authors
who have previously worked on dissimilar problems (i.e. authors from
different fields or even disciplines), and by authors who are not frequent
collaborators. On the other hand, literature reviews in our dataset tend
to be the result of an established collaboration within a discipline. This
demonstrates that our method provides meaningful information about
potential future impacts of a publication which does not require citation
information.

Keywords: Collaboration networks · Publication impact · Text
mining · Semantic similarity · Semantometrics

1 Introduction

It has been shown scientific authorship is shifting from single-authored publi-
cations towards team production [23] and international collaboration [22]. Con-
sequently, many studies have focused on scientific collaboration networks [17],
patterns of scientific collaboration across disciplines [4], and how these patterns
affect scientific production and impact [9]. Many such studies have focused on
the concept of “bridges” – collaboration ties formed by authors from different
communities or fields which create bridges between these distinct communities
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or fields [8]. Within this area, it has been shown that newcomers in a group
of collaborators can increase the impact of the group [9], and that high impact
scientific production occurs when scientists create connections across otherwise
disconnected communities from different knowledge domains [14].

Existing works studying scientific collaboration networks have often focused
either on properties of the network or on topical information pertaining to the
nodes in the network. In this work we develop and test an approach which com-
bines both network and topical information about the nodes. In order to gain
insight into the types of collaboration between authors, we investigate the possi-
bility of utilizing semantic distance in co-authorship networks together with the
concept of research endogamy [16] – the tendency to collaborate with the same
authors or within a group of authors; and study how these types of collaboration
reflect scientific importance.

In contrast to previous studies combining topical and network information [6,
12], our approach is beneficial in that it does not require citation information or
a complete network, and can therefore be applied to newly published works. This
approach, which we have introduced in a previous publication [11], belongs to a
class of methods referred to as “semantometrics” [13]. In contrast to the existing
metrics such as bibliometrics, altmetrics or webometrics, which are based on
measuring the number of interactions in the scholarly network, semantometrics
build on the premise that full-text is needed to understand scholarly publication
networks and the value of publications.

The content of this paper is organized as follows. First, in Sect. 2, we discuss
previous work related to our research, and our motivation for utilizing research
endogamy and semantic distance of authors. In Sect. 3, we first define research
endogamy and author distance and present a classification of research publi-
cations created using these two measures. Next, in Sect. 3.1 we describe our
methodology and in Sect. 3.2 we describe the dataset used in our study.

2 Related Work

In this section, we review previous literature relevant to our study. First, we
discuss methods for measuring the strength of ties in academic social networks,
particularly research endogamy. Next, we briefly discuss methods for detecting
communities in scholarly networks.

2.1 Strength of Ties in Academic Social Networks

Academic social networks represent relationships among researchers. Uncover-
ing and studying patterns of academic social networks has been applied to many
problems ranging from identifying influential researchers [5] and ranking confer-
ences [19] to measuring research contribution [18] and the diffusion of innovation
[21]. One of the first studies focusing on the strength of ties in social networks [8]
introduced the concept “weak ties”, i.e. ties across rather than within different
communities or groups, and discussed the importance of these ties for diffusion
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processes. This has later been applied to studying academic social networks [4].
The tactic used to measure the strength of the tie between two individuals has
in this case been to measure the proportion of common ties shared by the two
individuals [8]. Other approaches used to measure the strength of ties have been
the frequency of contact [7], mutual acknowledgement of contact [4], or the like-
lihood of a tie re-appearing in the future [1]. [17] has proposed a measure of
closeness of two authors which combines information about how many papers
two authors wrote together and the number of other collaborators with whom
they wrote them.

Following the ideas of [8] and later [9], who classified agents in a network
as incumbents and newcomers, and have shown newcomers to a group help to
improve its performance, [16] have used the degree of new collaborations to
rank conferences. The degree of new collaborations has been quantified using
a new indicator called “research endogamy”, which captures the inclination of
a group to usually collaborate together. [16] have shown the reputability of
computer science conferences is correlated with the endogamy of their authors –
low endogamy (i.e. less frequent collaboration) tends to be associated with highly
reputed conferences, while lower quality conferences tend to publish articles by
authors who have collaborated together on many occasions. [19] have applied
the concept of endogamy to ranking publications and patents, and have shown
low endogamy publications tend to receive more citations.

Overall, the aforementioned studies demonstrate the importance of connec-
tions across communities, diverse collaborations, and newcomers to a group.
These patterns tend to be associated with high impact academic production.
Hence, in this work, we use the concept of research endogamy of publications as
defined by [19] to measure the strength of collaboration of a group of authors.

2.2 Semantic Similarity for Community Detection

Two approaches commonly used to detect communities in academic social net-
works are: (1) using the graph structure of the network or (2) using textual
information of the nodes, e.g. by calculating semantic similarity between the
nodes [3]. These two approaches have also been used together to create maps of
scientific communities in a specific field [6,12] and to identify similar researchers
[2]. However, the network-based approach poses a significant challenge. Com-
munity detection in incomplete networks is a challenging task which requires
the use of non-traditional methods [15]. However, the complete network may
not always be available, or may be difficult to obtain. For example, in order to
identify whether two authors are members of the same community or of differ-
ent communities, complete information about each of their communities (other
authors and links between them) are needed.

Furthermore, network-based community detection has been shown to result
in communities which span diverse topics, while text-based community detec-
tion helps in detecting nodes focusing on a specific topic [3]. As we are inter-
ested in studying individual publications for which we may not have complete
neighborhood information, we chose the text-based approach, and use semantic
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distance (the inverse of similarity) to measure the similarity of authors. This is also
beneficial, as the textual similarity provides information complementary to the
endogamy measure, which is calculated using topological information. By com-
bining these two approaches, we are able to study collaboration networks not only
from the perspective of tie strength, but also from the perspective of whether each
tie represents potential knowledge transfer within or across disciplines.

3 Approach and Dataset

In [10], we have proposed a classification of research publications in which pub-
lications are divided into four groups (Fig. 1) according to the semantic distance
and the strength of ties between the publications’ authors. In this paper, we
provide an evaluation of this approach. To do this, we use the recently released
TrueImpactDataset [11] which contains publications of two types, seminal pub-
lications and literature reviews, and compare the collaboration patters of these
two types of publications in terms of author distance and collaboration frequency.

The semantic distance of a pair of authors is calculated using their previ-
ous publication record. Figure 2 illustrates which publications are used in the
calculation. For example, distance between authors a1 and a2 in Fig. 2 would
be calculated using distance between the following two sets of publications:
{p1, p2, p} and {p, p3, p4}. Specifically, we measure the semantic distance d(p)
between authors of publication p as a mean semantic distance between all pairs
of authors:

d(p) =
1

|A(p)| · (|A(p)| − 1)

∑
d(ai, aj)

ai∈A(p),aj∈A(p),ai �=aj

(1)

Here A(p) is a set of authors of publication p. As explained in [10], we calcu-
late the distance for a pair of authors d(ai, aj) by concatenating the publications

Fig. 1. Types of research collaboration based on semantic distance of authors, and
their collaboration frequency.
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a1 a2 a3

pp1 p2 p3 p4 p5

Fig. 2. A sample network showing the set of publications (round nodes) and authors
(squared nodes) used in the calculation of author distance and research endogamy of
publication p.

of each author into a single document. While this is a very simplistic approach,
it is also beneficial in terms of complexity of the calculation.

In order to measure the strength of ties between authors, we combine the
semantic distance with research endogamy value of the publication. Research
endogamy [16] is the tendency to collaborate with the same authors or within
a group of authors. The research endogamy of a publication is calculated based
on research endogamy of a set of authors A, which is defined similarly as the
Jaccard similarity coefficient [16,19] (Eq. 2). The authors and publications used
in the calculation are depicted in Fig. 2. The research endogamy e(A) of a set of
authors is calculated as follows:

e(A) =
|⋂a∈A P (a)|
|⋃a∈A P (a)| (2)

Here P (a) represents a set of papers written by author a. Higher endogamy
value is related to more frequent collaboration between authors in A – a value of
1 means all authors in A have written all of their publications together. On the
other hand, a group of authors who have never collaborated together will have
an endogamy value of 0. For example, the research endogamy of authors a1 and
a2 in Fig. 2 is 1/5, while the endogamy of authors a2 and a3 is 3/5, i.e. authors
a2 and a3 tend to collaborate more frequently than authors a1 and a2.

Endogamy of a publication p is then defined as a mean of endogamy values
of the power set of its authors [16,19] (Eq. 3).

e(p) =

∑
x∈L(p) e(x)

|L(p)| (3)

Here L(p) is the set of all subsets with at least two authors of p, L(p) =⋃k=|A(p)|
k=2 Lk(p), where Lk(p) = C(A(p), k) is the set of all subsets of A(p) of

length k.
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3.1 Methodology

To study the relation between author distance and research endogamy we use our
TrueImpactDataset, a multidisciplinary dataset of research publications contain-
ing seminal publications and literature reviews. We are interested in how these
two types of papers are situated with regard to author distance and research
endogamy. However, we also look at whether the two measures relate to the
number of citations each publication received. A correlation would suggest the
two metrics could potentially assist in predicting the future citation counts.
Finally, we compare research endogamy and author distance, and citation counts
in terms of how well each method distinguishes between seminal publications and
literature reviews.

We use the following methodology. For the publications in the dataset we col-
lect and/or calculate the following measures: (1) author distance, (2) research
endogamy, (3) collaboration category (assigned to publications using author dis-
tance and research endogamy, Fig. 1), (4) total number of citations per publica-
tion, (5) number of citations normalized by number of authors, and (6) number
of citations normalized by publication age. To compare seminal publications and
literature reviews in our dataset with regards to author distance and research
endogamy we use t and χ2 tests to determine whether the values of the mea-
sures are statistically significant for seminal publications and literature reviews.
To analyze whether author distance and research endogamy help in distinguish-
ing between seminal publications and literature reviews in our dataset we also
analyze the distributions of both features and the placement of seminal publica-
tions and literature reviews within the four collaboration categories (Fig. 1).

3.2 Data

To collect all data needed for studying the measures introduced in Sect. 3, we
have used three data sources:

1. TrueImpactDataset1 [11], which provides us with seminal publications and
literature reviews (i.e. the p node in Fig. 2),

2. Microsoft Academic (MA) API2 [20] which we use to collect metadata (partic-
ularly the information about authors and their publications, gray and yellow
nodes in Fig. 2) of the papers in the TrueImpactDataset,

3. Mendeley API3 which we use to collect publication abstracts.

Table 1 shows the size of the dataset. After collecting all needed data the
size of the original dataset was reduced to 144 publications (i.e. publications for
which we were able to obtain author information) – 75 literature reviews and
69 seminal publications. The rows Total authors and Unique authors show the
total number of authors of all papers in the dataset and the number of unique

1 trueimpactdataset.semantometrics.org/.
2 aka.ms/academicgraph/.
3 dev.mendeley.com/.

http://trueimpactdataset.semantometrics.org/
http://aka.ms/academicgraph/
http://dev.mendeley.com/
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author names, respectively. To count the unique names, we have compared the
surname and all first name initials, in case of a match we consider the names
to be the same (e.g. J. Adam Smith and John A. Smith will be counted as one
unique name). The number of unique author names doesn’t show the number
of disambiguated authors, but gives us an indication of how many of the author
names repeat in the dataset.

Table 1. Dataset size. The table shows for how many of the TrueImpactDataset publi-
cations we managed to get the needed metadata and how many additional publications
we collected (i.e. including all other publications of the authors in the TrueImpact-
Dataset – row Total number of publications).

Publications in TrueImpactDataset 314

TrueImpactDataset publications in MA 298

Pubs with author information in MA 144

Total authors 758

Unique authors 727

Total number of publications 27,653

4 Experiments

We begin by comparing the properties of survey publications and literature
reviews. We investigate how these two types of papers are situated with regard
to the extracted features. To do this, we use the following methodology: we
take all of the 144 core papers and for each of them collect the features defined
in Sect. 3.1. To understand whether seminal publications and literature reviews
differ in terms of these features we calculate an independent one-tailed t-test
for each feature except for the collaboration category feature which is categori-
cal and for which we calculate χ2 test. The t-test is a measure commonly used
to assess whether two sets of data are statistically different from each other. In
other words, it helps to determine the features that can distinguish survey papers
from seminal papers. To test the significance, we set the significance threshold
at 0.05. Furthermore, for each feature we create a histogram and by comparing
these histograms for the two publication types we gain insight into norms and
placement of seminal and survey publications in terms of metrics.

Fig. 3. Histograms of the five numerical features.
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The complete results of the t-test are presented in Table 2 and the histograms
for the five numerical features are shown in Fig. 3. For four of the features we
reject the null hypothesis of equal means. The t-test tells us the values of these
four features are significantly different for the two sets of papers.

Table 2. Results of t- and χ2 tests.

Metric p-value

Mean author distance 0.0327

Endogamy 0.3217

Citations 0.0012

Citations per year 0.0073

Citations per author 0.0110

Collaboration category 0.0218

Next, we analyze the collaboration category feature which is assigned to
publications using the values of author distance and research endogamy (Fig. 1).
We calculate χ2 test, which is a statistical test for categorical variables for testing
whether the means of two groups are the same, to test whether the seminal
publications and literature reviews differ in terms of the collaboration category.
The resulting p-value is 0.0218 (Table 2), which is lower than our significance
threshold of 0.05. This tells us that the means of the two sets of papers differ.

The relation between author distance and research endogamy is shown in
Fig. 4. The labels in the figure correspond to the four collaboration categories
presented in Fig. 1. Each point in the figure represents one publication, with
seminal publications and literature reviews distinguished by color. The horizon-
tal and vertical lines in the figure represent median values for each axis – the
vertical line represents median endogamy value (0.0297) and the horizontal line
represents median author distance value (0.4996). The median values were used
to separate the publications into the four categories (Fig. 1). Figures 4 and 3 show
the endogamy values for the dataset are strongly skewed towards 0. Furthermore,
the results of the t-test suggest research endogamy by itself does not distinguish
between the two publication types. However, when combined with the author
distance measure, a clear pattern emerges. This is visible in Fig. 5, which shows
number of publications of each types belonging to each collaboration category.
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Fig. 4. Distribution of publications according to author distance and author endogamy.
The horizontal and vertical lines are used to separate the publications into the four
quadrants presented in Fig. 1.

Figure 5 shows there are some differences between seminal publications and
literature reviews. In particular, the main difference between the two classes
is that emerging collaborations (i.e. when the authors have not collaborated
frequently together previously) are in our dataset more common for seminal
publications. On the other hand, literature reviews seem to be a result of estab-
lished collaborations within a discipline. These observations are consistent with
previous studies which have shown that cross-community citation and collabora-

Fig. 5. Number of publications belonging to each collaboration category across both
publication types.
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tion patters are characteristic for high impact scientific production [9,14,16]. We
believe this is an encouraging result which suggest semantic distance of authors
combined with their endogamy value might be helpful in providing early indica-
tion of future impacts of a publication.

5 Conclusions

This paper studied the relationship between semantic distance of authors which
collaborated on a publication and the strength of ties between these authors,
which was assess using research endogamy measure (a measure of collabora-
tion frequency introduced by [16]). More specifically, we compared publications
of two types – seminal publications and literature reviews – in terms of their
author distance and research endogamy values. Our results show that there are
distinct differences between these two publication types in terms of collaboration
patters. In particular, we found that seminal publications tend to be written by
authors who have previously worked on dissimilar problems (i.e. authors from
different fields or even disciplines), and by authors who are not frequent col-
laborators (i.e. emerging inter-disciplinary collaborations). On the other hand,
literature reviews in our dataset tend to be the result of an established collabora-
tion within a discipline (an “expert group”). This demonstrates content analysis
might provide valuable information for research evaluation and meaningful infor-
mation about potential future impacts of a publication which does not require
citation information.
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Abstract. Opinion phrase extraction is one of the key tasks in fine-
grained sentiment analysis. While opinion expressions could be generic
subjective expressions, aspect specific opinion expressions contain both
the aspect as well as the opinion expression within the original sen-
tence context. In this work, we formulate the task as an instance of
token-level sequence labeling. When multiple aspects are present in a
sentence, detection of opinion phrase boundary becomes difficult and
label of each word depend not only upon the surrounding words but also
with the concerned aspect. We propose a neural network architecture
with bidirectional LSTM (Bi-LSTM) and a novel attention mechanism.
Bi-LSTM layer learns the various sequential pattern among the words
without requiring any hand-crafted features. The attention mechanism
captures the importance of context words on a particular aspect opinion
expression when multiple aspects are present in a sentence via location
and content based memory. A Conditional Random Field (CRF) model
is incorporated in the final layer to explicitly model the dependencies
among the output labels. Experimental results on Hotel dataset from
Tripadvisor.com showed that our approach outperformed several state-
of-the-art baselines.

Keywords: Sentiment analysis · Opinion expressions · Conditional
random field

1 Introduction

Aspect based sentiment analysis [15] is one of the main frameworks for fine-
grained sentiment analysis and is used in several downstream tasks such as opin-
ion summarization, extracting opinion targets, opinion holders, opinion expres-
sions etc. One of the main goals of aspect based sentiment analysis is to identify
the fine-grained product properties (aspects) and their opinion. In [10,16,24] the
aspect term and opinion words are jointly extracted but lack correspondence
between the aspect and opinion terms. For example, in the sentence “the food
was excellent and plentiful and the waitstaff was extremely friendly and helpful”,
c© Springer Nature Switzerland AG 2023
A. Gelbukh (Ed.): CICLing 2018, LNCS 13397, pp. 442–454, 2023.
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discovering aspect words as {food, waitstaff} and opinion words as {excellent,
plentiful etc.} is definitely useful but being able to extract phrases that retain
the sentence context as aspect specific opinion expressions such as (food was
excellent and plentiful, waitstaffwas extremely friendly and helpful) would be
more expressive and provide more information about the aspect. These opinion
phrases can be further used in downstream application such as aspect sentiment
classification, aspect summarization.

Traditionally, subjective expression extraction [2,3] has been formulated as a
token-level sequence labeling task and has employed a CRF based approach using
hand-crafted features. Recent success of distributed representation of words [18,
20] provides alternate approach to learn the continuous valued dense vectors for
latent features in hidden layers. [9,16] apply deep Recurrent Neural Network
(RNN) to extract the opinion expression and opinion target from sentences.
They have shown that a deep RNN approach outperforms traditional CRF and
semi-CRF. Approaches in [9,16] learn the opinion phrase representation based
on the latent features learned of context words but are incapable of explicitly
providing the cues from the aspect word. [22,23,28] proposed models to extract
the sentiment of an aspect in a sentence by taking into account the aspect words.
They are mainly focusing on positive or negative sentiment instead of generic
opinion phrase about aspect.

In this paper, we present a neural network architecture with Bi-LSTM and
an attention mechanism to take into account the aspect cues. Bi-LSTM layer
learns the various sequential patterns among the words without requiring any
hand-crafted features. Most of the current work in aspect classification [22,23,28]
assumes presence of one aspect in the sentence. If there are multiple aspects in
the same sentence they consider them as separate instance ignoring the effect
of one aspect on another. We believe that if there are multiple aspects in a
sentence, explicitly feeding the importance of context word based on the content
and location for a particular aspect is an essential signal to decide whether a
context word is in opinion expression of aspect or not.

Inspired by recent success of attention based computational model as in
aspect sentiment classification [23,28], machine translation [1], we propose an
attention mechanism which takes into account the multiple aspects in the sen-
tence based on the context/surrounding word’s location from multiple aspect
word. This layer would be helpful in tagging the words which are in between
the two aspect and can be included into both aspect opinion expression thereby
helping in locating the precise boundary of aspect specific opinion phrases. A
CRF model is incorporated in the final layer to explicitly model the dependencies
among the output labels.

2 Related Work

We briefly review the existing studies on subjective expression extraction task
and aspect-based sentiment analysis using neural networks in this section.
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2.1 Subjective Expression Extraction

Early works on fine-grained opinion extraction [2,3] have used various parsing,
syntactic, lexical and dictionary based features to extract a subjective expression
employing a CRF based approach. Various features based on dependency relations
[11] and opinion lexicon have been used for opinion expression extraction. Further,
[29,30] employed semi-CRFs which allowed sequence labeling at the segment level.
[30] proposed a joint inference model to jointly detect opinion expressions, opinion
holders and target as well as relation among them. While they have made impor-
tant progresses, their performances mainly rely on rich hand crafted features and
other pre-processing steps such as dependency parsing.

There have been work exploring the combinations of sequential neural network
(e.g. LSTM, RNN) on sequence labeling tasks such as Named Entity Recognition
(NER), language understanding. [8,14,31] added a CRF layer on top of RNN net-
work and showed performance improvement on Named Entity Recognition (NER)
and language understanding. [17] extended above model by using CNN on char-
acter of words to get word level representation. These works have mostly explored
the neural networks in NER as opposed to opinion phrase extraction.

The works in [12,26], are the closest to ours as they focus on aspect specific
opinion terms. While [26] does not discover phrases, [12] employs higher order
CRF features for phrase extraction and is considered as a baseline.

2.2 Neural Network for Aspect Based Sentiment Analysis

Recent studies have shown that deep learning models can automatically learn
the inherent semantics and syntactic information from data and this achieves
better performance for sentiment analysis. Regarding aspect based sentiment
analysis [16,27,32] models target aspect term extraction as a sequence tagging
task using neural network. In [16], RNN and word embedding were combined to
extract explicit aspects. In [27], recursive neural network based on dependency
tree and CRF were integrated in a unified framework to extract the aspect and
opinion terms. [32] used word and dependency paths embeddings as features in
CRF. These methods are mostly focused on aspect term extraction instead of
aspect specific opinion expression.

Also related are the works around aspect based sentiment classification
[22,23,28] and the work in [19] which proposed an extension of RNN to identify
the aspect’s sentiment. [28] proposed an LSTM model with attention mechanism
which focuses on different part of sentences given the aspect input. Further, in
[23], a deep memory network was proposed for explicitly capturing the impor-
tance of each context word when inferring the polarity of given aspect. These
approaches provide the sentiment about the aspect but do not give in-depth
information about the aspect such as the associated opinion expression.
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3 Background: LSTM-CRF Model

This section briefly describes bidirectional LSTM-CRFs that lays the foundation
for the proposed attention based LSTM-CRF network. For more details, refer to
[8,14,17].

3.1 Bidirectional LSTM Network

Recurrent Neural Networks (RNNs) are a family of neural networks that take
an input X = {x1, . . . , xT } and yield the sequence hidden representation
{h1, . . . , hT } where each ht ∈ R

d×1 represents the semantic information of the
left context of xt. In practice these models fail to capture the long term dependen-
cies and suffer from the vanishing gradient problem. [6] proposed an LSTM cell
which eliminates these problems by employing several gates to control the infor-
mation flow in the cell. For each word of a given sentence, an LSTM computes a
representation

−→
ht of the left context of sentence. Similarly, a right context infor-

mation
←−
ht also contains the useful information. This can be achieved by employ-

ing another LSTM network which reads the current sentence in the reverse order.
Now, the word representation in this bidirectional LSTM would be a concatena-
tion of its left and right latent context representations ht = [

−→
ht ;

←−
ht ] ∈ R

2d×1.

3.2 LSTM-CRF Model

For the task of sequence tagging, a very simple approach would be to predict the
labels yt independently for each token using a simple feed-forward neural network
classification model which takes the output of the LSTM as input vectors. But for
labeling of opinion expressions, there is a strong dependency associated with the
previous and current label. Therefore, instead of predicting label for each token
independently, we model them jointly using CRF [13]. Let’s consider P ∈ R

T×q

to be a matrix of the output of a Bi-LSTM after projecting it on to a linear layer
whose size is equal to number of distinct labels q, T is the number of tokens.
We also define a transition matrix A ∈ R

q×q where each entry ai,j represents
a probability of transition from state i to j of consecutive output labels. Then,
score for a complete sentence can be defined as follows

s(X, y) =
T∑

t=0

Ayt,yt+1 +
T∑

t=1

Pt,yt
(1)

where start state and end state is added in the sentence. Since we are considering
only bigram interactions among labels, dynamic programming [13] can be used
to compute A and the best possible sequence labels during inference [4].
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Fig. 1. Main Architecture of network. Word input are given as word embedding to
Bi-LSTM.

4 Attention Based LSTM-CRF Network
(LSTM-ATT-CRF)

4.1 Task Definition and Notation

Given a sentence X = (w1, . . . wT ) with T number of words and set of n aspect
words {wa1 , . . . wan

} where ak ∈ [1, T ] is mentioned in sentence X. Our task is
to extract set of relevant opinion expression containing the aspect and opinion
phrase. We formulated this as sequence labeling problem where each word of
a sentence has label yt ∈ {0, 1}. yt is assigned to 1 if a word is in any aspect
specific opinion expression or 0 otherwise. To represent each word, we map it
onto a low dimensional continuous vector and corresponding to each word wt, it’s
embedding is represented as vt ∈ R

dw×1 where dw is the word embedding size.
The complete architecture of network is shown in Fig. 1 where Bi-Directional
LSTM is similar to network described in the previous section.

4.2 Attention Network

The basic idea behind attention is to assign importance to each context word
based on the latent representation and memory. In our setting, memory refers
to the multi aspect information present in a sentence. Using the location of the
context word from the multiple aspects, memory vector mt is computed using
Eq. 2. Main intuition is that every aspect doesn’t contribute equally to determine
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Fig. 2. An illustration of example of our neural attention network for aspect specific
opinion labeling. Words in blue and red corresponds to opinion expression about “food”,
and“waitstaff” respectively. (Color figure online)

the polarity of each context word in the sentence. The words which are distant
from the particular aspect word would influence less by that aspect word. In this
work, we define the location of context words as it’s absolute distance with the
aspect in the original sentence. Memory vector for each token at t is defined

mt =

∑n
k=1 vak

(
1 − lt,k

T

)

n
(2)

gt = tanh (Wattn [mt;ht] + battn) (3)

where lt,k is number of word between wt and wak
, Wattn ∈ R

(2d+dw)×1, vak
is

the embedding vector of aspect ak. Based on the memory vector and hidden
representation, the model assigns an score gt to each context word using Eq. 3
which takes into account the relation between word and multiple aspects. After
getting the gt’s we feed them to softmax function to get the importance weights
αt for each context word, such that

∑
t αt = 1 and each αt ∈ [0, 1].

Pt = WTr
linear(αt × ht) + blinear (4)

A linear layer is applied to transform the hidden representation vector to
the scores of each output tag using the Eq. 4, where Wlinear ∈ R

2d×q and
blinear ∈ R

q×1 and after that score of a sequence was calculated using Eq. 1.
Here, Pt,yt

is unscaled probability of word wt having label yt. In the absence
of attention αt will become 1 however, attention will provide weighted hidden
state with respect to aspect words. Figure 2 shows a example where word “plen-
tiful” have low confidence in inclusion of opinion expression due to long distance
from aspect word “food” and closeness to aspect word “waitstaff” for which it
doesn’t express opinion. While attention will learn to give more importance to
those words because there is direct interaction of hidden vector with aspect word
and there are lots of opinion expression about aspect “food” which includes the
words of similar meaning as of “plentiful”.

4.3 Model Training

The model can be trained end-to end using backpropogation, where the objective
function is to maximize the log-probability of correct sequence score as defined
in Eq. 5.
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p(y|X) =
exp(s(X, y))∑
ŷ exp(s(X, ŷ))

(5)

where X denotes the sequence of words and y is the corresponding sequence
label. s(X, y) is score defined in Eq. 1, Pt learns the probability of each label
independently from Bi-LSTM while A learns the dependency among the var-
ious labels. For e.g., in Fig. 2 some stopwords such as “was” could have low
probability of label yt = 1, but decoding complete sequence using Eq. 1 will
consider surrounding label and hence inclusion of such words in opinion expres-
sion. Model parameters are the LSTM weights, Wattn,Wlinear, battn, blinear, A
and word embeddings. Except word embeddings, other parameters are initial-
ized using sampling from uniform distribution U(−ε, ε), where ε = 0.01.

Word Embeddings: Word embeddings are initialized using the pre-trained
embeddings. We use Stanford’s publicly available GloVe1 100-dimensional
embeddings [20]. We also experimented with two other embeddings, namely
Senna2 50-dimensional embeddings [4] and Google’s word2vec3 300-dimensional
[18]. Parameter dw depends on dimension of pre-trained word embedding vectors.

Features: Although NNs learn the word features (i.e. embedding) automatically,
[16] shows that incorporating other linguistic features like part of speech (POS)
and syntactic information (e.g., phrase chunks) helps in the training to learn
a better model. We used the syntactic features (POS tags) and phrase chunk
features as input in the LSTM network. Similar to word embedding, each feature
is also mapped to feature embedding which gets learned during training. Input to
LSTM network is a concatenation of word embedding and feature embeddings.

5 Experiments

5.1 Dataset

To demonstrate the effectiveness of our model we performed experiments on the
Hotel dataset from Tripadvisor.com used in [25]. Labeling opinion phrases for
each aspect is a tedious task and require lots of human effort. Further, training
deep learning model generally needed substantial amount of training data. To
overcome this bottleneck, we tried to label the phrases using heuristic rules. Seed
words for each aspect used in [25] were used to label the location of aspect words
in review sentences. Once, aspect words in sentence were determined, opinion
expressions around those aspect words are labeled as described next.

Labeling Using Heuristic Rules. Since, we mainly focus on opinion expres-
sions surrounding the aspect word, heuristic rules could be written with the help
of Part of Speech (POS) tags and polarity of the surrounding words. We used

1 http://nlp.stanford.edu/projects/glove/.
2 http://ronan.collobert.com/senna/.
3 https://code.google.com/archive/p/word2vec/.

http://nlp.stanford.edu/projects/glove/
http://ronan.collobert.com/senna/
https://code.google.com/archive/p/word2vec/
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the opinion lexicon4 derived from [7] for positive and negative words. Labeling of
the phrase boundary surrounding the aspect word for positive opinions phrases
was done as follows:

In the first step, we searched for the positive terms (using the sentiment
lexicon) in the window of [−5, 5] around the aspect word. To have a compact
opinion phrase, it should not include the opinion about the other aspects. So,
only considering the extremes with a sequence index of [aspect, positive-term]
would not yield good phrases. Therefore, we divided the presence of positive
words in two cases. First, when the positive word was before the aspect word, to
capture all the opinion words in a phrase talking about noun aspect, we took the
farthest adjective from the aspect word. If aspect word was verb, then we took the
nearest adverb since adverbs are mostly situated immediately before the verb.
Second, when the positive word is after the aspect word, we took the nearest
adjective (from the aspect word) because adjectives are generally immediately
followed by nouns. We also included the negative phrases with negator words
in surrounding window by finding negative terms in window of [−5, 5] and then
finding negator terms such as “not”, “don’t” and following the same procedure
described above. This process generally yielded us the minimum boundaries of
phrases but could have omitted some opinion words which we included using the
method described below.

Next, we extended the phrase boundaries using the basic definition of adjec-
tive and adverb: (i) If first word of a phrase is coming before the aspect word
and it is a verb, then we look at the word before the verb, if the word was an
adverb, then we include it in that phrase, (ii) If the last word of the phrase
was an adjective and the next word after that was noun, then we included all
the consecutive nouns after that, (iii) If last word of the phrase was an adverb,
then we included the next word if it was a verb, (iv) If last word of the phrase
was noun, then we included all the consecutive nouns after that. Similar pro-
cess was applied for extracting negative opinion expressions as well. We explain
our procedure using the following e.g., “The room provided a nice view of the
lagoon”, aspect word is “room” which is noun and opinion word is “nice” which
is adjective. Since adjective word is after the aspect word we took the nearest
adjective and extracted phrase would be “room provided a nice” which is not
complete. Now, we extend this using the rule (ii) which will include the noun
word “view” since it immediately follows the adjective. Thus this completes the
opinion expression. We observed that following these heuristic rule are able to
capture various fluid opinion expression like “wonderful hotel at a reasonable
price,” and “rooms do feel quite bland”.

Dataset Dissection. Using the above procedure, we labeled a total of 10, 775
sentences which was split in 80 : 20 ratio for training and validation. We want
to evaluate on the dataset which is completely realistic and wanted to test the
ability of our model to retrieve phrases which might not have labeled using the
heuristic rules. Hence, for testing, we manually labeled another disjoint set of
4 http://www.cs.uic.edu/∼liub/FBS/opinion-lexicon-English.rar.

http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar
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Table 1. Comparison of results with baselines

Model Precision Recall F-score

CRF 82.77 69.01 75.26

Semi-CRF 84.63 78.27 81.29

LSTM-CNN-CRF 88.46 72.47 79.67

LSTM-ATTN-CRF 88.80 75.86 81.82

1, 683 sentences after getting the location of aspect labeled from the seed words.
Dataset will be released to serve as language resource. We preprocessed the data
by lowercasing all the word and replaced all cardinal numbers with “NUM”
symbol and removed words appearing only once.

5.2 Parameters Settings

Our model was implemented in tensorflow5 using the Adam optimizer with initial
learning rate of .01 and early stopping criteria [5] was used based on validation
set accuracy. The decaying learning rate for Adam was set to 0.05. Care was
taken to reduce overfitting by adding a dropout layer regularizer [21] with keep
probability of 0.5 and gradients were clipped at 5. Other hyperparamters such as
dimension of the hidden states of LSTM were kept same for all model d = 100,
# of layers as 3, batch size as 10, and maximum length of sentence was set to
50 which were determined using pilot experiments.

5.3 Comparison with Baselines

We compared our model with the following most relevant baselines.

CRF: We use linear chain-CRF [13] and higher order features as described in [12].

Semi-CRF: This is due to model in [29] that used dependency tree features
with semi-CRF to label the sequence at segment level.

LSTM-CNN-CRF: This is due to model in [17] which used the word and
character level representation using combination of LSTM, CNN and CRF for
sequence labeling task.

LSTM-ATT-CRF: Our complete proposed model which have attention over
the output of Bi-LSTM using aspect memory with CRF layer.

Next, we also explored two simplified versions of our model.

LSTM-ATT: This model employs the cross-entropy between the predicted and
target labels for loss instead of maximizing the CRF score.

LSTM-CRF: The concatenated output vectors of Bi-LSTM are passed directly
into the linear layer for computing the CRF score.
5 http://tensorflow.org/.

http://tensorflow.org/
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5.4 Discussion

We used word based micro precision, recall and F-score to evaluate the quality
of the model. [30] has shown that it is difficult to get exact opinion expression
boundaries even for human annotators and hence focused on precision, recall
measures at word level instead of complete expression level. Precision is defined
as |C∩P |

P and recall as |C∩P |
C , where C and P are the correct and predicted set

of word labels respectively.

Table 2. Performance on aspect specific opinion expression task on Precision, Recall,
F1 for different models when initialized using various pre-trained embeddings

Model Senna word2vec Glove

P R F P R F P R F

LSTM-CNN-CRF 88.46 72.47 79.67 89.93 71.18 79.46 87.35 73.15 79.62

LSTM-ATT-CRF 88.80 75.86 81.82 88.40 75.08 81.20 87.73 76.30 81.62

LSTM-ATT 87.3 73.31 79.58 88.22 74.57 80.82 87.4 74.84 80.67

LSTM-CRF 88.14 75.94 81.59 88.68 74.13 80.75 87.98 75.40 81.2

Table 3. Example of attention weight for different example. Underlined words are
aspect words, weights colored in blue are probably correct while weights in red are
wrong. True opinion expression are included in [[ ]]. Higher weights mean the more
probable a word is in opinion expression.

hotel in [[ excellent location close to everything ]] we were impressed [[ excellent service at reception upon arrival ]]

0.021 0.013 0.048 0.066 0.075 0.026 0.075 0.015 0.015 0.067 0.076 0.073 0.06 0.050 0.031 0.026

there are [[ waterfalls in lobby area ]] and [[ free easy fast internet access ]] but only in lobby area

0.027 0.015 0.0187 0.024 0.107 0.066 0.083 0.103 0.106 0.103 0.04 0.026 0.038 0.019 0.016 0.027 0.016

Table 1 illustrates the comparison results of baselines with our best model
LSTM-ATT-CRF. Our model significantly outperforms CRF and LSTM-CNN-
CRF on F-score. It also improves over semi-CRF at p < 0.05 semi-CRF performs
close to our model due to the fact that many opinion phrases are noun phrases
(NPs) and verb phrases (VPs), and its use of segment level labeling greatly
improved recall but it suffers in precision.

Further from Table 2, we note LSTM-ATTN-CRF outperforms character
based LSTM-CNN-CRF and LSTM-CRF across all word embedding which
shows including the aspect information using the attention is effective even when
features based on POS and syntactic tags (phrase chunk units) are included as
input. Our complete model outperform LSTM-ATT significantly which shows
that adding the CRF layer to capture the dependency among output label is
useful. Also interesting to note is that Senna embeddings perform best for aspect
specific opinion expression. This is due to the fact that Senna was trained on
various NLP task such as NER, POS and SRL whereas other Glove, word2vec
were trained on general co-occurence of words.
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For a yet deeper understanding of the attention mechanism, Table 3 shows
the attention weights for two examples. Weights of context words around aspect
confirms that our attention mechanism is able to assign the weights based on
the word and aspect. Reason for incorrect word such as ‘waterfall’ is due to their
low occurrences in the corpus while others are stopwords which sometimes get
included in the opinion expression. Our model is able to assign the substantial
weight to many neutral words such as ‘close’ and ‘everything’ based on the aspect
which contributes to its effectiveness over other baselines.

6 Conclusion

In this paper, we presented an attention based LSTM-CRF (LSTM-ATT-CRF)
for aspect specific opinion expression task. The model works for both single
and multiple aspect sentences and improves phrase discovery by leveraging the
latent interactions among the aspect and opinion words based on the content
and location which we modeled via attention mechanism. Experimental results
on a hotel dataset showed superior performance over several baselines. The work
also produced a labeled dataset which shall be released as a resource.
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Mărănduc, Cătălina II-92
Matsumoto, Kazunori I-289
Mercer, Robert E. II-17
Miao, Qingliang II-381
Mohammad, Yasser I-30, II-181
Mohtaj, Salar I-99
Moraes, Sílvia II-197
Mouromtsev, Dmitry I-207

Mukherjee, Arjun II-442
Mundotiya, Rajesh Kumar I-382
Murauer, Benjamin I-320, II-287

N
Naskar, Sudip Kumar II-221
Nasri, Jihen II-80
Nguyen, Kiem-Hieu II-354
Nguyen, Le-Minh II-341
Nguyen, Minh-Tien II-341
Nguyen, Phuong-Thai II-234
Nguyen, Quan Hoang I-265
Novák, Attila I-360, I-399
Novák, Borbála I-360, I-399

O
Ochs, Magalie II-329
Ogier, Jean-Marc I-193
Othmane Zribi, Chiraz Ben II-209

P
Pakray, Partha I-299, II-364
Parmentier, Yannick II-209
Parupalli, Sreekavitha I-250, II-32
Patton, Robert II-431
Pereira, Bolivar II-197
Pham, Van-Lam II-234
Phan, Viet-Anh II-341
Piccardi, Massimo II-314
Pisarevskaya, Dina I-74
Pistol, Ionut, I-50
Pla, Ferran I-131
Poria, Soujanya I-87
Poulain D’Andecy, Vincent I-193

R
Ragusa, Edoardo II-169
Ruan, Chong II-59

S
Sabty, Caroline I-41
Saikh, Tanik II-221
Santos, Henrique D. P. II-197
Seifollahi, Sattar II-314
Setya, Ken Nabila I-416
Shrivastava, Manish I-371, II-104, II-115,

II-129, II-301
Shushkevich, Elena II-412



Author Index 457

Singh, Anil Kumar I-382
Singh, Kunal II-142
Singh, Navjyoti I-236, I-250, II-32
Singh, Rajat I-371, II-104, II-115, II-129,

II-301
Skitalinskaya, Gabriella II-275, II-412
Solnyshkina, Marina I-168
Solovyev, Valery I-168
Souza, Marlo II-197
Specht, Günther I-320, II-287
Stahl, Christopher II-431
Sudhakar, Akhilesh I-382
Suerdem, Ahmet II-46
Sugaya, Fumiaki I-289, II-181
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