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Preface 

Computational medicine has emerged as an outcome of the advancement of medical 
science and the scientific field’s ushering in of the big data era, which is supported by 
and powered by artificial intelligence software. In order to further the evolution of 
precision medicine, people must be able to extract useful information from this vast 
biological data. Traditionally, machine learning techniques are used to extract 
biomedical data and identify features from the data. These techniques typically 
rely on feature engineering and subject-matter expertise of specialists, which takes 
a lot of time and resources. Deep learning, a trimming computational branch, can 
detect and classify strong, complex features from raw data in contrast to conven-
tional methods without the necessity of classifier. It is suggested that deep learning 
has clear advantages in maximizing the use of data sources and enhancing medical 
health level in the areas of research in medical images, genomics, and medication 
discovery. Deep learning is becoming more and more significant in the realm of 
medicine and has a wide range of potential applications. Deep learning in comput-
erized medical health still faces a number of issues, including variance, interpret-
ability, and a lack of sufficient data. These issues are examined and discussed in 
order to better the use of deep education in the context of medicine. Deep learning 
increases time and energy efficiency since it eliminates the need for manual feature 
extraction, in contrast to typical machine learning techniques. Neural networks made 
up of neurons carry out deep learning. The input of the subsequent layer is consid-
ered to be the output of the upper layer in neural networks, which have many neurons 
in each layer. The neuron can transform the initial input to the output by connections 
among layers and nonlinear processing. More crucially, the high-level network 
avoids the drawback that machine learning requires manual feature extraction by 
automatically recognizing more abstractions and generalized features from the input. 
Deep learning, the much more sophisticated AI technique, offers a mechanism for 
computerized medicine; hence, it is fashionable to use deep learning to analyze 
biomedical data. To fully utilize supervised learning in digital medicine, biomedical 
data must be cleaned, processed, and obtained more easily than data from other 
domains.
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viii Preface

This book contains 42 transdisciplinary advancements in healthcare and technol-
ogy through artificial intelligence. The topics are crafted in such a way as to cover all 
the areas of healthcare that require AI for further development. Some of the topics 
which contain algorithms and techniques are explained with the help of source code 
developed by the chapter contributors. The healthcare sector witnessed a surge of 
growth in terms of technology during the COVID-19 pandemic. This book covers 
most of the advancements from the COVID-19 pandemic. This also encompasses the 
readiness and need for advancements in managing yet another pandemic in the 
future. This results in the self-sustainability goals in healthcare across the globe. 
Most of the technologies addressed in this book are added with a concept of 
encapsulation to obtain a cookbook for anyone who needs to reskill or upskill 
themselves in order to contribute to an advancement in the field. This book benefits 
students, professionals, and anyone from any background to learn about digital 
disruptions in healthcare. 
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Chapter 1 
A Novel Approach for Multiclass Brain 
Tumour Classification in MR Images 

Sandipkumar Ramanlal Panchal , Brijeshkumar Y. Panchal 
Sweta Sandipkumar Panchal , Neha Soni , Bijal J. Talati , 
and Arkesha Shah 

1.1 Introduction 

As the world’s population ages, cancer has become a global issue. Cancer is the 
greatest cause of death worldwide. According to the World Cancer Research Fund, 
cancer sufferers worldwide will increase to 14,100,000 by 2035 [1]. A brain tumour 
is an unrestrained development of non-standard tissue in the central nervous system 
that can disturb the usual brain function. Based on their origin and whether or not 
they are malignant, brain tumours are divided into two types: benign and malignant 
brain tumours. The types of tumours are depicted in detail in Fig. 1.1. 

Benign tumours are less aggressive than malignant tumours because they are 
developed in the brain and do not involve cancer cells. This form of tumour is 
treatable and develops slowly. Malignant tumours have no definite origin or sections 
of the body; they can arise anywhere in the human body, including cancerous cells 
and spread directly to the brain. This sort of tumour grows quickly and has no 
defined borders. According to WHO, tumours are categorised into four classes.
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Grade I and II cancers are benign tumours, whereas grade III and IV cancers are 
malignant brain tumours [2]. Furthermore, the World Health Organisation (WHO) 
has distinguished between primary and secondary cancers. Primary cancers include 
astrocytoma and meningioma, while secondary tumours include glioblastoma 
multiforme, medulloblastoma, and metastatic melanoma [3]. Imaging is critical for 
detecting brain tumours. CT, MRI, PET, and MRS can be used to assess tumour 
metabolism and morphology [4]. Computed tomography (CT) is a type of imaging 
that uses radioactive rays to penetrate a person’s body, based on the reflection of the 
rays from various tissues. Radioactive chemicals are injected into the human body in 
the PET image modality. These injectable medications will circulate throughout the 
human body, reaching all cells, tissues, and organs. As a result, the absorbed 
radiation is digested and released by diverse tissues, resulting in a variety of rays 
that can be used for imaging. CT/PET scans are combination of CT and PET scans 
that are performed similar to a machine using a fused image. Both CT and PET tests 
involve radioactive risks, while PET examinations are more expensive. Compared to 
all of the above imaging modalities, the MR image modality is the most cost-
effective [5]. There are no medicines injected into the human body during the 
MRI process. MRI does not cause any radiation damage to the human body. As a 
result, it is a relatively risk-free imaging procedure. Furthermore, the MR imaging 
procedure has an extraordinary determination and precise placement of soft tissues, 
making it extremely complex for disease appearances. As a result, MRI is particu-
larly well suited to the analysis of brain illnesses. MRI is an invasive imaging 
technique that can disclose important details about a tumour’s size, shape, and 
location. Many different types of MRI orders are utilised to categorise tumours in 
imaging centres and clinics. MRI picture sequences can be divided into five cate-
gories: [6] Fig. 1.2.
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Fig. 1.1 Types of brain tumour [1]
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Fig. 1.2 Four imaging modalities: (a) T1-weighted; (b) T2-weighted; (c) FLAIR; (d) FLAIR with 
contrast enhancement [7] 

According to the 2012 CBTRUS Statistical Report, abnormal cell development in 
the brain is the second biggest source of cancer-related fatalities in kids under the age 
of 5, under the age of 20 and a very common malignancy amongst those aged 0–19. 
In 2012, it was expected that 78,000 new bags of principal brain tumours would be 
analysed, with 25,000 spiteful and 53,000 non-spiteful brain tumours amongst them. 
Meningioma accounted for 36.4% of all primary brain tumours at the time. At that 
time, it was estimated that there will be 24,880 new cases in 2016. In 2016, 
glioblastoma is expected to have the most new instances of all malignant tumours 
at 12,120. Glioblastoma comprises 75% of all gliomas. Medulloblastoma/embryo-
nal/primary tumours make up 1% of brain malignancies. 36.4% of primary tumours 
are in the meninges [7]. 

1.1.1 Pre-processing 

From the raw MRI picture, pre-processing produces a finer image. As a result, it is 
strongly linked to the eminence of the subdivision result. The pre-processing phase 
includes numerous processes such as de-noising, skull-stripping, picture enhance-
ment, and so on. The brain tumour detection process involves four basic steps, as 
shown in Fig. 1.3.
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Fig. 1.3 Brain tumour 
detection steps [7, 8] 
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1.1.2 Feature Extraction 

Feature extraction [8] divides an image into phases. Effective feature extraction is 
the first step in segmenting a brain tumour. Medical imaging considers texture, 
colour, form, and intensity [9]. 

1.1.3 Segmentation 

Segmentation is a technique for separating abnormal brain tissues from normal brain 
tissues such as lively cells, necrotic core, and oedema (Fig. 1.4). Manual, semi-
automatic, and entirely automatic brain tumour subdivision approaches are 
categorised into three groups based on the amount of necessary human intervention. 
Many segmentation methods, including strength-based approaches, area-based



approaches, asymmetry-based methods, and ML techniques, are employed to detect 
tumours [10]. For identifying normal and pathological brain MRI slices, the seg-
mentation problem is sometimes handled as an organisation problem, and different 
machine-learning techniques are utilised for classification. 
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1.1.4 Post-processing 

This stage includes post-processing techniques including spatial regularisation, 
shape constrained, and local limits for better outcomes [11]. The following sections 
make up the remainder of this review: Sects. 1.2 and 1.3 describe previous related 
work; Sect. 1.4 covers the imitation consequences and deduction; and Sect. 1.5 
indicates upcoming work for the proposed algorithms. 

1.2 Related Work 

The most often used supervised learning method is classification algorithms. Well-
trained classifiers such as SVM and ANN are used in this method to excerpt relevant 
landscapes from the given training data and then relate the segmentation techniques 
to the testing data according to the specified feature space. On the other hand, these 
approaches identify each pel instead of considering the spatial correlation under 
consideration amongst neighbouring pels [12]. As a result, these methods will not 
produce a categorisation result that is globally optimal. To address this problem, a 
regularisation step has been included as a post-processing operation. Support Vector 
Machines (SVM) are used to categorise brain MRI slices depending on the normalcy 
of the brain MRI slice. Symmetry-based features, texture characteristics, and grey-
scale features were used by the author for this project. Researchers employed 
Wavelet-Based Dominant for Gray-Level Run Length Texture Features. The 
researchers focused on CT tomography, which can detect aberrant changes with 
98% accuracy using SVM. [13] compares ANN to SVM. In this study, ANN 
produced results for several features but couldn’t generalise them. Smaller training 
datasets can improve SVM accuracy. It has a much larger feature set than the ANN. 
Previous research was also unable to classify data into many classes due to limitation 
of the multiclass problem and presented projection-based classification, which is 
locally independent and overcomes the multiclass challenge of binary classifiers 
while also performing classification in various brain tumour locations such as 
oedema, necrosis, and active regions, amongst others. Various multiclass classifica-
tion approaches, for example, one-vs-one, one-vs-all, Direct Acyclic Graph SVM, 
and all together are reviewed in (DAGSVM). For multiclass classification, the one-
vs-one and DAGSVM algorithms are most often utilised [14].
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Fig. 1.5 Tumour cataloguing [16] 

1.2.1 Proposed Algorithm 

The suggested approach was created, and it is helpful to the radiologist for classi-
fying the brain tumour with the MR images. The approach divides tumour types into 
primary and secondary categories based on their severity. Figure 1.5 shows the 
proposed system’s architecture. The method consists of three basic types that are 
used to classify the five kinds of tumours. (i) Approaches for extracting features for 
tumour cataloguing. (ii) The creation of a training database and the creation of a 
feature space. (iii) The five main forms of brain tumours are classified using a 
multiclass SVM classifier [15]. A dataset of 394 brain tumour MR images donated 
by the National Cancer Society was used in this investigation. MRI scans of 
astrocytoma, Glioblastoma, medulloblastoma, meningioma, and metastatic mela-
noma total 80. The training dataset was extracted using Colormens, the Gabor filter, 
and the wavelet transform. A total of 94 features are used in this study, 44 of which 
are features of Gabor; colour moments are 6, and 44 are wavelet features. These 
features are transformed into a three-dimensional feature space. 

This feature space is fed into the SVM classifier as an input. For a multiclass 
classification, the SVM classifier uses a one-against-one strategy. Following the 
classification, tumour region segmentation is used to decide the strict area of the 
tumour. As a result, these will also produce a variety of brain tumours. 

1.2.2 Feature Extraction Methods 

This describes the characteristics that are useful in identifying whether the brain MRI 
pictures are normal or abnormal. Because tumours differ according to their classes,



the outcomes have a wide range of entrance. The features employed for segmenta-
tion of brain tumours are highly dependent on the kind of tumour and its grade. For 
the classification of the five types of tumours described below, we primarily used 
texture and intensity parameters. 
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1.2.3 Gray-level Co-occurrence Matrix (GLCM) (Texture) 

Only power distribution-based criteria are insufficient for brain tumour separation 
because they lack spatial information. These elements are created by the combined 
chance delivery of pel sets. The co-occurrence matrix has a size identical to the 
amount of grey levels in the brain MRI. It is described as the incidence of intensity 
levels at another location that is altered by an off-established direction [17]. Fourteen 
well-known coefficients were employed as GLCM-based characteristics, but only 
six of them are the most important, as indicated below. 

Angular second moment energyð Þ  : 
G- 1 

l= 0 

G- 1 

l= 0 

p a, bð Þ½ �2 ð1:1Þ 

Correlation : 
G- 1 

l= 0 

G- 1 

l= 0 

ab p a, bð Þ- μxμy 
σxσy 

ð1:2Þ 

Inertia : 
G- 1 

l= 0 

G- 1 

l= 0 

a- bð Þ2 p a, bð Þ ð1:3Þ 

Absolute value : 
G- 1 

l= 0 

G- 1 

l= 0 

ja- bjp a, bð Þ ð1:4Þ 

Inverse difference : 
G- 1 

l= 0 

G- 1 

l= 0 

p a, bð Þ  
1þ a- bð Þ2 ð1:5Þ 

Entropy : -
G- 1 

l= 0 

G- 1 

l= 0 

p a, bð Þ log 2 p að Þ½ � ð1:6Þ 

Max probability : max 
a, b p a, bð Þ ð1:7Þ 

1.2.4 Gabor Transform (Texture) 

Gabor was the first to develop Gabor texture descriptors in 1946. It is used to extract 
texture information from images that have been analysed in the frequency domain. In



essence, this approach is a kind of Gaussian function with modification by a 
compound sinusoidal of incidence and way. It can function together in the spatial 
and frequency domains. It can be done in a variety of sizes [18]. The following is a 
two-dimensional Gabor function (s, q) with its Fourier transform G (d, e): 
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g s, qð Þ= 
1 

2πσsσq
exp -

1 
2 

s2 

σ2 s 
þ q

2 

σ2 q
þ 2πbWs ð1:8Þ

G d, eð Þ= exp -
1 
2 

d-W2 

σ2 d 
þ e2 

σ2 e 
ð1:9Þ 

This approach forms an entire button orthogonal foundation set that enlarges the 
signal and delivers this approach, which is also mentioned as localised frequency 
descriptors. The output data becomes redundant when the non-orthogonality is 
implied. 

For the given image I(s,q), Gabor wave let transform is defined, 

Wmn s, qð Þ= I s1, q1ð Þg�mn s- s1, q- q1ð Þds1dq1 ð1:10Þ 

Indicated composite conjugate by*. Feature vector can be built utilising mean 
μmn and standard deviation σ mn which can be defined. 

μmn = jWmn sqð Þjdsdq ð1:11Þ 

σmn = jWmn sqð Þj- μmnð Þ2 dsdq ð1:12Þ 

1.2.5 Wavelet Transform (Texture) 

This method represents signals at different resolutions by series expansion. The 
DWT classifies photographs as low-low, low-high, high-low, and high-high (HH). 
Featured is each sub-band image’s vitality. Wavelet transforms like DWT and CWT 
are not translation invariant. Demirhan et al. solved this problem with translation-
invariant SWT. SWT’s difficulty increases with many examples. Textural features 
include mean, standard deviation, entropy, absolute deviation, and energy [19].
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1.2.6 Support Vector Machine (SVM) 

Here, we have described the traditional binary SVM. The SVM generates a 
non-linear cataloguing periphery in the unique input interplanetary by creating a 
linear hyperplane [20]. The input planetary is converted into an extreme dimensional 
feature space by consuming an online arm aping function. Let {Sa, Qb}; a = 1, 2,. . . . 
n be the training set. Here, Sa2Rm &Qb2{+1, -1}, where Sa is the m dimensional 
input and qb is the one-dimensional output. If these training exam pleasers linearly 
divisible in the feature space, we can create the result function that does these 
parathions as 

f sð Þ=WT Sa þ d= 0 ð1:13Þ 

where w is the weighting vector and b is the biasing factor. 
The aim of SVM is to define the best hysterical level such that the nearest data 

points of two different classes are kept as far as possible [21]. It means that to 
construct the optimal hyper-plane in such a way that margin between the hyper-
planes, which represent the data points of different class, are maximised. To max-
imise the margin 2/kWk, we should minimise kWk and it is same as minimising the 
min W 2 . The minimisation of W 2 is similar to minimisation of ½WT W. 

The primal optimisation problem can be given by 

Min 
1 
2 
WT W 

Subjected to qa W
T Sa þ d ≥ 1 

ð1:14Þ 

For non-linearly separable training data, one more variable is introduced, that is, 
slack variables ξa and the primal optimisation problem can be given by 

Min 
1 
2 
WT W þ C ξa 

Subjected to 1- ξa - qa W
T Sa þ d ≤ 0 ξa ≤ 0; 

a= 1, 2, . . . , n 

ð1:15Þ 

where C is a designation of the trade-off between highest range and lowest class 
labels. This new optimal solution may be turned on a double form, which is a 
quadratic programming problematic specified by the Lagrangian. 

Max L αð  Þ= αa 
1 
2 

αaαbqaqbK  Sa, Sbð  Þ  
Subjected to 0≤ αa ≤C& αaqa = 0 

ð1:16Þ



ð Þ
k k
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Where αi is the Lagrange multipliers, K(Sa, Sb)is the kernel that makes the inner 
product (Sa)

T Φ(Sb) in the feature space. 
The main advantage of using Kernel is that it implicitly gives us the dot product in 

some high-dimensional space without entering that space. Hence, we are able to find 
the inner product in feature space without visiting that space explicitly, which means 
without paying the price for it [22]. This trick is renowned as the ‘kernel trick’. The 
various kernel functions are available, but the valid kernels are those which satisfy 
Mercer’s theorem. Sometimes valid kernels are also called Mercer’s kernels 
[23]. Basically, the three most extensively expended valid kernels are as follows:

• Linear kernel: K x, xk = xT k x
• Radial basis function kernel: K(x, xk) = exp (- x - xk 

2 /σ2 )

• Polynomial kernel: K x, xk = xTx 1 
d 

1.3 One-against-one Approach 

Just one method creates all feasible matched separating hyperplanes, with each 
hyperplane comprised of learning data from two classes picked from a set of 
k classes. Figure 1.6 demonstrates a multi-label technique that uses each classifica-
tion [23]. The result function for each class pair ij selected from k groups is as 
follows: 

It is originated by cracking the following optimisation problem: 

f ab xð Þ= ϕ xð Þ:Wab þ bab ð1:17Þ 

Fig. 1.6 One-against-one 
approach [19]

Class III 

Class II Class 1 
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min 
1 
2 

Wab 2 þ C ξab n 

subjected to ϕ xð Þ:Wab þ bab ≥ 1- ξab n , if  qn = a, 

ϕ xð Þ:Wab þ bab ≥ - 1 þ ξab n , if  qn = b, 

ξab n ≥ 0, f or all n samples in class a and b 

ð1:18Þ 

We obtain a total of k(k-1)/2 from different conclusion functions for the k-class 
cataloguing issue where fab (x) =-fab(x). This approach is perfectly compatible with 
the previously known properties of the SVM, allowing us to straightcalculate the 
limbos amongst two separate classes. The ‘max wins’ algorithm is the most often 
used algorithm for class documentation in the one-vs-one approach. As the name 
implies, in this algorithm, each classifier contributes one vote to its chosen class, and 
the class with the maximum votes wins, that is, 

the class of x= argmax a 

k 

b≠ a, a= 1 

sign f ab xð Þð Þ ð1:19Þ 

where sign( fab(x)) is the sign function, which has a rate of 1 when fab is progressive 
and a value of 0 otherwise. When further than one class receives the identical amount 
of votes, a tie circumstance occurs. To address this issue, each data point in the tie 
zone, also known as the random area, is allocated to a neighbouring class exploita-
tion real valued decision functions such as: 

the class of x= argmax a 

k 

b≠ a, b= 1 

f ab xð Þ ð1:20Þ 

1.3.1 Fuzzy C Means (FCM) 

Fuzzy means unpredictability, and fuzzy logic is a widely used technique to compute 
the level of unpredictability. This is a method to process the records by applying the 
fractional association rate to every piece. The fuzzy set has a membership function 
value that lies between 0 and 1. The fuzzy clustering method works using multiple 
valued logic, which allows the intermediary standards, that is, elements of one fuzzy 
set can also be elements of other fuzzy sets in the same copy. There is no sudden 
change taking place between full membership and non-membership. The informa-
tion contained in the image can be defined by the fuzziness of the image, which is 
given by the membership function. The characterisation of membership function can 
be given by three main features, that is, core, support, and boundary. Full member-
ship of fuzzy set is given by core. Non-membership value of fuzzy set is given by



support and boundary defines the in-between or partial association with value 
between 0 and 1 [24]. The mathematical representation of FCM is given by the 
objective function. This process is founded on decreasing the detached function, 
with regard to membership frequency M and cluster centres R. 
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Ym = 
N 

a= 1 

C 

b= 1 

Mm 
ab xa -Rbk k2 ð1:21Þ 

where m is any real amount greater than 1, Mab is degree of membership of xa in the 
cluster b, xa is the data state and Rb is the cluster centre. The membership function 
Mab and the cluster centre Rb is given by, 

Mab = 
1

C 

K = 1 

xa -Rbk k  
xa -Rbk k

2 
m- 1 

ð1:22Þ 

Rb = 

N 

a= 1 
xa:Mm 

ab 

N 

a= 1 
Mm 

ab 

ð1:23Þ 

The FCM algorithm is the iterative process and it continuously updates the value 
of M and R until 

max ab jM kþ1ð Þ  
ab -M kð Þ  

ab j < δ ð1:24Þ 

where k is number of iteration and δ is the termination value between 0 and 1. 

1.3.2 Fuzzy C-Means Algorithm 

1. Set the membership function matrix M = [Mab], M
(0.) 

2. For kth iteration stage, compute the cluster centre R(k) = [Rb] with M
(k) using 

equation. 
3. Update the membership function matrix for kth and (k + 1)th iteration step using 

eq. 1.24 
4. If condition in equation is satisfied, then stop the process otherwise return to 

step 2.
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1.4 Simulation Results 

This study rated five types of brain tumours by the WHO. According to the doctor, 
tumour texture, strength, and placement are key. Mean Amplitude (MA) and Mean 
Square Energy (MSE) are used to classify astrocytoma and glioblastoma (MSE). 
Meningioma develops at the brain’s periphery; medulloblastoma develops in the 
middle. Metastatic melanoma tumour areas and intensities vary. Multiclass SVM 
classifies brain tumour into five types. This SVM uses one-versus-one to 
multiclassify. The GUI runs all five types of MATLAB simulations, classifying 
tumours by texture, intensity, and place. Mean Amplitude and Mean Square Energy 
are utilised to characterise astrocytoma and Glioblastoma (MSE). Variable-
improvement intra-axial glioblastoma. Meningioma is present, and it is enhanced 
in a homogenous manner. Medulloblastoma is an intraventricular lesion with vari-
able enhancement. Metastatic Because melanoma includes various tumour locations, 
there are multiple intensity differences. Five types of brain tumours are classified as 
confidential based on these characteristics. 

Here, Fig. 1.7 depicts the categorisation of the test picture as an astrocytoma. It 
will also use the Fuzzy C Means (FCM) method to create a segmented tumour area. 
To study the various test pictures, we must first load the dataset that we created using 
the accessible image database, then choose the test image, and then press the classify 
button to obtain the test image’s categorisation into available classes. The 
categorisation of another test, in which a metastatic melanoma tumour is identified 
and the segmented tumour regions are likewise retrieved, is shown in Fig. 1.8. 
Because of the direct impact on surgical planning, any brain tumour segmentation 
approach must be validated. Due to the unavailability of a usual brain tumour 
database incorporating fact data, researchers assessed their suggested technique on 
limited instances from their own data a few years ago. As a result, comparing the 
performance of various approaches is challenging. As a result, numerous matrices 
are presented for quantitative performance evaluation, which can be defined as 
follows:

• True positive (TP): The tumour area has been appropriately recognised as a 
tumour.

• The true negative (TN): The non-tumour area of the brain is appropriately 
diagnosed as normal.

• A non-tumour Area (FP): A non-tumour area is mistakenly diagnosed as a 
tumour.

• Tumour area misidentified as normal brain. 

Accuracy is a commonly used performance metric in medicinal image processing. 
The confusion matrix remains the basic structure for performance evaluation, which 
is used to analyse the presentation in perspective of each class, the next approach 
accuracy, and the general system correctness. Here, we have used 50% of the data as 
exercise data and another 50% of the data is considered as testing data. Table 1.1 
shows the confusion matrix for the multiclass classification system, which shows



individual class accuracy, that is, 80% for astrocytoma, 82.5% for glioblastoma, 92.5 
for medulloblastoma, 90% for meningioma, and 91.89% for metastatic melanoma. 
The overall system accuracy is 86.29%. 
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Fig. 1.7 Correct classification of astrocytoma tumour [25] 

Based on the characteristics identified, we calculate the classification accuracy for 
each class, and the specific region of the brain affected by the tumour is segmented 
using the Fuzzy Means (FCM) method, as shown in Table 1.2.
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Fig. 1.8 Correct classification of metastatic melanoma tumour [25] 

1.5 Conclusion and Future Work 

The primary tool for diagnosing brain tumours is MRI, which is extensively utilised 
by doctors for manual segmentation. Doctors’ burden is reduced through computer-
assisted analysis. Normally, doctors perform a biopsy to determine the kind of 
tumour and its grade. The concept classifies tumours into five groups according on 
the WHO grading system: astrocytoma (Grade I), glioblastoma multiforme (Grade 
IV), meningioma (Grade II), medulloblastoma (Child tumour) (Grade IV), and 
metastatic melanoma (Grade IV). Each stage of the automated brain tumour 
abstraction technique has been rigorously studied and analysed using MATLAB.



1
1
1

With Gabor, wavelet transform, and colour moments, 94 tumour features are 
retrieved. Traditional SVM is used in a one-against-one strategy for multiclass 
classification, which overcomes the multiclass difficulty of traditional SVM. FCM 
is utilised to fragment the tumour. The results demonstrate that it has an acceptable 
accuracy rate of 80% in astrocytoma, 82.5% in glioblastoma, 90% in medulloblas-
toma, 92.5% in meningioma, and 91.89% in metastatic melanoma. In the future, 
more information will be extracted and a more accurate multiclass technique will be 
used to differentiate between low-and high-grade brain tumours. We can also 
separate different areas of the tumour, such as oedema, which can have an impact 
on the patient’s health. If possible, we’ll apply machine-learning algorithms and 
customised datasets to complete the process. 
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Table 1.1 Confusion matrix 
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Table 1.2 Outcomes of tumour cataloguing for five different classes [26] 

Tumour Type Accuracy (%) Tumour image Segmented tumour 

Astrocytoma 80 

Glioblastoma 82.5 

Medulloblastoma 92.5 

Meningioma 90.00
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Table 1.2 (continued)

Tumour Type Accuracy (%) Tumour image Segmented tumour 

Metastatic melanoma 91.89 
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Chapter 2 
Chicken Swarm-Based Feature Selection 
with Optimal Deep Belief Network 
for Thyroid Cancer Detection 
and Classification 

M. Gokilavani, Sriram, S. P. Vijayaragavan, and V. Nirmalrani 

2.1 Introduction 

Goswami et al. [1] proposed that the number of thyroid cancer survivors is increas-
ing day by day. Cancer survivors’ quality of life (QOL) was predicted to be 
considerably impacted by increased intensity of treatment and its concomitant side 
effects. According to the National Cancer Institute, more than 760,000 Americans 
have survived thyroid cancer (NCI). Many individuals in the United States have 
been able to live with thyroid cancer because of a threefold rise in incidence and high 
survival rates in recent decades. HRQOL is equivalent to or worse for individuals 
with thyroid cancer than those with malignancies with a worse prognosis, according 
to self-reported data. This population’s reasons for low HRQOL ratings are not fully 
understood. When a cancer patient is diagnosed and treated, they may have physical, 
emotional, or psychological changes as a result. After therapy, these effects may 
continue to affect HRQOL for years to come. Thyroid cancer surgery and radioactive 
iodine (RAI) ablation, for example, are well-documented as having various possible 
side effects. Scarring, hypocalcemia, discomfort, infection, dysphonia, and dyspha-
gia are all possible complications of surgery. 
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Qian et al. [2] proposed that the prevalence of thyroid cancer in the United States 
has grown in the recent times. There were 4.6 per 100,000 population growth 
between 1974 and 2013. Incidence rates increased by 3% per 100,000 person 
between 1974 and 1977, reaching 14.4 per 100,000 person between 2010 and 
2013. Overdiagnosis has been blamed for this problem because of the increased 
ability to identify and diagnose slow-growing malignancies that would otherwise go 
unnoticed. Thyroid cancer fatality rates have risen steadily since the late 1980s, as 
much as the occurrences of large tumors and more advanced stages of the disease. 
The most frequent endocrine cancer in children is thyroid cancer. To lower the risk 
of cancer in kids, many initiatives were launched beginning in 2002 to limit kids’ 
exposure to ionizing radiation. Thyroid cancer is the most common endocrine cancer 
in kids. According to one study, the incidence rate is rising at a 1.1% annual rate. As 
a result of this linear approach, this study failed to account for changes in incidence 
over time. Additionally, it is not clear whether there has been an increase in 
incidence rates since 2004. 

Kim et al. [3] proposed that thyroid cancer incidence has gradually increased over 
the last half century worldwide. One reason for the seemingly wide range in 
prevalence is that different diagnostic procedures, environmental exposures, and 
individual risk factors have been identified. There is also a regional disparity in 
healthcare access, healthcare systems, and national databases that contributes to this 
difference. For instance, the incidence of breast cancer in women varies tenfold over 
the world. Compared to low- and middle-income nations, both women and men are 
more likely to be diagnosed with breast cancer in high-income countries. Over the 
past decade, thyroid cancer mortality has been the subject of discussion, as the 
general trend differs. In most high-income nations, mortality from thyroid cancer has 
decreased since the 1960s, except in the United States, where mortality increased in 
1980. Traditional methods of geographic segmentation, such as countries or conti-
nents, are commonly used to characterize illness incidence in contemporary 
research. The screening and treatment of thyroid cancer in high- and middle- and 
low-income nations are comparable. Consequently, the use of income grouping to 
explain thyroid cancer incidence is advantageous. There are currently 189 member 
countries in the World Bank’s four income tiers: low, medium, upper-middle, and 
high. It’s crucial to keep in mind that the disparities between the various groups are 
measured in terms of US per capita gross national income. 

Mirian et al. [5] proposed to the Western world that thyroid carcinoma is the most 
prevalent endocrine tumor. In most wealthy nations, it has been on the rise for over 
three decades, although overall mortality has fallen. A palpable nodule is a common 
clinical presentation for thyroid cancer, which affects 4–7% of the adult Western 
population. Women are roughly three times as likely to have malignant thyroid 
cancer as males. Thyroid cancer is divided into nine distinct subgroups by the World 
Health Organization (WHO). Most thyroid malignancies are differentiated and have 
a good prognosis, but anaplastic carcinomas are more difficult to treat and have a bad 
outlook. This is the most often increasing category of carcinomas, and the diagnosis 
is often made by chance. Thyroid cancer survival rates have risen in lockstep with 
the rise in cases. People with differentiated thyroid carcinoma benefit greatly from



intravenous iodine therapy. Oncologists, pathologists, nuclear medicine specialists, 
endocrinologists, doctors, and radiologists work together at multidisciplinary uni-
versity facilities in Denmark to treat thyroid cancer. To treat thyroid cancer, hemi 
thyroidectomy and neck dissection are the most common surgical options in Den-
mark, whereas radioactive iodine therapy is the most common treatment for high-
risk individuals. 
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Gsior-Percza et al. [6] proposed that papillary thyroid carcinoma (PTC) has 
surpassed all other types of endocrine cancer around the globe in recent decades. 
Diagnostic imaging and biopsies have helped considerably to the increase in PTC 
diagnosis rates over the last decade. Thyroid cancers, no matter how large or small, 
are on the rise, according to several studies. The rise in DTC cases cannot be 
attributed only to better imaging techniques. 

Prete et al. [7] proposed that thyroid cancer (TC) has been more common during 
the last four decades, according to the WHO. Papillary, follicular, and medullary 
T-cells are three unique forms of T-cell differentiation. Undifferentiated T-cells are 
the third type (poorly differentiated and anaplastic). The most widely recognized 
theory of follicular cell carcinogenesis holds that the transformation of thyroid 
follicular cells can lead to either differentiated or undifferentiated TC. The genome 
sequence has been available for the last 30 years, and this has allowed researchers to 
make significant progress in understanding the molecular processes driving TC. As a 
result, TC is considered to be a genetically simple disease. 

Kovatch et al. [9] proposed that thyroid cancer is the most common endocrine 
cancer. Well-differentiated thyroid carcinoma has steadily increased in incidence 
over the last several decades, although fatality rates have not altered much. Treat-
ment for well-differentiated thyroid cancer (DTC) has gained popularity as more 
thyroid nodules are found. Thyroid cancer cases are on the rise, and this is most 
likely owing to an increase in the number of people seeking medical attention and the 
use of imaging tests to detect small nodules that could otherwise go undetected. 
Diagnoses and treatment of illnesses that would not ordinarily cause symptoms or 
death are known as “overdiagnosis.” It is possible that the incidence of histologically 
verifiable PTC in post-mortem tissues is significantly greater and may even exist as a 
“normal variation” that is not clinically relevant. Prostate, Thyroid, skin, and breast 
cancer overdiagnosis are only a few examples of overdiagnosis (mammogram). 

A subgroup of these cancers appears to have indolent biology and may not 
necessitate therapy, even though they are generally linked with higher death rates 
[4]. The incidence of well-differentiated thyroid carcinoma is likely being 
overdiagnosed due to the extensive use of high-sensitivity screening methods 
(mostly ultrasonography). During the same time, disease-specific mortality did not 
vary. More and more nations are seeing similar trends [8]. As a result, the inclusion 
of imaging and biopsy recommendations based on imaging results and risk classi-
fication in revised treatment guidelines for differentiated thyroid carcinoma is not 
surprising. There is a very low recurrence rate of 2–6% for papillary thyroid 
microcarcinomas (PTMCs), which are PTCs with a diameter of less than 1 centimeter 
(1%). Since PTMC is the primary source of newly diagnosed malignancies, over-
treating thyroid ailment at low risk of cancer is a significant problem [10].
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The only time DTC exhibits benign biological activity is during PTMC. As a 
result, service providers are re-evaluating the risks against the benefits of various 
management strategies. A direct impact of the de-escalation of radioactive iodine 
indications on the completion of thyroidectomy in selected instances has been seen. 
One problem is that it’s hard to tell which of these low-risk tumors will act like a 
“bad actor” when they first appear. 

A more cautious and personalized treatment attitude for well-differentiated thy-
roid cancer is being adopted by the medical community, although complete thyroid-
ectomy and postoperative radioactive iodine ablation were once the norm. 
According to recent revisions to clinical practice standards, doctors are becoming 
increasingly aware that chronic illnesses are being treated excessively. Papillary 
thyroid cancer treatment recommendations developed by a variety of important 
players address this issue. To better understand the current surgical treatment of 
DTC, we looked at how guidelines have changed over time and how those changes 
compare to other organizations’ developing recommendations. 

This study develops a Chicken Swarm Optimization Feature Selection (CSOFS) 
with Optimal Deep Belief Network (ODBN) model named CSOFS-ODBN for 
Thyroid Cancer Detection and Classification. Initially, the CSOFS-ODBN model 
undergoes a min-max data normalization approach to pre-process the input data. 
Besides, the CSOFS algorithm gets executed to choose an optimal subset of features. 
In addition, the DBN model receives the chosen features and performs thyroid 
cancer classification. Finally, the Adam optimizer is utilized for hyperparameter 
optimization of the DBN model. In order to report the enhanced performance of the 
CSOFS-ODBN model, a wide-ranging experimental analysis is performed, and the 
results report the supremacy of the CSOFS-ODBN model. 

2.2 Related Works 

Chen et al. [11] proposed that thyroid cancer survivors’ perceptions of risk are rare, 
to the best of the author’s knowledge. Patients who were less educated or Hispanic 
had greater levels of anxiety and a lower quality of life as a result of having 
erroneous views of risk. 

Stefan et al. [12] proposed that the most prevalent kind of cancer linked to 
radiation exposure is thyroid neoplastic disease. Thyroid cancer that is differentiated 
(including papillary and follicular forms) affects women nine out of ten times more 
than it does men. A 30-year survival rate of more than 95% is possible for individ-
uals discovered in their latter stages, but post-therapeutic morbidity is still extremely 
common. A literature review of children’s thyroid cancer was conducted, with an 
emphasis on cases from Europe, due to its distinctive histological and genetic traits, 
as well as its peculiar early clinical symptoms. The Chernobyl disaster is of partic-
ular importance. 

Lee et al. [13] found that to get an accurate estimate of the number of children 
under the age of 18 being treated for follicular cell-derived distinguished thyroid



cancer in the United Kingdom, it collected and analyzed data from as many 
treatment facilities as possible. The data collected from several locations may offer 
a more accurate image than data collected from a single institution. Despite the fact 
that most patients present with advanced illnesses, the results are excellent. A 
planned national register should make it easier to collect high-quality data for 
research purposes. 
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Gonçalves Filho et al. [14] proposed differentiated thyroid cancer; the nodal 
spread can develop in the central compartment of the neck, even if the patient 
does not have clinical or ultrasonography indications of lymph node metastases 
(cN0). In spite of this, the function of CND in the treatment of patients with DTC 
remains a matter of debate. Elective CND’s benefits and drawbacks were thoroughly 
examined in a thorough literature study that included an examination of international 
guidelines, anatomical and technical considerations, and more. Elective CND in 
patients with DTC is not consistently supported or refuted in current research; 
therefore, a tailored strategy that takes individual surgeon expertise, particularly 
individual recurrence and complication rates, into account is recommended. CND is 
more likely to help patients with big tumors (>4 cm), and extrathyroidal extension is 
performed by a low-volume surgeon, but it can potentially increase hyperparathy-
roidism and recurrent nerve damage, especially if the surgeon is less experienced. 

Lima et al. [15] proposed that thyroid cancer is an uncommon complication of 
hyperthyroidism, although it cannot be ruled out. Despite the fact that this cohabi-
tation has been documented, thyroid carcinomas within autonomously functioning 
nodules are extremely rare. In hyperthyroidism, thyroid cancer is rare, although it 
should never be ruled out. 

Vargas-Pinto et al. [16] proposed that small and less aggressive papillary thyroid 
tumors (PTC) with no clinical indications of metastasis or extrathyroidal extension 
may be candidates for thyroid lobectomy (TL), according to the 2015 American 
Thyroid Association recommendations. However, there is still debate concerning the 
ideal surgical scope. According to the 2015 ATA recommendations, we conducted a 
systematic evaluation of outcomes following TL or CT for low-risk PTC. Overall 
survival was unaffected by the initial surgical procedure. Literature on this subject is 
lacking in high-quality data. Oncological and patient-centered outcomes must be 
studied over a long time. 

Goswami et al. [17] proposed that thyroid cancer survivors may persist in 
physical, psychological, and economic difficulties. Patients with thyroid cancer 
who participated in the landmark research were compared to national norms and 
patient-reported outcomes from other tumors for the first time. When it came to the 
quality of life, cancer patients were generally worse off than the general population, 
although thyroid cancer survivors had comparable experiences. Because thyroid 
cancer survivors have a high survival rate relative to other cancers, their health-
related quality of life should not be overlooked. It has been shown that thyroid 
cancer survivors may have larger psychological and social difficulties than other 
cancer survivors with worse prognoses, according to our research. 

Saeed et al. [18] proposed that one of the classic methods of diagnosing different 
thyroid problems is ultrasonography (US), which can assist in detecting thyroid



cancers at an early stage. Steps to identify malignancy in thyroid nodules involve a 
thorough clinical evaluation, laboratory testing, and a thyroid ultrasound 
(US) examination. Papillary carcinoma was the most frequent malignancy in this 
study’s sample of thyroid tumors. All forms of thyroid illness have a skewed female 
preponderance. The 30- to 39-year-old age range is the most prevalent. 
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Peng et al. [19] proposed that doctors found cancers of the sigmoid colon and 
thyroid and later discovered liver metastases and a malignant kidney tumor. In 
addition to CT, PET-CT, and other laboratory data, such as the detection of tumor 
markers and liver function, a pathological diagnosis was used to confirm the 
diagnosis. Radical surgery and chemotherapy were used to treat the patient. 

According to Ma et al. [20], thermal ablation in primary PTC is successful and 
safe; hence, our study intended to examine surgical outcomes in post-ablation 
patients. Thermal ablation failed to completely remove the main PTC from this 
group of patients, resulting in partial ablation of the LNM. People with operable 
primary PTC should, in our judgment, be treated with caution if thermal ablation is 
being considered as a therapy option. 

Roth et al. [22] proposed that thyroid cancer survivorship rates are continuously 
growing across the globe. Cancer sufferers’ well-being must be assessed (QoL). For 
those with thyroid cancer (TC), coping with the disease’s unique symptoms and 
long-term stress may be particularly challenging. The burden of illness in this cohort 
can’t be effectively measured using the equipment we are presently using to gauge 
HRQoL (health-related quality of life) in those who have survived TC; here, we set 
out to find HRQoL tools that have been utilized with the TC survivor group in the 
literature while also presenting information on the psychometric features of those 
questionnaires. In this population, we hypothesized that just a few instruments had 
been proven to be reliable. TC survivors’ long-term impacts on HRQoL, particularly 
in terms of chronic psychological debilitation, should be taken into consideration by 
healthcare practitioners. To better understand the problems faced by TC survivors in 
achieving a high long-term HRQoL, more TC-specific tests must be developed and 
rigorously validated. 

Verburg et al. [23] proposed that many new studies have been published on the 
issue of postoperative radioiodine treatment (RIT) in DTC since the last compre-
hensive assessment of research on the benefits of I-131 therapy. 

2.3 The Proposed Thyroid Cancer Diagnosis Model 

In this study, a new CSOFS-ODBN model has been developed for thyroid cancer 
detection and classification. Initially, the CSOFS-ODBN model undergoes a 
min-max data normalization approach to pre-process the input data [21]. Besides, 
the CSOFS algorithm gets executed to choose an optimal subset of features. In 
addition, the DBN model receives the chosen features and performs thyroid cancer 
classification. Finally, the Adam optimizer is utilized for hyperparameter optimiza-
tion of the DBN model. Figure 2.1 depicts the overall workflow of the CSOFS-
ODBN technique.
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Fig. 2.1 Comparative 
analysis of CSOFS-ODBN 
technique with existing 
approaches graph 
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2.3.1 Pre-processing 

Initially, the CSOFS-ODBN model undergoes a min-max data normalization 
approach to pre-process the input data. In any ML model, data normalization is 
widely utilized to attain proficient results. The feature values can differ from small to 
large values. So, the normalization process is employed for scaling the features as 
given below. 

s= 
1 

N - 1
N 

i= 1 
x xi - xð Þ2 ð2:1Þ 

2.3.2 Process Involved in CSOFS Technique 

Next to data pre-processing, the CSOFS algorithm gets executed to choose an 
optimal subset of features. The CSO was inspired according to the movement of 
chickens and the performance of the chicken swarm. The CSO approach comprises 
different clusters, and all the clusters contain a leading rooster, chicks, and hens. 
Every cluster number is fixed by the fitness values of the chicks, roosters, and hens. 
Now, the optimal fitness value is given to the rooster (chicken). The smallest fitness 
value is provided to the chicks. The majority in number is occupied by the hens, and 
the fitness value is random inside the cluster. The dominant relationships among 
the mothers to the chicks in the cluster followed the unchanged manner and updated 
the iteration for all the instants of time (G). The father-to-child relationship in the 
clusters among the hens and the child is processed in a random way. The movement 
of chickens depends largely on the capability to seek food from the distinct members 
of the cluster that is upgraded based on the fitness value of the population initiali-
zation. The movement is expressed in the following:
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ð Þ ð Þ
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1. The movement of the rooster is shown below 

Xtþ1 
i,j = xt i,j 1þ r and n 0, σ2 ð2:2Þ 

In which 

σ2 = 1 if  f i ≤ f k exp 
f k - f i 
j f i þ ε j Otherwise ð2:3Þ 

whereas Xtþ1 
i,j represent the location of roosteri in j

th parameter at t and t + 1 iteration, 
r and n (0, σ2 ) indicates a Gaussian arbitrary value, the standard deviation is σ2 , and 
the average is 0. k 2 [1,Nr], k ≠ i and Nr denotes the number of roosters chosen, ε 
represents a lower-value constant, and fi denotes the fitness value for the respective 
roosteri 

The movement of the hen is shown below 

xtþ1 
i,j = xt i,j þ S1 × r and xt r1,j - xt i,j þ S2 × r and xt r2,j - xt i,j ð2:4Þ 

In which 

S1 = exp 
f i - f r1 

abs f ið Þ þ εÞ ð2:5Þ 

S2 = exp f r2- f i 2:6 

Here, r1, r2 2 [1,N], r1 ≠ r2, r1 indicate the rooster index, and r2 denotes a 
swarm chicken that might be a hen or a rooster. 

The movement of the chicks is shown below 

xtþ1 
i,j = xt i,j þ PL× xt m,j - xt i,j PL 2 0, 2½ � ð2:7Þ 

whereas xtþ1 
i,j denotes the location of the ith chick mother. FL denotes a parameter that 

implies the chick follows the mother. 
The MVO’s aim is to determine the optimum feature set for data that has high 

classification performance and minimal features. Each indicator has a dissimilar 
effect on classifier performance. Here, we incorporate an individual weighted indi-
cator and employ a similar fitness function in the following:
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fitness=ω1 × acc classifierð Þ þ  ω2 × 1-
s 
p 

, ð2:8Þ 

In which p symbolizes the whole amount of features and s implies the quantity of 
carefully chosen features. Here, the values of ω1 and ω2 are 1 and 0.001. The 
acc (classifer) denotes the classifier performance accomplished from the VAE 
classifier in the following. 

acc classifierð Þ= 
nc 

nc þ ni × 100%: ð2:9Þ 

Now, ni and nc denote the number of inaccurately and precisely categorized 
instances. The fitness value achieves the objective that the carefully chosen feature 
is of the highest classification performance, along with the slight quantity of features. 

2.3.3 DBN Classification 

Using the given features, the DBN model categorizes thyroid carcinoma. DBNs are 
commonly produced by stacking RBMs to allow for pixel-level correlation. Con-
trastive Divergence (CD) uses an unsupervised greedy layer-by-layer DBN to learn 
RBM. The output representation is utilized to train the RBM in the stack. After 
pretraining, the DBN's initial weight and bias are changed using the BP of error 
derivative. RBM captures regularities and inner structure to represent each training 
sample compactly and meaningfully. This is done by adding hidden units, whose 
values are indirectly fixed from the training dataset to the network. The visible unit 
uses the training dataset directly. Three hidden and four visible nodes make up the 
network. 

It is multiplied with the same weight of the forward pass w1....,wn, and the sum of 
the product is added to visible-layer bias to generate the final output, ri. Recreated 
value does not match original. Reproduction infers the novel input's distribution, or 
point values, based on probabilities. Figure 2.1 depicts the DBN method's structure. 

Let us say you have a dataset A and you want to reconstruct the standard curve of 
some other shapes, what you get is dataset B. The Kullback–Leibler 
(KL) Divergence between the two curves is what we want to minimize using the 
RBM optimization strategy CD. CD learning faithfully tracks the gradient of the 
variance of two KL diversities. This method is useful for calculating the true 
information that causes the two possibility distribution to converge by iteratively 
changing the weight. 

Therefore, the probable dispersion of unique input x, p(x) and the rebuilt dispersal 
q(x) while including the difference.
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Consider P and Q represent the distribution of a constant arbitrary parameter; the 
KL divergence equation is determined below: 

D Lð P Q =
þ1

-1 
Xp xð Þ  log p xð Þ  

q xð Þ dx, ð2:10Þ 

Now, p and q denote the density of P and Q. 
For a good understanding of the CD approach, mathematical calculation is 

included. 
Open and closed RBM layers are v and h. We use the following formulas to 

compute the joint configuration's (v,h) energy. 

E ν, hð Þ= -
2 

i2νisib1e yaiνi -
2 

j2hidden ybjhj -
2 

i,j 
yνihjwij, ð2:11Þ 

Next, the joint possibility through v and h is calculated by: 

p ν, hð Þ= 
1

2 
v,hxe

-E ν,hð Þ  e
-E ν,hð Þ: ð2:12Þ 

Assume p(v) 

p νð Þ= 
1

2 
v,hxe

-E ν,hð Þ  
2 

h 
xe-E ν,hð Þ: ð2:13Þ 

The equation to update weight is estimated by taking the derivative of log p(v) 
regarding weight wij: 

△wi,j = ε vihj data - vihj model , ð2:14Þ 

Here, ε indicates the learning rate and hi represents the expectancy in the model or 
data distribution. 

The conditional probability of hj = 1 provided v and νi = 1 shown h are given 
below: 

p vð Þ= σ bj þ 2 

i 
xviwij , ð2:15Þ 

Now, σ(x) 

p hð  Þ= σ ai þ 2 

j 
xhjwij : ð2:16Þ 

Having Eqs. (2.12), (2.14), and (2.15), it is easier to attain an unbiased instance of 
vihj data while there are no straightforward interconnections among visible and



þ

ð Þ

hidden nodes in RBM. In contrast, an unbiased instance of hvihj}model is very 
complex. Gibb’s sampling is utilized by upgrading each hidden and visible node 
separately, resulting in a slower convergency. To resolve this problem, the CD 
approach generates a recreation of a visible vector by setting the visible node to 
one with possibility p(νi = 1| h) when the secret node's binary state has been 
computed. See below for the upgraded weight capacity: 
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△wi,j = ε νihj data - νihj recon , ð2:17Þ 

Now, recon represents the recreation stage. 
Adam optimizer is used to optimize DBN hyperparameters. Adam optimized 

DBN hyperparameters simultaneously. It is used to estimate a DNN variable's 
adaptive learning value. It is an elegant technique for stochastic optimization's 
first-order gradient with regulated storage. Here, a recently proposed technique is 
used to solve ML problems with higher-dimensional variable spaces, and vast data 
calculates the learning rate for various attributes using initial and higher-order 
moments. The Adam optimizer uses momentum, gradient descent (GD), and an 
interval. First momentum obtained b7: 

mi = β1mi- 1 þ 1- β1ð Þ∂C 
∂w 

: ð2:18Þ 

The next momentum is expressed by 

vi = β2vi- 1 þ 1- β2ð Þ  ∂C 
∂w

2 

: ð2:19Þ 

wiþ1 =wi - η 
mi

vi E
p , ð2:20Þ 

Here, mi = mi 
1- β1 

and vi = vi= 1- β2 . 

2.4 Performance Evaluation 

This section inspects the performance validation of the CSOFS-ODBN model using 
the benchmark thyroid cancer dataset. The CSOFS-ODBN model is simulated using 
Python 3.6.5 tool, and the results are tested against benchmark ultrasound images. 

A collection of confusion matrices produced by the CSOFS-ODBN model on 
distinct runs is briefed here. On run-1, the CSOFS-ODBN model has identified 9, 13, 
and 9 class labels, respectively. Moreover, on run-2, the CSOFS-ODBN methodol-
ogy has identified 9, 12, and 10 class labels correspondingly. Furthermore, on run-3, 
the CSOFS-ODBN approach has identified 9, 12, and 9 class labels, respectively.



Along with that, on run-4, the CSOFS-ODBN technique has identified 9, 11, and 
9 class labels, respectively. In line with, on run-5, the CSOFS-ODBN algorithm has 
identified 9, 13, and 8 class labels correspondingly. 
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Table 2.1 Result analysis of 
CSOFS-ODBN technique 
with distinct measures 
and runs 

Class labels Accuracy Precision Recall F-Score 

Run-1 
Class 1 100.00 100.00 100.00 100.00 

Class 2 96.88 92.86 100.00 96.30 

Class 3 96.88 100.00 90.00 94.74 

Average 97.92 97.62 96.67 97.01 
Run-2 
Class 1 96.88 90.00 100.00 94.74 

Class 2 96.88 100.00 92.31 96.00 

Class 3 100.00 100.00 100.00 100.00 

Average 97.92 96.67 97.44 96.91 
Run-3 
Class 1 93.75 81.82 100.00 90.00 

Class 2 96.88 100.00 92.31 96.00 

Class 3 96.88 100.00 90.00 94.74 

Average 95.83 93.94 94.10 93.58 
Run-4 
Class 1 90.62 75.00 100.00 85.71 

Class 2 93.75 100.00 84.62 91.67 

Class 3 96.88 100.00 90.00 94.74 

Average 93.75 91.67 91.54 90.71 
Run-5 
Class 1 93.75 81.82 100.00 90.00 

Class 2 100.00 100.00 100.00 100.00 

Class 3 93.75 100.00 80.00 88.89 

Average 95.83 93.94 93.33 92.96 

Table 2.1 demonstrates brief classification results of the CSOFS-ODBN model 
using distinct runs. The results indicated that the CSOFS-ODBN model had accom-
plished maximum classification performance. For instance, with run-1, the CSOFS-
ODBN model has provided an average accuy, precn, recal, and Fscore of 97.92%, 
97.62%, 96.67%, and 97.01%, respectively. In addition, with run-2, the CSOFS-
ODBN technique has offered an average accuy, precn, recal, and Fscore of 97.92%, 
96.67%, 97.44%, and 96.91%, respectively. Meanwhile, with run-4, the CSOFS-
ODBN method has provided an average accuy, precn, recal, and Fscore of 93.75%, 
91.67%, 91.54%, and 90.71%, correspondingly. Eventually, with run-5, the CSOFS-
ODBN system has provided an average accuy, precn, recal, and Fscore of 95.83%, 
93.94%, 93.33%, and 92.96%, correspondingly. 

This study demonstrates the training and validation accuracy (TA and VA) of the 
CSOFS-ODBN method for identifying phishing emails. The results of the



n

experiments suggested that the CSOFS-ODBN model had achieved its maximum 
TA and VA values. It appears that VA is superior to TA. 
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Table 2.2 Comparative analysis of CSOFS-ODBN technique with existing approaches 

Methods Accuracy Precision Recall F1-Score 

CSOFS-ODBN 97.92 97.62 96.67 97.01 

DNN Model 97.16 90.87 89.23 81.30 

SVM Algorithm 70.56 88.34 87.03 85.60 

RBF Neural Network 95.83 90.15 88.48 92.15 

Decision Tree (C4.5) 96.96 93.85 93.12 94.64 

The CSOFS-ODBN model's training loss (TL) and validation loss (VL) for 
phishing email classification are determined. Using the data from the experiments, 
we can infer that the CSOFS-ODBN method achieved the lowest TL and VL values. 
To be more precise, VL appeared to be weaker than TL. 

Here, we give a quick precision-recall analysis of the CSOFS-ODBN model on 
the training data. Looking at the graph, we can deduce that the CSOFS-ODBN 
method has reached its full precision-recall potential on the test dataset. 

The following depicts a quick ROC analysis of the CSOFS-ODBN technique 
applied to the test dataset. On the test datasets, the CSOFS-ODBN model was found 
to successfully classify samples into three groups: class 1, class 2, and class 3. 

Table 2.2 and Fig. 2.1 compare existing models with CSOFS-ODBN to improve 
it. A comparison of the CSOFS-ODBN model with existing models is undertaken. 
The result indicated that the SVM model had shown the least performance with 
minimal values of accuy and precn. In line with this, the RBF Neural Network has 
accomplished a slightly improved outcome with values of accuyand precn. I  
addition, the DNN and DT (C4.5) model has shown reasonable values of accuy 
and precn. However, the CSOFS-DBN model has exhibited superior accuy and precn 
of 97.92% and 97.62%, respectively. 

A brief recal and F1score investigation of the CSOFS-ODBN method with existing 
techniques is implemented. The outcome referred that the SVM approach has shown 
the least performance with minimal values of recaland F1score. Likewise, the RBF 
Neural Network has accomplished a somewhat enhanced outcome with values of 
recaland F1score. Besides, the DNN and DT (C4.5) approach has revealed reasonable 
values of recal and F1score. At last, the CSOFS-DBN approach has exhibited superior 
recal and F1score of 96.67% and 97.01%, correspondingly. From the above-
mentioned Tables 2.1 and 2.2 and Fig. 2.1, it is apparent that the CSOFS-ODBN 
model has outperformed the other methods in terms of different measures.
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2.5 Conclusion 

In this study, the CSOFS-ODBN model was used to suggest an automated deep 
learning approach to the identification and classification of thyroid cancer. The 
existence of thyroid cancer is something that the CSOFS-ODBN model that has 
been suggested hopes to identify and classify. To begin, the CSOFS-ODBN model 
uses a min-max data normalization strategy to pre-process the input data. This step is 
performed right after the initialization phase. In addition to this, the CSOFS algo-
rithm is run in order to select the best possible subset of features. In addition, the 
DBN model classifies thyroid cancer after receiving the features of choice and 
carrying out the process. The final step in the process is applying the Adam optimizer 
to the DBN model in order to do hyperparameter optimization. A comprehensive 
experimental investigation is carried out, and the results report the superiority of the 
CSOFS-ODBN model. This is done with the intention of reporting the improved 
performance of the CSOFS-ODBN model. 
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Chapter 3 
Efficient Method for the prediction 
of Thyroid Disease Classification 
Using Support Vector Machine 
and Logistic Regression 

V. Brindha and A. Muthukumaravel 

3.1 Introduction 

An impact on the thyroid organ, which is shaped like a butterfly and positioned in the 
front of the neck, causes thyroid abnormalities. Underneath the Adam's apple, which 
wraps around the trachea, the thyroid organ is organised. The isthmus, a tiny tissue 
inside the organ, connects the two thyroid lobes on all sides. The thyroid is made up 
of basic components that help the body coordinate various metabolic processes. 
Iodine is used by the thyroid to transport the main hormones. Thyroxine, or T4, is an 
important hormone produced by the thyroid gland. During transit via the dispersion 
structure to the body's tissues, a small percentage of T4 is changed to triiodothyro-
nine (T3), the most unique hormone. The hypothalamus inside the cerebrum sends a 
substance called thyrotropin releasing hormone (TRH) to the pituitary gland if 
thyroid hormone levels have dropped. Thyroid stimulating hormone (TSH) is 
secreted by the pituitary gland in response to this hormone, which stimulates the 
thyroid gland to generate more T4. 

Thyroid problems involving the thyroid gland's production of thyroid hormones 
are known as hypothyroidism and hyperthyroidism. Hypothyroidism is a condition 
that occurs once the endocrine system releases fewer hormones than the body needs. 
Patients with hypothyroidism experience excessive fatigue, forgetfulness, sadness,
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and weight gain, among other symptoms. Hyperthyroidism is a disorder in which the 
thyroid gland generates more hormones than the body requires, causing irritation, 
anxiety, muscle weakness, loss of weight, sleep disruptions, and eyesight issues as a 
result of the excessive and faster usage of energy than normal. Hyperthyroidism can 
lead to more serious issues, such as a weak heart, irregular heart rhythm, brittle 
bones, cardiac arrest, and a range of birth complications in expecting women. 
Women are eight times more likely than men to be impacted by thyroid disease.
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Clinical recommendations are frequently based on assumptions based on physi-
cians' experiences and intuitions rather than knowledge-rich facts hidden in data-
bases. These contribute to errors, exorbitant medical expenses, and undesired biases 
that impair the quality of therapy provided to patients. This research proposes the use 
of Support Vector Machin (SVM), a common machine-learning approach, to effi-
ciently predict thyroid problems, establishing the need for such a system. By 
deselecting the superfluous features, this approach uses feature extraction to mini-
mise the dimension of the accessible thyroid illness dataset. The proposed SVM 
classifier and the Logistic Regression classifier are then used to classify the selected 
features. Finally, both models' accuracy and precision in identifying thyroid illness 
are assessed and compared. 

3.2 Literature Review 

In this case, expert systems can take the position of specialists in a specific sector, in 
this case, medical workers involved in disease diagnosis. In this study, Al Hakim 
et al. [1] attempt to present an outline of the creation of an expert structure model that 
may be used to diagnose those with a thyroid gland problem. An activity diagram, 
use case diagrams, and a system framework design are all part of this expert system's 
design. The waterfall system development life cycle (SDLC) method is used in this 
study. They give the confidence level for four diseases caused by thyroid issues: 
hypothyroidism, hyperthyroidism, goitre, and a thyroid nodule or thyroid cancer 
indicators. The level of confidence shows that the certainty factor (CF) approach can 
be utilised to categorise thyroid problem instances. 

Ahmad, Waheed et al. [2] present a unique adaptive hybrid decision-making 
support method for the detection of thyroid illnesses that is centred on adaptive neuro 
fuzzy inference system (ANFIS), linear discriminant analysis (LDA), and kNN 
weighed pre-processing steps. At the initial level of the proposed technique, LDA 
reduces the dimensionality of the illness dataset and eliminates irrelevant character-
istics. In the second level, specified characteristics are pre-processed using 
kNN-centered weighed pre-processing. The adaptive neurofuzzy inference system 
is given pre-processed selected qualities as an input for diagnosis in the final stage. 
The suggested approach was tested on a thyroid disease dataset of data from the UCI 
ML library to check the system's overall performance. This method can be applied to 
detect additional serious illnesses with the fewest features possible in the dataset to 
gain optimal accuracy.
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May Sanjaya et al.'s [3] research uses the WEKA application to examine the level 
of accuracy of multiple ANN algorithms used to classify the type of thyroid gland. 
According to the results of the WEKA framework, MLP and RBF have the best 
accuracy among the six ANN approaches, while BPA has the least. This low 
accuracy is due to a fault with the dataset, which has local minima or extreme 
values. MLP, on the other hand, has the best accuracy due to its superior fault 
tolerance. The classification error, on the contrary, is caused by each classifier's 
inability to manage the dataset's features. When the testing data does not have a 
feature in common with the training data, RBF delivers poor results, while MLP has 
issues when the topological structure of the input pattern is ignored. 

Thyroid infection is a long-term and complicated infection caused by abnormal 
TSH levels or thyroid gland problems. Shaik Razia et al. [4] have investigated neural 
network models that represent factors linked to thyroid gland non-function, autoim-
mune conditions, and many aspects of thyroid disease. The repercussions of thyroid 
disease are increasing significantly, which provides fresh insights into the basic 
mechanisms involved and aids in thyroid disorder management. This research 
examines the role of diverse neural network modelling in identifying thyroid dys-
function during the last 20 years. 

In this paper, Falah et al. [5] introduce a Multi-class Support Vector Machine 
algorithm (MCSVM) and its application for hypothyroid recognition and classifica-
tion. SVMs are a popular technique for binary classification applications, and 
MCSVMs are often built by combining numerous binary SVMs. The purpose of 
this study is to show, first, how resilient different types of kernels are for MCSVM. 
Next, alternative multi-class SVM creation methods are compared, such as One-
Against-All and One-Against-One. Finally, the MCSVM classifier's accuracy was 
compared to that of Decision Tree (DT) and AdaBoost. The One-Against-All 
Support Vector Machines technique outperforms AdaBoost and DT classifiers on 
hypothyroid ailment datasets from UCI libraries. 

Kalaimani [6] uses SVM with multi-kernel as a classifier in this system to 
distinguish thyroid illness. With the help of Independent Component Analysis, 
29 qualities and a few features are picked for the suggested work (ICA). These 
techniques enable people to predict and check their healthiness depending on their 
signs. In comparison to other current models, the suggested model will provide 
excellent classification accuracy with fewer features. At MATLAB, the proposed 
model is implemented in the working stage. 

In this research, Shalini et al. [7] make a case for using different classifications to 
diagnose hypothyroidism. Every classifier's precision aids in the differentiation of 
illnesses. The support vector is identified using a modified SVM that uses Convex 
Hull to determine the average of the hull points. The distance method is suggested 
for determining the distance from this mean. The proposed SVM is tested on the UCI 
Thyroid dataset. For a speedier forecast, time can be used to examine the amount of 
time it took to categorise the classifier. The drop in attributes can be used to assess 
data and predict future disease.
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To categorise thyroid data, Shankar et al. [8] propose using an effective feature 
selection and kernel-based classifying procedure. Classification models are created 
for data categorisation, and their groups are displayed using a ‘multi-kernel SVM’. 
The originality and purpose of this given attribute’s selection model is that it is used 
to improve the classification process efficiency by employing superior grey wolf 
optimisation. The basis for this optimised feature selection is that it removes 
irrelevant data from a unique dataset while also improving the computational 
performance of the model. This performance metric is created by utilising the 
confusion matrix with multiple measurements compared to different models, in 
complement to the standard classifier and refinement approaches. 

3.3 Proposed Methodology 

The main focus of this chapter is to determine how effectively classification algo-
rithms predict and sustain accuracy in thyroid problem identification [9]. The clas-
sification algorithms SVM and Logistic Regression are applied to forecast the 
existence of hyper or hypothyroidism [10]. The primary dataset, which was obtained 
from 1464 Indian patients, was first subjected to data processing and exploratory 
investigation. The dataset is then fixed with both the specified classifier method and 
the efficiency metrics to predict and categorise the type of thyroid problem. 

3.3.1 Dataset Description 

The primary dataset used in this study was gathered at the Sawai Man Singh (SMS) 
hospital in Jaipur, India. The primary dataset was chosen because the UCI dataset is 
older, having gathered in 1987. The UCI dataset contains a large number of missing 
values, which causes ML classifiers to perform poorly. As a result, a primary dataset 
was in high demand. The data was acquired through a pre-designed survey, and the 
features were fine-tuned with the help of a thyroid health professional. The records 
were created in Excel Spreadsheets in CSV style and then converted to WEKA form. 
The dataset contains 1464 cases, each of which has 21 parameters and a multi-class 
variable. The dataset contains 18 pathologic and three immunologic characteristics. 
The three possible outcomes for the multi-class trait are NORMAL for normal, 
HYPER for hyperthyroidism, and HYPO for hypothyroidism. 

3.3.2 Pre-processing 

Data processing is the first phase in the methodology, and it entails removing and 
cleaning any redundant columns or items. The accuracy of the total output can be 
improved by processing missing values and removing extraneous data without
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impacting on the quality. Furthermore, missing value processing is critical since 
ignoring the values would have a detrimental influence on the findings because 
valuable information would be lost. 
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3.3.3 Feature Selection 

After pre-processing, feature scaling using the min–max approach is used to deter-
mine the greatest and least entry values. The technique of identifying the top most 
essential features for classification in order to organise the right subset and rank is 
known as feature selection. The statistical feature matrix is frequently used to extract 
the characteristics of a set of data. The method is especially effective in assessing the 
thyroid classification data rate since the world-wide population features are selected 
depending on their quality. The top features suggest that the model classifies data as 
normal or abnormal, which aids in the reduction of features. 

3.3.4 Classification 

Thyroid problem diagnosis has been demonstrated to be successful using a variety of 
machine learning algorithms. When combined with a large database, thyroid disor-
der studies that use classification algorithms allow for a faster and more precise rate. 
In comparison to the Logistic Regression model, this study proposes the support 
vector machine algorithm for predicting thyroid disorders. 

3.3.5 Support Vector Machine 

Support vector machines are supervised learning methods that can be used for 
classification and regression. The dataset's characteristics are represented in 
n-dimensional space. It uses hyperplane to divide the training data into several 
classes. In a high-dimensional space, SVM can construct a single hyperplane or 
several planes. All dataset points on one side of the line will be labelled as one class, 
while those on the other side will be labelled as a second class. SVM aids in the 
selection of the data classification line that performs the best. The ‘support vector’ in 
the phrase ‘support vector machine’ relates to two position vectors taken from the 
origin to the decision boundary points. The training elements in SVM are given in 
Eq. 3.1 as follows: 

S1,C1ð  Þ, S2,C2ð  Þ, . . . ::, SN ,CNð Þf ð3:1Þ



where S is a space vector with K dimensions while C denotes the vector class to
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which it belongs. The hyper plane divides training data, and the general form 
represents that division. 

MSþ B= 0 ð3:2Þ 

M stands for the K-dimensional space vector orthogonal to the hyperplane, and B is a 
scalar. The following equations show two hyperplanes that belong to two different 
classes. 

MS þ B= 1 ð3:3Þ 
MSþ B= - 1 ð3:4Þ 

Advantages of SVM:

• It prevents data from being overfitted and improves prediction accuracy.
• As it uses only a subset of the training data, it uses less memory. 

Logistic Regression: 

This is a regression analysis procedure that describes the link between one dependent 
binary variable and one or more independent ratio-point variables. Discrete pre-
dictions here are those that are assigned to specific values or categories. They can 
also see the probability ratings that underpin the classifications of the model. The 
logistic function can be defined as follows: 

Prob eventð Þ=P m
→ = 

1 

1þ e- g m
→ ð Þ  = 

eg m
→ ð Þ  

1 þ eg m
→ ð Þ ð3:5Þ 

where P m
→

denotes the probability of a given output event, m
→ 

denotes the input 

vector relating to the independent variables (predictors), and g m
→ denotes the logit 

model. 
This approach is best suited for variables that are continuous. Logistic regression 

has the advantage of being simpler to implement and train. 

3.4 Results and Discussions 

The following metrics are used to evaluate the predicted classification effectiveness 
of the algorithm:



Accuracy:

The following Table and Fig show the accuracy obtained from the dataset by 3.1 3.1 

3 Efficient Method for the prediction of Thyroid Disease. . . 43

Table 3.1 Accuracy by Logistic Regression and Support Vector Machine 

No of iterations Logistic Regression accuracy % Support Vector Machine accuracy % 

10 76.99 86.19 

20 77.06 86.59 

30 77.56 87.96 

40 77.97 88.02 

50 78.97 88.64 
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Fig. 3.1 Accuracy by logistic regression and support vector machine graph 

The system's accuracy is measured by its ability to correctly distinguish between 
healthy and sick cases. The fraction of true positive and true negative should 
be estimated in all studied cases to estimate the accuracy of the result. This can 
be demonstrated as follows: 

Accuracy 

= 
True Positiveþ True Negative 

True Positive þ False Positiveþ True Negativeþ False Negative ð3:6Þ 

Logistic Regression and Support Vector Machine. It clearly shows that, in terms 
of accuracy, Support Vector Machine outperforms Logistic Regression.



Precision:

The following Table and Fig show the precision obtained from the dataset by 3.2 3.2 
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Table 3.2 Precision by Logistic Regression and Support Vector Machine 

No of iterations Logistic Regression precision % Support Vector Machine precision % 

10 74.92 84.92 

20 75.92 85.33 

30 76.39 85.72 

40 77.92 86.12 

50 78.97 86.70 
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Fig. 3.2 Precision by Logistic Regression and Support Vector Machine graph 

Precision is the degree to which two or more measurements are close to each 
other. 

Precision= 
True Positive 

True Positiveþ False Positive ð3:7Þ 

Logistic Regression and Support Vector Machine. It clearly shows that Support 
Vector Machines perform better than Logistic Regression in terms of precision. 

3.5 Conclusion 

In order to classify thyroid datasets, the proposed system involves three steps. This 
encompasses the phases of input, pre-processing, and classification. The 
pre-determined dataset is collected from the repository during the input phase. The



next phase is pre-processing, which involves filling in missing values accompanied 
by a feature selection process. Support Vector Machine and logistic regression are 
utilised in the last step to categorise thyroid data into three categories: normal, 
hypothyroid, and hyperthyroid. To create the model for thyroid problem prediction, 
these two ML approaches were applied to train data separately. A test set was used to 
evaluate the performance of each trained model. Based on the results of the exper-
iments, a comparison of SVM and Logistic Regression in terms of accuracy and 
precision was carried out to establish which technique is the most accurate for 
thyroid problem prediction. The SVM model's classification accuracy and precision 
were 86% and 84%, respectively, which is quite promising in comparison to other 
classification methods. 
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Chapter 4 
Optimization of Management Response 
Toward Airborne Infections 

Shahi Archana and Mittal Amit 

4.1 Introduction 

The spread of a broad spectrum of airborne illnesses is greatly facilitated by the 
presence of enclosed areas. When people in the room cough, sneeze, or even inhale 
and exhale, they can release pathogenic microbes and infectious agents into the air. 
As a result, the quality of the building’s interior air is critical, especially in healthcare 
facilities where the infection rate is higher. The SARS and COVID-19 pandemics 
have been widely explored in the literature because of poor air quality’s effect on 
viral transmission [1]. One of the most prevalent means of transmission is via the air, 
and so airborne infections must be tightly controlled, especially in healthcare 
facilities that treat patients with respiratory illnesses [2]. Contagious airborne infec-
tions can last anywhere from a few minutes to several hours, which is an important 
public health concern that has an unacceptable level of morbidity and mortality [3]. 

Numerous studies have been conducted on airborne infections [4, 5], airborne 
infections in hospitals, and mechanisms developed to study airborne infections 
[6, 7], problems arising from airborne infections in hospitals [8, 9], and the preven-
tion and control of these infections [10, 11]. Scholars have classified the outcomes of 
airborne infections as either harmless or dangerous based on the type of infection and 
the microorganism which is the specific causative agent. It is primarily difficult to 
identify the infected patients as they can sometimes be asymptomatic. In the 
discussion initiated by [12], it was brought to light that some individuals carrying 
the infection do not show any symptoms, and they are therefore simply carriers. The 
asymptomatic infection carriers have limited the conclusiveness of airborne trans-
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mission in the recent pandemic of COVID-19 [13]. However, the hospitalized 
symptomatic individuals tend to pass on the infection to others in their vicinity or 
breathe the same air, resulting in multiplication of the infected patients [14]. The 
environment is one of the most potent mediums of transmission of airborne infec-
tions, requiring adequate efforts and control measures to prevent infection spread. As 
a result, there is an urgent need to comprehend and identify the measures that can be 
put in place to control airborne infections, particularly in hospitals.

48 S. Archana and M. Amit

Airborne infections are identified as infections that can be caught simply by 
breathing. The spread of the airborne infections has a cough, sneezing, and talking, 
spewing nasal and throat secretions as the predominant channels. Over decades, 
different scholars studied the spread of airborne infections in hospitals and con-
cluded that the spread of infection is not limited to surgical areas, but any infected 
person can spread the infection to non-infected individuals through the pre-identified 
channels [15]. Additionally, these airborne diseases easily travel through the air, 
making it hard to control them and requiring specific, long-term, and intensive 
efforts to be controlled, particularly during pandemics such as the recent outbreak 
of COVID-19. According to Samuel et al. [16], these nosocomial infections arising 
due to the lack of effective infection control programs in hospitals increase the 
burden on healthcare professionals and the healthcare industry [16]. 

4.2 Literature Review 

The digital response framework for pandemic and the integrative strategy framework 
for digital public health preparedness and pandemic response have given the findings 
that, with its comprehensive nature, the framework is unable to consider the specifics 
of country-specific disparities in norms and circumstances, which might have a 
significant influence on the strategic pillars as well as their underlying features and 
digital applications [17]. 

In line with other studies, it is proposed that smart hospitals can improve 
management through more integration of these technologies. Analysis utilizing the 
MCDM technique reveals the criteria, domain, and targets that demonstrate how 
healthcare innovation in the face of a pandemic can lead to an increase in the quality 
and safety of hospital-based healthcare services [18]. 

Health management decisions taken during a disaster have a significant impact on 
the pandemic’s final result, and these decisions are heavily influenced by the 
underlying healthcare system. This analysis was conducted using the resilient 
model, which demonstrates how the structure may produce a more effective devel-
opment plan and display extremely successful management in healthcare [19]. 

Better results can be achieved in COVID-19 prevention and care by the applica-
tion of a policy shift toward technology-oriented approaches with well-aligned 
infrastructure. This research has led to the conclusion that healthcare service effi-
ciency and control can be greatly improved through the integration of technology



and organized healthcare management. Healthcare facilities that prioritize technol-
ogy tends to thrive in comparison to those that resist change and new dynamics [20]. 
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The COVID-19 pandemic and Nigeria’s healthcare system would be affected by 
the country’s secondary and tertiary hospitals’ lack of preparedness for the virus, as 
evidenced by the gaps in infrastructure, equipment, human resources, processes, and 
procedures that have been uncovered. In this chapter, we examined how much of an 
effect or influence a single factor might have on the pandemic as a whole [21]. 

This “supervision” model was created specifically for Ebola and consists of four 
to six head nurses from the most involved units (ID, IPC, and ICU) who are educated 
to handle all elements of care for suspected or confirmed cases as well as logistical 
concerns. It was determined that anticipating the patients’ movement to other 
departments was crucial. The IPC group was responsible for organizing and dissem-
inating to involve HCW’s patient mobility circuits to prevent nosocomial 
spread [22]. 

It has been decided to conduct a second AAR to compare and contrast how 
hospitals fared throughout subsequent pandemic waves. Improving healthcare 
administration necessitates stating the evaluation and demonstrating the stance of 
change [23]. 

There was no statistically significant benefit in the intended-to-treat populations 
in 14 of the 16 randomized controlled trials comparing face masks to no mask 
controls. As a result, there has been a shift in the focus of research and analysis on 
how the SIR model might result in greater, technology-driven improvement during 
pandemics. [24] 

The quality of treatment provided during outbreaks and future calamities may be 
improved by adopting a tiered critical care approach and strategically increasing 
available space, personnel, and supplies. Together with other government agencies, 
it conducts cross-sectional studies of HB, ACB, ICU bed capacity, and verified 
COVID-19 cases and mortality rates around the world. Statistic methods include 
descriptive statistics and linear regression [25]. 

Distances to waste collection stations were calculated more accurately using the 
GRASP heuristics than use GA because of how well they matched the study’s 
random dataset. The GRASP heuristics outperformed GA because they were better 
adapted to the unpredictable nature of the dataset used in the investigation. With the 
help of this study, an artificial intelligence method based on computers can now 
accurately describe where an object falls inside the dataset under consideration [26]. 

In the event of a healthcare emergency resulting in a campus lockdown or the 
imposition of limits on the physical mobility of people, this chapter offers practical 
insights to universities to aid in the adoption, acceptance, and usage of online 
teaching. To better understand the scenario and the epidemic, a theoretical model 
analysis is applied [27].
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4.3 Background and Key Issues 

The hierarchy of controls has been incorporated into several studies focusing on 
infection control measures used by various healthcare institutions, particularly for 
airborne diseases [28–32]. It is vital to safeguard employees from occupational 
dangers, and this was made clear by the Centers for Disease Control and Prevention 
and the National Institute for Occupational Safety and Health (NIOSH) in 2015. As a 
result, the institution shown as a hierarchical structure in Fig. 4.1 is able to identify 
realistic and effective controls [33]. 

PPE was shown to be the most popular and dominating method during the 
COVID-19 pandemic to reduce exposure to occupational dangers such as airborne 
illnesses, as outlined in the hierarchy of controls [34]. While eliminating and 
substituting are regarded as the most effective ways to reduce risk, they are also 
the hardest to execute and achieve success. Therefore, as mentioned in work by [35], 
engineering and administrative controls are favored, followed by the use of PPE as a 
last resort. The engineering controls are focused on the placement of patients and 
spatial separation, along with the design of triage and waiting areas. On the other 
hand, CDC indicates that the administrative controls focus on isolation precautions 
and other aspects such as patients’ transportation inside and outside the healthcare 
facilities. However, there are no studies that evaluate the budgetary requirements of 
healthcare facilities in the process of implementing the hierarchy of controls. More-
over, there is a significant lack of studies conducted in the Indian healthcare institutes 
with a focus on the implementation of hierarchy of controls. 

Elimination 

Substitution 

Engineering 
Controls 

Administrative 
Controls 

PPE 

Hierarchy of ControlsMost 
effective 

Least 
effective 

Protect the worker with 
Personal Protective Equipment 

Change the way 
people work 

Isolate people 
from the hazard 

Replace 
the hazard 

Physically remove 
the hazard 

Fig. 4.1 Hierarchy of controls
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According to WHO, a Health Emergency and Disaster Risk Management Frame-
work (EDRM) has been developed that aims to react to crises and disasters that have 
a significant impact on both people’s health and healthcare systems throughout the 
world. It is the most recent framework and has been used in all the studies revolving 
around COVID-19 only [36, 37]. In the framework, prevention, preparation, and 
readiness are emphasized. There is an urgent need to react and recover from each 
tragedy or emergency that occurs. The discussion initiated by [38] indicates that the 
global health crises including climate change and extremes, the global rise of 
resistant antibiotics, and others have led to unprecedented mortality and morbidity, 
which is why the structured development of EDRM is necessary. The framework 
suggests that the strategic and operational requirements for not just the prevention 
but also the rehabilitation challenges associated with global public health crises are 
to be met. Furthermore, the work highlighted that there is a need to recognize the 
need for changing operational competencies, gaining expertise and knowledge, 
developing decision-making skill sets, and addressing healthcare management 
needs at all levels of governance. The framework given by WHO also indicates 
that emergencies and disasters affect all communities, requiring all agencies to work 
together. WHO did not discuss the financial implications of the integration of EDRM 
and no studies have evaluated the budget for the incorporation of the framework, 
particularly in the Indian context. 

4.3.1 Proposed Conceptual Framework 

According to the Indian Ministry of Health & Family Welfare, the Directorate 
General of Health Services has published instructions on how to minimize the 
transmission of airborne illnesses in healthcare institutions such as hospitals. Many 
of the recommendations apply to other respiratory illnesses that are transmitted by 
airborne means, even though tuberculosis is the prototypical disease that is the focus 
of the majority of the guidelines. 

This chapter aims to develop a framework that can help management in control-
ling airborne infections at hospitals. The literature reveals that administrative con-
trols, environmental controls, and engineering controls [39] are the three important 
factors that ensure management’s commitment to providing the best healthcare 
facilities. Both administrative and environmental controls can be different for indoor 
and outdoor patient and staff settings. Engineering controls are used to prevent the 
transmission and limit the concentration of infectious aerosols in the process rooms, 
laboratories, etc. 

Another crucial factor that can contribute toward the elimination of airborne 
infectious agents is the budget for maintenance of healthcare facilities to control 
airborne diseases. As a result of the SARS-CoV-2 pandemic, numerous organiza-
tions are considering policies such as enhanced ventilation and safety measures to 
limit the spread of acute respiratory infections such as Coronavirus 2 (SARS-CoV-2)



(COVID-19) [40]. Improved ventilation, an increase in basic equipment, and safety 
measures (e.g., masks and PPE) will increase the cost, exacerbating financial chal-
lenges for the management (Fig. 4.2). 
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Fig. 4.2 Initial conceptual framework from literature review 

4.4 Conclusion 

The healthcare administration bears the obligation of providing the patients with the 
highest quality of care that can be offered, with the goals of enhancing the patients’ 
overall health and transforming their stay in the hospital into a beneficial one through 
a timely discharge. The majority of hospital-acquired infections are caused by 
airborne pathogens, which explains why the infection incidence in hospitals is so 
high. It will be able, as a result of the research that has been carried out, to identify 
the gaps in the hospital management system that exist in relation to the tactics that 
are utilized for controlling the spread of airborne illnesses. Following this, the 
development of methods and strategies for a better management of airborne illnesses 
can be offered, along with their explanation [41]. The findings of this research will 
also fill the theoretical void that now exists as a result of there being insufficient 
situationally relevant theoretical frameworks. In conclusion, the findings of the 
research will assist in the determination of enhancements that can be implemented 
in various crisis management systems and will assist in the achievement of three 
essential goals of sustainable development [42].
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4.4.1 Future Directions 

There is very little information on how to control the spread of various airborne 
diseases caused by COVID-19, SARS-CoV-2, influenza, Zika virus, etc. The con-
sequences of such pandemics have been disastrous and have caused significant 
social and economic stress by making the workforce less productive [43]. Therefore, 
capacity-building efforts are required, and thus as a step toward supporting the 
notion, this chapter focuses on identifying the factors that can help in capacity 
building by controlling acute airborne infections. The WHO estimates that low-
and middle-income countries require an extra USD 370 billion per year for primary 
healthcare to accomplish UHC SDG objectives. Development cooperation is critical 
in this area, with official development aid (ODA) to health reaching USD 26 billion 
in 2018. It accounted for 13% of total health expenditure in lower-middle-income 
nations and 29% in low-income countries. Hospitals and other healthcare facilities 
adhere to strict regulations for ventilation systems and other precautions to protect 
patients from particles that cause airborne illnesses and other health issues. Control 
banding and the NIOSH hierarchy of controls could be useful in developing risk 
management methods. These models were created with the goal of reducing chem-
ical risks, but they can be modified to fit the needs of fighting highly contagious and 
lethal pathogens such as SARS-CoV-2. 
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Chapter 5 
Adaptive Sailfish Optimization-Contrast 
Limited Adaptive Histogram Equalization 
(ASFO-CLAHE) for Hyperparameter 
Tuning in Image Enhancement 

S. Surya and A. Muthukumaravel 

5.1 Introduction 

Breast tumours are the most common tumours found in women. Mammography has 
been shown to be one of the most powerful prognostic methods for identifying breast 
tumours earlier. A digital mammogram [1] has a limited range of grey tones. Digital 
mammograms' histogram structure is not well-defined. In mammographic films, 
non-tumorous and malignant breast lumps appear as white patches. The fatty tissues 
are seen as dark areas. On a digital mammogram, other elements of the breast, 
including glands, connective tissue, cancers, and calcium deposits, appear as shades 
of grey with a brighter intensity [2, 3]. Because of the various grey-level represen-
tations, digital mammograms are as challenging to interpret as traditional mammog-
raphy. Each year, a considerable number of digital mammograms are produced, 
necessitating precise and quick image interpretation. Non-tumorous lesions may be 
mistaken for tumours (false-positive rate), whereas malignancies can go undetected 
(false-negative rate). Thus, 10–30% of breast malignancies go undetected by radi-
ologists. Radiologists can use computer-aided diagnostic (CAD) tools to aid in the 
accurate interpretation of digital mammograms. Pre-processing of digital mammog-
raphy pictures for CE while maintaining brightness is the initial stage in the CAD 
model for analysing the mammogram pictures [4–6]. IE is the practise of enhancing 
picture excellence in order to improve visual and computational analysis [7]. Because 
of its capacity to circumvent some of the limits imposed by image acquisition 
techniques, it is frequently employed in a variety of applications. 
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For rapid and correct analysis of mammograms, contrast augmentation and 
brightness preservation procedures must not erode or lose the details in the picture. 
As a result, digital mammography contrast augmentation and brightness preservation 
are critical for premature recognition and diagnosis of breast tumours. A recent study 
[8] provides a complete assessment of histogram-based approaches. These strategies 
are frequently divided into global and local categories. For photographs requiring 
local details or images with fluctuating lighting, the utilization of global CE condi-
tions might not be appropriate. Nonetheless, when the procedure is employed in the 
vicinity, those constraints can be circumvented [9]. CLAHE is a prominent scheme 
for local CE, which has proven to be effective and beneficial in a variety of settings 
[10–12]. CLAHE has been widely employed in image processing and object detec-
tion purposes to improve visual contrast. In the medical field, it has been used to 
improve breast ultrasound and mammography images [12, 13], cell image segmen-
tation [14], fundus examination [15, 16], and bone fracture picture improvement. 

Several studies were presented in the previous centuries to improve image 
contrast based on the HE [11, 12, 14]. HE, in general, increases the contrast of 
large histogram parts while decreasing the contrast of small histogram parts 
[17]. They generate level saturation effects by pushing the intensities to the extreme 
right or left of the histogram, and if the Region-Of-Interest (ROI) has a low 
percentage of the picture, then it cannot be appropriately boosted. The primary 
idea behind CLAHE is to use interpolation to recover randomness across boundaries 
when applying HE to non-overlapping sub-parts of the image. CLAHE aided in the 
reduction of picture restoration algorithm complexity while also providing good 
CE. Apart from its prominence in the work, CLAHE is mostly dependent on two 
variables: NT and CL. The initial variable NT specifies how the picture is partitioned 
into tiles and is comprised of two values: m and n. As a result, the picture is broken 
down into m × n local parts. The CL, the second variable, affects how much noise is 
amplified in the picture. The CL keeps the intensity ranges of each tile's histogram 
from exceeding the chosen CL. This circumstance may result in poor image quality 
and noise when such variables are not chosen properly. Because the CLAHE's 
efficacy is mostly determined by the two variables listed above, more perfect ranges 
for these two variables will result in higher CE [18]. As a result, according to recent 
research [19], the fundamental flaw in CLAHE is poor hyper parameter selection, 
which leads to a reduction in picture quality. So, establishing the ideal parameters is 
a time-consuming operation, necessitating the use of an automatic parameter detec-
tion technique. Manually adjusting the hyperparameter values in such a trial-and-
error manner is a time-consuming and inefficient approach. Artificial intelligence 
(AI) methods have recently been used to overcome these problems [18, 20, 21]. 

The NT and CL are the two variables used by CLAHE. These two criteria 
determine the CLAHE's efficiency. As a result, adjusting the CLAHE's parameters 
can alter the results. The appropriate parameters' value varies depending on the 
image type. In this research, Adaptive Sailfish Optimization (ASFO) is used to find 
the best CLAHE settings to improve image contrast. The suggested approach 
automates the CL selection, making it more versatile and adaptable to image data.



The mammograms derived from the Mammographic Image Analysis Society 
(MIAS) corpus are used in the experiments. Image quality measuring techniques 
such as the PSNR, SSIM, and MSE are contrasted with various HE approaches. 
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5.2 Literature Survey 

More et al. [18] proposed a multi-objective meta-heuristic (SMPSO) for CLAHE 
parameter tuning, in which the fitness factors are both maximization of the quantity 
of data obtainable (by Entropy) and minimization of misrepresentation in the 
resultant pictures (by SSIM) simultaneously. The findings reveal that this method 
generates a Pareto group of non-dominated results that represent pictures with 
varying contrast ranges and a trade-off between entropy and SSIM. Such fitness 
factors, in particular, are incompatible. Such improved photos give specialists vital 
information for making decisions. 

Ma et al. [20] introduced a CLAHE-based fusion technique for picture improve-
ment in several colour schemes. The RGB colour space of the original colour image 
is first transformed into two distinct superior colour spaces: YIQ and HSI. The RGB 
to YIQ colour space conversion is linear, whereas the RGB to HSI colour space 
transformation is nonlinear. The programme then runs CLAHE in both the YIQ and 
HSI colour spaces to produce two distinct enhanced pictures. The CLAHE algorithm 
improves the luminance factor (Y) in the YIQ colour space and the intensity factor 
(I) in the HSI colour space. Block size and CL are two critical CLAHE settings that 
affect the excellence of the CLAHE-enhanced picture. Moreover, the YIQ and HSI 
enhanced pictures are transformed back to RGB colour, respectively. If the three 
elements of red, green, and blue in YIQ-RGB or HSI-RGB pictures are not coherent, 
the three elements must be harmonized in RGB space using the CLAHE algorithm. 
Finally, a self-dynamic weight choice non-linear IE is performed using a four 
direction Sobel boundary recognizer in the constrained general logarithm ratio 
operation to fuse YIQ-RGB and HSI-RGB pictures to obtain the absolute merged 
picture. The mean of the Sobel boundary recognizer and the merging coefficient are 
two crucial components in the enhanced fusion method, and these two factors define 
the procedure's results. The suggested enhancement approach is evaluated using a 
number of metrics, including average, variance, entropy, colourfulness measure 
(CM), MSE, and PSNR. According to the results of the testing, the suggested 
approach provides better IE and wider colour recovery ranges. The suggested 
technique effectively suppresses noise interference and improves image quality for 
underwater images. 

Campos et al. [21] established a training-based hyperparameter choice method, or 
the CLAHE methodology to create a strong regression model that can estimate 
highly possible CLAHE's hyperparameter for adjusting a picture depending on its 
attributes. As a result, an appropriate learning collection for the system initiation was 
required. In studies, the following algorithms were used: CART (Classification and 
Regression Tree), MLP (Multilayer Perceptron), ANN (Artificial Neural Network),



SVM (Support Vector Machine), RF (Random Forest), and EGB (Extreme Gradient 
Boosting) (XGBoost). Contrast alterations from familiar picture quality valuation 
corpora were used to build and test the proposed supervised approach. In addition, a 
more difficult dataset encompassing approximately 6200 photos with a wide variety 
of contrast and intensity fluctuations is introduced. The findings reveal that the 
suggested method is effective in estimating CLAHE hyperparameters with an 
RMSE of 0.014 and an R2 of 0.935. Furthermore, by boosting visual contrast 
while maintaining its natural aspect, our technique outperforms both tested 
baselines. 
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Wu et al. [22] presented a novel scheme for mammographic image characteristics 
and CE. Multiscale transforms and mathematical morphologies are used. To begin, 
the mammography is decomposed into distinct multiscale sub-band sub-images 
using the Laplacian Gaussian pyramid transform. In addition, the CLAHE equalizes 
the information or high-frequency sub-pictures, while mathematical morphology 
processes the low-frequency sub-images. Finally, the improved picture of charac-
teristics and contrast is restored by using CLAHE and statistical morphology to 
modify the Laplacian Gaussian pyramid coefficients at single or multiple layers. In 
order to achieve a natural outcome, the augmented picture is analysed by a global 
non-linear function. The findings of the experiments suggest that this scheme is 
successful for mammography features and CE. The contrast assessment measure for 
pictures, signal-noise-ratio (SNR), and CII are used to evaluate the suggested 
scheme's performance. 

He et al. [23] proposed an automated IE method that used both cranial and medio-
lateral oblique perspectives. Predict the qualified breast density percentage at a 
considered projection site to improve mammographic picture quality by altering or 
correcting an inconsistent intensity distribution. A quantitative and qualitative eval-
uation was conducted using a dataset of 360 full-field digital mammographic 
pictures. Visual inspection revealed that the processed images had good and consis-
tent intensity fluctuation, while texture data (breast parenchymal shapes) was kept 
and/or increased. This technique has shown a promising gain in density-based 
mammographic partitioning and risk analysis by enhancing the uniformity of the 
intensity distribution on mammographic pictures. This can then be used in computer-
aided mammography, which is valuable in a medicinal context via assisting fore-
casting radiologists in their decision-making task. 

Jenifer et al. [24] developed the Fuzzy Clipped CLAHE (FC-CLAHE) scheme 
that chooses the CL automatically and improves the local contrast of mammograms 
using fuzzy logic and histograms. Only a few control parameters are required by the 
fuzzy inference method developed to choose the CL. The fuzzy rules were created in 
order to provide the CL with a reliable and adaptable mammography picture with no 
need for labour involvement. The 322 digitized mammograms retrieved from the 
MIAS corpora are used in the experiments. The suggested strategy is compared to 
picture quality measuring tools such as CII, Discrete Entropy (DE), Absolute Mean 
Brightness Coefficient (AMBC), and PSNR, as well as other HE methods. 
According to experimental results, the suggested FC-CLAHE scheme outperforms 
various state-of-the-art schemes.
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Al-Juboori [25] proposed that the contrast of mammography pictures be 
increased. For this objective, many improvement methods such as HE, CLAHE, 
morphological, and Retinex are applied. To boost its performance, the Retinex 
technique combines it once with HE and then with CLAHE. The results of the 
experiments suggest that utilizing Retinex with CLAHE can yield images with 
stronger CE than using it with HE and is better than other approaches. 

Castro et al [26] proposed an algorithm for obtaining ROI in mammography to 
analyse parameters by regions, starting with IE via HE using the CLAHE method, 
with the goal of generating relevant information that could become a bio marker for 
breast radiologists in breast cancer detection. In addition, the use of different three-
dimensional representations is proposed to provide the medical community with a 
new viewpoint on analysis. Gradient vectors are also employed on three-dimensional 
representations to demonstrate a link between the magnitude and direction of 
intensity values in mammography masses, which can help determine the direction 
of a growing anomaly. In terms of anomaly radii, the algorithm yields an average of 
75 pixels. 

Dabass et al. [27] proposed a CLAHE and an entropy-based intuitionistic fuzzy 
approach suggested to improve the contrast of digital mammography pictures. 
Subjective, quantitative, and visual evaluations are performed using the publicly 
available MIAS corpus to evaluate the efficacy of this approach compared with the 
type-II fuzzy set-based strategies. This approach produces superior visual quality, 
according to the findings of the experiments. It outperforms various classical 
approaches regarding subjective and numerical criteria. 

Carneiro et al. [28] presented the CLAHE with various variables (window 
dimension) in 98 pictures for the purpose of photographic examination and evalu-
ation with the corresponding actual picture. The PSNR, the variation, and SSIM 
were determined, along with a photographic examination of an experienced and 
dedicated radiologist. The numerical findings revealed the closeness of the mean 
PSNR for the group of windows validated. Based on the radiologist's evaluation, the 
window dimension of 15 × 15 offered a higher contrast between fibroglandular 
tissue and nearby patterns. This investigation donated to the CE in dense mammo-
grams fitting for such patients who have a greater chance of breast tumours. It was 
promising to produce superior final pictures in contrast to the actual pictures using a 
basic mathematically and quickly computational processing technique, which could 
benefit radiologists in improving prognostic efficiency and premature detection of 
breast tumours. 

Byra Reddy and Prasanna Kumar [29] proposed that non-local filtered images be 
used to enhance mammography pictures using an entropy improvement method. 
These techniques may aid in the accurate detection of masses and microcalcifications 
in mammography. A filtering approach with a high PSNR and a low MSE value is a 
good filtering technique. According to experimental results on a digital database 
using screening mammography pictures, the non-local mean filter by entropy 
improvement strategy is better for mammogram IE. Suradi and Abdullah [30] 
suggested FC-CLAHE with an Anisotropic Diffusion Filter as a new image enhanc-
ing solution for digital mammography pictures (FC-CLAHE-ADF). This scheme



uses a fuzzy and histogram-based IE method to provide noiseless mammograms by 
preserving contrast and brightness. The MIAS open-source corpus yielded an overall 
of six mammograms. FC-CLAHE-ADF’s performance was evaluated against 
RMSHE (Recursive Mean-Separate HE), FDCT-USFFT (Fast Discrete Curvelet 
Transform through Unequally Spaced Fast Fourier Transform), and FC-CLAHE 
alone. In conclusion, amongst other enhancement strategies, the innovative FC-
CLAHE-ADF scheme has produced the best solutions. The resulting photos were 
able to better demonstrate breast lesions. 
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5.3 Proposed Methodology 

The ASFO-CLAHE technique is a unique optimization and histogram-based algo-
rithm for increasing the local contrast of mammograms. ASFO optimizes the local 
contrast of digital mammograms by automating the CL and NT that are relevant to 
the mammogram. As additional photos become available, the ASFO approach builds 
new members of the ensemble from mini-batches of images to make the CL flexible 
and the NT variable mammography data without the need for human involvement. 
Figure 5.1 depicts the entire flow of the presented method and tentative methodol-
ogies, including the CBIS-DDSM corpus, parameter optimization, and performance 
evaluation. it is worth noting that the proposed approach's eventual applicability is 
contingent on evaluation metrics. In other words, the hyperparameters predicted 
from the previously optimized model are used to alter a given new image. 

5.3.1 Histogram Equalization 

The probability density function, p(Xk), for a considered picture X = {X(i, j)} with 
L discrete grey points denoted as {X0,X1, . . .,XL - 1}, is provided by Eq. (5.1), 

p Xkð Þ= 
Nk 

N 
for k= 0, . . . L- 1 ð5:1Þ 

Nk is the number of times the point Xk seems in the given picture X, and N denotes the 
overall amount of examples in the picture. The amount of grey points in the provided 
picture is L(L = 256). The Cumulative Density Factor (CDF), c(x), is therefore 
determined by Eq. (5.2), which is 

c  Xkð  Þ= 
k 

j= 0 

p  Xj for k= 0, . . . L- 1 ð5:2Þ
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Fig. 5.1 Entire flow of the presented ASFO-CLAHE system



where x is equal to x = 0, 1, , L - 1. HE is an approach, which uses the CDF as a
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. . .  
conversion factor to transfer the given picture into the complete dynamic collection 
(X0,XL - 1). Equation (5.3) gives the transformation factor f(x) depending on the 
CDF 

f xð Þ= x0 þ XL- 1 -X0ð Þ:c xð Þ ð5:3Þ 

In Eq. (5.3), (XL - 1) is the highest grey point. It expresses the resultant picture 
generated via HE, Eq. (5.4) 

Y = f  xð Þ= f X  i, jð Þð Þ j 8X i, jð Þ 2  Xf ð5:4Þ 

In Eq. (5.4), (i, j) denotes the spatial coordinates of the pixel in the picture [31]. 

5.3.2 Clipped Histogram Equalization 

The contrast of the larger histogram areas is stretched, while the contrast of the small 
histogram areas is compressed. So, when the ROI in a picture simply takes up a low 
percentage of the image, HE will not appropriately enhance it. By limiting the 
enhancement rate, clipped HE methods attempt to address these issues. The boost 
achieved using the HE technique is dependent on c, c(x) as shown in Eq. (5.3). 

d 
dX 

c xð Þ= p xð Þ ð5:5Þ 

As a result, by constraining the range of p(x) or  h, the enhancement rate can be 
limited (x). As a result, before the equalization procedure, the clipped histogram 
adjusts the form of the given histogram via lowering or raising the range in the 
histogram bins depending on a threshold bound. Clipping/CL is another name for 
this threshold limit. The CL is calculated using Eq. (5.6) to clip the histogram of the 
supplied image. 

Clip Limit= 
φ 
256

þ β: φ-
φ 
256

ð5:6Þ 

In Eq. (5.6), β = clipping improvement variable, [.] implies truncation to the 
nearest integer, and = block size product the number of bins (0–255) is represented 
by the integer 256. The histogram is then reallocated to include the cut portion. This 
modified histogram [32] is used for HE. The suggested ASFO-CLAHE improve-
ment approach performs the choice of an appropriate CL for the image data. As a 
result, the technique is adaptable and suitable for real-world uses. The original 
image's histogram is created. The picture's contrast and entropy values are retrieved 
and sent into the ASFO as input.



ð
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5.3.3 Adaptive Sailfish Optimization (ASFO)-CLAHE 
Algorithm 

The contrast of a mammographic picture refers to how well various prognostic 
characteristics like masses and micro calcifications may be clearly separated from 
the surrounding breast tissues. When compared to normal breast tissue, calcifications 
in mammograms are comparatively positive calcium patches. Calcifications found 
within dense masses may have a low contrast with the surrounding environment. The 
affluence of data in a mammographic picture later CE is measured by entropy. 

Contrast Cð Þ= 
N- 1 

i, j= 0 

ji- jj2 P i, jð Þ ð5:7Þ 

Entropy Eð Þ= 
N- 1 

i, j= 0 

P i, jð Þ - lnP i, jð Þð Þ 5:8Þ 

P(i, j) denotes the chance of a certain result. The summing value (i, j = 0) to (N - 1) 
essentially says that all elements in the matrix must be taken into account. The digital 
image of a mammogram's contrast and entropy are two crucial features for detecting 
abnormalities. To produce clipping improvement variable (oβ), which is the ASFO's 
result value, ASFO takes into account two input values: contrast (C) and discrete 
entropy (E). The outcomes of clipping improvement techniques are worse than those 
of HE algorithms when a user sets incorrect settings. Experiments connecting image 
quality to blocksize and the clipping enhancement parameter have been conducted, 
revealing that image quality is mostly determined by the CL rather than blocksize. 
The ASFO-CLAHE algorithm calculates the new optimum CL using Eq. (5.9) which 
is a version based on the input image's contrast and entropy. 

Optimized Clip Limit= 
φ 
256

þ oβ: φ-
φ 
256

ð5:9Þ 

In Eq. (5.9), oβ = optimized clipping improvement variable (values between 
0 and 1), [.] implies truncating the range to the closest integer, φ = product of block 
size, and the number of bins is 256. 

The hit-change tactic of a set of hunting sailfishes chasing a set of sardines 
inspired SFO, a populace-based meta-heuristic strategy [14]. This hunting strategy 
offers hunters the upper hand via permitting them to conserve their power. It takes 
into account two populaces: the sailfish and sardine populations. The issue variables 
(pixels of the image) are the sites of sailfishes in the hunt region, and the sailfishes 
are considered the optimal selection of CL and NT. This strategy intends to make the 
movement of hunt agents as random as possible (both sailfish and sardine). For the 
best selection of CL and NT, sailfishes are believed to be spread throughout the hunt 
region, whilst the placements of sardines aid in finding the optimum result in the



ð Þð Þ ð Þ

ð Þ ð Þ

hunt region. The 'elite' sailfish has the highest fitness, and its place in the iteration is 
determined by Pi 

SrdBest. In the instance of sardines, the 'wounded' is the one having 
the finest fitness (CL and NT), and Pi 

SrdBest determines its site at all iterations. The 
sites of sardines and sailfish are modified at all iterations. Using 'elite' sailfish and 
'damaged' sardine, the new location Piþ1 

Slf of a sailfish is updated at the i+1th iteration, 
as per Eq. (5.10). 
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Piþ1 
Slf =Piþ1 

SlfBest - μi Frnd × 
Piþ1 
SlfBest þ Piþ1 

SlfInjured 

2
-Pi 

Slf ð5:10Þ 

Pi 
Slf is the earlier site of the Slfth sailfish, Frnd is a fuzzy arbitrary value from 0 to 

1, and I is a coefficient created according to Eq. (5.11) 

μi = 2×Frnd × PrD- PrD ð5:11Þ 

PrD stands for quarry density that refers to the quantity of quarries present at all 
iterations. During group hunting, the range of PrD, determined by Eq. (5.12), drops 
with each repetition as the amount of quarry reduces. 

PrD= 1-
NumSlf 

NumSlf þ NumSrd 
ð5:12Þ 

The amount of sailfish and sardines is NumSlf and NumSrd, correspondingly. 

NumSlf =NumSrd × Prcnt ð5:13Þ 

In Eq. (5.13), Prcnt is the fraction of the initial sardine populace, which makes up 
the sailfish populace. The amount of sardines in the beginning is usually assumed to 
be more than the amount of sailfish. Each iteration updates the sardine sites 
according to Eq. (5.14), 

Piþ1 
Srd =Frnd 0, 1ð Þ× Pi 

SLfBest-Pi 
Srd þ ATK ð5:14Þ 

ATK=A × 1- 2 × itr × k 5:15 

where Pi 
Srd and P

iþ1 
Srd describe the sardine's prior and updated sites (CL and NT), and 

ATK denotes the sailfish's hit strength at iteration itr. The amount of displacement 
and the amount of sardines, which modify their sites (CL and NT) are now deter-
mined by ATK. Convergence of hunt agents is aided by lowering the ATK. The 
amount of sardines, which change their site (CL and NT) and the number of vari-
ables of them Eq. (5.16) are computed using the parameter ATK as follows: 

γ =NumSrd ×ATK ×Frnd 0, 1ð Þ ð5:16Þ 
δ= v ×ATK ×Frnd 0, 1 5:17



Num denotes the amount of sardines and v denotes the amount of parameters. The
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Fig. 5.2 Applied transfer factor for transforming continuous hunt region of SFO to binary 

Srd 

exploration of hunt region is ensured by the arbitrary choice of sailfish and sardines. 
ATK attempts to discover a trade-off between hunt and exploitation. In this chapter, 
a fuzzy distribution is created for balancing exploration and exploitation in order to 
pick the best CL and NT. Let the original picture set be I = {i1, i2, . . .  , iN}, where 
N denotes the overall quantity of pictures in the dataset and the class tag be 
C = {c1, . . ., cl}, where l denotes the amount of classes (l = 3). A solution is 
given here as a binary vector, with 1 indicating that the relevant CL and NT are 
picked and 0 indicating that the related CLAHE hyper-parameters are not selected. 
The number of hyper-parameters in the original CBIS-DDSM dataset is equal to the 
size of this vector. Use a transfer function [15] to convert the normal SFO's 
continuous hunt region to a binary one. 

Figure 5.2 depicts the sigmoid transfer function, which is expressed by Eq. (5.18), 

T xð  Þ= 
1 

1 þ e- x ð5:18Þ 

Equation (5.19) will now be used to modify the current site of the sailfish 
employing the possibility values produced by Eqs. (5.18 and 5.19). 

Xd tð  Þ= 
1  if  Frnd < T  Xd tð  Þ
0  if  Frnd ≥T  Xd tð  Þ ð5:19Þ
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These two parameters are integrated using Eq. (5.20), and the IE issue is reduced 
to a single objective problem. 

Fitness=ωγ Cð Þ þ  1-ωð  Þ j C j 
N

ð5:20Þ 

In Eq. (5.20), C indicates the image contrast, |C| is the cardinality of the image 
contrast, (C) is the picture quality in relation to the contrast, N is the original image, 
and ω 2 [0, 1] is the weight. SFO now takes care of exploration [33, 34] via an 
arbitrary initiation of the sailfish and sardine populations, as well as an encircling 
strategy based on hyper-sphere neighbourhood. Exploitation is avoided by relying 
on the sardine population and mobility around the most excellent sailfish and 
sardine. The variable ATK (specified in Eq. 5.14) attempts to strike a trade-off 
between the algorithm's hunt and exploitation abilities. The traditional SFO, on the 
other hand, suffers from poor solution accuracy, slow convergence speed, early 
convergence, and an insufficient trade-off between global and local hunting capa-
bilities. Second, to balance and enhance the hunt and exploitation abilities of 
algorithms, the adaptive fuzzy distribution is used to change individual sardines. 
Finally, genetic features are used to carry out natural inheritance of sailfish and 
sardines in order to increase the algorithm's solution accuracy and convergence 
speed. The worst-case scenario complexity of the ASFO strategy is 
O max Iter × NSrd × tfitness þ Nð Þð Þ, wherein maxIter is the greatest amount of iteration, 
NSrd is the amount of sardines, tfitness denotes the duration required to calculate the 
fitness range of a specific agent by the considered classifier, and N denotes the 
overall quantity of images in the dataset. The standard approach for HE is to 
reallocate grey points in a given picture therefore that the histogram of the resultant 
picture approaches that of a regular distribution, leading to an enhancement in 
perceived quality. The probability density function Xopt _ k, for an optimized clipped 
image is given by Eq. (5.21), 

Popt Xopt k = 
Nopt k 

N 
for opt k= 0, . . .L- 1 ð5:21Þ 

Nopt _ k is the amount of times the point Xopt _ k appears in the given picture X, and 
N denotes the overall quantity of examples in the picture. The amount of grey points 
(L = 255) is represented by the letter L. The following is the conversion factor f(x) 
depending on the CDF indicated in Eq. (5.2): 

f xð Þ=X0 þ XL- 1 -X0ð Þ:c xð Þ ð5:22Þ 

where (XL-1) denotes the highest grey point. The following is the image obtained 
using optimal trimmed HE: 

Yopt = f xð Þ= f Xopt i, jð Þ j8Xopt i, jð Þ 2  Xopt ð5:23Þ 

The spatial coordinates of the pixel in the picture are (i,j)
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5.4 Performance Measures 

The results of the presented ASFO-CLAHE method and existing methods are 
evaluated against CLAHE, FC-CLAHE, and FC-CLAHE-ADF regarding picture 
quality measures such as PSNR, MSE, and SSIM. 

The PSNR is utilized to assess the extent of relationship amongst an improved 
picture and its underlying picture. 

PSNR= 10 log 10 
R2 

MSE
ð5:24Þ 

In Eq. (5.24), R indicates the utmost variation in the given picture and MSE is 
used to assess the dissimilarity amongst the improved picture and its underlying 
picture. 

MSE= 
1 
n 

n 

i= 1 

Yi - Yi

2 
ð5:25Þ 

n = number of data points, Yi = observed values, Yi = predicted values. 

5.5 Performance Measures 

MIAS database can be utilized for the experiment and validation of the IE methods. 
The test set includes 322 varied categories of mammographic pictures of dimension 
1024 × 1024 pixels with 8 bits per pixel, the presented ASFO-CLAHE algorithm, 
FC-CLAHE-ADF, CLAHE, and FC-CLAHE were evaluated via various perfor-
mance metrics. Various quantitative performance measures, such as PSNR MSE, 
RMSE, and SSIM as stated in the preceding section, were applied to demonstrate the 
enhanced efficacy of the suggested technique over conventional and advanced 
methods. Figure 5.3 displays a digital mammogram of a benign breast cancer sample 
from the MIAS database, which may be found at https://www.kaggle.com/datasets/ 
awsaf49/cbis-ddsm-breast-cancer-image-dataset. This study was done on a 
MATLABR2021b with 4GB RAM and a 5th generation Intel Core i7 processor. 

Figure 5.3 shows the results of various IE methods with respect to enhanced 
images and histogram of those algorithms. The left side of the Fig. 5.3a, c, e, g, i 
demonstrates the results of original low contrast image, IE by CLAHE, FC-CLAHE, 
FC-CLAHE-ADF, and proposed ASFO-CLAHE algorithm, respectively. The right 
side of the Fig. 5.3b, d, f, h, j demonstrates the histogram of original image, CLAHE, 
FC-CLAHE, FC-CLAHE-ADF, and proposed ASFO-CLAHE algorithm, respec-
tively. Table 5.1 provides the relative analysis of various IE methods by pictures 
collected from MIAS corpus. Results analysis of PSNR reveals that the presented 
ASFO-CLAHE technique provides higher PSNR of 23.1823 dB which is improved

https://www.kaggle.com/datasets/awsaf49/cbis-ddsm-breast-cancer-image-dataset
https://www.kaggle.com/datasets/awsaf49/cbis-ddsm-breast-cancer-image-dataset


Fig. 5.3 Various image enhancement methods and histogram of benign-type digital mammogram. 
(a) Original low contrast image. (b) Histogram of low contrast image. (c) Image enhancement by 
CLAHE. (d) Histogram of image by CLAHE. (e) Image enhancement by FC-CLAHE. (f) Histo-
gram of image by FC-CLAHE. (g) Image enhancement by FC-CLAHE-ADF. (h) Histogram of 
image by FC-CLAHE-ADF. (i) Image enhancement by ASFO-CLAHE. (j) Histogram of image by 
ASFO-CLAHE



than the other traditional IE methods. ASFO-CLAHE produces greater PSNR values 
while evaluated against the traditional IE techniques. This proves the enhancement is 
performed better than the other images. MSE is extremely less for ASFO-CLAHE 
(205.2463), higher for CLAHE (251.2517), FC-CLAHE (251.2517), and FC-
CLAHE-ADF (249.8211). RMSE value of proposed ASFO-CLAHE system is 
14.3267, CLAHE, FC-CLAHE, and FC-CLAHE-ADF methods produce higher 
RMSE results of 15.8509, 15.8057, and 15.6920, respectively. ASFO-CLAHE 
system gives less RMSE value when compared to other existing methods since the 
noisy backgrounds in the output picture that fairly interest a huge proportion of the 
picture part. SSIM is very higher for ASFO-CLAHE (0.9208), lower for CLAHE 
(0.4829), FC-CLAHE (0.7295), and FC-CLAHE-ADF (0.8322).
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Figures 5.4, 5.5, 5.6, and 5.7 show the graphical evaluation of the metrics like 
PSNR, MSE, RMSE, and SSIM comparison for the enhanced results by CLAHE, 
FC-CLAHE, FC-CLAHE-ADF, and ASFO-CLAHE methods. From the results, it 
concludes that the presented method has considerably improved values of SSIM and 
PSNR. 

Figure 5.4 exhibits the PSNR comparison of IE methods such as CLAHE, 
FC-CLAHE, FC-CLAHE-ADF, and proposed ASFO-CLAHE algorithm. Proposed 
ASFO-CLAHE algorithm gives improved PSNR (23.1823dB), traditional CLAHE 
(10.6513dB), FC-CLAHE (16.8773dB), and FC-CLAHE-ADF(19.1001 dB) has 
lesser PSNR, respectively (See Table 5.1). 

Figures 5.5 and 5.6 show the overall error results of various IE algorithms. MSE 
and RMSE of the proposed technique are very low while evaluated against the 
existing IE techniques. Proposed algorithm gives lesser MSE (205.2463), other 
methods have higher MSE value of CLAHE (251.2517), FC-CLAHE (249.8211), 
and FC-CLAHE-ADF (246.2381). Proposed algorithm gives lesser RMSE 
(14.3267), other methods have higher RMSE value of CLAHE (15.8509), 
FC-CLAHE (15.8057), and FC-CLAHE-ADF (15.6920). 

Figure 5.7, SSIM results of the proposed system is higher, i.e. 0.9208 and other 
methods, such as CLAHE, FC-CLAHE, FC-CLAHE-ADF give lower SSIM value

Fig. 5.4 PSNR comparison 
of image enhancement 
methods via Mias database



of 0.4829, 0.7295, and 0.8322, respectively. Proposed system optimizes the hyper-
parameters efficiently than the other methods, which shows that the presented 
technique provides better SSIM range between original and contrast enhancement 
images.
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Fig. 5.5 MSE comparison 
of image enhancement 
methods via Mias database 

Fig. 5.6 RMSE comparison of image enhancement methods via Mias database
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Fig. 5.7 SSIM comparison of image enhancement methods via Mias database 

Table 5.1 Comparative analysis of various image enhancement algorithms (Mias Database) 

Performance measures CLAHE FC-CLAHE FC-CLAHE-ADF ASFO-CLAHE 
PSNR 10.6513 16.8773 19.1001 23.1823 
MSE 251.2517 249.8211 246.2381 205.2463 
RMSE 15.8509 15.8057 15.6920 14.3267 
SSIM 0.4829 0.7295 0.8322 0.9208 

5.6 Conclusion and Future Work 

CLAHE, hyperparameter tuning which leads to reduction in image quality. ASFO-
CLAHE algorithm is presented for detecting abnormalities in digital mammogram. 
In the proposed ASFO-CLAHE algorithm, CL, and NT of CLAHE technique is 
automatically selected using the ASFO algorithm. The quality of the improved 
picture is majorly depending on two parameters such as CL and NT. ASFO-
CLAHE algorithm is capable of repeatedly computing hyperparameters of CLAHE’s 
for pictures through varied contrast irregularities in the MIAS database. Experimen-
tal results demonstrate that the purpose of the proposed ASFO-CLAHE method is 
successful and gives better improvement for different mammogram images. It is 
obvious that the purpose of the presented technique has improve the identification 
capability of micro calcifications present in mammogram images and it is appropri-
ate for each and every one category of breast images together with fatty, fatty



glandular, and dense-glandular mammograms. The metrics such as PSNR, MSE, 
Root Mean Square Error (RMSE), and SSIM values are used for the performance 
analysis. These measures play a significant role in comparing different IE methods. 
The scope of the work will aim to test this system’s capability to raise the results of 
following computer vision tasks, particularly object detection. 
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Chapter 6 
Efficient Method for Predicting Thyroid 
Disease Classification using Convolutional 
Neural Network with Support Vector 
Machine 

V. Brindha and A. Muthukumaravel 

6.1 Introduction 

Thyroid disease is the most common ailment in the world. Thyroid hormones 
influence nearly all the organ in the body, especially heartbeat and brain function, 
since they govern the distribution of energy in the body. The thyroid gland generates 
the hormones levothyroxine (T4) and triiodothyronine (T3), and thyroid stimulating 
hormone (TSH) regulates the quantity of T3 and T4 in the blood. TSH and T4 levels 
if normal indicate that the thyroid gland is functioning correctly, whereas TSH levels 
that are low and T4 levels if high indicate hyperthyroidism. T3 tests are used to 
detect hyperthyroidism or to determine the severity of the condition. Secondary 
hypothyroidism is identified by a low TSH and lower T4, while primary hypothy-
roidism is noted by a higher TSH and lower T4. 

The main goal of saving lives of many people is to diagnose thyroid disorders 
early using Thyroid disorder prediction techniques. AI is a cutting-edge technology 
that aids in thyroid disorder prediction. Machine learning (ML) is a subclass of AI in 
which data mining is used to train a function that translates an input to an output 
using various approaches. Labelled data on training is a feature of supervised 
machine learning that consists of a set of training samples. Unsupervised machine 
learning focuses on data analysis and can track numerous abnormalities by
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understanding the behaviour of distinct entities. Despite the efficiency of ML 
algorithms, the traditional methodologies are confined to handling raw data. Deep 
learning (DL) is a subset of machine learning (ML) that includes a variety of 
representation learning approaches or methodologies. They can create data repre-
sentations at several levels. The different layers in a deep neural network convert raw 
data representation at a lower level or input level into a higher level or abstraction 
level presentation.
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Thyroid disease is becoming more difficult for medical researchers and doctors to 
understand. As a result, a deep learning algorithm is utilised in this study to detect the 
presence of many forms of thyroid diseases without the need for multiple physician 
consultations. The proposed Convolutional Neural Network (CNN) is compared to 
the Support Vector Machine (SVM) classifier for predicting thyroid disorders and 
classifying them as either hyperthyroidism or hypothyroidism from the given 
dataset. The following is how the rest of the chapter is organised: Through a study 
of the literature, Sect. 6.2 provides the relevant background knowledge. Section 6.3 
contains the dataset and application of classification methods utilised in this exper-
iment to diagnose thyroid disease. Section 6.4 summarises the research findings and 
discussion. Section 6.5 finishes with conclusions and recommendations for future 
research. 

6.2 Literature Review 

Chen et al. [1] present an expert model with three phases for identifying and treating 
thyroid issues, focusing on a hybrid SVM technique in this research. The first phase, 
which focuses on feature selection, tries to create a variety of feature subsets with 
varying discriminative capabilities. The generated feature groups are loaded into the 
specified SVM classifier in the second phase for training an optimum prediction 
system, whose parameters are tuned via particle swarm optimisation (PSO). Finally, 
utilising the best discriminative feature subset and ideal criteria, the resulting perfect 
SVM model accomplishes thyroid illness diagnosis assignments. The suggested 
expert model (FS-PSO-SVM) was thoroughly tested on the thyroid disease database, 
which is commonly used to detect thyroid problems. The suggested scheme was 
compared against two other equivalent systems in respect of classification accuracy: 
an SVM built on grid search methodology and an SVM built on grid search plus 
principal component analysis. The results demonstrate that FS-PSO-SVM performs 
much better than the others. 

Nageswari et al.'s [2] work aims to identify and detect the existence of five 
different thyroid illnesses, including both hyper and hypothyroidism, thyroid carci-
noma, thyroid gland, thyroiditis, and regular thyroid monitoring, without requiring 
numerous consultations. This results in predicted illness progression, allowing us to 
take quick action to avoid further repercussions in a cost-effective and efficient 
manner, reducing the rate of human error. The more time-consuming thyroid variety 
and patient expenditure will be removed using an internet tool that uses an image file 
of the inclusion.
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The major purpose of this study by Borzouei et al. [3] was to use multivariate 
logistic regression and neural network (NN) schemes to diagnose the two most 
frequent thyroid diseases. In particular, the study looked at how well laboratory 
testing predicted specific clinical symptom scores. Individuals with thyroid problems 
who were directed to Hamadan's Hospitals provided the data for this study. The 
study included 310 patients who were classified as euthyroid, hyperthyroid, or 
hypothyroid. The characteristics collected included characteristics, indications of 
the disorders of concern, and laboratory tests. Various multinomial logistic regres-
sion and classifiers were validated experimentally to examine the predictive abilities 
of the clinical symptoms and laboratory findings. The accuracy average and the area 
under the curve of these models were compared. In every case, the neural network 
model outperformed the multinomial logistic regression model. 

Bini et al. [4] introduce the main principles and process characteristics of machine 
learning, deep learning, and radiomics in their article. Data requirements, distinc-
tions between these approaches, and their limitations are discussed. Following that, a 
brief description of the use of AI algorithms for the evaluation of thyroid pictures is 
offered. Before AI systems are developed for widespread clinical application, there 
should be a serious discussion about their limitations and open difficulties. Clarifi-
cation of the drawbacks of AI-based solutions is critical for ensuring the best 
possible application for each patient. 

Vasile et al. [5] devised an ensemble technique to discover new methods for 
improving the diagnosis process of thyroid problems. This strategy used two deep 
learning models: one using CNN architecture and the other using transfer learning. 
For the first model, 5-CNN, an effective, completely trained model with five 
convolution layers was created. The second model repurposed, refined, and trained 
the previously trained VGG-19 architecture. The other two models were surpassed 
by the proposed ensemble approach, which produced excellent results. 

Makas et al. [6] used seven different kinds of NN to develop extremely stable and 
trustworthy models for thyroid evaluation in this study. The PSO and artificial bee 
colony methods are quite popular optimisation methods, while the migratory bird’s 
optimisation technique, built on swarm intelligence, is a newer optimisation method. 
These evolutionary algorithms were then used to retrain the established feed-forward 
multilayer neural network. The dataset was found on the UCI machine learning 
repository website. The accuracy scores beat those of similar studies, according to 
the findings. 

ThyNet, a deep learning AI network developed by Sui Peng et al. [7], can 
discriminate between cancerous and benign thyroid nodules. This model was tested 
to determine if it could help radiographers enhance diagnostic efficiency and prevent 
tiny needle extraction. ThyNet was created and provided with training on datasets 
from two hospitals in three stages before being tested on datasets from seven Chinese 
hospitals. Every lump in the training and overall test sets had its pathology verified. 
ThyNet's diagnosis results were compared to those of 12 radiologists in the first 
place (test set A). Then, to increase radiologists' diagnostic performance using 
images, a ThyNet-aided technique was devised, in which ThyNet helped diagnoses 
made by radiologists (test set B). After that, the ThyNet-assisted technique was put



to the test in a real-life clinical scenario (test set C). The number of unwanted fine 
needle aspirations prevented by the ThyNet-assisted method was determined in a 
simulated situation. 
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In their paper, Yunjun Wang et al. [8] showed how DCNN models may be used in 
clinical situations to help differentiate thyroid nodules from each other using histol-
ogy data. The DCNN models, particularly VGG-19, demonstrated outstanding 
diagnostic efficiency after being trained with a huge database. Pathologists' work-
loads might be reduced and their ability to determine the histology of thyroid cancers 
improved with the use of DCCN models. 

If congenital hypothyroidism (CH) is identified early enough, infants with the 
illness can have normal or fairly normal cognitive ability. Zarin Mousavi et al. [9] 
chose to add many famous classification techniques to the new-born screening 
scheme after studying their efficacy in the detection of thyroid conditions. Using 
data from the Healthcare Department of Alborz Province, Iran, the effectiveness of 
these methods in diagnosing CH was assessed. Because the dataset was unbalanced, 
the base classifiers were coupled with the Bagging and AdaBoost algorithms to 
increase model performance. The SVM-Bagging could distinguish children with CH 
from healthy children with 99.58% accuracy, according to the findings. 

The purpose of this study, according to Namdeo et al. [10], is to develop a unique 
thyroid detection system that includes two aspects: feature extraction and classifica-
tion. Using Principal Component Analysis, two types of features are extracted: 
neighbourhood-based and gradient-based features, followed by CNN and NN clas-
sification techniques. While CNN is used to categorise images by pulling deep 
attributes, NN is used to classify diseases by combining image and data information. 
Finally, the two categorised findings are integrated to improve diagnosis accuracy. 
This research also seeks to stimulate the optimisation concept in order to improve the 
accuracy rate. The CNN convolutional layer is chosen optimally, and the given 
features should be the best when classifying under NN. For these improvements, a 
new modified method called Worst Fitness-based Cuckoo Search (WF-CS) is 
presented. Finally, the performance of the suggested WF-CS is compared to that 
of other traditional approaches, demonstrating that the proposed work is superior in 
detecting thyroid existence. 

6.3 Materials and Methods 

The proposed approach can help doctors achieve a definitive diagnosis by finding 
features that include significant detail, extracting key correlations between features, 
and concluding a diagnostic state. Data collection and preparation, classification, and 
evaluation are the three logical processes in the implementation technique. Cleaning, 
normalisation, transformation, feature extraction, and selection are all part of the 
initial phase of data pre-processing. A uniform format for the data model is defined at 
this stage, which handles missed values, duplicate values, and poor data filtering. 
After the dataset has been cleaned, data related to the evaluation is chosen and 
extracted. The chosen data is translated into data mining-friendly formats. To
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minimise the influence of scale on the data, the datasets are normalised and stored in 
the comma separated value file format. Feature selection (FS), also known as 
attributes selection, is the process of selecting the most essential attributes in a 
dataset for predictive analysis. The dataset is then subjected to two classification 
techniques: CNN and SVM. Finally, the models' performances are compared using 
several classification evaluation methods. 
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6.3.1 Dataset Description 

This study's database originates from the UCI archive and includes 7200 cases with 
21 features: 15 of those will be categories and six of which are numeric. The cases in 
the dataset are divided into three groups: hyper, hypo, and normal individuals. The 
subject groups are divided into 166 hyperthyroidism, 368 hypothyroidism, and 6666 
normal occurrences. As indicated by the distribution of cases amongst the three 
classes, the dataset is considerably skewed. In addition, for analytical purposes, the 
full dataset was split into a train and test dataset in an 80:20 ratio. As a result, there 
are 5760 occurrences in the testing set and 1440 in the test sample. In the assessment, 
only five of the 21 criteria are employed. These are a few of the various thyroid 
activity examinations that reveal the amount of thyroid hormones present in the 
blood and are symptomatic of thyroid malfunction. 

6.3.2 Convolutional Neural Network 

CNN is a deep learning model that consists of numerous layers and is connected 
end-to-end. Convolutional layer, pooling layer, and fully connected layer are the 
three primary layers of a CNN. The CNN goes through two levels of training: 
forward and backward. The image is depicted in every layer with the existing 
parameters (weight and bias) in the forward stage of CNN training. Internal network 
parameters (weights) are modified during the backward propagation phase in order 
to compute the following forward stage. A standard CNN model is structured in a 
series of stages. Two types of layers make up the initial stages: convolutional layers 
and pooling layers. The convolutional layer is made up of a series of different feature 
maps with neurons placed inside. This layer's learnable parameters are filters or 
kernels. Each convolutional layer's feature map includes ReLU activated elements of 
the dot product of weights and the local input region to which the layer's neurons are 
attached. The raw pixel values of the image are stored in the input, which is an array. 
The output volume is produced by convolving filters or kernels on this input array. In 
equation (6.1), the mathematical term for convolution is provided. 

G  x, y½ �= j � kð  Þ  x, y½ �= 
a b 

k  a, b½ �j  x- a, y- b½ � 6:1Þ



where jrepresents the input array; k represents the kernel or lter of size (a, b); and
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x and y indicate the row and column indexes in the output matrix. 
The role of the pooling layer is to merge semantically related features into a single 

entity. The features hierarchy created by CNN's two interleaved main layers is 
passed to other fully connected layers for the network's ultimate output. This fully 
connected layer comes after the softmax function in the classification layer. The loss 
layer is the final layer of a completely linked network, and it calculates the error that 
occurs when the desired and real values disagree. This loss layer is frequently 
associated with the softmax function, which works on the basis of probability 
distribution. 

6.3.3 Support Vector Machine 

The SVM is a supervised learning classification algorithm that has been demon-
strated to be effective for a variety of classification issues. Both regression and 
classification issues are solved using SVM. Support vectors are the data points on the 
boundary. It tries to find the best hyperplane across classes by counting the number 
of points on the class descriptors' edge. The space between two classes is measured 
by the margin. The accuracy of categorisation improves by a larger margin. This 
approach works well for situations with both linear and nonlinear datasets. 

6.4 Results and Discussions 

For the classification of thyroid illnesses, two AI algorithms, SVM and CNN, were 
used to distinguish between hyper and hypothyroid datasets from normal datasets. 
The results of this research are compared in terms of two parameters: precision and 
accuracy. 

Accuracy: 

Accuracy= 
TPþ TN 

TPþ FP þ TN þ FN � 100% ð6:2Þ 

Table 6.1 and Fig. 6.1 show the accuracy obtained from the dataset by Support 
Vector Machine and Convolution Neural Network. It clearly shows that in terms of 
accuracy, convolution neural networks outperform support vector machines. 

Precision: 

Precision= 
TP 

TPþ FP � 100% ð6:3Þ
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Table 6.1 Accuracy by Support Vector Machine and Convolution Neural Network 

No of iterations 
Support Vector Machine 
accuracy % 

Convolution Neural Network 
accuracy % 

10 86.19 88.74 

20 86.59 88.92 

30 87.96 89.12 

40 88.02 89.54 

50 88.64 89.93 
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Fig. 6.1 Accuracy by Support Vector Machine and Convolution Neural Network graph 

Table 6.2 Precision by Support Vector Machine and Convolution Neural Network 

No of iterations 
Support Vector Machine 
precision % 

Convolution Neural Network 
precision % 

10 84.92 86.94 

20 85.33 87.19 

30 85.72 87.46 

40 86.12 88.02 

50 86.70 88.54 

Table 6.2 and Fig 6.2 show the precision obtained from the dataset by Support 
Vector Machine and Convolution Neural Network. It clearly shows that convolution 
neural networks perform better than support vector machines in terms of precision. 

Here are the outcomes of research comparing the diagnostic ability of feature-
based ML and DL algorithms. In comparison to the SVM classifier, the CNN 
classifier showed an improvement in precision and accuracy.
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Fig. 6.2 Precision by Support Vector Machine and Convolution Neural Network graph 

6.5 Conclusion 

The researchers relied on classification data mining strategies in order to locate 
patients suffering from thyroid issues. Classifiers based on Convolutional Neural 
Networks and Support Vector Machines were utilised for achieving this. The CNN 
classifier had a better performance than the other classifiers, with an accuracy of 89% 
and a precision of 87%. We were able to make an early diagnosis of the disease, 
which allowed us to implement preventative measures that were both timely and 
cost-effective, thereby lowering the likelihood of making a mistake due to human 
error. The accuracy with which cancer is detected might also be improved through 
the application of this research. As a consequence, this line of work has a promising 
future ahead of it because the manual prediction process can be simply and inex-
pensively changed into computerised manufacturing. 
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Chapter 7 
Deep Learning in Healthcare Informatics 

Brijeshkumar Y. Panchal , Maharshi Joshi, Riya Kalpit Shah, 
Jesal Desai , Mohini Darji , and Arkesha Shah 

7.1 Introduction 

Any system that generates, saves, processes, and displays information is considered 
to be an informatics system. This field examines the relationship between informa-
tion systems and their users, as well as the design of the interfaces that connect the 
two. It uses technology to solve problems in various fields such as storage, retrieval, 
classification of information, and facilitation of needs of humans. It employs com-
puting as a general purpose tool for resolving issues in different domains, commu-
nicating, and expressing ideas. 

7.1.1 Healthcare Informatics 

In the health sector, health informatics [1] is a critical file because it provides 
methods and tools for processing and analyzing patient data from various health
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records and diagnosis reports. There are an extremely wide variety of problems in 
this particular health domain that can be solved with the help of science and 
technology and computational techniques. In this field, computers and information 
sciences are used to assist and advance the medical sector, public health, and the 
treatment of individual patients. Emerging technology, epidemiology and health 
management, advanced statistics, and health systems are four important interdisci-
plinary components of health informatics.
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7.1.2 History 

Health informatics can be considered as a scientific discipline that has been dealing 
with information technology in medicine. The concept of health informatics arose in 
the early 1950s when computer technology was introduced. Earlier they used to 
tackle healthcare problems with their logic and probabilistic reasoning. For the 
purpose of reducing mistakes and gaining additional advantages, doctors Lee Lusted 
and Robert Ledley issued a paper back in 1959 advocating the formalization of 
statistical approaches for modeling medical decision-making. Professionals in the 
area quickly understood the need to coin a phrase that would be widely accepted to 
encompass the intersection of science, engineering, and technology, and this is how 
the concept of health informatics emerged. 

7.1.3 Need of Healthcare Informatics 

The role of healthcare informatics is vital in the health sector. The health records will 
help the healthcare professionals to understand the medical history of the patient so 
that they can easily diagnose the disease and improve the patient experiment. These 
will also help to build communication between two different fields that include 
healthcare professionals and policymakers. Overall, this knowledge will help the 
community to improve the health sector. 

Healthcare informatics has helped to reduce the cost as it is the only means of 
reducing medical errors in medical history. Medical errors, such as duplicates, 
mismatches, and allergies in patient data, can be detected by technology, such as 
Computer Provider Order Entry Systems (CPOE) or Clinical Decision Support 
Systems (CDSS) [2], saving healthcare organizations a lot of money. With the 
help of specialization in this field, it has helped the patient to get treatment from 
different medical professionals regarding various health issues under one stay only 
as it makes it easy for a healthcare professional to coordinate medical history of the 
patient. However, the booming of information technology has helped the patients, 
health sector, insurance companies, and even the government to save time and 
money. It has helped patients to keep watch on their medical records so that they 
can follow up easily and plan their treatments accordingly. Encryption means that



patients and doctors will no longer have to worry about the security of their personal 
information being compromised. This boosts patients’ confidence in doctors and 
encourages them to open up more about their medical histories. Health informatics’ 
privacy benefits powered by blockchain are in the verge of becoming a norm. 
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7.1.4 Growth of Health Informatics 

Within the broader science of health informatics, public health informatics is emerg-
ing as a new and unique specialization area. Several reports from throughout the 
world have identified the potential significance of informatics in addressing health 
inequities in marginalized groups. As a result of India’s National Health Policy-
2017, healthcare has become more efficient and effective. It is stated in the Indian 
National Health Policy 2017 (NHP 2017) [3] that a National Digital Health Author-
ity (NDHA) will be established to regulate, develop, and implement digital health 
across the continuum of care to recognize the critical role of technology in 
healthcare. In order to assist the wider adoption of digital health in India, the 
NDHA’s first task would be to draft a comprehensive National Digital Health 
Strategy in conjunction with all relevant parties. However, there is a lack of health 
information strategy in African countries which will threaten the HIS (Health 
Information System) [3] governance. The US Bureau of Labor Statistics has consis-
tently reported major growth of jobs in the field. The expected growth is considered 
to be 13% from 2016 to 2026 which is high compared to the average growth. 
However, the projects related to health informatics will increase to 17% from 2014 
to 2024 which is much faster than all other professions. Despite the fact that a health 
information system (HIS) is a must for any healthcare system, many developing 
countries still struggle to obtain reliable health data. As a result, they fall well short 
of the public’s expectations when it comes to achieving beneficial health outcomes. 

7.2 Deep Learning in Healthcare Informetric 

You may wonder what is deep learning and what does it do to healthcare? Deep 
learning is a subset of machine learning, which is a subset of AI. Following sections 
will shed light on all of this. 

7.2.1 Artificial Intelligence 

Artificial intelligence (AI) [4] is a type of program that can mimic human intelli-
gence using neural networks. It is the power of computer to think and act like 
humans. Neural Network [5] is analogous to neurons in human brain. You do not



need to program it explicitly for its functions, it can learn on its own like humans. 
Artificial intelligence works on its subsets such as machine learning and deep 
learning which we will discuss further. Not all AI applications are similar, there 
are seven types of artificial intelligence which are categorized into two types: 
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1. Type-1 on basis of functionality 
2. Type-2 on basis of capabilities 

Type-1 
1. Reactive machine: It is the most basic type of AI system which is solely reactive. 

They do not possess the ability to learn from past experiences to predict future 
actions. Take, for example, IBM’s Deep Blue chess computer, which in the late 
1990s defeated world chess champion Garry Kasparov. 

2. Insufficient memory: Systems that can see back in time are included in this 
category. The best illustration of this is self-driving cars, which can keep tab on 
the speed and direction of other cars on the road. Identifying and tracking certain 
entities over time is required; this is not something that can be done in a flash. 

3. Theory of mind: It is a psychological term, which means understanding of 
humans and other creatures which possess thought and emotions that can change 
the behavior. This is about future machines which can understand humans and 
emotions. 

4. Self-awareness: This is expansion of “theory of mind” which states that to build 
AI such that they have the power to form representations about itself. For 
example, let us take statements such as “I want this” and “I know I want this”; 
both statements mean the same thing but in the second statement one is aware of 
oneself. The goal is to create AI which knows about itself. 

Type-2 
1. Artificial narrow intelligence (ANI): Majority of all AI applications fall under this 

category. It includes the systems that can perform specific tasks for which it was 
designed. It cannot perform tasks for which it was not programmed. For example, 
AI application to predict Stock Price cannot predict other tasks such as predicting 
weather as it was specifically designed to predict stocks. ANI is a blend of 
all-reactive and limited-memory artificial intelligence. 

2. Artificial general intelligence (AGI): Similar to how humans learn and complete 
tasks, AI with AGI can do so. These systems have multifunctional capabilities 
that span a variety of fields. Progress has been made in this area despite the fact 
that no specific application has yet been developed [6]. 

3. Artificial super intelligence (ASI): AI technology will reach its zenith with ASI 
[7]. One of the most advanced artificial intelligence systems ever created is yet to 
be produced. Due of its greater memory and decision-making powers, it will be 
able to outperform humans in every aspect of life. There is concern among some 
academics that ASI may lead to unchecked technological growth, which could be 
harmful to human society as a whole.



7 Deep Learning in Healthcare Informatics 91

7.2.2 Machine Learning 

Machine learning is a branch of AI and data science that focuses on simulating 
human learning with data and algorithms. The goal is to improve accuracy over time. 
It was first mentioned in a research paper by Arthur Samuel [8]. It learns from 
present data to predict future data, for instance, YouTube’s recommendation algo-
rithm, it recommends us videos based on our previous viewing. It has three methods 
for learning: 

1. Supervised Learning: In this type of ML model, we provide data with labels to 
predict outcomes. As more data is introduced into the model, the weights are 
adjusted to properly fit. For instance, spam email can be detected from your inbox 
by learning from previous data. It has certain algorithms to learn from data, such 
as Linear Regression, Random Forest, and Support Vector Machine (SVM) 
(Fig. 7.1). 

2. Unsupervised Learning: It is a given data without labels, it analyses data by 
discovering patterns in the data. As it analyses patterns, it is useful for data 
analysis and picture recognition. To decrease the number of features and dimen-
sions, it uses two methods: singular value decomposition (SVD) and principal 
component analysis (PCA). Unsupervised learning employs neural networks, 
k-means clustering, probabilistic clustering techniques, and other algorithms 
(Fig. 7.2). 

3. Reinforcement Learning: No samples are needed to train reinforcement machine 
learning, which is a form of behavioral learning technique similar to supervised 
learning. Iterative learning is how this model picks up new skills. It is only after a 
string of successful outcomes has been established that the most appropriate 
advice or strategy can be determined. 

Fig. 7.1 Supervised machine learning [8]
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Fig. 7.2 Unsupervised machine learning [8] 

7.2.3 Deep Learning 

Deep learning is a technique of machine learning and artificial intelligence. Deep 
learning works with statistical and other mathematical algorithms. It requires 
processing enormous amount of data. It has certain methods for learning like 
machine learning. Inquiring minds may be wondering how deep learning differs 
from machine learning? In machine learning you have to pre-process data in deep 
learning while there is no need to pre-process data. The best example of deep 
learning is NVidia’s Deep Learning Super Sampling (DLSS) [9] which uses deep 
learning to upscale image from lower resolution to higher resolution. This technique 
has been implemented in video games to improve performance. 

7.2.3.1 Working of Deep Learning 

There may be several layers of neurons in a deep learning module. There are three 
layers in a deep learning module: input layer, hidden layer, output layer. The hidden 
layer contains neurons which have some weight which determines the output. When 
you want to predict outcomes from your model, you need to train it with data 
following certain methods. It has two methods like ML: supervised and 
unsupervised. Any method can be used to train depending on your application. 
We use neural network to make the model work. In a neural network, there are many 
interconnected neurons just like a human brain. Each neuron carries some weight 
(values). This method was inspired by human brain where neurons send signals to 
each other. It works in a similar manner; the neurons pass some value and some 
function is activated. The values/weight of neuron will depend on its correlation 
factor. If some factor is more dependent on the outcome, it may have higher weight. 
As input data is passed through these layers, the output is calculated (Fig. 7.3).
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Fig. 7.3 Several layers of neurons [9] 

7.2.3.2 Types of Neural Networks 

1. Convolutional neural networks (CNNs): It can recognize patterns and attributes 
inside a picture, allowing it to perform tasks such as object detection and 
recognition. It is widely used in picture categorization and computer vision 
applications. In 2015, a CNN outperformed a human in an object recognition 
challenge for the first time [10]. This could be valuable for medical picture 
analysis in computer-aided diagnosis in healthcare informatics. 

2. Recurrent neural networks (RNNs): RNNs are extensively used in natural lan-
guage processing (NLP) and speech recognition applications because they use 
sequential or time series data. It uses the output from the previous step as input, 
and it contains a memory to keep track of prior results. The output and input of an 
RNN are normally independent, although it must remember the prior output in 
specific instances. When we’re processing, for example, it needs to remember 
prior output in order to forecast the next word in a sentence. It is particularly 
beneficial in healthcare for making diagnosis based on the user’s complaints 
[11–12]. 

7.3 Deep Learning Applications in Electronics Healthcare 
Report 

For years, deep learning has been used in a wide range of industries, and it is always 
evolving. We have made a huge progress in deep learning. Deep learning is very 
useful in healthcare. Now you may wonder, how can deep learning be helpful in the 
field of healthcare. Here are some applications for it.
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7.3.1 Deep Learning for COVID-19 Pandemic 

During COVID-19 pandemic many people lost their lives. Deep learning can be 
helpful in checking if a person is infected by checking their CT scan. Let us say we 
have all data of patient in one centralized location. We can create a deep learning 
model from data of other patients who were infected earlier. So, by using deep 
learning we do not need to do RT-PCR (Reverse Transcription-Polymerase Chain 
Reaction) test which takes a long time to get result but using deep learning can be 
much faster and efficient than traditional RT-PCR test. It can also predict other 
aspects such as the chances of survival. We will need millions of data to make this 
model accurate. It can be used not only to predict infection but it can also be used for 
research purpose. It can be used to study how the virus is working. It has less chances 
of getting false results as CT scan is also taken into consideration. Yet, there are 
disadvantages to CT scan for COVID are there. CT scan can be harmful if it is done 
multiple times. The chances of spreading the disease are more. CT scan is costlier 
than RT-PCR. However, it is being used and is developing every day. 

7.3.2 Deep Learning for Predicting Diagnosis in Patients 

Data can predict what a disease or disorder of a patient based on the symptoms. It can 
be achieved by analyzing data of patients. This can create an AI doctor [13]. Natural 
language processing is used for this purpose (Fig. 7.4). 

Fig. 7.4 Example of deep learning [11]
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NLP is a program that can understand text or audio just as human beings do. A 
patient’s symptoms are processed through NLP and by using data from patients, the 
disease can be analyzed. This is done by creating Recurrent Neural Network and 
feeding it into the healthcare records. Significant progress has been made in this 
field. There project is named Doctor AI which can be found on GitHub, and it has 
around 72% accuracy. This is being used on small scale as of now, but it can provide 
assistance to doctors. It can also analyze patient’s data and store it in EHR directly; it 
can provide insights to doctor about what kind of treatment the patient needs. Now, 
you may wonder if these deep learning models can replace doctors? The answer to 
this question is no, because we cannot create super accurate doctor AI with 100% 
accuracy, and even if we could, it would require tremendous amount of computing 
power that we have now. Obviously, it cannot replace doctors, but will assist them. 

7.3.3 Deep Learning for Predicting Chances of Heart 
Diseases 

Heart diseases generally come at advanced age. If a patient’s family has history of 
any heart-related disease, then there are chances that a person can also have it. For 
this purpose, data such as cholesterol level, cardiogram, blood pressure, age, and 
blood count are considered. We can create and train model with these features. This 
can be predicted by using deep learning model and health records of all members in 
the family. We can predict when a person is likely to be affected by heart disease in 
future so doctor can treat them accordingly. This is similar to Doctor AI (Fig. 7.5). 

There are tons of applications of deep learning in EHR, and the basic aim is to 
predict something or analyze data. It can be also used to analyze data so is helpful for 
research purpose. Scientists have created a robot that can perform surgery using deep 
learning algorithms. Our aim is to make progress in healthcare by taking advantage 
of deep learning. 

Fig. 7.5 Example of NLP [12]
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7.4 Application of Deep Learning in Medical Tourism 

7.4.1 Medical Tourism 

The act of going outside one’s own country to get medical treatment is called 
medical tourism. This involves person going from developing country to developed 
countries for medical treatment. There are several reasons why a person would travel 
to another country for medical treatment. For instance, it may be due to lack of 
skilled doctors, surgeons, etc., or it may cost more in their country of origin. 
Following are some applications of deep learning in medical tourism: 

7.4.2 Electronic Health Records 

It is the system of storing patients’ data in digital format. Patients’ medical histories, 
medications, and treatment plans are all included in this document. It can be accessed 
from anywhere. This will help increasing medical tourism. EHR will help doctors in 
other countries to know the patient’s medical history. The adoption of IT and ICT in 
healthcare, particularly in medical tourism, is aided by the development of EHR 
platforms and applications, as well as Medical Registries at the patient level. We can 
feed this data to deep learning algorithms to predict diseases, proper medications, the 
population going to medical tourism in upcoming years, etc. We can feed data, such 
as age, country, diseases, medications, and prescription, to get the outcomes. It can 
also help classify data using DL algorithms. It can help in identifying hidden patterns 
in data which we cannot see. With computer-aided vision we can identify problems 
using medical images such as X-rays, MRI, and CT scans. The benefit of deep 
learning in EHR is that we can train model for many programs as all data is a click 
away. Deep learning can also be used for analyzing large datasets from EHR, so 
administrators can predict analytics such as the number of people who will get a 
certain disease in future. Some countries have different standards of health records; 
by using deep learning, we can make them work with other country’s health record. 
We can use automatic feature extraction to accomplish this. These are some ways in 
which we can use deep learning in EHR system. 

7.4.3 Electronic Health Card 

It is a system in which information of patients is stored in a card such as your license 
which is valid document. It is of two types: administrative and medical. In the 
administrative category, it contains data such as prescriptions, insurance status, 
abroad treatment rights. In medical category, it contains data for which the patient 
has given permission to be shared, drug information, demographics, etc. All



European Union countries have implemented the Electronic Health Card, which is 
now operational in facilitating medical tourism and boosting patients’ degree of 
decision. With the use of health card, we can predict many things, such as predicting 
the cost of treatment. Deep learning can predict chances of a person getting a certain 
disease by training the model with datasets from health cards of people. It uses 
methods like automatic feature extraction, regression methods, neural networks to 
predict outcomes. Now we feed the data from health card to model and make 
predictions from input. These techniques are also used in EHR for prediction as 
health card is also a part of the EHR system. 
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7.4.4 Telemedicine 

It is the technology used to treat or monitor a patient from anywhere in the world. In 
locations where doctors are few, telemedicine is becoming more popular. For 
example, the usage of telemedicine in medical tourism, as well as the aspirations 
of healthcare executives regarding service model costs and the importance of health 
promotion and prevention. In the medical tourism industry, a patient from another 
nation might get valuable information about his health status through a 
tele-consultation with a physician and choose the best treatment alternatives for 
their travel itinerary. Deep learning can help by providing advice to patients over 
network. There are many websites featuring this. We can make bots on web with 
which we can talk with patients and provide them suitable advice. This can be done 
by making natural language processing (NLP) [12] using Recurrent Neural Network 
(RNN). We can use NLP to build a model that can decipher what a patient says. 

7.4.5 Virtual Social Network 

It is one of the oldest forms of tourism. It is designed to assist travelers for a better 
experience before, during, and after their trip. Virtual medical tourism will facilitate 
communication between visitors and healthcare providers. It includes social groups, 
web forums, channels, and Q/A system, which are examples of virtual communica-
tion systems. Today, there are many platforms for virtual social networks. You can 
consult a doctor overseas on many websites. Thus, making communication easier 
and efficient for medical tourism. There are many web forums available; we can use 
deep learning to check if the given information is correct or not. Thus, people can be 
saved from frauds and scams. We can integrate a deep learning model into a web 
forum so that it can moderate things. If a person posts wrong information or false 
claims, it will detect them and mark it as scam. This is very similar to scam email 
detector in email systems. We can also develop a chat bot in these forums using deep 
learning algorithms. These are some of the ways in which we can use deep learning 
in virtual social network [13].
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7.4.6 Data Mining and Knowledge Discovery 

The practice of processing massive datasets to scan and extract previously unknown 
patterns or correlations in order to develop knowledge for making decision. When an 
EHR system is combined with analytical tools, it gives useful insights to doctors to 
analyze a patient problem, and patients can know of cost-effective treatments 
without going anywhere. This is done by using deep learning algorithms. We will 
train the DL model using datasets of patients and their medical history. We can 
include data such as last visit, cost of treatment, medications, demographics, and 
country of residence to predict features like total cost of treatment, chances of 
successful treatment, and many more things. 

7.4.7 Medical Tourism Recommender System 
(RS) and Decision Support System (DSS) 

It is used to provide travel advice to tourists. It is implemented on various platforms 
such as the internet, mobile, ranking systems, and scheduling systems. This has 
reduced overload of information. It can give recommendation on which place is 
better for a certain treatment or recommends what kind of treatment one will need. 
These systems use deep learning modules such as recommendation systems and 
providing advice. In this, deep learning uses Convolutional Neural Network to 
generate advice and recommendations by training it with dataset of patients. These 
are some of the applications of deep learning in medical tourism. 

7.5 Deep Learning Techniques Used in Health Informatics 

It is possible for deep learning models to use medical images such as X-rays, MRI 
scans, and CT scans to provide accurate diagnoses. Algorithms may be able to detect 
any risk or anomalies in medical images. When it comes to cancer detection, deep 
learning is frequently used. 

7.5.1 Real-Time Monitoring of Patient Health Information 
Simulation 

Sensor-based cloud apps can capture real-time user data for monitoring and tracking 
purposes in a public space, such as a park, garden, or other public area. Our standard 
device for tracking users’ whereabouts and health status is designed to help in times 
of crisis. A proper service cloud has been prepared and queries dispatched to deal



with the nature of these emergencies. When a server-side system framework 
received an automated alarm for monitoring purposes, a rescue squad was 
dispatched to the scene. Latitude and longitude coordinates are used to track the 
user’s location. There are multiple upper and lower threshold values that can be 
utilized to monitor the health of users with the new method. Inconsistencies in a 
user’s data are automatically flagged by the system and sent to the user. To ensure 
the safety of our users as well as the efficiency of our system design, we have 
implemented a sensor device, a cloud-based data storage system (such as Google Big 
Query), and social media for monitoring purposes. The process of providing 
healthcare services is broken down into three distinct and sequential phases, as 
well as a number of methodological components. This is the first step in creating a 
decision matrix (DM) [14] that utilizes the crossover between “multi-healthcare 
services” and “hospital list” in an intelligent data and service management center 
[15] (Tier 4). The creation of a DM for hospital selection based on combined 
VIKOR-Analytic Hierarchy Process (AHP) approaches is discussed in the second 
part. Finally, the validation procedure for the proposed framework is examined. The 
figure given below explains the flow of how the Real-Time Monitoring is useful in 
the health informatics and how it works. 
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7.5.2 Convolutional Neural Networks for Multimedia 
Medical Image Retrieval 

As the healthcare industry and hospitals expand, massive archiving databases are 
being used to save diagnostic test findings for treatment and future research. Data is 
becoming increasingly unmanageable for doctors to deal with on a daily basis due to 
the increasing number of patients. Medical picture annotation is a time-consuming 
process that might be affected by the diagnostician’s language proficiency and 
therefore takes longer than expected. Faster diagnosis is achievable because of a 
powerful image retrieval system that can manage these big and complex picture sets. 
Content-based image retrieval (CBIR) analyses an image’s content properties such 
as color and texture instead of utilizing textual descriptions. Machine learning 
techniques are becoming more prominent as a means of conducting complicated 
calculations in big databases. Convolutional neural networks (CNNs) and their 
mathematics are briefly discussed in this chapter, focusing on the state-of-the-art 
designs such as LeNet and AlexNet [16] (Fig. 7.6). 

Medical image networks (MINs) and deep learning frameworks are used to assess 
and compare the performance of the content-based multimodality image retrieval 
system (CBMMIR) [17]. Data from seven different types of imaging are fed into the 
training model, and the derived features from the model are then used to get a 
multimodal dataset. Both the training and query images were sent into the CNN for 
feature extraction. It was determined by comparing the training and query charac-
teristics using Euclidean distances. Iterational accuracy from the trained model,



retrieval time, precision, recall, F score, and mean average precision are among the 
evaluation criteria determined by this experiment (MAP). The trained algorithm 
finds images that are similar to the query image in terms of modality and anatomy. In 
AlexNet and LeNet’s MAPS, 83.9% and 86.9%, respectively, are their respective 
MAPS. Finally, the chapter will assess the pros and cons of the two design 
approaches. In the graphic shown below, deep learning in medical imaging is 
presented. 
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Fig. 7.6 Remote health monitoring system [16] 

7.5.3 Medical Big Data Optimization Through Deep 
Learning Techniques 

Over time, medical institutions are learning to navigate a dynamic and complicated 
environment in which scientific discoveries and new medical delivery model com-
mercial models are the major variables. It is the primary goal of any medical 
professional to provide world-class care to each and every patient (Fig. 7.7). 

Medical science is becoming more and more complicated and expensive and 
achieving its ultimate goal is a huge challenge. There are several applications of deep 
learning (DL) techniques in a wide range of scientific fields, from speech recognition 
to image processing to categorization. Additionally, when dealing with large 
amounts of data, standard data analysis and processing methods have a number of



drawbacks. Deep learning and big data analytics are popular in the field of medical 
science right now. Big data is becoming increasingly relevant in the medical industry 
due to the large volumes of data that have been amassed. Innovative medical science 
delivery strategies and groundbreaking research are made possible by the ability to 
work with massive amounts of data. There is therefore a considerable presence in 
specialized contexts, such as medical and massive data machine learning landscapes, 
of existing deep learning algorithms used in generic settings. Human involvement in 
developing algorithms for big data and deep learning in medicine is also a contrib-
uting fact to bad results. 
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Fig. 7.7 Medical image analysis [17] 

7.5.4 Melanoma Detection and Staging Can Be Automated 
Using Deep Learning in Histopathological Image 
Analysis 

Pathology images can now be analyzed quantitatively for disease diagnosis and 
elucidation because of advancements in digital microscopy. In order to make digital 
whole slide images (WSI), a high-resolution slide scanner is used. Hematoxylin and 
eosin are commonly used to stain the slides (H&E). MART-1 (for melanoma) and 
PD-L1 (for lung cancer) are examples of immuno-specific stains that may be used to 
confirm a diagnosis. Lymph veins carry cancer cells to lymph nodes in advanced 
stages. A lymph node biopsy is therefore commonly performed to determine if the 
malignancy has progressed to the lymph nodes (Fig. 7.8). 

WSIs with a high pixel count can contain billions of pixels. Preprocessing, 
segmentation, feature extraction, and classifications are some of the more traditional 
image analysis modules. Histopathology images have recently been successfully 
analyzed using deep learning algorithms such as SegNet and U-Net [18]. Melanoma 
detection and proliferation index computation using deep learning networks are 
described in detail and compared to traditional feature-based approaches. Testing 
shows that DNNs are superior to DNNs in terms of learning speed (Fig. 7.9).



102 B. Y. Panchal et al.

Fig. 7.8 Deep learning improves medical big data [18] 
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7.5.5 Deep Learning-Based Approach in Identification 
of Cardiac Disease 

Damage or obstruction to the heart muscle, valves, rhythm, and arteries can occur as 
a result of cardiovascular disease. As the leading cause of sudden mortality in 
humans, early detection is critical. The electrocardiogram (ECG) is the most frequent 
biological signal used by cardiologists to diagnose cardiovascular disease (ECG). 
Cardiac disease diagnosis can be improved with the help of ECG signal classifica-
tion. Traditional machine learning and deep learning techniques have been used in 
the literature to automatically classify ECG readings. Traditional methods of 
machine learning necessitate the use of carefully designed attributes. Just some of 
the characteristics provided include morphological feature extraction, RR interval 
computation, QRS peak identification, ST segment, ST distance, and amplitude 
computation, among others. Deep - learning techniques extract features from



training data, which exceed features created by typical machine - learning algorithms 
in terms of performance. Cutting-edge architectures include CNN, RNN, LSTM, and 
gated recurrent units (GRU). Existing architectures take a disease-by-disease 
approach. With the help of ECG and a transferable methodology, the goal of this 
chapter is to give a consistent framework for classifying cardiac illness. Using 
current deep - learning architectures such as CNN, LSTM, RNN, and GRU to 
classify heart disease in ECG signals is how we want to go about this. The proposed 
methodology was evaluated using precision, recall, and F1 score. In comparison to 
RNN and CNN, we discovered that LSTM and GRU performed well. For all three 
disorders, LSTM and GRU yield the highest precision and recall score, which ranges 
from 0.97 to 0.98. When compared to RNN, GRU has a lower computational cost. 
Deep learning architectures can be transferred, as our research shows. Contrary to 
deep learning, which is a process driven by data, machine- learning algorithms are 
neither configurable nor transferable. Different machine- learning techniques such as 
Naive Bayes, K-next neighbor, SVMs with RBF and linear kernels, random forest, 
decision tree, and logistic regression are compared for each of the three diseases 
studied in the article. 
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7.6 Security Issues and Challenges in Healthcare 
Informatics 

Various approaches have been proposed for resolving confidentiality and security 
issues in the DL. To combat an adversarial attack on DL, a slew of defenses have 
been developed. These can be divided into three categories: input pre-processing, 
malware detection, and strengthening the model’s robustness. Prior processing is 
designed to decrease the impact of immunity on a model by executing operations 
such as image transformation, randomization, and denoising that often do not require 
the model to be modified or retrained. For example, feature denoising, adversarial 
training, and regulation can be used to improve the model’s robustness by requiring 
the model to be modified or retrained. Stateful detection, image transformation 
detection, and adaptive denoising detection are examples of third-category detection 
mechanisms that can be implemented before the first layer of the model (Fig. 7.10). 

7.6.1 Control of Security Issues in Deep Learning 

A number of defense techniques against deep learning security issues were identified 
and categorized.
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Fig. 7.10 Transferable approach for cardiac disease classification using deep learning [22] 

7.6.1.1 Evasion Attacks Defense 

Confrontation is the most effective defense against an evasive attack, but it is also the 
most time-consuming and difficult to implement. 

7.6.1.1.1 Detecting Adversarial Examples 

Various strategies were given by the researchers in order to recognize and create 
different benign and hostile samples in the input. The fundamental issue with 
detecting hostile examples is that the testing example used to forecast the adversarial 
example is imprecise and difficult to handle. In order to recognize an adversarial 
example, it is impossible for a human to manually mark the label. Using testing 
examples and the template for testing examples, Meng and Chen provided a method 
for verifying hostile examples. Once this operation is complete, the classifier will 
treat the testing sample as a Deep Neural Network. 

7.6.1.1.2 Adversarial Training 

The author suggested training benign instances against each training adversarial 
example in order to counter the evasion attempt. By comparing the initial benign and 
attack adversarial examples, the system learner will be able to build a deep under-
standing of the Deep Neural Network through backpropagation learning. 

7.6.1.1.3 Defensive Distillation 

According to their research, Deep Neural Network Training might be accomplished 
using a distillation-based technique developed by Sethi et al. A Deep Neural 
Network generates a set of confidence ratings for each training example. In addition,



when hostile instances generated in purified Deep Neural Network are slightly 
greater than in non-Deep Neural Network, noise is added as a positive example. 
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7.6.2 Poisoning Attack Defense 

Then, the authors remove any points that are not close enough to the main point of 
interest. A slab defense and defensive field that eliminates points outside the ball’s 
radius are utilized to gather information. By modifying the attack label, an attacker/ 
hacker can influence training point distribution. The author also describes 
reclassifying sites outside the resolution’s scope. The exterior outcome can also be 
calculated in a variety of ways. The impact functions are said to be used to follow the 
model’s predictions and locate the most convincing data points responsible for the 
supplied projection. 

7.6.3 Deep Learning Privacy Preserving Techniques 

Cryptographic primitives that are being used by organizations to protect the privacy 
of Deep Neural Networks (DNNs) will be explored in the following section. 

7.6.3.1 Homomorphic Encryption (HE) 

A party can encode data using Homomorphic Encryption (HE) before delivering it to 
another party. HE-256 uses basic HE encryption. Fully and partially homomorphic 
encryption exist. Homomorphic Encryption Scheme (Enc) [23] employs this equa-
tion. Over time, researchers developed a comprehensive Homomorphic Encryption 
method that could be applied on any data, allowing complicated computations. 

7.6.3.2 Garbled Circuits (GCS) 

Yao’s  [23] garbled circuit approach can be used to establish a secure two-party 
system and design an arbitrary Boolean function without revealing input informa-
tion. One party encrypts the circuit while the other computes its output without 
knowing its value or information. Second party decrypts each first-party 
encrypted gate.
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7.6.3.3 Goldreich Micali Wigderson (GMW) 

It was designed in 1987 with the purpose of evaluating a circuit’s wire values using a 
secure linear secret sharing method that is generic in nature. The linear complexity of 
the circuit is utilized since all AND gates are handled individually and in parallel. 

7.6.3.4 Differential Privacy (DP) 

An entry’s “DP” is the amount of information that a database query discloses. It is 
important to keep the database’s statistical properties intact when each data point is 
affected by the addition of more noise. 

7.6.3.5 Share Secret (SS) 

No information or data concerning the secret is published, but it may be put together 
from the posts. Choosing a random sample and creating a final message with the 
secret value communicates the secret. 

7.6.4 Challenges and Opportunities

• The practical application of deep learning in healthcare faces a number of hurdles 
despite the encouraging findings gained utilizing deep architectures.

• Datavolume: A group of computationally demanding models is referred to as 
“deep learning.” It follows that in order to train an effective and robust deep 
learning model, large amount of medical data would be required compared to 
other media.

• Dataquality: Data in the healthcare industry, in contrast to that found in other 
industries and fields, is often unstructured, unclear, and noisy. A good deep 
learning model is challenging to train with such big and diverse datasets because 
of factors such as sparsity, redundancy, and missing values.

• Temporality: It is impossible to predict how an illness will progress or change 
over time. For this reason, static vector-based inputs, such as those used by 
existing deep learning models in the medical field, are often used. An important 
component that necessitates the creation of new solutions is the design of deep 
learning algorithms that can handle time-varying healthcare data.

• Domain complexity: It is not feasible to request as many patients as we want in a 
healthcare setting because space is often at a premium.

• Interpretability: There has been a lot of success with deep learning models, but 
they are still viewed as black boxes by the general public. For healthcare, the
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quantitative algorithmic performance as well as the rationale of the algorithmic 
work is important. This may not be an issue for more deterministic domains such 
as photo annotation.

• Feature enrichment: An essential and difficult research problem would be how to 
effectively integrate and utilize such diverse inputs in a deep learning model. In 
order to achieve a holistic abstraction of patient data, a solution in this area might 
take advantage of the hierarchical nature of deep learning and process each data 
source individually using the appropriate deep learning model (e.g., using layers 
of AEs or deep Bayesian networks).

• Federated inference: It is vital to note that this federated context necessitates the 
development of secure methods for learning deep models in a federated manner 
(e.g., homomorphic encryption and secure multiparty computation).

• Model privacy: Scaling deep learning creates privacy concerns. Current research 
has pushed the boundaries in this field to preserve the privacy of deep learning 
models. Given how much personal information deep models in clinical applica-
tions are projected to process, next-generation healthcare solutions must take 
these hazards into consideration and design a differential privacy policy.

• Incorporating expert knowledge: Semi-supervised learning, a method that uses 
only small number of labeled samples to learn from big unlabeled ones, has a lot 
of promise because it can use both labeled and unlabeled samples for the job.

• Temporal modeling: Deep learning models that are time-sensitive are critical to 
assess the patient’s state and giving timely clinical decision support in many 
healthcare-related difficulties, particularly those incorporating electronic medical 
records and monitoring equipment.

• Interpretable modeling: For healthcare issues, model performance and interpret-
ability are of equal importance. But how to communicate these results and make 
them more intelligible is critical in the development of trustworthy and depend-
able systems. 

7.7 Future of Health Informatics 

Between 2014 and 2024, the Bureau of Labor Statistics expects the employment of 
Health Informaticists to grow by 15%, which is much faster than the average growth 
of all occupations in the United States. The healthcare industry will make use of a 
variety of new technology. Patient consultation, physician training, pre-surgical 
planning, and surgical intervention will all be possible through the use of virtual 
reality in the future of health informatics, according to the industry. Efforts to 
improve interoperability in health informatics will have a significant impact on 
EHR data transfer efficiency in the future.
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Fig. 7.11 Voice detection 
in health informative [23] 

7.7.1 Voice Dictation 

Health informaticists are studying AI speech recognition to transcribe healthcare 
practitioners’ notes and directions in real time. This could save healthcare staff’s 
time by minimizing data entry and allowing them to spend more time with patients. 
Voice transcription has a 7.4% error rate; hence, it faces opposition. Lack of 
proofreading by clinicians was associated to this error rate. In another study, 
proofreading reduced errors to 0.3%. Astute and creative health informaticists are 
needed to produce accurate and efficient voice recognition systems (Fig. 7.11). 

7.7.2 Predictive Analytics 

It is a sort of data analysis used in healthcare to discover indicators of frequent 
symptoms, diagnosis, processes, and other outcomes through the use of predictive 
analytics. It is possible to identify 80% of the time if an artificial intelligence 
software analyses children’s speech patterns and compares them with past clinician 
interviews and parent questionnaires, for example. Predictive analysis can help us 
identify the disease in its earliest stages, allowing therapy to begin before the 
patient’s health deteriorates (Fig. 7.12). 

7.7.3 EHR Alert Optimization 

One-way instantaneous alerts might benefit patient care is that they can provide 
healthcare professionals with a wealth of information regarding a wide range of 
topics such as screenings and drug interactions as well as information about man-
aging long-term conditions such as chronic illness. All of a sudden, nothing seems 
essential because everything is raising an alert. Alert fatigue, when healthcare 
workers ignore alarms due to their frequency, is as risky as not having any.



Informaticists are reducing EHR warnings to improve their usefulness. Some of the 
suggested methods include tailoring warnings to the specific needs of each patient, 
classifying alerts based on severity, and altering the color or format of alerts to make 
them more or less apparent as required (Fig. 7.13). 
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Fig. 7.12 Predictive analysis in health informatics [24] 

Fig. 7.13 EHR in health informatics [25]
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Fig. 7.14 Syndromic surveillance in health informatics [26] 

7.7.4 Syndromic Surveillance 

In real time, patients can be monitored for potential adverse events using predictive 
analytics and alarms from their electronic health records. Real-time clinical decision 
support tools can use the analyzed data to alert doctors to take urgent or cautious 
action. Poor usability, alert fatigue, and a lack of end-user knowledge hinder the 
introduction of real-time clinical decision support tools. Using these tools in the 
future could minimize healthcare costs and difficulties by offering faster, more 
tailored care, minimizing the chance of human errors, and even boosting public 
health by rapidly communicating infectious illness diagnoses, for instance. It is 
anticipated that the latter two issues will be solved if predictive analytics algorithms 
and EHR alert optimization are improved (Fig. 7.14). 

7.7.5 Secure Texting 

With the advent of patient portals, a new channel of communication has opened up 
between the patient and their doctor, allowing them to see their personal information, 
prescriptions, and lab results. However, many patients find it difficult to regularly 
access a portal. It has emerged that doctors are looking into ways to send encrypted 
SMS warnings to their patients, which can be automated and thus save both pro-
viders and patients’ time. However, securing the safety of those texts is the most 
challenging part (Fig. 7.15). 

7.7.6 Clinical Image Capture 

As medical imaging has evolved, so have the data sizes. Imaging can be difficult to 
retain or access in the EHR after an MRI, CAT scan, X-ray, or other procedure.



Depending on its intended use and the technology used to create it, images can be 
kept in many formats and locations. Accessing and storing medical records requires 
a patient’s name. Informaticists are working on a solution that considers all these 
considerations. In a perfect world, an imaging system could record any image and 
link it to the rest of the patient’s data in a single, safe file. Future predictive analytics 
could be used on imaging data to assist doctors make more accurate diagnoses 
(Fig. 7.16). 
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Fig. 7.15 Secure texting useful in health informatics with text mining [27] 

Fig. 7.16 Image capture process helped in health informatics [28] 

7.7.7 Shift to the Cloud 

Photos, music, films, and even medical records are being uploaded to the “cloud.” 
No hardware or software installation is necessary, and users can access the system 
from anywhere with an internet connection. When combined, these benefits save 
money. Cloud-stored data is not error-free, so be careful. Health informatics experts 
maintain cloud-based systems (Fig. 7.17).
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Fig. 7.17 Strategy of implementing cloud system in health informatics [28–29] 

7.8 Conclusion 

In light of the success of deep learning in other real-world applications, it is thought 
to offer innovative and precise solutions for medical imaging and is considered a 
significant technique for upcoming applications in the healthcare industry. Due to 
the fact that deep learning already has an advantage in many high-value applications, 
image analytics is expected to be the focus of attention on the clinical side for the 
foreseeable future. It is believed that an electronic health recorder, or EHR, plus 
predictive modeling, called Dara, will address the problem of individualized health 
quality in medicine. Therefore, we need a mechanism that removes the majority of 
the data from each patient’s record while still extracting curated predictor variables 
from normalized EHE data. Without any site-specific data harmonization, deep 
learning can predict a variety of medical occurrences from different medical insti-
tutions using this representation. For a number of clinical resource scenarios, data 
learning algorithms can be employed to produce an accurate and scalable prediction. 
The identification of pertinent data from the patient’s chart and records can be done 
using deep learning neural networks. In particular, because many academics in 
precision medicine are still unsure of exactly what they should be looking for, 
deep learning is an excellent method for researchers and pharmaceutical stake-
holders hoping to highlight novel trends in these comparatively untapped datasets. 
Deep learning is the one that will help the health sector to analyze the process



efficiently by shrinking the time for key components. Deep learning will soon be the 
tool for a handy diagnostic companion in the inpatient setting, which can remind 
healthcare professionals when high-risk situations such as sepsis and respiratory 
failure alter. On the basis of the research, we found that deep learning will be able to 
build the models like ASR that can handle multiple people’s conversations from 
weather complexes to other serious medical diagnosis. 
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7.8.1 Future Directions 

In light of the success of deep learning in other real-world applications, it is thought 
to offer innovative and precise solutions for medical imaging and is considered a 
significant technique for upcoming applications in the healthcare industry. Due to 
the fact that deep learning already has an advantage in many high-value applications, 
image analytics is expected to be the focus of attention on the clinical side for the 
foreseeable future. It is believed that an electronic health recorder, or EHR, plus 
predictive modeling, called Dara, will address the problem of individualized health 
quality in medicine. Therefore, we need a mechanism that removes the majority of 
the data from each patient’s record while still extracting curated predictor variables 
from normalized EHE data. Without any site-specific data harmonization, deep 
learning can predict a variety of medical occurrences from different medical insti-
tutions using this representation. For a number of clinical resource scenario scenar-
ios, data learning algorithms can be employed to produce an accurate and scalable 
prediction. The identification of pertinent data from the patient’s chart and records 
can be done using deep learning neural networks. In particular, because many 
academics in precision medicine are still unsure of exactly what they should be 
looking for, deep learning is an excellent method for researchers and pharmaceutical 
stakeholders hoping to highlight novel trends in these comparatively untapped 
datasets. Deep learning will help the health sector to analyze the process efficiently 
by shrinking the time for key components. Deep learning will soon be the tool for a 
handy diagnostic companion in the inpatient setting, which can remind healthcare 
professionals when high-risk situations such as sepsis and respiratory failure alter. 
On the basis of the research, we found that deep learning will be able to build the 
models like ASR that can handle multiple people’s conversations from weather 
complexes to various serious medical diagnoses. 
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Chapter 8 
Detection of Breast Cancer Diagnosis 
Algorithm Based on TWCNN Technique 

Balbir Singh, Tousief Irshad Ahmed, P. Suganthi, S. Ananthi, Kumud Pant, 
and Maharaj Krishen Koul 

8.1 Introduction 

According to medical professionals and researchers in the medical field, breast 
cancer (BC) is one of the human body’s most dangerous and life-threatening 
diseases. Later stage identification of BC will result in the patient going into 
comatose/coma, leading to death. This motivates researchers to identify and predict 
the BC in the suspected region with the early symptoms and identify the type of BC 
with the help of MRI lung images. With the help of an MRI lung image, the best 
method that predicts the accurate location of the region in the lung with the help of an 
IP and segmentation algorithms is identified. BC, generally recognised with the 
screening of sequential scan images, will be identified mainly by the symptoms of 
headache and other complications. Mammography, ultrasonography, MRI, and 
biopsies yielded categorizable images. Breast cancer mammography employs 
X-rays. If a mammogram reveals suspicious results, the doctor will test the tissues.
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Mammograms are followed with ultrasounds. If a breast area seems suspicious, your 
oncologist will order an ultrasound. If clinical testing is inconclusive, the doctor may 
recommend a breast MRI. It shows the exact position and perspective better. A 
biopsy is the primary technique for diagnosing cancer. Fortunately, 80% of women 
who had a cancerous tumour removed do not develop a breast cancer. Breast cancer 
detection requires machine learning. These photos (figs. 8.1 and 8.2) show various 
diagnosing processes, classifying diagnostic images with machine learning.
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There seem to be numerous additional indicators of breast cancer, such as 
structural deformity, however these are inconsequential. Masses and micro-
calcifications are two different forms of early illness indicators. Both benign and 
malignant tumours can be seen in the masses. The malignant tumour has a somewhat 
spherical shape, having whiter borders than the fibroid, whereas the benign tumour 
has an oval or curved shape [1]. The worst sort of BC that causes breast cancer cells 
to activate is cancer. The spread of these cells throughout the female organism and 
some other anthropomorphic body parts is erratic [2]. Women between the ages of 
30 and 40 are brutalised by the BC. The scenario for women’s survival is worrying 
as a result of this pitiful growth in breast cancer cases [3]. Approximately 50–60% of 
BC patients have survived during the last 5 years in the United States, compared to 
70–80% in India and other nations. In India, the number of breast cancer patients 
arose by roughly two million in a given year [4]. 

Many developers retrain their models using machine learning. Linear data is 
machine-learned. When the knowledge is too extensive, machine learning does not 
work well. A learning algorithm is used to train the model. Supervisor-assisted 
machine learning leverages known data to execute tasks. Unsupervised machine 
learning is not monitored. Fewer patterns are reinforced. These algorithms use prior 
information to make accurate conclusions. Machine learning is a subfield of deep 
learning. Unsupervised data analysis, unstructured or unlabelled data may be pre-
sent. Deep neural networks with several back propagation methods are called 
so. Input is on top and output is below. The intermediate layer has more layers 
than a neural network. Neurons house the layer. Deep learning is more successful 
than machine learning. Convolution neural network classifies breast cancer dataset. 

Convolutional neural networks classify images. Breast cancer image inputs are 
used. CNN receives images and weights. Changing weights reduces errors and 
improves performance. CNN‘s layers include convolution, dumping, ReLU, and 
dense. Convolution layer feature map extract and compress picture features. Pooling 
reduces image pixels. ReLU is used as an activation function to determine if its value 
falls within a range. The last layer is entirely connected. It aggregates all layers’ 
findings and assigns probabilities to each base classifier using softmax. Medical 
imaging applications are improving day by day with modern technology which 
improves the prediction, analysis, and prevention of diseases. Due to economic 
and environmental changes, new and innovative technology provides an opportunity 
for experts to contribute to and improve the identification of diseases. As a computer 
graduate, this motivates me to do this research work and resolve some issues that 
could help the medical society take preventive measures for various diseases. This 
work studies the identification of BB through image segmentation techniques, which



is one of the most demanded medical fields. However, many people suffer from 
various types of BC without any age difference. 
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8.2 Literature Survey 

A few intrusive estimation procedures are proposed to gauge breast cancer rates 
(BCR), such as electrical impedance tomography [5–7]. This algorithm covered the 
many various algorithms used to identify the region of an input frame that is affected 
by CRS. The two most important filters that should be used on magnetic pictures are 
smoothing and noise reduction. The filtering method developed by these two, and 
Malik is amongst the finest filters that produced the best findings for the database 
used in this investigation [8, 9]. Better outcomes in later phases, such as classifica-
tion, categorization, and the extraction of the images, arise from using the right filter 
for the pre-processing procedure [1]. 

Based on how well it performs, this algorithm is contrasted with other ones that 
are already in use. FCM is important in this situation [10]. This technique uses 
non-local linear discriminant analysis in two stages to filter the noisy image. This 
sifted image is used as a guided image by the second channel using a non-local harsh 
filter [11]. This approach, which corrects the images with spatial parametric noise 
depending on local bias, automatically determines the total levels of noise 
represented [12]. 

In recent years, a number of industrial algorithms have been presented that are 
suitable for the identification and classification of many complicated breast cancer 
diseases. The ConvoNet approach has been developed to classify aggressive and 
non-invasive cancers. Additionally, it demonstrates how serious breast cancer is 
[8]. Furthermore, other researchers suggested the use of CNNS and their various 
variations, including deep learning and perceptron. Through the use of several 
cutting-edge machine learning algorithms, they also attempted to detect breast 
cancer [9]. Mammography is a type of X-ray technique used to detect breast cancer 
in its early stages and prevent premature mortality. It was once thought to be the best 
way to detect cancer. Only women over the age of 40 who have tiny tumours are 
diagnosed using this procedure. However, it has no effect on young females 
[13]. Classification of breast cancer density in a different method that produces 
superior results and the local quinary recognition system has been used [14]. A novel 
approach called near-infrared fluorescent has been proposed for the careful moni-
toring of early diagnosis in order to replace mammography technique. This method 
for detecting breast cancer in image processing uses continuous images of the 
disease that are very informative [8]. When breast cancer is discovered in its early 
stages, therapy can begin sooner. 

Several researchers found it difficult to identify early breast cancer indicators 
such as breast body heat, depth, and diameter [15].Over the past 10 years, numerous 
studies have demonstrated the detrimental effects of using tomography to treat breast 
cancer. According to a study, the mammogram method for women who use it



repeatedly has an impact ratio of about 50% [16]. This technique has also been used 
to diagnose breast cancer in other cases. The percentage of breast cancer spread is 
decreased in women using the sentinel lymph node approach [7]. Kennedy, Lee, and 
Seely [4] suggested a novel method for the detection of breast cancer that combines 
thermography and mammography. The results of this method showed that 
mammography-based detection had a sensitivity of 50%, combined thermogram 
and mammogram detection had a sensitivity of 82%, and thermogram-based recog-
nition had a specificity of just 76%. This method depends upon the texturing in the 
nearby surroundings. Then, breast cancer thermogram detection was used. In the 
classification phase, they utilised a conjugate gradient training method and a tariff. 
They put their method to the test by using 100 images from the public DMR 
database. The recommended system is examined using an imbalance analysis 
method. The results showed that this approach has a high level of accuracy rate 
compared to earlier studies. To get this excellent result, a small dataset was 
used [17]. 
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That said, support vector machines were really the best classifiers that had the 
most precision of all. SVM, KNN, ANN, and decision trees have all been compared. 
It was applied to the blood and picture datasets. As a result, Greneker [7] proposed a 
machine learning model using a different classifier. Accelerated Learning Algo-
rithm, Svc, Artificial Neural Network. To get excellent performance, the classifier 
was slightly modified. That said, the Extreme Learning Machine produced the best 
outcomes. The machine learning-based model was proposed by Cao et al. [8]. It 
employed SVM, REPtree, Multilayer Perceptron, and Colonnaded Haas as four 
different classifiers. The author claims that KNN provided superior accuracy. 
SVM had its limitations. For binary variables, SVM produced better results. Multi-
SVM was employed for this reason. Zhao et al. [9] completed the analysis of 
machine learning methodologies. The Milwaukee breast cancer dataset and entity 
framework were used in the comparison. The author claims that SVM produced 
superior performance matrix findings. Convolutional neural networks were created 
to address the issue with machine learning later. 

The method of convolution neural network ensemble learning was proposed by 
Lee et al. [10]. There were other models utilised by CNN, but they primarily 
employed the Cellular Net and Inception templates. According to the author’s 
evaluation of the two models, Inception V3 provides better accuracy. However, 
there was still a chance to treat breast cancer with machine learning. Ribeiro et al. 
[11] suggested a supervised machine learning model. This study used classifiers 
including KNN, SVM, and Bayesian Network. Results pertaining to efficiency were 
achieved once the sample was received from the extracted features. This indicates 
that SVM was an effective classifier with 83.6% technical accuracy. Haridy et al. 
[18] put forth a machine learning model using a different classifier. The Decision 
Tree model, VSI, Linear Regression, and Naive Bays were used by the author. 
Python’s Anaconda Platform was used for the implantation. The author claims that 
Random Forest did well, with a prediction performance of 85.76%. When the 
classifier network was slightly altered, accuracy may have increased. Adrover-
Jaume et al. [12] proposed an ANN-based model, and an SVM classifier assessed



performance. According to the report, ANN offered 97% accuracy compared to 
SVM’s 91%. Without SVM, the author added, it offered more accuracy. A search 
strategy and model-based SVM were recommended by Zhang et al. [1]. 
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The author first applies the SVM research before using it with parameterization. 
The author conducted comparisons to determine which was best. The new model 
was created in comparison. A grid search was used to attain the higher accuracy. Jin 
et al. [19] suggested a model based on CNN and k-mean GMM. Prior to using the 
surface feature selection technique, the author determined the ROI. He finally used 
the classification algorithm to discover the best outcomes. The author achieved 
75.6% accuracy. The author’s choice of MIAS dataset [20] proposed a deep 
learning-based model. The author concentrated on CNN for classifications and 
Lloyd’s technique for clustering. The suggested strategies were successful in achiev-
ing an accuracy of 86%. It employs histopathological pictures for the purpose of 
diagnosis. 

Deep learning and sensor fusion were also explained in this paper. Jain et al. [21] 
suggested a model based on deep learning-enhanced histopathology image improve-
ment. Many techniques, including PCA and LDA, were employed in this research 
for feature extraction. The author also discussed machine learning approaches, but 
since there was a vast dataset, these techniques did not yield any better results. 
Therefore, when CNN is used, it has an accuracy rate of 81%. However, when the 
photos were trained on a GPU, the accuracy increased to 79%. Kumar et al. [15] 
suggested a deep residual neural network-based technique for IDC prediction. 
Histopathology photos made up the author’s dataset. The author’s accuracy rate 
was 79.28% with a score of 0.7756. A neural network for the detection of breast 
cancer has numerous strategies for the survey and discovered that the learning 
algorithm raised the program’s precision. 

Based on the opinions, Neffati et al. [16] presented the model. The model was 
built using deep learning techniques with computer assistance. This article provided 
a concise overview of all current supervised learning trends [16]. Gopal et al. [22] 
conducted a survey on deep learning-based image recognition. It emphasised the 
deep learning application’s key characteristics. It provided fundamental knowledge 
about every topic and demonstrated why deep learning algorithms produced better 
results employing a diagnosis method like mammography to classify the meningi-
oma. For categorization, it made use of a CNNs. It ran on a modified Internet; 
according to his findings, simple changes may produce the best results. It made use 
of an activation function that produced superior outcomes to others. The author 
focused on data management and recommendation systems for breast cancer results 
from the past and current. 

The author used the DSM dataset. The taxonomy of breast cancer was completed 
by Subramani et al. [23]. It provided the highest accuracy when compared to all 
CNN models. The Origami Recurrent Residual Convolutional Layer produced the 
best outcomes in this regard. The web was also utilised as an interface. Programming 
in R was used for the work. Anand, L., and S. P. Syed Ibrahim [17] suggested 
conducting research using a deep learning-based unsupervised feature extraction 
approach. This method was used solely for feature extraction. The author also



employed stacked auto-encoders, which essentially decreased the dimensionality 
and produced more compact versions of the original data. The author employed an 
SVM classifier. The University of California acquired the analysed data. Anand, L., 
and V. Neelanarayanan [24] investigated using the genes. It employed gene signa-
tures to foretell breast cancer relapse. The author utilised a Graph Convolution 
Neural Network as his model. In comparison to the previous algorithm, it provided 
the best result, therefore. Nandakumar et al. [25] proposed a system based on 
classification models. Numerous procedures were used in this work, including 
edge detection, picture improvement, separation, and the use of different classifiers. 
For that model, the MIAS database was utilised. Sound absorbing techniques such as 
median filtering and segmentation techniques such as thresholding were applied. 
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The approach based on k-nearest neighbours was proposed by Bagale et al. 
[26]. The author used the Breast Cancer dataset to analyse performance in relation 
to distance. The author employed two distance formulas and obtained accuracy using 
each code’s distance. It achieved 87.37% distance accuracy and 98.70% Euclidian 
distance accuracy. The model based on the SVM classifier was proposed by Sharma 
et al. [27]. The Munich filter difference and stochastic filters were employed for 
detection in this model, which was based on mammography scans. From the micro 
dataset, only 55 histologic images were used. This method was 98.24% accurate. 
Using an SVM classifier, Omnia Saidani Neffati et al. [28] developed a 
mammogram-based model. This research was conducted in several stages. 
Pre-processing, ROI segmentation, feature extraction, and classification came first. 
The SVM provided the highest accuracy in the call-outs dataset used for this 
purpose. Accuracy of 83% was attained. The Classification Tree Classifier Model 
for Breast Cancer was put forth by Tina Catherine Mathew et al. [29]. Decision trees 
were used to implement the Badger breast cancer dataset. The naive Bayes tree and 
rotating forest for classification were also discussed in the paper. 

Environmental research was conducted. Additionally, it examined batching, 
pushing, adaptable boosting, and REPtree and showed accuracy. The author 
employed a dataset related to breast cancer and applied classification methods to 
it. The scientist used the five classifiers both with and without the attribute selection 
procedure. These feature selection techniques mostly rely on correlation and data. 
Finally, it demonstrated how accurate these five classifiers were using feature 
selection methods and without them. The model was put forth and was based on 
classification techniques. Using data on Minnesota malignancy, it applied the ran-
dom forest and SVM classifiers. The accuracy of the results, which took the carriage 
proportion into account, was 87.523%. 

Both situations carry the risk of being fatal and disastrous. The techniques that 
successfully segregated worrisome areas in digital image data include CPS, MMSE, 
Electromagnetic Interference Optimization, and LPC [1]. Swarm-based notions are 
the basis for a lot of study, particularly in PSO. Segmenting MRI images presents a 
variety of difficult issues [18]. In addition to developing hybridised algorithms based 
on the idea of clustering algorithms in many disciplines, this academic’s work 
included the implementation of PSO. Numerous applications have been developed 
for these algorithms [19].
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The fuzzy logic approach is used to propose a novel method for modelling human 
vision based on colours. Because of fuzzy logic systems, the clusters are not limited 
to linear or rectangular lines. The most prominent cuckoo search algorithm 
outperformed the correlation and K-Means algorithms according to the testing 
results, and it also allowed for a wider variety of real-world applications [15, 20, 
21, 30]. 

8.3 Proposed System 

The optimal solution of the Median filter was modified to create the unique approach 
that has been presented, and voxel values are influenced by their immediate sur-
roundings [31]. The principal application of this technology is the segmentation of 
MRI images tainted by salt and pepper sounds. Data from MRI lung scans was 
utilised to demonstrate the validity and effectiveness of the suggested technique 
[8]. The algorithm is evaluated for both synthetic and real data. Based on how well it 
performs, this algorithm is contrasted with other ones that are already in use. FCM is 
important in this situation [10]. This technique uses non-local Principal Component 
Analysis in two stages to filter the noisy image (PCA). This sifting image is used as a 
guided image with a non-local harsh filter in the second channel. This technique, 
which tries to correct the images with temporal Rican distortion based on regional 
bias, internally determines the total degree of noise represented [2, 4, 32–34]. 

8.3.1 Histogram Equalization (HE) 

Histogram equalisation is used to adjust the images’ intensity values, which 
enhances the contrast [3]. Then the histogram of the output region is matched with 
another specified histogram [35]. Histogram equalisation is used to improve the 
contrast of the fundus image [36–39]. This is carried out by modifying the 
histogram. 

The histogram equalization is 

rk = 
nk 
N

ð8:1Þ 

Let the fundus image be represented by ‘m’, and pixel intensities of an integer 
may range from 0 to L - 1 

ρn = 
Number of pixels with intensity n 

Total number of pixels 
n= 0, 1, . . . . . . :,L- 1 ð8:2Þ



Step 1: Load the MRI breast image from the MRI scanner in the DICOM

Step 5: Apply HE to the MRI image using eq. (3.1)
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Thus, the fundus image is enhanced and tends to achieve its brightness [13]. A 
uniform intensity distribution is created due to the reassigning of the intensity pixel 
value to the existing ones [14, 16, 17, 22, 23]. The contrast enhancement is 
performed on the filtered image by the histogram equalization. Due to economic 
and environmental changes [24–27], new and innovative technology provides an 
opportunity for experts to contribute to and improve the identification of diseases. As 
a computer graduate, this motivates me to do this research work and resolve some 
issues that could help the medical fraternity to take preventive measures for various 
diseases [28, 29]. This work studies the identification of BB through image segmen-
tation techniques, which is one of the most demanded medical areas. However, many 
people suffer from various types of BC without any age difference. 

format 
Step 2: Using the available software convert it into standard image file format 

(.jpeg, .gif, .png, .bmp, etc.,) 
Step 3: Store the image with the standard .jpeg extension 
Step 4: Convert the image into a 3D matrix and read the image properties such 

as size, colour, and image type 

f x, yð Þ=HE 2 Sxy g s, tð Þf g . . . : 

Step 6: Store the resultant images with their execution time, memory size, and 
pixel variation for further analysis. 

8.3.2 TWCNN 

A capable, measurable strategy is a central component of the investigation. This 
strategy can be utilised to recognise designs of tall measurements. FLA is utilised in 
design acknowledgement and to confront compression. The prepared pictures are put 
away in a vital component frame in design acknowledgement issues. After that, the 
information is utilised to discover the closeness or divergence between an obscure 
dataset and the stored information. FLA is viably utilised in optic plate discovery. In 
the proposed research, the localization phase includes the estimation of optical.



J u, vð Þ=
i= 1 j= 1

uij Xj -Vi :

J u, vð Þ=
i= 1 j= 1

uij Xj -Vi :

k= 1

Xj -Vik k= Xj -Vkk kð Þ
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The following is the TWCNN Algorithm’s systematic process 

Step 1: Process FLA (Image set X, cluster K) 

X = Xið ÞN i= 1And K Return U and R. 
Step 2: nU0 is casually originated 
Step 3: Reiteration 
Step 4: These parameters put away between 0 and 1, which speaks to the 

membership information focuses for each and each cluster, whereas the 
difficult c-means employments, as it were and 1 as the two values for the 
participation function 

1 
c n 

m 2 

Step 5: Implement the equation 

1 
c n 

m 2 

u is the membership value of j X to cluster i. 
uij = 1 

n 
2= m- 1ð Þ  

Step 6: End procedure 

8.3.3 TWCNN Classifier 

The following are some of the most critical layers used in the preparation and testing 
of TWCNN. The foremost aim of the TWCNN algorithm for this input MRI image is 
to detect the BB affected region from the images based on their intensity values. It 
randomly chooses the pixel values and iterates their values based on the TWCNN 
algorithm’s functions and definitions. The TWCNN calculation is based on the 
objective and enrolment work spoken to by the U framework. The values are put 
away between 0 and 1, which speaks to the participation information focus for each 
cluster. In contrast, the two difficult c-means employments were 0 and 1, as the two 
values for the enrolment work.
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Fig. 8.1 Experimental result of sample image 1. (i) Affected system. (ii) Histogram Equalization 
image. (iii) Fuzzy C-Means threshed image. (iv) Ostu image. (v) Segmented region image 

Fig. 8.2 Outcomes of experiments on the damaged system in sample picture 2 I. (ii) Gradient 
Comparative example. (iii) Hazy C-Means visual threshing. (iv) Image of Ostu. (v) Image with 
canny edge detection. (vi) Image of a segmented region. (vii) Labelled photo



Fig. 8.3 Neural network 
progress 

Best Validation Performance is 36.0186 at epoch 6 
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Fig. 8.4 Performance measures of validation 
This figure does not show any major issues with the preparation. The approval and test bends are 
exceptionally comparative
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Gradient=4.6319, at epoch 12 

Mu=0.1, at epoch 12 
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Fig. 8.5 Graph for neural network training 

Fig. 8.6 Histogram error plot



8 Detection of Breast Cancer Diagnosis Algorithm Based on TWCNN Technique 129

Fig. 8.7 Regression plot for TWCNN classifier 

8.4 Result and Discussion 

The experiments are carried out in the research work with MATLAB (R2019b) 
software. The hardware specification of the system used in this research work is with 
the Intel core2Duo processor and 16GB RAM, running on the Windows 10 operating 
system (Figs. 8.1, 8.2, 8.3, 8.4, 8.5, 8.6 and 8.7). 

Figure 8.8 shows the output of CNN classifiers, which is the customary metric for 
numerous features. From the table, it is possible to recognise which feature amal-
gamations provide higher accuracy. Border error symbolises the rate of faultily 
breast images. This gives a more accurate 98.57%.
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Fig. 8.8 Confusion matrix 
of CNN classifier 

8.5 Conclusion 

The purpose of this research is to offer a TWCNN classification approach for the 
detection of breast cancer systems. The method makes use of picture combining and 
a significant learning methodology. We have performed pre-processing on the input 
picture by applying a picture HE channels technique that is quadtree-based. In order 
to proceed with the dissolution of the RDS district, the HE procedure was carried 
out. After that, a modern TWCNN structure was presented to categorise tumour 
progression from MRI images into two categories (strong and unwanted pictures) 
and three categories (kind, hazardous, and conventional). Therefore, if it is utilised in 
supporting manner, it can be particularly dependable for the masters within the 
environment. 
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Chapter 9 
Internet of Things (IoT) and Artificial 
Intelligence (AI) to Detect Urinary Tract 
Infections 

Viswanatha Reddy Allugunti, Dhana Naga Kalyani Tummala, 
and Maitrali Marik 

9.1 Introduction 

Compared to upper respiratory contaminations, urinary plot diseases (UTIs) are the 
second in recurrence. Regardless of this, bacteriuria testing (a regular methodology 
for UTI conclusion) is the most often mentioned clinical technique, with enormous 
work stories checking 200–300 pee tests consistently. Unlike most upper respiratory 
contaminations, which are brought about by infections and consequently expect 
practically no clinical intervention, UTIs are generally brought about by gastroin-
testinal microorganisms. Escherichia coli (E. coli) is the most widely recognized 
bacterium among them, representing 80–85% of all cases. Staphylococcus 
saprophyticus is another microbe that causes 5–10% of UTI diseases [1]. UTIs can 
be brought about by viral or contagious contaminations in uncommon circumstances 
[2]. UTIs can also be induced by other organisms such as Staphylococcus, Proteus, 
Salmonella, and Enterobacter, yet they are usually connected with urinary frame-
work abnormalities or urinary catheterization [3]. Figure 9.1a portrays the common-
ness of different urinary lot contaminations (uropathogens). Early discovery of the 
sickness can support the anticipation of additional serious intricacies [4, 5]. 

Be that as it may, the ongoing ways to deal with distinguishing UTIs are typically 
sluggish and require explicit gear. The customary reason for uropathogenic location 
depends on pee culture, which includes research facility testing. Before a clear
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judgment is possible after the urine inspection, several days may have passed. The 
Malthus schema approach method and Gram’s approach [12–14], Gram’s approach 
[6], biocatalytic methods like the catalase test, glutathione peroxidase, or reagent 
strip checking (nosedive stick inspection) [7], colorimetric clarifier [8], luminescent 
replies [9], iodometric position of progress [6], electrochemical methods [10], 
microdilution vetting [11], Lysates amoebo-cyte lysate gyn. A pee culture from 
the patient’s pee test is commonly expected by these ways to deal with recognizing 
and measuring bacterial development. Tiny strategies are the current “best quality 
level” among the previously mentioned innovations, by and large requiring an earlier 
cell culture [15]. There are as yet fast, starter approaches to evaluating new pee for 
UTI discovery prior to getting back to this methodology. Figure b portrays the rules 
for these strategies [16].
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Fig. 9.1 (a) Incidence of the major infections caused; (b) standards for the commonly used dipstick 
vetting and contact microscopy urinary infection preliminary identification procedures. (Image 
modified from Graham and Galloway [4]) 

9.2 Symptoms 

When you have a UTI, the coating of the bladder and urethra becomes red and 
bothered, similarly to when you have a virus [17]. The disturbance can cause torment 
in your lower mid-region, pelvic region, and even lower back and will normally 
cause you to want to pee on a more regular basis. Consuming or tormenting while 
peeing is the most well-known side effect [18]. You might try and feel a compelling 
impulse or have to pee, but just get a couple of drops. This is because the bladder is 
aggravated to such an extent that it causes you to feel like you need to pee, in any 
event, when you do not have a lot of pee in your bladder. You may occasionally let 
go completely and spill pee [19]. You may likewise find that your pee smells horrible 
and is shady. Kidney contaminations frequently cause fevers and upper back tor-
ment, normally on one side or the other. Kidney infections are also frequently 
associated with nausea and heaviness. These diseases should be treated immediately 
on the grounds that kidney contamination can spread into the circulatory system and 
cause hazardous medical problems (Table 9.1).
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Table 9.1 Standards for urine tests 

Assortment of parameters 
Hazard Mysterious illness 

Fructose >130.0 mg/dL Hepatic illness, hyperglycemia, and brain tumor 

Enzyme >20.0 md/dL Infected kidneys and diabetic 

Anaerobic metabolism 
>40.0 mg/dL 

Mellitus 

Hematoidin >1.0 md/dL Liver failure and hepatitis 

pH value <4.0 or >9 Obesity, hyperglycemia, rheumatism, and bacteremia 

Relative density: >1.0 Pouchitis 

Plasma >3.0 Erythrocytes inflammatory or a renal tumor 

Erythrocyte >5.0 Infection, nephrolithiasis, and WBC/hpf 

Bromate ≥ 0 Endometrial hyperplasia 

The typical quality ranges between 1.005 and 1.025. Low unambiguous gravity 
might show a hindered capacity to focus pee because of medical issues such as 
diabetes insipidus, sickle cell nephropathy, or intense cylindrical rot. Alternately, 
high qualities might be demonstrative of high protein or ketoacid fixation in the pee. 

9.2.1 Causes 

Numerous germs reside in great numbers on your skin as well as in the vicinity of 
your urethra and vagina. Microorganisms could enter the bladder through the urethra 
and end up in the urine. They can attempt to stray up to the kidney. Whatever their 
extent, microbes in the urinary system can cause certain problems. Similar to how 
some people are more susceptible to colds, people are more susceptible to UTIs. 
Since women’s urethras are smaller than men’s, bacteria must travel a greater 
distance to reach the bladder in order for women to get a UTI. 

9.3 CTSS Operating Precepts 

A trackpad may be an effective tool for bio-sub-atomic ID, as demonstrated in [20], 
with the ability to carry out incredibly fine bioassays [21]. Contact screens are 
progressively being utilized in “cell phones,” recognizing and restricting a touch 
occasion in a predefined show locale [22]. Infrared, subsurface acoustic energy, 
resistance recognition, and inductive location are just a few of the technological 
advancements utilized to identify impact occurrences. The latter is currently the 
standard in PDAs [23]. However, capacitive touch panels have two distinctly new 
standards and interactions here between touch board, the regulators, the contact 
occurrence [24, 25]. One approach makes use of the identity technique (or interface



capacitance reaction), in which a modest electrical flow (20–500 A) is generated by 
the interaction of the touch–occasion combination. The regulator distinguishes this 
created dog lease by working out the distance between the touch–occasion and the 
terminals situated in the touch board’s corners. The touch screen can subsequently 
distinguish only each touch occasion in turn, confining its utilization. The shared 
capacitance approach (or projected capacitive reaction), then again, considers the 
synchronous identification of numerous contact occasions. This is performed by 
estimating capacitance alterations to the circuits imprinted on the touch board 
instigated by human finger commitment. Different touch occasions may conse-
quently be limited and separated since each contact will have an interesting cathode 
blend and significant force. 
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Fig. 9.2 Working principle of CTSS 

Through the proposed study, a self-capacitance comparable model (displayed in 
Fig. 9.2c) is utilized to depict the carried-out touch screen [24, 25]. The touch sensor 
in this framework consistently screens a pattern capacitance esteem (CX) that shifts 
bearing upon the encompassing conditions. At the point when no material comes 
into multitouch interface, spurious inductance is estimated, i.e., CX = CP. 

This capacitance considers each of the results of using a trackpad components, for 
example, the collaborations among the sensor cushion, substrate, neutral, or the 
lender’s pin impedance. In this way, CP addresses the perplexing electric field 
created by the parts as a whole. 

9.4 Modeling and Simulation of a CTSS 

Preceding coordinating early preliminary testing, a couple of speculative prelimi-
naries of the CTSS ideal model to be executed should be finished. A FEM 
re-enactment is suited for these tests because it gives students control over the 
model developed and prospective outcomes as figures of the certifiable model 
technique of performing. The ACDC element from the for-profit program COMSOL 
Multiphysics was used to run the 3D computations of the reactive touch screen. The 
model was built with no charges and charge insurance as assumptions. One key on



the capacitive trackpad that was used for the assessments had a layout comparable to 
the model. The PCB substrate was displayed as a square surface having 10 mm edges 
and 1 mm width, with the recreation area visible on some of its top. The sensor pad 
was made by describing a round region (radium = 2.5 mm) in this layer as the 
terminal (1 V). A polypropylene (PP) cover foil with a thickness of 70 m was placed 
on top of the substrate as an overlay for insurance and security. Besides, an air zone 
was worked around the model to allow the conveyed electric field to multiply. 
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Fig. 9.3 Theoretical tests of the CTSS 

The reproductions analyzed the contact detectors response to distinct degrees of E 
coli, an absolute impedance (a) of 100 [26], pee, with a = 76.1 [27], and water, with 
a = 80, which are all notable in the writing. At the focal point of the model (lined up 
with the sensor cushion), a semi-circle addressing the fluid drop under test was 
characterized, and the amounts put to the test altered its volume. Several thoughts for 
E. coli considering the findings previously described in [28], bacterial testing was 
conducted. The basal concentration of UTI urine is 105 peace deal framing units/mL, 
and the largest volume of any solitary bacterium that will eventually form a colony is 
1.1 m3 . All bacteria present (prior to submitting a request) would be set in the 
cushion area if a 1 mL test clings to the capacitive touch surfaces (via, for example, a 
bioassay), bringing about a complete volume of microorganisms of 1.1 105 m3 . For 
instance, a circle with a span of 30 m may be utilized to address this volume since the 
least complex shape can be rationally reenacted and best portrays the state of the 
microorganisms (Fig. 9.3). 

9.4.1 Setting the Testing for the CTSS Test 

The experiments were conducted using the capacitive touch CY3280-BSM Simple 
Contact Unit and the processor CY3280-20×66 Universal Cap Sensitive Processor. 
The two components might be altered and put to use after the accompanying 
programming was introduced. According to the manufacturer’s procedures, the 
CY3280-20×66 Universal Cap Sense Operator was set up to provide an ongoing 
RC browse from a specific button. The perfect favorable griming of the touchpad in 
the CY3280-BSM Simple Contact Module was shown through simple testing,



including as touching each button with a finger and watching the corresponding LED 
light up. The tried configurations used DI water as well as regular faucet water. 
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Additionally, 3.5 g of NaCl and 100 mL of tap water were combined to create a 
saltwater solution, which had a concentration of 35 g/L. The samples of post-night 
pee were collected halfway and stored in sealed tubes. In less than 2 hours after being 
gathered, these examples were stored in a climate-controlled environment and 
assessed. 

On the trackpad interface, samples were terminated for each arrangement in a 
variety of buttons to conduct the tests. How many examples were increased by 10 L 
(10 mm3 ) and moved from 10 to 100 L (100 mm3 ). There were several tries at each 
arrange mental measure. A PP cover foil was attached to the surface of the touch 
screen to protect its electronic components, which was acquired from Biogenies in 
Mannheim, Germany. 

This stratum was added to the device which had a considerable impact on the 
previous discoveries, according to preliminary analyses. The touch interface just 
observed the RCs for the single button on the off chance as each test was done 
autonomously. When a sample was being deposited, the fingertip sensor’s RC value 
was recorded. For each test, a Raw Count Difference (RCD) was processed. 

Nine tests were completed, and then the touching sensor was disinfected with an 
ethanol solution to keep away from the adherence of unwanted particles and extras 
from prior testing (particularly on account of pee tests). 

9.4.2 Data Acquisition Layer 

To beneficially expect and evaluate for pee tainting in the home environment, 
accurate information about various pee limits is required. As a result, the current 
proposal for data grouping introduces a layer that needs to be clearly characterized 
for the statistics layer. The info layer is the top layer in the educational activity that 
interacts with clients directly and is in charge of gathering client-related information 
about their urine, such as white blood cell count, pH concerned, bilirubin, ketones, 
and release cells. The sensors built inside the clever restroom holders are used to put 
this information together. There are several sensors for this in the floor near the quick 
bathrooms that are utilized to identify and calculate different pee restrictions such as 
tone, scent, etc., with essentially no person obstruction. For the distinctive confir-
mation of each and every client, different Radio Recurrence ID (RFID) names or 
special finger impression sensors are joined to the flush edge work. 

9.4.3 Data Pre-processing 

The most fundamental step before data test notion and route is probably data 
pretreatment. As a result, before doing any AI calculations, the PE data obtained



by IoT sensors needs to be processed and transformed into a format appropriate for 
AI estimations. Our suggested structure makes use of a component depiction 
strategy for the equal encoding of various PE-related restrictions obtained through 
the data acquisition layer. Expecting the unique limit has a projected worth with the 
eventual goal of assigning a zero worth. However, if the value of the alternative limit 
crosses the protected edge, a value of 1 is assigned. For example, pH is assigned a 
value of 1 in the preprocessed dataset if it exists in the range of 4 or higher than 
9, unambiguous gravity is assigned a value of 1, and similar encoding is carried out 
for other limitations existing in the dataset. 
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9.5 Categorization of Information 

In order to examine the presence of pee sickness in individuals by evaluating various 
noteworthy limitations, the resampled data is then organized using various AI 
algorithms. Due to the cloud server’s proximity to the home situation, the fog 
layer is useful in the comfortable evaluation of the validation set. 

Additionally, the fog layer is in charge of calculating the overwhelming digital 
games in light of the data used to guide the course of action. IRF has been used to 
forecast the likelihood of a condition linked to urine pollution in each time interval. 
The IRF threshold is used to determine whether the patient is healthy or, alterna-
tively, if there are any probable outcomes of any wager. 

We model our structure so that pee data is assembled multiple times every day, 
integrating the morning, night, and night after each dining experience. This will look 
at the patient’s prosperity incessantly and hence decrease any sort of danger by early 
acknowledgment of any peculiarities. In view of IRF’s probability gauge, we can 
isolate the assembled information into two classifications: powerful and 
non-irresistible. 

9.5.1 Antimicrobial Susceptibility Testing (AST) 

Because of the range of likely microorganisms in the urinary plot, organism ID tests 
ought to be enhanced by AST to pick a fitting enemy of disease for ideal treatment. 
For the continuous standard, clinical lab examination organisms ought to initially be 
refined and isolated for AST. The microorganism is then filled in the nonappearance 
and presence of the counter-contamination specialists. Advancement inside an 
immunizing agent poison shows impediment. The phenotypic has been good in 
light of the fact that it remains constantly liberated from the genetic reason against 
disease resistance. 

A genetic approach using massively parallel microarray of accordingly deterrent 
portions or PCR of established safe-giving qualities is an optional system. For 
differentiating between methicillin-weak S. aureus evidence and methicillin-safe



S. aureus, PCR-based AST has been clinically convincing. The population genetic 
system is not criticized for the fact that AST’s genetic tools are always improving 
and could not always manifest as hereditary alterations. 
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9.5.2 Biosensor for Diagnosing UTIs 

Safe microscopic organisms appear as a result of the lack of unquestionable UTI care 
end features and wide-ranging hostile current treatment trials. More than 30% of 
E. coli are resistant to sulphamethoxazole, while patient resistance to 
fluoroquinolones ranges from 11% to 50%. Broadened spectrum tech test 
Escherichia coli and oxacillin S. aureus are two bacteria that can cause contamina-
tion, and their prevalence is on the rise, creating a problematic clinical problem 
today. 

Since its more sensitive and rapid sub-nuclear concept compared to other ways, 
factors have been implicated that UTI certification is growing in popularity in the 
puppy lease situation. 

9.6 Conclusions 

When contrasted with different diseases, the high pervasiveness of UTIs prompts a 
high demand for bacteriuria, and subsequently a rising prerequisite for substantial 
pee tests. Since recovering these examples is a tedious and bothering activity, 
dispensable diapers can be utilized to make the cycle more straightforward. 
Following that, a portable biomedical gadget in view of a CTSS may be utilized 
for face-to-face UTI detection. Primer examination on a CTSS-based UTI identifier 
was introduced. The FEM reproduction results uncovered that the touch sensor 
answered dramatically to expanding volumes of E. coli and fluid examples. The 
touch sensor showed variations in the request even after emergence of E. coli to the 
replica in the primary reproduction set, which can be reasonably noticed despite 
being small. In the second arrangement of reenactments, a tremendous contrast in the 
CTSS response to pee several water fragments were found. In exploratory testing, 
the CTSS’s comment to assorted fluid arrangements with expanding measures of 
broken-up particles was assessed. The arrangements contemplated were DI water, 
fluid water, salt water, and new pee tests. The CTSS recognizes different volumes of 
fluid and shows an outstanding response as the sums rise. These outcomes are 
reliable with recreated results.



9 Internet of Things (IoT) and Artificial Intelligence (AI). . . 141

9.6.1 Future Work 

Dementia is a neurological state of mind that influences immense number of people 
all around the world. At some random time in the United Kingdom, one out of four 
crisis facility beds is occupied by a person with dementia, while around 22% of these 
crisis center affirmations are result of preventable causes. In this chapter, we 
analyzed using Internet of Things (IoT) progress and at-home material contraption 
along with AI methodology to screen the concerning the behavior of the people with 
dementia. This will allow us to give seriously convincing and important thought and 
decrease preventable crisis center confirmations. 

One of the unique pieces of this work is getting regular updates together with 
physiological test accumulated at negligible cost in at-home devices to eliminate 
critical information concerning the behavior of the people with dementia in their own 
home environment. The complexity of a UTI can involve recurring illnesses, 
particularly in women who have at least two UTIs in a 6-month period, or possibly 
four people experiencing kidney damage from severe or severe kidney disease 
(pyelonephritis) as a result of an untreated UTI. These sicknesses can be trailed by 
using test results. Bio-clinical sensors assume a significant part in empowering the 
IoT gadget to recognize the disease. Bio-clinical sensors will go probably as a data 
device and, with the help of pre-taken care of data, will recognize the urinary plot 
contaminations (UTIs) which are achieved by the pathogens. 
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Chapter 10 
Early Detection and Analysis of Diabetics 
and Non-diabetics Using Machine Learning 

Vikas Somani , Awanit Kumar , and Geetanjali Amarawat 

10.1 Introduction 

Multiple healthcare opportunities are generated because machine learning models 
have advanced predictive analytics potential. Machine learning models can also 
predict chronic diseases such as heart infections and intestinal disorders. There 
will also be several future machine learning models for predicting 
non-communicable conditions and increasing healthcare benefits. Researchers are 
working on machine learning models to predict particular diseases in patients at an 
early stage and to produce successful methods of disease prevention. This will also 
minimize patient hospitalization. This transition would be of great benefit to health 
organizations [1]. Healthcare systems that use advanced computing methods are the 
most studied field of healthcare research. The allied fields are moving toward more 
ready-to-to-assemble systems, as seen above. Patients with diabetes cannot generate 
insulin, resulting in hyperglycemia, a medical measure for increased sugar in the 
body. In other words, the body cannot repress the hormone insulin release. This 
leads to abnormal carbohydrate metabolism and high blood glucose levels. Because 
of the above causes, early detection of diabetes is very critical. Many people 
worldwide have diabetes, and this is increasing daily. This condition can involve 
multiple essential organs so that the medical equipment can heal it early in the 
diagnosis. The number of diabetic patients increasingly requires unnecessarily 
relevant medical information. Researchers need to create a system that stores,

V. Somani (✉) · A. Kumar 
Sangam University, Bhilwara, Rajasthan, India 
e-mail: vikas.somani@sangamuniversity.ac.in; awanit.kumar@sangamuniversity.ac.in 

G. Amarawat 
Swaminarayan University, Kalol, Gujarat, India 
e-mail: deanengg@swaminarayanuniversity.ac.in 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
F. J. J. Joseph et al. (eds.), Computational Intelligence for Clinical Diagnosis, 
EAI/Springer Innovations in Communication and Computing, 
https://doi.org/10.1007/978-3-031-23683-9_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23683-9_10&domain=pdf
https://orcid.org/0000-0002-2562-2581
https://orcid.org/0000-0002-5867-6092
https://orcid.org/0000-0003-1006-5898
mailto:vikas.somani@sangamuniversity.ac.in
mailto:awanit.kumar@sangamuniversity.ac.in
mailto:deanengg@swaminarayanuniversity.ac.in
https://doi.org/10.1007/978-3-031-23683-9_10#DOI


updates, and analyses this diabetes knowledge and also recognizes threats using 
today’s expanding technologies. [2] Diabetes is one of the diseases that spread over 
the world like epidemics. It was proved that every generation, including infants, 
teenagers, youth and the ages, suffers. Pro-long impacts on organs, such as hepatitis, 
kidneys, heart, stomach, and death, can be worse. Retinopathy and neuropathy 
conditions are also interlinked. Diabetes mostly forms type 1 and type 2 [3].
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Type-1 Diabetes: In this case, the liver produces no insulin whatsoever. Insulin is 
a hormone necessary for the use of blood glucose in the body. Blood sugar will 
increase and lead to type 1 diabetes without insulin in the bloodstream. It is common 
for children and adolescents. It happens primarily due to genetic disorders. It is also 
referred to as a youth disease. Its frequent signs are frequent urination, loss of 
weight, increased hunger, blurred vision, and nerve problems. It can be treated 
with insulin. 

Type-2 Diabetes: In people over 40 years, it is usually a long-term metabolic 
condition. High blood sugar, resistance to insulin and high insulin are apparent. 
Fatness and lack of exercise are the main factors. This bad lifestyle will lead to blood 
glucose storage and diabetes. Only 90% of people with type 2 diabetes are affected. 
Metformin is administered to treat insulin resistance. 

Diabetic Neuropathy: These are the nerve abnormalities acquired over time in 
diabetic patients. They also happen in the hands and feet. The typical symptoms are 
pressure, numbness, pinching, and loss of a hand, foot, arms, etc. 

Diabetic Retinopathy: It is a diabetic condition which leads to continuous blind-
ness of the eye. At first, there is no noticeable symptom, and symptoms gradually 
occur. The second stage is the formation of blood vessels on the back of your eyes 
which can lead to agile bleeding. 

10.2 Background and Key Issues 

An analysis of computer and artificial intelligence (AI) techniques for the early 
detection of diabetes is given in Table 10.1. 

The diabetes deduction literature survey reveals that a single approach to diabetes 
detection is not very sophisticated in early stages of diabetes. A hybrid solution with 
classificatory as primary elements, vector support machines analysis of genetic 
algorithms can improve the efficiency of artificial neural networks since this tech-
nique helps to minimize data noise by extracting features and then using learning 
methods to recognize hidden patterns, providing more accurate output.
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Table 10.1 Survey for early diabetes detection using different machine learning and artificial 
intelligence techniques 

Author Central idea Pros Cons 

Mohammed 
Imran et al. 

Diabetic retinopathy (DR) 
detection using extended 
fuzzy logic 

It enables the iden-
tification and calcu-
lation of retinal 
damage 

Complex method and 
time taken 

2. The OWE calculation is 
based on damage to the eyes 
Retina [4]. 

Mani Butwall 
Shraddha 

The approach to data mining 
for diabetes prevention is 
based on the random forest 
classification [5] 

Classifiers are a 
good way of han-
dling massive 
datasets 

As compared to hybrid, 
a single classification 
the approach is not very 
successful 

Kumar et al. 

Kamadi V.S. 
R.P.Varma 
et al. 

It uses the key component 
analysis and the modified 
Gini Index SLIQ Decision 
Tree Algorithm [6] 

With fugitive SLIQ, 
sharp judgment 
limits can be 
overcome 

Precision can be further 
improved by fluid 
membership 

Kiarash 
Zahirnia 
Mehdi et al. 

This document presents and 
compares various cost-
sensitive methods of learning 
for type 2 diabetes diagnosis 
[7] 

Cost-sensitive 
approach to 
resource use is 
successful 

Assumptions in data 
sets, matrices are used 
to produce results 

Kemal polat 
et al. 

Combining c-means and 
SVM fuzzy is used for the 
dataset diabetes prediction 
[8] 

Fuzzy C-means bet-
ter classify data set 
with the member-
ship feature 

Real-time data is noisy, 
so that it can be used for 
processing 

Nawaz 
Mohamudally 
et al. 

Diabetes is shown in this 
study C4.5, neural network, 
K-means [9] 

It is a successful 
approach because of 
the use of a hybrid 
system 

Prediction, description, 
visualization demands 
enormous effort 

Mostafa Fathi 
Ganji et al. 

ACO is used to derive a set of 
FADD diagnostic rules [10] 

FADD is an excel-
lent solution to dia-
betes detection. 

A single deduction 
method must be associ-
ated with others 

10.2.1 Machine Learning Models for Diabetes Detection 

The following techniques are used to detect diabetes in the early stages using 
machine learning techniques and discuss the advantages and disadvantages of the 
methods in this section. 

10.2.2 SVM 

SVM can be used for regression and classification applications but is better known 
for classification applications. This procedure, also known as the dimension plane, 
plots each point inside a data object into three-dimensional space, where n is the



number of data attributes. Distinctions between classes serve as the basis for 
categorization; these classes can be thought of as tiers of information. Since this is 
a controlled learning method, data sets are prepared in advance for use [11]. It 
displays datasets in space as cloud points. The objective is to create a hyperplane that 
divides data into different categories. The hyperplane divides data collection into 
groups for data collection and classification. The overall margin of this hyperplane 
should be the other categories. However, advanced kernel configuration techniques 
are used if the data categories are wide-ranging. 
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10.2.2.1 Advantages

• SVM is used to efficiently identify diabetes data by assigning hyperplane infor-
mation to various categories.

• It removes the fitness of the samples. 

10.2.2.2 Disadvantages

• For massive datasets, SVM cannot be used.
• SVM is running slowly. 

10.2.3 Fuzzy C-Means 

It is an extension to a K-mean clustering algorithm that aims to form clusters and 
then discover the centers of the cluster, and that cluster with a minimum distance to 
its centroids is allocated the incoming dataset. However, often there is very little 
space for new data packages to fall for more than one cluster [12]. The fluid C-means 
that cluster algorithm prevented this because it uses a fluid partition that is the 
member variable. The findings are also more precise. 

10.2.3.1 Advantages

• In this respect, participation in the fuzzy logic of the membership function helps 
produce better classification results.

• The learning method is unsupervised so that the effects are more real-time. 

10.2.3.2 Disadvantages

• It takes time to calculate.
• It is more likely to be a misconception in the early stages.
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10.2.4 PCA (Principal Component Analysis) 

PCA is a statistical model for classifying datasets to have the highest correlation in 
data collection [13]. This aims to create an orthogonal plane to organize data along 
with this plane. Another plane, well known for its second relationship between the 
datasets, is perpendicular to that plane. It supports function extraction and measures 
the main component using Eigen values and Eigen vectors. 

10.2.4.1 Advantages

• It helps to reduce the dimension and preserve the alteration between datasets.
• It helps to reduce noise by selecting the highest variance dataset. 

10.2.4.2 Disadvantages

• Eigenvalues and covariance matrices are difficult to quantify.
• PCA alone does not provide excellent results when it comes to diabetes detection. 

10.2.5 Naive Bayes Classifier 

Bayes theorem is a controlled learning technique. It is the algorithm family, assum-
ing that the value of one function is independent (native). It considers the conditional 
chance of determining the likelihood of an occurrence if any of the events have 
already occurred. It is used for diabetes diagnosis and diabetic retinopathy detection. 
The Generative Learning Model can also be referred to as his classificatory. The 
classification is based on Baye’s theorem, which implies separate predictors. In 
short, this classifier assumes that certain features are not connected to any other 
function in a class. Success and failure are equally possible if there is a dependence 
on the characteristics of each other. This tool is handy and easy for databases with 
large volumes of data [14]. 

10.2.5.1 Advantages

• It helps reduce noise by averaging values.
• The higher likelihood value provides a better outcome.
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10.2.5.2 Disadvantages

• The shape of the distribution is taken very strongly.
• Data is lost when the continuous functionality is discreet. 

10.2.6 Decision Trees 

Decision trees support very advanced techniques in support of decision making. A 
structure like a tree or a diagram is based on cost, classification, and effort. When all 
the requirements are in place, go from the root to the leaves (until the tasks are 
complete). Gini indexes are used to calculate the split node. The value of the Gini 
index aids in separating the nodes. Classification forests also have a random subset 
of decisions like these. This classification also helps us to diagnose diabetes. This 
algorithm constructs the regression models. These models are built in a tree-like 
system, which provides a tree-like structure. It also divides the set data into sub-sets 
and smaller subsets, creating a tree gradually. This tree includes the particulars of the 
decision to classify the leaf node, while the decision contains branches. The tree’s 
top decision node will match the root node. This is the best forecast [15]. 

10.2.6.1 Advantages

• The best predictive model is a thorough analysis of the problem.
• Random forest classifications are ideally suited for vast amounts of data and 

incomplete data. 

10.2.6.2 Disadvantages

• Random forests are quick to train but slow to predict once they are educated.
• Decision trees are unstable even if the input is minimal. 

10.2.7 Random Forest 

There are parallels between the classification system and this is the technique used 
for categorizing data. Different trees may use different methods for classifying data 
and making predictions about regression, but ultimately the goal is to construct a set 
of decision-making bodies at the data and class levels. This invariance in categori-
zation is more important than gathering training data, especially for decision-making 
bodies [16].
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10.2.8 Neural Network 

This classifier’s unit names reference vectors, referred to as “nodes,” convert the 
inputs to the vectors known as “features” to their respective outputs. Each neuron 
enters an input, often a non-linear input, and an output function is given in the next 
step. The first level entry is the next level output, so the classification algorithm 
follows a feedback loop. This way, the previous level has no input so that signals 
passing through neurons and layers can be weighed, and these signals are then 
translated into a training process that eventually becomes a network to handle a 
given problem [17]. 

10.2.8.1 Advantages

• ANN is used for feature extraction with backpropagation for the detection of 
diabetes.

• When combined with fluid logic, uncertainty can be managed. 

10.2.8.2 Disadvantages

• Training requires a great deal of work.
• It is hard to ensure that all inputs are prepared. 

10.2.9 Nearest Neighbor 

In reality, classification rules the nearest algorithm. The nearest algorithm for 
classification is a common term for this method. Labeled point clusters are used to 
shed light on how the other points were assigned their labels. When adding a new 
marker, it first looks for possible neighbors (those that are geographically close) to 
the spot being added. When a new item receives a neighbor’s same rating, it 
becomes equivalent to the rating of other items in the vicinity, depending on the 
neighbor’s vote. In the ‘k’ algorithm, this is the count of confirmed neighbors [18]. 

All of the necessary knowledge for implementing the categorization algorithms 
and procedures used to foresee the sickness has already been acquired. Following 
this poll, it was suggested that a combination of a hybrid classification algorithm and 
any kind of learning might increase the disease’s predicted accuracy by more than 
80%. When more than two classifiers are combined, accuracy improves. We build a 
model for assessing the quality of training data using a combination of the decision 
tree and other classifiers. In addition to the aforementioned techniques, we have also 
employed XGBoost for each classifier and analyzed its performance. With this 
combo, we can boost accuracy by over 80% [19].
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10.3 Hybrid Classification Algorithm System 

Specificity for the presence of diabetes in patients is maximized using the proposed 
strategy. In this discussion, we examine the many types of machine learning 
algorithms and how they can be used to produce predictions and inferences. More 
than one algorithm can be used to boost the reliability of predictions (Fig. 10.1). 

After collecting information related to a disease, it is sent to a pre-processed 
device for analysis. Extractive functions will be used to glean information from 
unstructured, large, or otherwise uninteresting data sets. The necessary machine 
learning method is used for the data training and data gathering, and the results are 
then evaluated [20]. Then, to get the desired outcome, we employ a classifier

DISEASE DATASET 

PRE-PROCESSING 
DATA 

TRAINING DATA 

APPLYMACHINE 
LEARNING ALGO 

DECISION TREE 
NAIVE BAYES/ 

XGBOOST 

TEST DATA 

EVALUATE 
PERFORMANCE 

HYBRID COMBINATION OF CLASSIFICATION 
ALGORITHM 

Fig. 10.1 Diagram of the proposed system architecture



combination. In this way, we recommend combining the Decision Tree with the 
Support Vector Machine, the Decision Tree with XGBoost and the Hybrid Results 
Test method. The information will then be monitored and the desired outcomes 
evaluated. We now study the various classifiers and explore the hybrid mix used in 
our scheme. There are multiple forms of classification; an algorithm is a classifica-
tion system that maps data entered into a particular group.

10 Early Detection and Analysis of Diabetics and Non-diabetics Using. . . 151

10.3.1 System Flow 

Figure 10.2 explains the device design flow map; we also made feature selection for 
pre-processing: advance feature selection and backward feature selection. This is to 
show how data can be provided using ADA Boost, XGboost, voting classifiers, and 
stacking classifiers to assist in the identification of people who are likely to develop 
diabetes. The proposed approach has two major phases in which the desired effects 
can be achieved together. Data are prepared in the first stage, and the second stage is 
classified. The machine input is then the PID dataset, and the output is a stable or 
diabetic class. Steps are taken to increase productivity. The data collection eliminates 
the noisy and inaccurate data, first of all. 

The main goal is to identify whether or decrease the likelihood of diabetes. When 
the number of samples increases, so does the classification accuracy but with no real 
increase in statistical significance (Fig. 10.3). 

In certain instances, but not all, the algorithm yields performance high in rhythm 
but low in classification. Our model’s primary goal is to achieve high precision. 
Different methods for classifying diabetic and non-diabetic outcomes were
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Fig. 10.2 Flow of proposed system



examined. This proposed approach uses techniques such as AdaBoost, Tree Classi-
fication Decision, XGBoost, voting classification, and Diabetes Prediction Stacking. 
We will go into classifiers now and then go through the classification of the stacking 
and voting in the following parts (Fig. 10.4).
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Fig. 10.4 Functional diagram for voting classifier

• Stacking: Stacking is an ensemble learning strategy that integrates predictions 
from several simple models plus a new dataset. These new data are taken for 
another classifier as input data. The issue was resolved with the help of this rating. 
A synonym for stacking is mixing.

• Voting Classifier: “hard” and “soft” voting is carried out by the Vote Classifier 
Ensemble. When we vote strongly, the final class label in the classification
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models is expected to be the most previewed class label. By averaging class 
probabilities in soft votes, we predict class labeling (advocated only if the 
classifiers are considered accurate). 

10.3.2 Working Principle 

Gives step-by-step instructions on how to use various classifiers to improve 
accuracy. 

10.3.3 Hardware Requirements 

For the device implementation, the following hardware was used:

• RAM SIZE: 4GB
• 10GB HDD
• Processor Type: Intel 1.66 GHz Pentium 4B. 

10.3.4 Implementation Steps 

PIMA Indian Diabetes Dataset has been selected as the diabetes data kit of choice. 
There are a total of 768 instances, both diabetic and non-diabetic, and four risk 
factors: the prevalence among pregnant women, the concentration of plasma glucose 
after 2 hours of oral glucose administration, diastolic blood pressure, and triceps skin 
thickness. Whether it is done automatically or manually, Feature Selection deter-
mines which features are most relevant to the desired prediction attribute or output. 
The quality of our models can suffer if our data contains extraneous information 
(Fig. 10.5).

• We use a PIMA Indian diabetic dataset.
• The system uses the function selection method: Advanced selection of features 

and backward feathering for pre-processing. We train five different graders and 
determine which graders are highly accurate. We used these AdaBoost, XGBoost, 
Voting Classifier, and Stacking Classifier classifiers.

• The Stacking Classifier is used as its basis by Random Forest, AdaBoost, 
Logistical Regression, and XGBoost for its Meta classifier.

• The Acoustic and Stacking Classifier is the most powerful because of its 
improved ability to classify power and class strength.

• In order to better comprehend the sequence of our measures and their intended 
results, we have included screenshots below. The ADA Boost classifier’s output
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Fig. 10.5 AdaBoost classification report 

will be displayed graphically. For Decision Tree, XG Boost, Vote, and Stacking, 
we have taken analogous measures. 

We discuss the classification findings after first introducing the AdaBoost classi-
fication method. ROC curves were calculated using the same methodology applied 
to the decision tree, XGBoost, voting, and stacking classifiers. For more examples, 
check out the images below (Figs. 10.6, 10.7, 10.8, and 10.9). 

We then determine the total number of diabetes sponsors. Next, a screen displays 
test results for a person with diabetes (Fig. 10.10). 

10.4 Results 

Achieving a success rate of 80% or above in predicting diabetes using five separate 
classification schemes is a major step forward. You may do some basic analysis 
using the graphs in Figs. 10.11 and 10.12. The AUC, accuracy, recall, and F1 results 
from various classifications are displayed in Fig. 10.11. Figure 10.12 depicts how 
histograms are appropriately displayed using different classifiers (Table 10.2).
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Fig. 10.6 ROC decision tree 
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Fig. 10.7 ROC XGBoost
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Fig. 10.8 Classifier ROC voting 
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Fig. 10.9 Classifier ROC voting
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Fig. 10.10 Detected diabetes shown on the test screen 
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Table 10.2 Observations 

Classifier Precision Recall AUC F1 Accuracy 

ADA BOOST 0.82 0.90 0.83 0.86 80.08 

Decision Tree 0.80 0.84 0.70 0.82 75.32 

XGBOOST 0.80 0.90 0.83 0.84 77.48 

Voting 
(KNN, SVM, Logistic regression) 

0.77 0.91 0.83 0.84 75.75 

Stacking 
(Random Forest, ADAboost, Logistic 
regression) 

0.82 0.90 0.75 0.86 80.08 

10.5 Conclusion 

Medical professionals can benefit from the use of machine learning techniques for 
the diagnosis and treatment of diabetes. Finally, we will state that enhanced catego-
rization accuracy paves the way for enhanced machine learning model outputs. The 
performance analysis focuses on the accuracy of all classification techniques and 
also found that the present method was less than 71% accurate, so we suggest using a 
mixture of classifications known as the hybrid approach. The hybrid solution is 
based on the advantages of two or more technologies. Our scheme provides 75.33% 
for decision-making tree classification, 77.47% for XGBoost, and 75.76% for voting 
classification. We have therefore found that Stacking Classifier and AdaBoost are 
the strongest of all the above classifiers.
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Chapter 11 
An Intelligent Air Quality Prediction 
System Using Neuro-Fuzzy Temporal 
Classifier with Spatial Constraints 

S. Anu Priya and V. Khanaa 

11.1 Introduction 

The world is growing fast economically, especially since the majority of cities in 
fast-developing countries such as India and China are affected due to air pollution. 
Air pollution has affected all young and elderly people with lung and heart diseases. 
To protect the world from air pollution, researchers are developing warning systems 
for predicting air quality and also providing health alerts to people who are living in 
cities to protect themselves. The available techniques concentrate on the air quality 
prediction process only and do not reach the public. Air quality is useful for 
preparing the health index of a country. The health index is calculated by considering 
the air quality; then, it is called the air quality health index, which is useful for 
understanding the impact of air pollution on health. These systems are helpful for 
people to get awareness about air pollution and also try to reduce the air pollution 
level. Moreover, the way of improving the air quality is also considered to reduce the 
footprint of the surroundings, so this chapter proposed a new model for categorizing 
the quality of quality. 

The PM 2.5 is being monitored since 2013 in India at New Delhi, and it has 
spread gradually to the important cities of India such as Chennai, Hyderabad, 
Mumbai, and Kolkata. This monitoring process is capable of predicting the day to 
day pollution in a city. Moreover, the archived and live PM2.5 data are to be
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supplied for the researchers and public users for performing the analysis and also to 
enhance the understandability and the current trends of PM2.5 in various cities. Later 
on, the PM2.5 data are collected according to the variation of different places in a 
city. The seasonal trend is also captured for every city, and various trend analyses on 
PM2.5 were also conducted. Analyzing the trends of PM2.5 in various cities is done 
by applying machine learning algorithms that are capable of performing data 
preprocessing and classification.
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Machine Learning (ML) techniques are utilized widely for categorizing the levels 
in different environments such as science field, industry, and business. The various 
ML algorithms, including Decision Tree (DT), Random Forest (RF), Naïve Bayes 
(NB), Support Vector Machine (SVM), and Neural Network (NN), are used as 
ensemble approaches for improving the performances in the process of classifica-
tion. The majority of ensemble methods have used the baseline to combine the 
different classifiers. Here, stacking is a powerful method in the ensemble. Stacking is 
a learning method which combines the regression methods through a meta-regressor. 
These models are used to train the set according to the result column of the training 
data. The stacked model performed well than other models and is also capable of 
highlighting the poor performance [1]. It is widely applied to the method of winning 
the competition and is also used in various fields, including just-in-time and ski 
injury predictions [2, 3]. However, the available ML techniques have not achieved 
sufficient accuracy in prediction. To enhance prediction accuracy, Deep Learning 
(DL) algorithms are applied widely in this direction. 

In this chapter, a new air quality prediction system is proposed for predicting air 
quality by applying a newly proposed neuro-fuzzy temporal classification algorithm 
with spatial constraints. Moreover, an existing Butterfly optimization algorithm is 
also applied for performing feature optimization. It helps in improving the neural 
classifier’s prediction accuracy. 

The contributions of this chapter are as follows: 

1. To propose a new air quality prediction model for predicting the quality of the air 
using a neuro-fuzzy temporal classification algorithm (NFTCA). 

2. To predict the air pollution level in different areas according to the air quality 
prediction result. 

3. To incorporate the spatial constraints in the proposed neural classifier for making 
an effective decision on PM2.5 datasets. 

4. To apply the existing Butterfly Optimization Algorithm (BOA) for performing an 
effective feature optimization process. 

5. To achieve high prediction accuracy and low root mean square error rate. 

The rest of the chapter is organized into four sections: Literature survey, System 
Architecture, Proposed Air Quality Prediction Model, Result and Discussion and 
Conclusion. The next section of this chapter is the Literature Survey which describes 
the relevant works available in the literature by highlighting the contributions, 
merits, and demerits of their work. The third section in this chapter is System 
Architecture, which demonstrates the workflow of the prediction model. In the 
fourth section, we provide context for the suggested approach for predicting air



quality. The experimental findings and analysis are reported in Sect. 11.5. The final 
section wraps up the work by pointing out the various contributions and promising 
future efforts in this field. 
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11.2 Literature Survey 

Bruno et al.’s [4–8] literature predicts that many air quality prediction models apply 
feature selection and classification algorithms to predict air quality in cities and 
countries. Bruno et al. [4] proposed a black box system for forecasting and mitigat-
ing air pollution. Their method forecasts weather and environment. Neagu, C.-D., 
Kalapanidas, et al. New neuro fuzzy air quality predictor. Fuzzy logic prediction 
uses back propagation neural networks. Ganapathy et al. [5] developed a temporal 
fuzzy min-max neural classifier to forecast diseases successfully. They used the 
Particle Swarm Optimization algorithm to optimize the features and achieved better 
prediction accuracy than existing neural classifiers due to fuzzy logic and temporal 
restrictions. 

Gu et al. [1] developed a predictor that incorporates the heuristic recurrent for 
predicting air quality. The predictor uses machine learning algorithms for handling 
the pollution factors and estimating the air quality for more hours. Huang et al. [2] 
introduced an intelligent air index prediction method for past mining data and also 
realized the quality of brain health by using IoT technology. They performed data 
preprocessing to enable users to understand the air index from anywhere, anytime. 
Their method is helpful for managing cloud-based users by supplying relevant data. 
Soh et al. [9] aimed to predict the quality of the air up to 48 hours of time duration by 
using multi-neural classifiers including ANN, CNN, and LSTM for extracting the 
temporal features. In addition, their model extracts the air quality index from 
multiple places in a certain area. Gu et al. [1] developed a new air quality prediction 
system that incorporates the heuristic recurrent to predict air quality. To enhance the 
reliability in the prediction process, they have applied a 1-h prediction for estimating 
air quality after several hours successfully and proved it as better than the relevant 
models. 

Zhao et al. [3] constructed a new model for mining new relationships in various 
regions. They considered the spatiotemporal features in their model for mining the 
local relationship and the regional relationships and to predict air quality. In the end, 
they evaluated their model and proved as scalable, reliable, and dynamic. Yatong 
et al. [10] proposed a new learning technique to predict air quality that applies 
gaseous pollutant concentration to enhance the prediction process. Zhang et al. [11] 
considered the issues of processing large-scale high-dimensional data by incorpo-
rating their new model to forecast the data for predicting the quality of air accurately. 
They applied a mechanism called sliding window that is useful for mining the 
temporal data to enhance the training process in various dimensions. They collected 
data from 35 stations that are available for monitoring air quality in China. Finally, 
they have proved that it was better than the other models. Jun Ma et al. [12] proposed



a transferred learning-based LSTM to perform an air quality prediction process. 
Moreover, their approach considers temporal resolutions for predicting air quality. 
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Daniel et al. [13] built a new model to predict air quality using LSTM, and they 
have achieved better prediction accuracy. Quang et al. [14] developed a new method 
for enhancing the prediction accuracy that considers the indoor air pollutant profiles, 
stochastic nature, index, and humidity. They applied the Kalman filter with frac-
tional order in their indoor air quality model that dealt with inaccurate and non-linear 
data from sensors. Finally, their model compared with the existing core relevant 
works and proved to be better. Wei Huang et al. [15] developed a new method to 
optimize the backpropagation neural classifier that incorporates the PSO for 
predicting the air quality index. In their work, an inertia weight is considered as a 
learning feature for searching the capability during the early and late stages with fast 
convergence. They also applied their own mutation method for performing an 
effective searching process and also omitted the particles that failed to meet the 
requirement of local optimality. Finally, they achieved better air quality index results 
than other works. 

Hong Zheng et al. [16] proposed an air quality prediction model that is explored 
with a series of ML-based ensemble techniques. Zhang and Woo [17] identified the 
various air quality index patterns for particular regions by considering the IoT 
sensors that are placed in vehicles. They also demonstrated the feasibility of 
predicting air quality through ML techniques on live data. Finally, they achieved 
better performance in terms of prediction accuracy. Ying et al. [18] proposed a new 
method to predict air quality according to the multiple features through ML tech-
niques and fusion. Their method considered 6 days of meteorological air quality data 
as input and applied a fusion technique for providing the prediction result in China. 
They used an extreme gradient boost decision tree for making final decision input 
data in the process of prediction. Yu-Chun et al. [19] developed a new neuro-fuzzy-
aware air quality prediction system for forecasting air quality. In their system, they 
trained data by using clustering, fuzzy rules, genetic, particle swarm optimization, 
and neural classifier, and then suitable decision is made on input data. 

Xu and Yoneda [20] devised an encoder that uses LSTM to forecast time-
sensitive data models in various city areas. They used meteorological data for 
predicting. Edith Chen et al. [21] proposed using LSTM and S2S to forecast air 
quality. Extreme gradient boosting decision tree is used. Finally, they validated their 
method’s accuracy and model expression power. Saravanan and Santhosh Kumar 
[22] suggested a bidirectional RNN approach for detecting air quality. Their tech-
nique used interconnected neurons to construct a cyclic network with current and 
historical inputs to monitor air pollution over time. Ritu et al. [8] discovered air 
quality patterns on a CNN to detect air pollution. Using scripting and Python, they 
preprocessed and analyzed data. Air quality data of 2015–2020 was utilized to 
determine the optimal CO, NO2, and SO2 levels. Finally, they forecasted the most 
contaminated location and calculated the highest prediction accuracy. Krishna et al. 
[23] built an air quality prediction framework that processes key dataset features to 
improve prediction accuracy. CNN, denoising encoder, and RNN handle the data. 
The suggested framework handles missing values and analyses data to estimate air



quality. Lack of adequate training techniques prevents all present air quality predic-
tion models from meeting the current needs. This work provides a novel model to 
better predict air quality in cities. 
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11.3 System Architecture 

The working flow of the proposed air quality prediction system is explained dia-
grammatically in Fig. 11.1. The working flow of the prediction system has been 
explained with the help of various components, including the user interaction 
module, spatial agent, temporal agent, prediction manager, rule base, rule manager, 
feature optimization, and data classification. 

The required PM2.5 data is extracted by the user interaction module from the 
PM2.5 dataset. The extracted required data are sent to the prediction manager to 
predict the quality of air. The prediction manager forwards the collected data into 
feature optimization to optimize the dataset by incorporating the butterfly optimiza-
tion algorithm. After that, the data is sent to the classification phase, where a spatially 
constrained neuro-fuzzy temporal classifier is used to the data for efficient catego-
rization. The prediction manager makes the ultimate call based on the rules 
contained in the rule base as well as spatial and temporal limitations. In this case, 
the rule base takes fuzzy logic into account and stores the available rules there. The 
fuzzy rules themselves were produced by the fuzzy rule manager and filed away in 
the rule base. 

PM2.5 Dataset 

User Interaction Module 

Prediction Manager 

Feature Optimization 

Butterfly Optimization 

Data Classification 

Neuro-Fuzzy Temporal 
Classifier 

Temporal Spatial 

Rule Base 

Spatial 

Fig. 11.1 System architecture
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11.4 Proposed Work 

Air quality in different cities and nations can be predicted with the use of a new 
system described in this section. In this chapter, we offer a new neuro-fuzzy 
temporal classification system for estimating air quality that takes geographical 
limitations into account. Arora and Singh’s [24] Butterfly Optimization Approach 
(BOA) is another feature selection algorithm used in this work to boost prediction 
precision. There are two sections that detail the proposed air quality prediction 
system, one focusing on feature optimization and the other on data categorization. 
Initial context for the feature optimization procedure is also provided. 

11.4.1 Feature Optimization 

Feature optimization plays a vital role in the process of selecting the most contrib-
uted features. The prediction system applies the feature optimization process first to 
reduce the number of features for performing the classification and reduces the 
training and testing time. When it reduces the input data size, the classification 
time is also reduced. This work uses Butterfly Optimization Algorithm (BOA) by 
Arora and Singh [24] to optimize the dataset to improve classifier speed and 
accuracy. The user interaction module reads the PM2.5 dataset with the proper 
values for PM2.5, PM10, NO2, CO, O3, and SO2 and delivers it to the feature 
optimization phase. 

11.4.2 Data Classification 

This subsection explains in detail the newly proposed Neuro-Fuzzy Temporal 
Classification Algorithm (NFTCA) with spatial constraints with necessary back-
ground information about the neural classifier and the working flow of the proposed 
classifier. 

11.4.2.1 Neural Classifier 

Neural networks (NNs) are the most useful technique to categorize the given input 
data effectively according to the fixed conditions that are set by the administrator. 
Recently, many research works have been done by using the NN aware classifiers in 
the direction of data classification. The NNs are applied in various emerging fields 
such as medical, military, and social service. First, the NNs are self-adaptive 
methods that equip the current information without any particular method. Second, 
the methods of NNs are considered a universal method that approximates any



method along with sufficient prediction results. Third, the NNs are non-linear 
models that are capable of developing a flexible model to resolve complex live 
issues. In the end, the NNs are capable of estimating the probabilities of the posterior 
that supply the basic information to generate rules and also performing the statistical 
analysis. Generally, it consists of three layers: input layer, output layer, and 
processing layer. Among them, the input layer gets the necessary input from the 
user and forwards it to the processing layer. The processing layer processes the input 
data and produces the output. The output layer gets output from the processing layer 
and produces it for the users. The various NN algorithms, such as Artificial Neural 
Network (ANN), Back Propagation (BP), and Feed Forward Network (FN), are 
available in the literature. 
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11.4.2.2 Fuzzy Logic 

Wei Zhang et al. [25] proposed Fuzzy sets that form a key technique to represent and 
process uncertain data. The uncertainty arises in various forms in the databases, such 
as imprecision, vagueness, non-specificity, inconsistency, etc. The fuzzy sets exploit 
the uncertainty for making a system complex. At the same time, fuzzy sets are 
created as a powerful method for considering incomplete data, noisy data, and 
imprecise data. These are useful in developing data uncertainty which provides 
better performance traditionally. Here, two important tasks, such as fuzzification 
and de-fuzzification processes, are performed in this fuzzy theory. The fuzzy inter-
vals are also varying according to the fuzzy membership functions, including 
triangular, trapezoidal, Mamdani, and Gaussian fuzzy membership functions. The 
fuzzy rules are generated based on the intervals that are fixed by the specific fuzzy 
membership function and the expected outcome for the specific problem. 

11.4.2.3 Temporal Constraints 

Time (Temporal constraint) is playing a major role today in making effective 
decisions on day-to-day activities. Moreover, time is also important to collect the 
data from various resources. In addition, each system is considered as efficient when 
it takes less processing time to produce the output in all kinds of applications. Thus, 
this work also considers the temporal constraints to make a decision on the dataset 
and also gives importance to the data collection time duration in each location of the 
cities and countries. Generally, the temporal data is capable of producing good 
results than the normal data. 

11.4.2.4 Spatial Constraints 

The spatial data is also very important when collecting weather data, traffic data, 
medical data, etc. This work uses PM2.5 data for performing classification and also 
to predict air quality. The PM2.5 dataset is also containing date, time, and location



(space) as well for mentioning the data collected location and time that are helpful 
for predicting the future air quality in the specific location by performing the training 
process on various data so that the spatial constraint is very important in the process 
of air quality prediction forever. 
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11.4.2.5 Proposed Neural Classifier 

The proposed Neuro-Fuzzy Temporal Classification Algorithm (NFTCA) with 
spatial constraints is explained in detail in this section. The information about the 
neural networks, fuzzy logic, temporal constraints, and spatial 250 constraints. 
Moreover, the proposed NFTCA with spatial constraints is explained stepwise in 
this section. The spatial fuzzy temporal rules have been generated and incorporated 
into the neural network for making effective decisions on datasets. In this NN, a 
sigmoid function is applied as an activation method for performing the decision-
making process. In addition, the trapezoidal fuzzy membership function is applied to 
create rules that are helpful for finalizing the decision-making process. The steps of 
the proposed NFTCA are as follows: 

Algorithm NFTCA with Spatial Constraints (NFTCA-S) 

Input: PM2.5 dataset, trapezoidal method, sigmoid method 
Output: Prediction results 

Step 1: Read the entire PM2.5 dataset. 
Step 2: Choose 80% of the records from PM2.5 dataset randomly. 
Step 3: Perform the training process and also assume that TR = {} 
Step 4: Classify the records as “Good,” “Moderate,” and “Unhealthy”. 
For I =1 to NR //  NR  – No. of records 

Begin 
a. Substitute the primary class label with result column 
b. Consider and include a new record into the training record set TR. 
End 

Step 5: Find the mean value for all the columns of the dataset. 
Step 6: Rank the features according to the mean values and the threshold value by 

using the fuzzy temporal rules and spatial constraints. 
Step 7: Apply the Butterfly Optimization Algorithm (Arora and Singh 2018) 
Step 8: Generate the fuzzy temporal rules with spatial constraints for performing 

training process. 
(a) Perform the fuzzification process using trapezoidal fuzzy membership 

function. 
(b) Every record will be named and also stored in a file. 
(c) Form rules for making decision using rules in testing process. 
(d) Consider 20% of the data for performing the testing process from the total 

dataset. 
(e) Apply spatio-fuzzy temporal rules to perform testing. 
(f) Classified results will be returned.
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Step 9: Display the prediction result according to the classification results and 
categorize as “Good,” “Moderate,” and “Not Good for Health.” 

Step 10: Update the decision on records as results in the PM2.5 dataset. 

The proposed NFTCA-S is working based on the above steps. The proposed 
algorithm is useful for predicting the environment in terms of air quality is “Good,” 
“Moderate,” and “Not Good for Health.” According to the prediction results, people 
can take remedy for managing the moderate and not good for health environment. 
This work applies neural networks, fuzzy logic, temporal logic, spatial constraints, 
and an optimization technique. The BOA is helpful for choosing the most useful 
features with valid input values to perform the decision-making process. Fuzzy 
temporal rules are generated with the consideration of spatial constraints for fine-
tuning the decisions on records. The temporal and spatial constraints are very 
important in predicting air quality. The air quality may differ in different seasons 
and timing as well. So that this work applies all the necessary features for making 
better decisions on the PM2.5 dataset. 

11.5 Results and Discussion 

The evaluation measures, dataset description, and experimental outcomes are all 
broken off into subsections here. The indicators of quality are presented and 
discussed first. 

11.5.1 Evaluation Metric 

To measure how well the suggested system predicts, we employ the industry 
standard Root Mean Squared Error (RMSE) statistic. Using the following formula, 
we can determine the RMSE (11.1). 

RMSE= 
1 
N 

N 

i= 1 

yi - yið Þ2 ð11:1Þ 

where the variables yi and yi are the real value and also perform the prediction 
process. The variable N indicates the length of the record. The RMSE reported the 
various horizons and the mean value of RMSE for all the horizons of the prediction 
process. Various experiments have been conducted in this work to prove the 
effectiveness of the proposed system.
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11.5.2 Dataset Description 

The PM2.5 dataset is accessible for no cost in the UCI Machine Learning Repository 
and was amassed from a number of sites in Beijing, China, that track air quality. 
Information on PM2.5, PM10, NO2, CO, O3, and SO2 can be found in the dataset. In 
addition to the aforementioned information, the dataset also includes meteorological 
data for the specified time period, including details about the weather, pressure, 
temperature, humidity, wind speed, and wind direction. Also, the Meteorological 
Data Centre of Chennai provides the dataset that is used in the training and testing 
procedures. 

11.5.3 Experimental Results 

Various experiments have been conducted to evaluate the performance of the 
proposed air quality prediction system. In this work, 80% of the records are 
considered for performing the training process, and the remaining 20% of the total 
records in the PM2.5 dataset are considered for performing the testing process. The 
data is preprocessed by applying the existing BOA to achieve better prediction 
accuracy. In this data preprocessing stage, the irrelevant data is to be removed and 
the relevant data only is taken into considered for further process. 

To illustrate how well the proposed air quality prediction system predicts both in 
and out of the lab, we present the results in Fig. 11.2. In this study, five separate 
experiments were performed, each one using a different database of records as input. 
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Fig. 11.2 Performance of the proposed NFTCA-S without feature selection
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Fig. 11.3 Prediction accuracy of NFTCA-S with optimization on the training dataset 

Figure 11.2 shows that the proposed air quality prediction system performs well 
across all five experiments, with forecast accuracy increasing steadily as the number 
of recordings grows. Incorporating the newly created spatio-fuzzy temporal rules 
that are helpful for making effective decisions on the datasets is the cause for the 
improved prediction result. To make a clear call on the dataset, fuzzy logic is 
applied, and the spatial and temporal restrictions are exploited to make forecasts 
about the area’s weather and air quality in the past. 

The accuracy of the proposed air quality prediction system on the training dataset 
and the testing dataset after including the current BOA is displayed in Figs. 11.3 and 
11.4, respectively. Experiments can then be run with the optimized, featured dataset 
as input. In this study, five separate experiments were performed, each one using a 
different database of records as input. 

In all five studies, NFTCA-S with feature optimization performs well, as shown in 
Figs. 11.3 and 11.4. Both graphs’ prediction accuracy grows as the number of 
records increases. The upgrade is due to a new optimization method. The training 
and testing prediction accuracy was 99.36% and 99.56%, respectively. 

Figure 11.5 compares the proposed NFTCA-S and BOA air quality prediction 
system to current classifiers such as SVM, RF, DT, and MLP (MLP). 

Figure 11.5 shows that the suggested air quality prediction system (NFTCA-S 
+BOA) performs poorly compared to MLP, SVM, DT, and RF. Incorporating 
freshly produced spatio-fuzzy temporal rules improves prediction results for 
datasets. Fuzzy logic is employed to make sharp judgments on the dataset, and 
spatial and temporal limitations are applied to anticipate historical weather and air 
quality.
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Figure 11.6 compares the proposed air quality prediction system to SVM, DT, 
RF, MLP, and prediction systems. The suggested prediction system combines 
NFTCA-S with BOA to achieve high accuracy and low error. This experiment 
tests the proposed air quality forecast system by comparing five sets of records. 

Figure 11.5 shows that the proposed air quality prediction system (NFTCA-S 
+BOA) performs better than current classifiers (SVM, DT, RF, MLP) in all five 
experiments. Better performance is due to freshly produced spatio-fuzzy temporal



rules that help make effective dataset selection. The trapezoidal fuzzy membership 
function is employed to fuzzify the dataset, and spatial and temporal restrictions are 
applied to estimate historical weather and air quality. 
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11.6 Conclusion and Future Works 

This work proposes and implements an air quality forecast system. In this system, a 
newly proposed Neuro-Fuzzy Temporal Classification Algorithm with spatial con-
straints (NFTCA-S) is used for performing the prediction process. Moreover, an 
existing feature optimization technique called Butterfly Optimization Algorithm 
(BOA) is also used for performing the feature optimization process effectively, 
which is helpful for enhancing the prediction accuracy and also reduces the root 
mean square error. In this work, fuzzy logic, temporal logic, and spatial constraints 
are applied in a single neural network for making effective decision-making. The 
PM2.5 dataset is used as input for this prediction system and also proved the 
effectiveness of the proposed air quality prediction system by categorizing the day 
as “Good,”  “Moderate,” and “Not Good for Health” according to the air pollution 
that considers the level of sulfur dioxide, carbon monoxide, and nitrogen oxides for 
decision making. This work can be enhanced further by applying a deep learning 
algorithm with innovation to improve the highest prediction accuracy.
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Chapter 12 
An Analysis of the Use of Machine Learning 
in the Diagnosis of Autism Spectrum 
Disorder 

M. Swedha and A. Devendran 

12.1 Introduction 

12.1.1 Diseases on the Autism Spectrum 

Autism is a developmental disease characterized by impaired social interaction. 
While social interaction can now be used to diagnose ASD at 18 months, many 
children still go undetected until they are 3 or when they start school. 

12.1.2 Autistic Disorder 

Social engagement, stereotypical patterns or behaviors, interests, and unwavering 
repetition all work against those with autism. Lack of motor skills and the inability to 
make eye contact are symptoms of this disorder. 

12.1.3 Asperger’s Syndrome 

Definition: Asperger’s syndrome is a form of autism in which autistic persons show 
typical progress in communicating, even while they struggle to understand the social 
norms of traditional society or the etiquette of others. 
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12.1.4 Childhood Disintegrative Disorder (CDD) 

Those who suffer from CDD may also experience regressive autism. Up until the age 
of 2, children with this syndrome develop normally. Alterations in behavior typically 
take place between the ages of 3 and 4, but never later than 10 years of age. They 
can’t even keep the skills they would have previously learned, such as motor 
abilities, social abilities, and play techniques. 

12.1.5 Rett’s Disorder 

Female children are the ones who are affected by Rett’s disorder, which is a disease 
that primarily impacts neurodevelopmental activities. Those affected by this disease 
typically show sluggish growth between the ages of 12 and 18 months, at which time 
their heads are typically abnormally small in proportion to their bodies. In medical 
terms, this impairment is known as “Microcephaly.” Some children with this illness 
also have trouble walking because of muscle issues that make it hard for them to 
utilize their hands. 

12.1.6 Pervasive Developmental Disorder-Not Otherwise 
Specified (PDD-NOS) 

This sort of youngster may lack social skills, struggle with making and keeping 
friends, avoid eye contact, be unwilling to share tasks with others, prefer to work 
alone, and feel isolated. 

12.1.7 Characteristic Features of ASD 

Kids with ASD possess unique strengths; nonetheless, the most consistently seen 
characteristics of the disorder are difficulties with social interaction, repetitive 
behaviors, illogical thought processes, and sensory processing. 

12.1.8 Machine Learning Techniques 

Machine learning methods are based on a novel algorithm that allows for automated 
study, analysis, and comprehension. Methods from the field of machine learning are 
applied to the problem of identifying individuals with autism spectrum disorders in 
this investigation.
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12.2 Related Work 

Cheol-Hong Min [1] uses two different sensors: wearable and static. It is completely 
based on self-stimulatory patterns. For wearable sensors, they used an accelerometer 
to detect the behavioral patterns of a subject. For static sensors, they use a micro-
phone and webcam to capture sound, photographs, and motion pictures, i.e., videos 
of subjects within a particular area/room. For feature extraction, they have used time 
frequency methods. For analyzing the Accelerometer signal Hidden Markov Model 
(HMM). Accuracy in classification is 91.5%. Wearable sensors are fixed and man-
aged in various parts of the body like the wrist, stomach, legs, and ankles to provide 
the motion of sensors (3-axis accelerometer). The readings from the microphone and 
webcam sensor are sent from the sensor system to the computer directly. To analyze 
the behavioral patterns of children with autism, the sensor, which is wearable only, is 
not sufficient. Therefore, an audio sensor like a microphone detects the sound of the 
subject needed. Video records at 15 fps. Audio records at 22 kHz. To reduce the 
burden of video analysis, video labelling capability is used. The disadvantage is that 
it requires sensors that are patched on the skin of the body to measure the signals. 
This will cause some discomfort to the children, and it is difficult for us to track their 
true affective states. 

The dataset used by Ayse Demirhan et al. [11] is available from the UC Irvine 
Machine Learning Repository, catalogued as adolescent scan data for autism spec-
trum disorders. Ten of the features have been taken (behavioral). KNN, SVM, and 
RF are the algorithms employed. Here, MATLAB is employed as a preprocessing 
method. Furthermore, the teenage group had 20 features taken. In order to accom-
plish this classification task, SVM employs a supervised learning algorithm and an 
non-linear strategy. SVM is trained using a combination of the Gaussian RBF Kernel 
Function and Sequential Minimal Optimization (SMO) methods. In order to prevent 
parameter-dependent bias, ten-fold CV (Cross-validation) is used. The output model 
is used for estimating the model’s effectiveness. The accuracy of the categorization 
is measured using a ten-fold cross-validation procedure. Accuracy, sensitivity, and 
specificity performance measures are employed in the categorization process. The 
results of applying the algorithms, specifically the SVM, kNN, and RF techniques, 
for binary classification achieved accuracy percentages of 95%, 89%, and 100%, 
respectively. The kNN method is the least effective in classifying ASD occurrences, 
the results showing. 

Sumi Simon et al. [9] related their work to empirical evaluation. They have used 
six features in total, which are behavioral features. The commonly used feature 
selection algorithms are fish filtering, relief and run filtering, and step disc. Among 
all those feature selection algorithms, the filters used for the feature selection of 
behavioral data are relief and runs filtering, which is best suited. The dataset is taken 
from National Institute for the Mentally Handicapped. The algorithms they have 
used are SVM, J48, Multilayer Perceptron, and IBI Classification Algorithm. 

Aishwarya et al. [2] employ an autistic patient examining model with the utili-
zation of machine-learning techniques and implement it as a web application to 
detect ASD in toddlers. To identify autism by means of precision, specificity,



sensitivity, precision and f1 score, several algorithms are used, namely, Support 
Vector Machines (SVM), Random Forest (RF), Ada Booster Algorithms, and 
Decision Tree (DT). The dataset is taken from the UCI repository. The dataset is 
further divided into training and testing phases, i.e., 80% and 20%. It involves five 
processing phases, namely, data collection, data syncretization, developing a model 
for predicting the autism spectrum disorder, and comparing the model, which was 
developed for the purpose of prediction and implementation as a web application. 
The dataset contains 15 features which is a combination of both numerical and 
categorical data. It contains 10 behavioral characteristics and a few individual 
characteristics: 10 binary fields, one continuous field, four categorical fields, and 
one binary class variable. It is then tested with the AQ-10 dataset to identify autism, 
and it achieves an accuracy of 92.89%, 96.20%, 100.00%, 79.14% for the respective 
algorithms. The results show that AdaBoost and Random tree algorithms are suc-
cessful algorithms in the examination of autism. 
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Erinas. Dewi et al. [3] use two datasets for the work: one is child and the other is 
adolescent. The dataset is taken from the UCI repository. It contains 21 attributes. 
For the purpose of ASD classification, the author used KNN, SVM, Random Forest, 
Deep Learning, and Back Propagation. Each algorithm is used with different param-
eters. The algorithms KNN, SVM, Random Forest, Deep Learning, and Back 
Propagation achieve the accuracy of 89.7, 99.65, 100, 95.89, and 99.65 for the 
classification process in children and achieve the accuracy of 93.08, 89.42, 
100, 88.46, and 89.42 for the classification process in adolescents. This paper 
concludes that the Random Tree algorithm achieves the greatest accuracy than the 
other algorithms. This proves that Deep Learning is no better than the Random 
Forest algorithm. 

Since Ramya et al. [4] Get the VAERS Dataset in a Common Separated Values 
(CSV) format [24]. There are eight different features to it. In order to provide 
accurate ASD predictions, this study integrates three separate algorithms: Deep 
Learning, Random Forest, and Naive Bayes. A DRN model combines the strengths 
of Deep Learning, Random Forest, and Nave Bayes into one cohesive framework. It 
is a part of the rapid miner tool that measures things such as accuracy, precision, 
recall, error during categorization, and execution time. Results from this study 
demonstrate that the DRN model outperforms other popular methods such as 
Stacking, Bagging, Ada Boost, Vote, and Bayesian Boosting. Classification error 
is reduced and accuracy is increased with the DRN model. 

The dataset used by Kaushik Vakadkar et al. is derived from the Q-CHAT 
(Quantitative Check List for Autism in Toddlers) and contains 1054 cases with 
18 attributes. The models used include the Support Vector Machine, Random Forest 
classifier, Nave Bayes, Logistic Regression, and kNN. When compared to training 
with a non-linear kernel, SVM‘s accuracy improves significantly when using a linear 
RBF kernel. When compared to other methods, logistic regression has the highest 
accuracy (97.15%). This algorithm’s strength lies in its simplicity, but its weakness 
is that it is only effective with tiny datasets. 

Geetha Ramani and Sivaselvi [5] have come up with a supervised learning 
methodology for examining autism. This work uses a new measure for weighting



the leverage variants, and this measure is called the centrality measure. Random 
Forest algorithm with Fisher feature selection and also Sparsity Thresholding 
achieved higher reliability of 88.46% in examining autism. Table 12.1 tabulates 
the performance of the RF algorithm in the autism dataset. 
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Table 12.1 Performance of random forest technique 

Author Dataset Algorithm Metrics used Findings 

Ramya 
et al. [4] 

VAERS DRN 
(deep learning, 
Random forest, 
Naïve Bayes) 

Kappa statistic, clas-
sification error, mean 
absolute, and root 
mean squared error 

DRN model pro-
vides higher accu-
racy and lower 
classification error 
than the already 
available models, 
namely vote stacking 
Ada boost, bagging, 
and Bayesian 
boosting models 

Aishwarya 
et al. [2] 

UCI 
repository 
(2020) 

Support Vector 
Machines (SVM), 
Decision Tree 
(DT), Random for-
est and Ada Booster 
Algorithms 

Classification error AdaBoost and Ran-
dom Forest algo-
rithm works well for 
good prediction of 
ASD than Decision 
Tree and Support 
Vector Machine 
(SVM) 

Erina and 
Elly [3] 

UCI 
repository 
(2020) 

KNN, SVM, Ran-
dom forest, deep 
learning and back 
propagation 

Kappa statistic, 
K-folds cross-
validation 

The Random Forest 
algorithm achieves 
the highest accuracy 
of the other 
algorithms 

Geetha 
Ramaniand 
and 
Sivaselvi 
[5] 

UCLA’s 
CART 

Random Forest 
(RF) 

Fisher, runs, help 
with feature selection, 
new centrality norm 
in neuroimaging, 
RS-functional MRI 

The random tree 
technique is 
established along 
with Fisher for fea-
ture selection 
Feature selection that 
acquires a greater 
precision of 88.46% 

Kaushik 
Vakadkar 
et al. [17] 

Q-CHAT SVM, Random 
Forest, Naïve 
Bayes, kNN, logis-
tic regression 

F1 score, Precision 
recall 

Logistic Regression 
achieves a greater 
accuracy of 97.15% 
than all the other 
algorithms, but it is 
possible only when 
the dataset is small 

Vaishali et al. [19] extracted data from the UCI Machine Learning repository. 
Optimal feature selection is done using binary firefly algorithm and takes 10 features 
automatically out of 12 so that the ASD and non-ASD patients are separated 
automatically. Accuracy was attained at an average of 92.12–97.97%. There is no



misbalancing class issue because out of 292 subjects in the dataset, 151 subjects with 
class “yes” and 141 subjects with class “No”. The algorithms utilized are Naïve 
Bayes, J48, Support Vector Machines, and k-Nearest Neighbor. The disadvantage 
with this work is that due to the fewer instances, there arises an issue called 
“overfitting” in the dataset. 
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Sumi et al. [6] utilize the dataset from the National Institute for Mentally 
Handicapped for the detection of autism. Six attribute groups are taken into consid-
eration. Support Vector Machine (SVM), J48 for examining the data both categor-
ically and continuously, Multilayer Perceptron and Instance-Based learning 
classification algorithm are employed side by side to check the precision of the 
behavioral model. Support Vector Machine (SVM) achieves the greatest classifica-
tion reliability, i.e., 95–97%. For learning skills analysis, SVM and decision tree J48 
are used. Filters, namely, relief and runs, are well matched for the feature selection of 
behavioral data. Bag Valve Mask, Classification and Regression Trees, Decision 
Tree namely C4.5, CS-CRT, C-SVC, Iterator Dichotomize 3, and k Nearest Neigh-
bor, Linear discriminant, Multilayer perceptron (MLP), Naïve Bayes, Multinomial 
Logistic Regression, PLS-DA, PLS-LDA, and Random Tree are the classification 
methods that are compared on M-Chat R dataset. BVM, CVM, and MLR obtain 
accurate results in classifying the autistic data. SVM, J48, BVM, and decision tree 
provide high accuracy and low error rate in classifying the autistic data. 

Suman and Sarfaraz [7] use the dataset from the UCI repository. Three types of 
data are taken into consideration, namely, ASD screening data for adults, children, 
and adolescents. Totally, 21 attributes are taken for each set of age groups. SVM, 
LR, NB, CNN, K-Nearest Neighbor, and ANN are compared. The problem of 
missing values is handled by imputation methods. The result shows that CNN 
acquires a higher accuracy than all the other models. The accuracy level of CNN 
for adults is 99.53%, for children 98.30% and for adolescents, 96.88%. Results of 
this classification model show that the model that is grounded on CNN can be 
implemented for the detection of autism. 

Bi et al. [9] established a random Support Vector Machine cluster because the 
classification precision of a single SVM is usually very less, so the author combines 
several support vectors machines to identify autistic children and typical developing 
(TP). This work focuses on classifying between two, namely, ASD and TD. For the 
purpose of classifying the above-mentioned types, this work uses four graph metrics 
such as degree, shortest path, local efficiency, and clustering coefficient of brain 
activity association. The superior results achieved and the identified dependability 
are backed by the ideal attribute set, which includes the inferior frontal gyrus (IFG), 
the hippocampal formation, and the praecuneus. A 96.15% degree of accuracy is 
attained with this procedure. Using scan data from adolescents with ASD, this study 
employs SVM, kNN, and RF learning approaches to correctly diagnose the illness. 

Bone et al. [11] implemented a classifier with the help of a Support Vector 
Machine to improve the commonly used screening and examining methods for 
autism. 

The dataset contains the data of children of age 10 of 1264 subjects having autism 
habits as well as 462 children who have no autism habits, and they have made



clinical diagnoses among the children who are having mild symptoms of autism and 
children without symptoms in various phases of cross-validation. This work pro-
vides a method that uses five behavioral attributes for diagnosing children lower and 
higher than 10 years and establishes that children who are less than 10 years attain 
the sensitivity and specificity of 89.2% and 86.7%, respectively, and children above 
10 years were 59.0% and 53.4% respectively. Table 12.2 tabulates the comparative 
study of SVM in the dataset for autism. 
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Table 12.2 Comparative study of SVM in autism dataset 

Author Dataset Algorithm Metrics used Findings 

Sumi et al. 
[6] 

National Institute 
for the Mentally 
Handicapped 

SVM, 
J48, BVM 

Relief, runs 
filtering 

SVM, J48, BVM and 
decision tree provide high 
accuracy and low error 
rate in classifying the 
autistic data 

Bi et al. 
[9] 

The ASD Brain 
Imaging Data 
Exchange - 2014 

Random 
SVM 
cluster 

Local efficiency, 
shortest path 

SVM cluster gives high 
performance than a single 
SVM 

Demirhan 
[10] 

UCI Machine 
Learning Reposi-
tory - 2017 

kNN, 
SVM, 
Random 
Forest 

Sigmoid, polyno-
mial, RBF kernel 
function, tenfold 
cross validation 

SVM, kNN, and RF 
achieve very good perfor-
mance, and therefore low-
est performance is 
obtained from the kNN 
algorithm 

Bone et al. 
[11] 

Data consists of 
ADI-R, SRS, and 
Developmental 
Disorder (DD) 

SVM 
classifier 

Nested cross 
validation 

Due to the limited number 
of datasets, the work is 
focused only on verbal 
experiments 

Duda M et al. [17] used forward feature selection and undersampling. The dataset 
is taken from the Q-CHAT method by [17]. Project Description: Six Machine 
Learning models were trained and evaluated, including SVM (linear kernel), 
which reaches 96.5% accuracy using just two attributes from a possible 65, and on 
a set of 65 attributes, the Random Forest Classifier gets 95% accuracy using just nine 
of them, the Logistic Regression model gets 96% using just five of them, the 
Decision Tree model gets 93% accuracy using just two of them, and the Categorical 
Lasso model and the Linear Discriminant Analysis model get 96% and 96.4% 
accuracy using just two of them, respectively. Among the 65 behaviors measured 
by the Social Responsiveness Scale in a sample of 2925 people with ASD or ADHD, 
just five were sufficient to differentiate the two conditions with a 96.4% level of 
certainty. Due to the skewed composition of the dataset, which was predominantly 
comprised of autism-related datasets, we conclude that the ASD group is signifi-
cantly overrepresented. 

Al Banna et al. [19] developed an Artificial Intelligence system with an attached 
sensor with the help of a dataset taken from Kaggle containing 35,887 images of 
autism patients. The images used for the detection are of grayscale type. The sensor



is used to analyze the data about the patient with autism with the help of expressions 
and emotions delivered from the patient’s face. During the Co-vid pandemic times, 
this work sends proper alerts to the caretakers of the patient. This system works by 
attaching a smart band fixed on the hands of the patients with a screen to monitor 
them and a camera which is connected to the mobile device. The highest accuracy 
attained by the Inception-ResNetv2 architecture is of 78.56%. The major drawback 
of this work is it produces the lowest accuracy compared to other research work in 
the early stages of detection. 
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Cheol-Hong Min [7] uses two different sensors: wearable and static. Self-
stimulatory means repetitive actions. For wearable sensors, they used the acceler-
ometer to detect the behavioral patterns of the children. For static sensors, they used 
a microphone and webcam to capture the sound, image, and motion videos of the 
person within a particular area. For feature selection, time-frequency methods are 
implemented. For analyzing the accelerometer signal, Hidden Markov Model 
(HMM) is utilized. Accuracy in Classifying Autistic children is 91.5%. Here the 
wearable sensors are deployed in multiple parts of the body like the wrist, waist, 
torso, legs, and ankles to give motions of the sensor (3-axis accelerometer). Micro-
phones, webcams, and readings from sensors are exported from the sensor system to 
non-public computers instantaneously. Wearable sensor only is not enough to 
interpret the behavioral models of autistic children. Therefore, sensors used for 
audio, such as microphone, detect the sound of the children’s needs. Video records 
at 15 fps. Audio records at 22 kHz. Video labelling capability is enabled here, and 
the advantage of this video labelling capability is to show the decreasing load of the 
study video. Hidden Markov models are employed to analyze the wearable acceler-
ometer data. The disadvantage of this work is it requires sensors to be attached to the 
subject’s body to examine the signals concurrently. This will give rise to few 
discomforts to the subject and to track their real affective states. Table 12.3 shows 
the performance of sensor-based models. 

Gong et al. [12] used the dataset collected from 35 children in the United States 
that can simply be implemented as an application on mobile devices. Support Vector 
Machine. It uses Correlation Based Feature Selection Algorithm (CBF). It aims to 
develop a hands-on and completely automated autism detecting solution which can 
be developed as a mobile application on modern child-specific devices and used at 
home without any official or professional assistance. A 17-month research on 
35 children confirms the capability of the proposed method for Typically Develop-
ing and Autism children classification. Therefore, the inexpensive accessibility and

Table 12.3 Performance of sensor-based models 

Author Algorithm Sensors used Findings 

Cheol-
Hong 
Min [7] 

Hidden Markov 
Model (HMM) 

Accelerometer, micro-
phone, and web 
camera 

Sensors need to be patched on the chil-
dren’s bodies that may cause discomfort 

Al Banna 
et al. [19] 

Inception-
ResNetv2 

Web camera Produces lower accuracy of only 
78.56%



capability of the proposed model tend to be potentially very beneficial to autism 
children, specifically those in regions where there are inadequate mental health 
resources. Moreover, the utilization of such a model may not be just restricted to 
autism screening, it could also help measure the capability of involvement and mask 
the growth of a toddler. Hence, we require our outcome will deliver purposeful 
understanding for future expeditions and growth models concentrating on ASD 
populations.
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Salwa o slim et al. [13] emphasized a system to examine the activities of children 
who have autism with the use of accelerometer data provided by a mobile device that 
can be wearable. The movements of autistic children are recognized by using the 
DTWDir algorithm, i.e., Dynamic Time Wrapping. The dataset is gathered by a 
Lenovo smartphone sensor. It works on four behaviors. One is communication, and 
the other three deal with the interaction behaviors, namely, goodbye, drinking, and 
clapping. This algorithm is grounded on formulating displacement and both the 
signals of the direction. In contrast to the kNN algorithm, classical Dynamic Time 
Warping (DTW) and One Dollar Recognition ($1) algorithms DTWDir are calcu-
lated. To compare these algorithms, a C++ application was developed. The outcome 
of this work proves that Dynamic Time Wrapping Dir accuracy is better than the 
other algorithms in both the acceleration and orientation data. The disadvantage here 
is that it consumes higher execution time. Table 12.4 tabulates the comparative study 
of wearable devices used for the prediction of autism. 

Work by Thabtah et al. [20] is grounded in rule induction, more specifically 
Rules-Machine Learning (RML). It makes use of covering learning, which produces 
non-repetitive rules in an easy-to-understand format. Specifically, it uses a cross-
validation technique called ten-fold to partition the datasets into 10 equal parts. 
When compared to other methods like Boosting, Bagging, and Decision trees, the 
RML approach delivers better accuracy. According to this work, the RML method is 
not very effective when dealing with an uneven dataset that has been well labelled. 

Ganesh et al. [14]’s work compares autistic and non-autistic children by differ-
entiating between various emotions, namely, happiness, sadness, and anger. It 
performs the segmentation using the K-means algorithm; GLCM is used to charac-
terize the features of the image and develops a CAD tool. The classification

Table 12.4 Comparative study of wearable gadgets used in autism dataset 

Author Dataset Tool Algorithm Metrics used 

Gong 
et al. 
[11] 

35 kids in the US between April 
2016 and September 2017 using an 
app on modern child-specific 
gadgets 

Correlation 
coefficient 

SVM, 
CFS 

The covered 
toolkit, statistic 
functions, confu-
sion matrix 

Salwa O 
Slim 
et al. 
[14] 

Through Lenovo’s 98-sample-per-
second smartphone sensor. Every 
action attempt took 6 seconds 

C++ DTWDir K-fold cross-
validation



algorithm used to classify an autistic and non-autistic child is by Support Vector 
Machine (SVM). The regions taken to attain the temperature are the eyes, cheek, 
forehead, and nose. The accuracy obtained using the SVM classifier is 88%, Random 
Forest obtains 73%, Naïve Bayes 66%, and Dense-net 121 obtains 89.47%.
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Kavya Ganesh et al. [15]s work uses the thermal imaging technique, and this 
work also compares 50 autistic and 50 non-autistic children with the help of 
customized CNN and ResNet. The regions taken into consideration are the eyes, 
cheek, nose, and forehead. Three kinds of emotions are taken into consideration, 
namely, happiness, sadness, and anger, from which anger shows the highest tem-
perature. The accuracy obtained from customized CNN and ResNet is 96% and 90%, 
respectively. The sensitivity obtained from both is 100% and 87%. 

The thermal imaging modality is used by Rusli et al. [16] as a tool for studying 
biosignals. According to this study, alterations in core body temperature are a direct 
result of arterial blood flow. In order to identify shifts in the face, we use a wavelet-
based method for pattern technique in time series. A success rate of 88% is attained. 
Children between the ages of 5 and 9 are studied, with the goal of hiding their “real” 
effective ages, and the authors restrict themselves to studying only the three basic 
emotions of happiness, sadness, and anger. 

In order to illustrate the anatomical and functional features of the brain’s func-
tional mapping [16], devised a novel algorithm. The outcomes demonstrate that by 
combining the multimodal information for classification, a higher level of accuracy 
is achieved. When the machine learning model is used, the accuracy of the model 
improves by 4.2%. As a downside, this approach is plagued by substantial variances 
in the datasets used and a machine learning method directly into the diagnostic tool 
for ASD, and it has an accuracy of 97.6%. This technique has limitations, in that it 
only applies to smaller datasets (612 autism studies and 11 non-autism datasets). 

Deshpande et al. [21]’s study is based on the metrics of brain activity used for the 
prediction of ASD. This uses SVM to achieve accuracy of 95.9% with two clusters 
and features of 19 in total. The drawback is a constrained sample size or data. 

12.3 Result and Discussion 

Several methods are compared and contrasted in this survey using a variety of 
criteria. The accuracy gained by these methods on the autism dataset is summarized 
in Table 12.5 [22]. As shown in Fig. 12.1, the Random Forest (RF) method out-
performs competing algorithms when it comes to achieving a satisfactory result in 
the context of classification approaches.
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Table 12.5 Comparison of classification algorithms 

Technique Precision Tool Metrics 

DRN 98.6% Rapid Miner Classification, kappa, mean absolute, and root 
mean squared error 

Random 
Forest 

88.46% DISCO AI Fisher-

J48 90.2% Java k-fold CV, one-away 

SVM 88.9% Correlation 
Coefficient 

TOOLKIT, statistics functions, confusion matrix 

DTWDir 93% C++ K-fold cross-validation 

CBA 85.27% DSM-IV K-fold, DSM-IV, ADOS 

RF 100% MATLAB Sigmoid, RBF, polynomial, ten-fold CV 

Fig. 12.1 Accuracy chart of various classification techniques 

12.4 Conclusion 

Based on the findings of this research, Machine Learning algorithms are being 
implemented into the assessment of people with autism who have difficulties with 
social participation, behavior models, difficulties in understanding (also known as 
“Cognoscible issues”), and audio-visual components, as well as with increased 
developmental disorderliness. Until certain symptoms of the illness become appar-
ent, it is difficult to understand how to identify autism spectrum disorder in its early 
stages because so many questions emerge for parents, caregivers, clinicians, thera-
pists, etc. This usually happens between 16 and 18 months of age, when kids have 
not yet developed any significant communication difficulties, have engaged in 
relatively few routine behaviors, have not yet developed significant social deficits, 
etc. This work offers a systematic approach to evaluating autism severity and 
treatment options, which therapists and doctors can use to inform their daily assess-
ments of patients.
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12.4.1 Future Scope 

Clinicians and therapists can benefit from a more nuanced understanding of ASD 
through future work that focuses on establishing a system for an excellent compre-
hension of the children with ASD and predicting the autism condition in the 
embryonic period by using an improved Machine Learning algorithm. 
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Chapter 13 
A Cost-Effective, Agar-based Phantom 
for Thermogram- Guided Malignancy 
Analysis 

R. Ramyadevi 

13.1 Introduction 

Light is still a significant source for the establishment of images. However, visible 
light does not allow us to perceive inside the body. The earliest medical images used 
light to create pictures, either of natural anatomic structures or using a microscope to 
visualize specimens [1]. As a result, a variety of imaging techniques are used to 
detect infections and abnormalities in human tissue. 

13.1.1 Imaging Modalities for Malignancy Screening 

Imaging modalities are being established to diagnose cancer as promptly as possible 
to recover survival rates and reduce the need for medications and therapies, resulting 
in fewer side effects. Some of these imaging modalities are used for screening, while 
others are used for diagnosis, and a few are used for additional examination. Cost-
effective and efficient screening techniques should be cast off to range the infection 
[2]. When breast cancer is identified during screening exams, more in-depth exam-
inations are typically accomplished using analytic modalities that can also be used 
for early identification. Imaging modality reports are used by doctors and physicians 
to boost their confidence in their initial diagnosis [3, 4]. Presently reprocessed 
methods include breast ultrasonography, electrical impedance-based imaging, mam-
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mography, thermography, positron emission tomography (PET), optical imaging, 
magnetic resonance imaging (MRI), and computed tomography (CT). The proce-
dures of each imaging technology are defined in this study, and their clinical 
performance is assessed independently.
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13.1.1.1 Mammography 

Using low-dose x-rays, mammography examines the breast’s structure and detects a 
variety of abnormalities. Mammography has been the standard of care for detecting 
breast cancer since its introduction in 1960 [5]. However, sensitivity and specificity 
are affected by factors like age, breast density, family history, and infection phase. 
Increased worry, tension, and anxiety are brought on by the high incidence of false-
positive mammography results. 

Women under the age of 50 with thick or fibrocystic breasts are not typically 
advised to get a mammogram [6]. When viewed through mammography, thick 
breast tissue and cancer might look quite similar, making it difficult to tell; apart 
from increasing breast thickness, mammography’s ability to detect abnormalities 
declines. Breast tissue density was categorized by the American Cancer Society [7] 
into four categories. 

The breast muscles are crushed to compression of around 40 pounds throughout 
the screening process [4]. This results in the release of malignant tumor cells into the 
bloodstream by causing the rupture of the tumor’s encapsulation. Radiation expo-
sure is another potential danger with mammography [8]. Mammograms expose 
women to low doses of radiation, which has been linked to an increased risk of 
breast cancer. Younger women are more susceptible to the side effects of ionizing 
radiation than older women because their cells are more homogeneous [9]. BRCA1/ 
2 mutations may be caused by radiation, according to this theory. Women who have 
the BRCA1/2 gene or a strong family history of breast cancer should not get regular 
mammograms. 

13.1.1.2 PET/CT Imaging 

PET/CT views for positron emission tomography in addition to computed tomogra-
phy, which combines traditional radiology (CT) with nuclear medicine (PET) 
imaging towards the blend of structural and functional data [10]. By incorporating 
anatomic image registration and localization, this combination improves imaging 
accuracy. It provides an accurate diagnosis by using a radiotracer to measure 
metabolism and find alterations by the side of the cellular stage.
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13.1.1.3 Ultrasound 

Ultrasound stands for a diagnostic technology that uses wide-ranging high-fre-
quency waves to distinguish dense from liquid-rich masses [11, 12]. Breast ultraso-
nography is a helpful technique for describing abnormalities found in mammograms, 
particularly in thick breasts. Asymmetrical masses, abnormally distended ducts, or 
concentrated foci of prolonged echogenicity with augmented Doppler vascularity are 
all signs of lesions. Although ultrasound has been shown to aid in the valuation of 
irregularities discovered by mammography, it should not be utilized as the sole 
method of cancer screening. However, ultrasound’s sensitivity drops when it comes 
to detecting non-palpable cancers such as microcalcifications. 

13.1.1.4 Magnetic Resonance Imaging (MRI) 

This results in the rupture of the tumor’s encapsulation, releasing malignant cells 
into the body’s circulatory system. There is also the possibility of radiation poison-
ing from a mammogram. Mammography increases the risk of breast cancer since it 
uses low-dose radiation [8]. Since younger women have more homogeneous cells, 
they are more susceptible to the effects of ionizing energy than older women 
[9]. This hypothesis proposes that radiation is a potential trigger for BRCA1/2 
mutations. Women who can verify a family history of breast cancer or who carry 
the BRCA1/2 gene should not get regular mammograms. 

13.1.1.5 Phantom Development 

Agar is a gelatinous polysaccharide made from the cell walls of certain seaweed and 
red algae species. Agar and agarose (the pure form) are commonly employed for the 
production of thermal phantoms due to their favorable physical and thermal 
properties. 

Materials that look like breast tissue such as tissue-mimicking materials must be 
tested and verified in a variety of new biomedical applications. The following 
qualities should be present in an ideal phantom [13, 14]:

• The phantom structure should be anatomically similar to human tissue and have 
dimensions that can be measured.

• The ultrasonic and microwave properties of the phantom are similar to those of 
the target human tissue and can be maintained throughout time.

• The phantom can withstand mild pressure and distortion while being measured, 
but it will not shatter or leak.

• The ingredients should ideally be low-cost resources that do not necessitate the 
use of expensive equipment. In addition, the manufacturing process is simple.
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13.2 Proposed System 

13.2.1 Experimental Procedure 

Thermal images at a resolution of 640 × 480 pixels were captured in this study using 
a CAT S60 smartphone with inbuilt thermal imaging. The CAT S60 has an inbuilt 
thermal camera; in addition to this, it is the first waterproof smartphone capable of 
diving to depths of up to 5 m for 1 hour. This camera includes an implanted thermal 
camera manufactured by FLIR, the world frontrunner in thermal imaging technol-
ogy. CAT phone allows users to use their phones for a diversity of applications, as 
well as predicting heat radiation around doors and windows, detecting dampness and 
lining gaps, recognizing overheating e-machines and circuits, and viewing in com-
plete darkness [15]. The thermal camera detects heat that is not apparent to the naked 
eye, showing temperature contrast. The background of the phantom is constructed to 
look like healthy tissue. Table 13.1 shows Agar phantom compositions. The resistor, 
which is put at various depths into the phantom, resembles cancerous tissue. The 
purpose of putting a resistor inside the phantom is to provide a regulated heat source. 
As the current passes through the resistor, it absorbs some of the electrical energy 
and releases it as heat, raising the resistor’s temperature above the ambient 
temperature. 

Before taking the measurement, a voltage of 5 volts is placed between the 
resistors, and the phantom is allowed to stabilize and reach a steady state [16]. The 
phantom is thermally stimulated for roughly 60 seconds by connecting a resistor to 
the DC source. Thermal photos were captured using a CAT S60 smartphone thermal 
camera during the rise in surface temperature and subsequent cooling [17]. For both 
the heating and the integrated resistor, a 1 s time step was used. 

13.2.2 Datasets Used 

The background of the phantom is constructed to look like healthy tissue. And the 
resistor, which is put at various depths into the phantom, resembles cancerous tissue. 
One hundred and twenty-five phantoms were created in total [18]. The experiment 
was carried out on five different resistor values: 22Ω, 50Ω, 100Ω, 1kΩ, and 100kΩ. 
Under each resistor value, 25 sets of phantoms were created [19]. The resistors were 
embedded under the depth for each resistor value as follows: 

Table 13.1 Agar phantom 
compositions 

Material Measure Method 

Distilled water 500 mL Solvent 

Agar 20 g Mechanical strength 

NaCl 2.3 g Modifying thermal properties 

Egg white 2 g Modifying thermal properties 

Formalin 3 mL Preservative
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• Heat Source embedded at depth 1 mm = 5
• Heat Source embedded at depth 2 mm = 5
• Heat Source embedded at depth 3 mm = 5
• Heat Source embedded at depth 4 mm = 3
• Heat Source embedded at depth 5 mm = 3
• Heat Source embedded at depth 7 mm = 2
• Heat Source embedded at depth 9 mm = 2 

13.2.3 Image Acquisition of Phantoms 

Meanwhile, the goal of the study was to assess the visualization of the phantoms 
with each imaging modality and determine their spatial accuracies; the phantoms 
were imaged with standard clinical imaging systems, using basic imaging protocols 
rather than specific clinical protocols or heat transfer measurements [20]. Thermal 
images at a resolution of 640 × 480 pixels were captured in this study using a CAT 
S60 smartphone with inbuilt thermal imaging. Figure 13.1 shows the schematic 
diagram and photo of the experimental setup with an embedded resistor. 

13.3 Result and Discussion 

Breast phantoms, as stated in [15], are a standard consistent patient with the proven 
clinical reality that can be used for a variety of purposes. Operator training for image-
guided or imaging interventional processes is problematic with phantoms. They also 
recommend a quality assessment tool for initial imaging protocol implementation 
and quality control of image modality routines to ensure that the scanning system is 
working properly over time. 

Phantoms can be used to help optimize scanning parameters. Imaging phantoms 
are created in accordance with the guidelines for active dynamic image examination 
[21]. Thermal cameras are used to examine, analyze, and modify the performance of 
thermography on phantoms. The phantom, which is utilized for active thermo-
graphic research, mimics the physical properties of biological tissues. To prevent 
water degradation during phantom manufacturing, agar powder is used as an essen-
tial component (Fig. 13.2). 

Phantoms can be used to help optimize scanning parameters. Imaging phantoms 
are created in accordance with the guidelines for active dynamic image examination 
[22]. Thermal cameras are used to examine, analyze, and modify the performance of 
thermography on phantoms. The phantom, which is utilized for active thermo-
graphic research, mimics the physical properties of biological tissues [23]. To 
prevent water degradation during phantom manufacturing, agar powder is used as 
an essential component. Thermal excitation is used to simulate cancerous tissue on 
the phantom. An agar phantom is created with the components specified in 
Table 13.1 to simulate the women’s breast tissue.
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Fig. 13.2 (a) Agar socked in distilled water; (b) Agar gel in the mold 

Fig. 13.3 Raw thermal images collected at heat source 1 mm depth at (a) 5 s, (b) 25  s,  (c) 50s, (d) 
75 s, (e) 100 s, and (f) 130 s 

After soaking agar in distilled water for half an hour, healthy tissue is prepared. 
Sodium chloride (NaCl) and formalin solution are added after the solution has been 
dissolved [24]. The solution is now heated to 80 °C until bubbles begin to form and 
the mixture becomes clear. After the heat has been turned off, the combined solution 
is poured into molds to imitate the anatomical structure [25]. To prevent the agar 
mixture from sticking to the molds, they should have a flat surface. After that, the 
molds are kept in the refrigerator to shape and preserve them [26]. When pouring 
into the molds, keep in mind the depth at which the resistors will be embedded. The 
thickness of the phantom is 50 mm, and the radius is 20 mm [27]. The phantom has a 
radius of 20 mm and a thickness of 50 mm. Figure 13.3 shows a 100-ohm resistor 
implanted at a distance of 1 mm from the surface.
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13.4 Conclusion 

Medical imaging phantom is used as replacements for living tissues in the biomed-
ical investigation to ensure that developed algorithms for imaging the human body 
are working properly. The need of the hour is for an imaging technique that lacks 
radioactivity risk, distress, anxiety, and false alarms and is non-invasive. Phantoms 
are used to calibrate or compare imaging systems utilized in real-world scenarios, 
such as significant clinical trials. The agar-based phantom was created for the study 
of malignancy in the context of a thermogram-guided investigation of the breast. 
Agar phantoms are simple to manufacture, don’t require refrigeration, and have a 
number of advantages over other tissue-mimicking materials. They are also an 
excellent substrate for thermography tests. The breast phantoms were effectively 
imaged with the CAT S60 smartphone thermal camera. The potential of the phantom 
is demonstrated by the multi-modality testing tool. Furthermore, the resistors 
employed as malignancy indicators, which were easily recognized and caused no 
distortions. 
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Chapter 14 
Multimodality Brain Tumor Image Fusion 
Using Wavelet and Contourlet 
Transformation 

S. Anu Priya and V. Khanaa 

14.1 Introduction 

In recent years, imaging and its modalities have grown widely due to advancement in 
technology as well as human requirement, which led to research and development in 
the field. Image acquisition can be broadly classified into digital imaging and 
medical imaging with processing and analysis. 

The study of image analysis is to read data logically for searching, finding, 
organizing, and computing, as well as evaluating the consequences based on phys-
ical and cultural objects and related patterns with the spatial relationship. To enhance 
the performance in analysis, more than one modality, dimension, and phase are 
required in the medical domain for efficient prediction and diagnosis. 

Medical imaging is evolution of new modalities of the image with methods like 
cone beam/multislice computed tomography (CT), positron emission tomography 
(PET), magnetic resonance imaging (MRI), electrical impedance tomography which 
furthermore diffuses optical tomography. Recent applications are notified in the field 
of medical images. The applications of medical imaging/images include the follow-
ing list, however unrestricted [1]:

• Computer-relevant discovery/diagnosis like breast cancer, liver cancer, lung 
cancer. 
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• AI and expert systems (e.g., SVM, Statistical Method, Manifold-Space-based 
Method, and ANN) utilize machine learning in 2D, 3D, and 4D.

• Multimode fusion techniques like CT or PET, estimation of X-ray or CT, X-ray or 
Ultrasound (CT/MRI,CT/SPECT).

• Preventive medical image investigation such as classification, segmentation, 
pattern identification of injury, stage, organs, anatomy, context disease, along 
with medical facts.

• The medical image redesign for EM design, statistical procedure for CT, PET, 
MRI, and X-ray images.

• Image fusion is applied for multiple modalities of images.
• Zhaodong Liu A et al. [2] proposed a fusion process that can be applied for 

multiple phases and angles.
• Retrieval of images based on similarity, context, and medical image processing 

tasks as well as application visualization analysis.
• It enables quantitative method along with perception of medical images using 

different techniques via CT, MRI, PET. 

MIPAV satisfies the following objectives:

• The quantification and medical data analysis can be archived by means of 
computational procedure and innovation.

• The professorate at the National Institutes of Health employs information analysis 
and visualization to address issues in medical research.

• Different levels of the fusion process can occur, such as pixel, signal, feature 
extraction, and symbolic level. 

14.1.1 Pixel-Level Method for Image Fusion 

Om Prakash et al. [3] proposed that the pixel-level method can be applied for image 
fusion to yield results. The composite image pattern conservation can be realized by 
means of sustaining an exactly similar type of knowledge from input imagery. Pixel-
level image fusion might be categorized into two:

• Spatial domain fusion.
• Transformation domain fusion. 

Every geographical domain union is the simplest way to perform directly on the 
source image, i.e., it will not need any transformation or decomposition with the 
original image. The transformation is utilized on the registered images to describe 
the key information of the image. Every image decomposes towards transform 
coefficients. Also, the fusion rule is applied to check the fusion decision plan and 
transformation coefficients. 

Every integrated model image is attained in each process of inverse transforma-
tion. In this chapter, the following algorithms are chosen for fusion since each one 
contributes more toward its unique identity.
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Numerous situations in imaging concurrently need huge spatial and large spectral 
information on every image. 

Instruments are not capable of providing information on design because of 
observational conditions. 

In infusion, more than one modality image is combined as per the requirement. 
The term image fusion has recently been used commonly, surrounded by medical 
complaints along with analysis. The patient images in distinct patterns are fused by 
the image fusion method. Various kinds of data evolution are as follows:

• SPECT – Single photon emission tomography.
• CT – Computed tomography.
• MRI – Magnetic resonance imaging.
• PET – Positron emission tomography. 

In the area of radiology and radiation oncology, the images are different, such as 
CT images to ascertain the difference in density of the tissue. MRIs are mainly used 
to examine the spinal cord and brain on different conditions. The efficient way for 
disease diagnosis is carried out by radiologists by combining knowledge from 
multiple images using fusion procedure. 

14.2 Review of Literature 

Gaurav Bhatnagar et al. [4] proposed that image fusion (IF) is a key area in medical 
imaging, and it is applied widely level. Several techniques are available for fusion 
which include average method, Laplacian pyramid, ratio pyramid, morphological 
pyramid, contrast pyramid, discrete wavelet transform, shift invariant discrete wave-
let transform, principal component analysis, redundancy discrete wavelet transform, 
contourlet transform, non-subsampled contourlet transform. In this section, we 
elaborate on these techniques based on the proposed method and also the way of 
measuring the information of fused images is discussed. 

A.P. James et al. [5] proposed that the quality of images can be improved by way 
of registering and combining multiple images. The image might be a single image or 
multiple modalities of images. It results from improvement in the quality of the 
image and moreover reduces randomness with redundancy. This process yields 
increased scientific suitability of medical images for diagnosis and assessment of 
medical issues, known as medical image fusion. The survey summarizes the scien-
tific challenges identified in the field of image fusion. 

Hong Zhang et al. [6] proposed that contourlet transform is redefined for pixel-
level fusion for multimodality medical images. The fusion integrates region-based 
contourlet contrast, local energy, and weighted averaging. This fusion method pro-
vides a systematic way to extract learning of multimodality images. 

The contourlet transform is refined for pixel-level multimodality medical image 
fusion. The fusion constraints are activated which depends on region, bounded 
energy, as well as integration of weighting averaging.
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L. Yang et al. [7] proposed contourlet transform the issue of wavelet transform 
since this in attempt to improve anisotropy, multiresolution, directivity as well as 
locating effects considering 2D signals. So, higher quality image fusion improve-
ment can be expected. The method for contourlet transform fusion is as follows: 
transformation based on region position is enforced with two steps. In step one, 
double filter bank method holds as long as it is registered for transformation. Along 
with the second step, decomposition is carried out among fusion rules. At last, the 
fused image is reclaimed, adopting a reconstruction strategy. 

Melkamu H et al. [8] proposed a global energy fusion procedure along with 
region-based image fusion techniques. They examined the match computed as a 
whole to select the wavelet coefficients coming from distinct sub-images of the 
identical scale. More generous facts about the boundary could be attained along with 
higher appropriate image obtained from the perspective of human vision. The actual 
meaning of wavelet coefficients known as discrete wavelet transform, including a 
novel coefficients selection procedure, holds the primary goal of multi-focus image 
fusion. 

DWT procedure can be applied for source image decomposition with a 
low-frequency domain, including maximum sharpness. The dimensions were chosen 
for the fused image and utmost coefficients adjoining activity technique is 
recommended for high-frequency sub-bands coefficients. The authentication method 
can be substituted for the combined coefficients correlation with a resultant fused 
image. Every suggested procedure was applied two times in sync with real multi-
focus images. Empirical impact explains the suggested way to improve visual 
quality. 

14.3 Proposed Work 

The proposed system aims to implement three types of fusion techniques for 
multimodality brain tumor images with quantitative analysis. 

Images from two different modalities of the same patient are considered as input. 
The images are needed via the organ (brain) with respect to various modalities, 
namely CT, MRI (T1, T2, C+, with FLAIR), PET, and SPECT. Each set of the image 
is a combination of any two modalities (Fig. 14.1). 

In medical imaging, more than one type of information (anatomical and patho-
logical) is required for efficient diagnosis, but it is not possible to have both the 
information from a single modality. For that reason, a fusion technique can be used 
to combine two or more images taken from different modalities for the same patient 
with a specific organ. 

The system aims to facilitate different fusion techniques as long as medical 
images are taken from multiple modalities. In this system, three different fusion 
techniques are proposed, namely, DWT and contourlet transform. The above-
mentioned techniques were chosen because, according to the literature, it is declared 
that wavelet decomposition particularly occurs superior with isolated discontinuities, 
never adequate at edges along with textured region. In addition, it records finite



directional messages with vertical, horizontal, as well as diagonal directions. The 
particular case is corrected in the latest multiscale decomposition contourlet for 
images taken from two different modalities such as MRI, CT, and SPECT. 
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Fig. 14.1 System design Modality Image I 

CTDWT 

Fused image 

Modality Image II 

Preprocessing – Registration 
and noise removal 

The whole dataset file (images) is composed [9]. These images were obtained 
through the organ (brain) toward distinct modalities such as CT, MRI, PET, and 
SPECT. A particular agreed image is appropriated and taken away from the same 
patient with a contrasting process of modality [10]. The system deals with three 
different fusion techniques, except multimodality image fusion along with quantita-
tive analysis. A technique like this is determined in detail in the following sections:

• Preprocessing – Image registration and noise removal.
• Fusion techniques – DWT and CT. 

14.3.1 Pre-processing 

V.P.S. Naidu and J.R. Rao [11] proposed that source images are registered and 
pre-processed for noise/artifact removal before the fusion process. In registration, the 
source images of different modalities with different sizes are aligned to a similar size. 
Then the noise/artifact of the images is removed using the median filtering process. 
Digital image processing mostly applies to median filtering with certain conditions 
to preserve edges and at the same time remove the noise. 

14.3.2 Fusion Technique 

Fusion techniques are of two types:

• Discrete wavelet transform (DWT).
• Contourlet transform (CT).
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14.3.3 Discrete Wavelet Transform (DWT) 

The concept of image fusion methodology is applied efficiently for various modal-
ities of registered images. It can be carried out in two-stage processes of decompo-
sition and fusion. 

Yong Yang et al. [12] considered A1 and B1 to be the types of registered images 
in various kinds of modalities such as CT and PET. Decomposition can be achieved 
through three levels by applying Daubechies filters for the pair of images via 
acquiring an appropriate wavelet band represented in Figs. 14.2 and 14.3. 

In the primitive phase, the I1 image fused with I1 
a , I1 

v , I1 
d , and I1 

h are the DWT 
sub-bands; furthermore, I2 

a 
, I2 

v , I2 
d , and I2 

h are the corresponding DWT sub-bands of 
image I2. The pair of image coefficients taken away from the specific band of I1 and 
I2 was averaged to show the image features. 

IF 
a =mean I1 

a, I2 
að Þ 14:1Þ 

Position IF 
a is known as fused image estimation. 

Fig. 14.2 Decomposition 
levels 
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Fused Coefficients Fused image 
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Image A 

Fig. 14.3 Decomposition and fusion procedure of DWT
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In that respect, the succeeding step and every sub-band such as LH, HL, HH are 
partitioned into blocks of size 3 × 3 with entropy for every block is estimated using 
the following equation. 

ejk i = ln μjk i -
3, 3 

x, y= 1 

Ijk i 
x, y 

σjk i 
=m2 ð14:2Þ 

K. Rajakumari et al. [13] proposed the position called j = (v,d,h) and identifies its 
sub-bands where the value of m can be 3 and identifies the size of all blocks. Block 
number represented as K along with i = 1, 2 passed down to modify with two types 
of multidimensional images like I1 with I2. The mean and the standard deviation for 
DWT coefficients are μi 

j,k and σi 
jk . Employ the entropy values for sub-bands of fused 

images IF 
v, IF 

d , and IF 
h are formed in Eq. 14.3. Fused image block extracted by IF 

jk, 

DWT coefficients across II is  to  be chosen. The entropy value of the specified block of 
I1 is greater than I2., but also I2 

jk is chosen. 

IF 
jk = I1 

jk , if  e1 
jk > e2 jk I2 

jk , otherwise ð14:3Þ 

Throughout, IDWT is correlated for all four fused sub-bands to bring out a final 
medical image fusion called IF. 

IF = IRDWT Ia F, I
V 
F , I

d 
F, I

h 
F ð14:4Þ 

14.3.4 Contourlet Transform 

L. Yang et al. [14] proposed that smoothness in a fused image together with any two 
various modalities of the image can be achieved by contourlet transform. The 
transformation process depends on the region and is categorized into two different 
phases. The first phase carried out by double filter bank is implied for the benefit of  
transformation and decomposition is carried out with specific fusion rules in phase 
2. Finally, fused images were retrieved by reconstruction method. Here, the pro-
posed image fusion flow graph is represented in Fig. 14.4. The input source images 
are A, B, and F called the end result of the fused image after contourlet 
transformation.
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Source 
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Fig. 14.4 Block diagram of the contourlet-based image fusion algorithm 

14.3.5 Transformation Stage 

Transformation phase Laplacian pyramid and directional filter bank method is 
correlated effectively for sub-band decomposition. Laplacian Pyramid Filter cap-
tures edge points. Discontinuities point in linear structure identified by applying 
directional filter bank. 

14.3.6 Laplacian Pyramid Algorithm 

The implementation of algorithm steps is as follows:

• Every input source image decomposes into low-frequency and high-frequency 
bandpass sub-bands.

• Input photos were downsampled with LP filter H to estimate (lowpass sub-band).
• The upsampled image is run via filter G.
• By subtracting the synthesis filter output from the input image, every high pass 

sub-band is imitated.
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Fig. 14.5 Construction 
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Fig. 14.6 Construction of DFB 

• Low-frequency sub-bands in contourlet decomposition levels are treated simi-
larly. Figure 14.5 depicts Laplacian pyramid decomposition. 

14.3.7 Directional Filter Bank Algorithm 

The steps are as follows:

• The high pass sub-band employs Quincunx Filter for deriving a tree-like image. 
Figure 14.6 shows directional filter bank.

• Since individual of each highpass sub-band down as well as upsampling is 
achieved, the resultant image is sent through synthesis filter G.

• Finally, the result of the synthesis filter is merged. 

14.3.8 Decomposition Stage 

Contourlet decomposition provides an improved anisotropy directionality 
multiresolution along with localization prospects for 2D signals than the actual 
image representation procedure. The withered sub-bands of transformation stages 
are combined as follows (Figs. 14.7, 14.8, 14.9, 14.10, and 14.11).
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Fig. 14.7 Input images CT and MR images 

Fig. 14.8 Decomposed 
images of DWT 

Fig. 14.9 Fused image 
of DWT



14 Multimodality Brain Tumor Image Fusion Using Wavelet. . . 211

Fig. 14.10 Decomposed image of CT 

Fig. 14.11 Reconstructed image of CT 

14.3.9 Low Pass Sub-band Fusion 

The coefficients present along with the coarsest scale sub-band show an approximate 
composition of the source image. In the guidance of local energy, the contourlet 
domain is put together like a measurement. Later processes of selection, as well as 
averaging concepts are utilized to compute end coefficients.



2

212 S. Anu Priya and V. Khanaa

E x, yð Þ= 
m n 

aj xþ m, yþ nð Þ2 WL m, nð Þ ð14:5Þ 

Within reach (x, y) estimates present contourlet coefficients WL(x, y) in  figure size 
like 3 × 3 

WL = 
1 
9
�
1 1 1  

1 1 1  

1 1 1  

ð14:6Þ 

Later prominence aspect was computed to identify the types of modes applied in 
fusion processes such as selection and averaging mode. 

MAB 
j x, yð Þ= 

2 
m n 

aA j x þ m, y þ nð ÞaB j xþ m, yþ nð Þ  
EA x, yð Þ þ EB x,yð Þ  ð14:7Þ 

Here, ax j x, yð Þ; x=A,B stand for low pass contourlet coefficients of source image 
A/B and contourlet coefficients of the source image A or B and M_j^AB (x,y). 

This aspect is given back with similarity such as low pass sub-bands with two 
types of source images. Furthermore, it is correlated to predefined threshold 
TL(TL = 1). MAB 

j x, yð Þ> TL Since the averaging mode is identified for fusion with 
Eq. 14.8 

aF j x, yð Þ= aAa
A 
j x, yð Þ þ  aBa

B 
j x, yð Þ ð14:8Þ 

At this point, aj 
F (x,y) are fused to a position(x). αA, as well as αB, depends on 

constraints given in Eq. 14.9 

αA = αmin for E
A x, yð Þ<EB x, yð Þαmax for E

A x, yð Þ≥EB x, yð Þ ð14:9Þ 

Here, αB = 1 - αAαmin (0, 1)αmin + αmax = 1. 
The option mode is chosen for the constraints MAB 

j x, yð Þ≤TL , as well as the 
fusion condition represented in Eq. 14.10. 

aF j x, yð Þ= aA j x, yð Þ  for EA x, yð Þ≥EB x, yð Þ  
aB j x, yð Þ  for EA x, yð Þ<EB x, yð Þ ð14:10Þ 

High pass sub-band fusion 
The average approach says that after contourlet transform, high-frequency 

sub-bands dj,k are fused as follows



ð Þ ð Þ
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EF 
j,k x, yð Þ= dA j,k x, yð Þ þ  dB j,k x, yð Þ ð14:11Þ 

Here, the local energy and high-frequency coefficients are EF 
j,k x, y , d

X 
j,k x, y 

Reconstruction of final fused image 
The final result of the fused image is from aF j x, yð Þ  and EF 

j,k x, yð Þ  adopting inverse 
contourlet transform. 

14.4 Implementation 

14.5 Conclusion 

This chapter compared two different types of image modalities as single imaging is 
not sufficient for better diagnosis. Discrete wavelet transform method was chosen 
since it produces better results for isolated discontinuities; however, it is less efficient 
for identifying edges as well as the textured region. Moreover, it grasps confined 
directional info in addition to vertical, horizontal, as well as directional knowledge. 
Here, fusion procedure may be efficiently applied for registered images with differ-
ent types of modality into two-step processes such as decomposition and fusion. 
Daubechies filters are used to decompose image pairings in three steps. Non-sub-
sampled contourlet transformation based on region was implemented twice. First, 
double filter banks were used. The second method decomposes using fusion rules. 
Next to the contourlet transform, higher absolute value coefficients in dj,k are 
averaged. Before fusing, the source photos were registered and noise/artifact-were 
removed. Wavelet and contourlet techniques were compared with the support of 
multimodality brain tumor images. From the snapshots, it has been observed that the 
DWT performs level-by-level decomposition, whereas the contourlet performs hor-
izontal and vertical decomposition at various angles. Hence, the reconstructed fused 
image of the contourlet is better than the wavelet method (DWT). So the work can be 
enhanced further by applying deep-learning methodology with the guidance of 
innovation which may improve better prediction accuracy. 
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Chapter 15 
Performance-Based Analysis of K-Medoids 
and K-Means Algorithms for the Diagnosis 
and Prediction of Oral Cancer 

S. Sivakumar and T. Kamalakannan 

15.1 Introduction 

Oral cancer is one of the major causes of death in India [1]. According to the World 
Health Organization [2], one-third of people suffer from oral cancer due to the 
frequent usage of tobacco and liquor, including pipes, biting tobacco, cigarettes, 
cigars, betel nut, and snuffs. Radiotherapy and chemotherapy are applied to elimi-
nate cancerous growth. Data mining [3] is the procedure of evaluating huge volumes 
of datasets to discover the intelligence of businesses that help companies solve 
problems and find new opportunities. Data mining is largely used in many 
real-time applications like health care systems, insurance systems, educational 
institutions, product development and marketing, finding the prediction of various 
diseases, discovering the customer characteristics for their product purchases, devel-
oping suitable marketing strategies for improving business, increasing revenue for 
their product, reducing costs of the works, and many more. Data mining techniques 
[4] like clustering and classification are used to find diagnosis and prediction of oral 
cancer [5]. 

Clustering [6] is an unsupervised learning method and an effective technique for 
data analysis. Clustering can be categorized into three types: partitioning, hierarchi-
cal, and grid-based and model-based models. Partition-based clustering divides the 
data into two groups of objects. Each cluster is more identical to objects in another
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cluster. K-Means, Clarans, and K-Medoids are the best illustrations of partition-
based clustering algorithms. In this research, we have studied and applied different 
clustering techniques called K-Means and K-Medoids algorithms, along with their 
limitations and strength. We identified the best algorithm from the above-mentioned 
algorithm with the intention of predicting oral cancer. The oral cancer dataset is used 
for the purpose of the prediction of oral cancer using partition-based clustering 
algorithms.
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The remaining part of the chapter is covered as follows. Section 15.2 provides 
data mining techniques for oral cancer analyses that are utilized for diagnosis and 
prediction of oral cancer examination. Section 15.3 highlights the application of oral 
cancer examination. Clustering calculations for oral cancer examination are exam-
ined in Sect. 15.4. The final section closes with an overview of the work done on oral 
cancer. 

15.2 Related Works 

Data mining (DM) is used to analyze large datasets and produce useful information. 
The main objective of DM is to change over the huge volume of data into helpful 
information for investigating different fields in the clinical field [7]. Many 
researchers have proposed distinctive volumes of clustering algorithms and utilizing 
diverse valuable areas in healthcare applications for survivability examination. The 
main idea behind their research papers is to attain high clustering accuracies in their 
applications. We have projected some of the clustering algorithm-based research 
papers that predict healthcare applications like breast cancer, lung cancer, oral 
cancer, and others. 

Ahmed et al. [8] have submitted a research paper on the K-means clustering 
algorithm survey and the performance evaluation of the same. This paper provided 
an organized and comprehensive overview of the K-means algorithm and its flaws. 
The phases of K-means are outlined, and datasets were used to test them. They 
highlighted the work from other previous papers and included their detailed exper-
imental analysis and the comparison of K-means clustering. This analysis disclosed 
that there is no global solution for the drawbacks of the K-means algorithm. They 
suggested that this work will assist the DM research community in designing novel 
methods of clustering algorithms. 

Alsayat et al. [9] have proposed on K-means clustering algorithm using Kohonen 
Map [SOM]. The main purpose of this research paper is to reduce the number of 
centroids in K-means clustering. K-means algorithm works in two phases and uses 
SOM. In the first phase, they make the prototypes, and in the second, they use the 
prototypes to build clusters. The performance of the K-means clustering algorithm is 
found using SOM with two healthcare datasets. In the end, they came to the 
conclusion that the suggested outcome is accurate and exhibits improved clustering 
performance in addition to significant insights for each cluster.
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Ogbuabor et al. [10] have proposed DBSCAN and K-means algorithms using 
Silhouette Score Value [SSV]. In this research, they analyzed various clustering 
techniques with the use of a healthcare dataset to find the best algorithm to bring the 
optimized group clusters. The DBSCAN and K-means algorithms are analyzed 
using SSV in two steps. They examined the K-means algorithm utilizing various 
cluster sizes and different distance parameters. Next, they examined the DBSCAN 
algorithm applying various distance metrics to form a cluster which needs very less 
number of points. According to the experimental findings, both DBSCAN and 
K-means clustering are quite strong in inter-cluster separation and intra-cluster 
cohesion. The K-means clustering algorithm outperformed the DBSCAN algorithm 
in terms of execution speed and accuracy. 

Arora et al. [11] discussed K-means and K-medoids algorithms and tested both 
the algorithms with a dataset of KEEL. In their paper, they used randomly distributed 
data points to gather their input data, and then clusters were formed based on 
similarities. The datasets were examined and compared using K-means and 
K-medoids. This work proves that K-medoids clustering outperforms K-means 
clustering in terms of the cluster head selection time and space complexity of 
coverage. Furthermore, K-medoids outperform K-means in terms of noise reduction, 
evaluation time, and non-sensitivity to outliers. 

Sya’iyah et al. [12] have proposed the K-means clustering algorithm using 
student data. This research is comprised of various steps such as data cleaning, 
data selection, data transformation, clustering, and knowledge performance. They 
divided three categories of student data based on the characteristics of student 
performance such as poor, average, and excellent. K-means clustering algorithm is 
then experimented using 724 student data and taking four variables such as study 
period, grade point average, thesis length, and score of English proficiency. The 
three student characteristics that emerged from this research are as follows: students 
in cluster 1 have a scaled GPA of 3.28, an LS age of 4.52, an EP score of 404, and an 
LT age of 7.46. Students in cluster 2 have a GPA of 3.29 on a scale of 4, an LS age of 
4.48, an EP score of 481, and an LT age of 7.26. Students in cluster 3 have a GPA of 
3.31 on a scale of 4, an LS age of 4.50, an EP score of 437, and an LT age of 7.14. 

Shah et al. [13] have presented on K-medoids and K-means algorithms with 
modified K-means algorithm and their comparative study. This paper offers a novel 
modified K-means clustering algorithm and evaluates numerous strategies for 
selecting the initial cluster. When compared to K-medoids and K-means algorithms, 
the modified K-mean algorithm produces more clusters and takes less time to 
execute. The proposed approach is tested in health care, and the output is compared 
with K-medoids and K-means algorithms. The output provides less time to compute 
and performs better than K-medoids and K-means algorithms. 

Najdi and Er-Raha [14] published their research paper with the intention of 
finding the educational outcomes based on the characteristics of student profile 
using unsupervised clustering. In this paper, they have discussed the K-means 
clustering algorithm and used R programming for their implementation with the 
intention of grouping graduate students. From this paper, they formed three student 
groups based on similar learning habits and their academic performance in the study



period. They used student datasets, including six-semester marks and their final 
grades for their performance evaluation. Based on their experiments, they conclude 
that K-means clustering produced better results in identifying students learning 
characteristics with their performance each semester. Finally, they proposed that 
Moroccan universities adopt these innovative ideas and strategies to improve per-
formance and educational outcomes. 
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Surya et al. [15] have analyzed unsupervised clustering algorithms of K-medoids 
and Kmeans and their performance. In this research, they used the agriculture dataset 
for the analysis of the above algorithms. They also compared the different charac-
teristics of K-medoids and K-means algorithms such as precision, accuracy, MAE, 
and RMSR for their evaluation. Finally, they concluded that the K-medoids algo-
rithm provided the best performance compared with the K-means algorithm. 

Saravananathan et al. [16] proposed the prediction of disease using diabetes data 
with their analysis of clustering algorithms. In this paper, they surveyed different 
unsupervised learning algorithms with the intention of predicting diabetic diseases 
by using the diabetic dataset. For their research, they analyzed prescriptions of more 
than 15,000 diabetic patients. The algorithms were compared with different clusters 
and execution times. In each, the best algorithm was discovered based on their 
performance. Finally, they came to a conclusion that the K-means algorithm is 
suitable for diabetic disease prediction. 

Velmurugan et al. [17] analyzed the performance of fuzzy C-means algorithm and 
K-means algorithm. They used arbitrary data points for their research and tested both 
algorithms with different input values. The cluster value rises when there is an 
increase in the number of input values. Finally, he claimed that k-means clustering 
is superior to the fuzzy C-means clustering algorithm. 

Biradar et al. [18] suggested three algorithms – hierarchical, expectation maxi-
mization, and K-means clustering – for their research using the diabetes dataset. 
They experimented with both algorithms by using Weka and Tanagra tools. Finally, 
they compared all algorithms and suggested that the K-means algorithm is the best 
based on the outcome. 

15.3 Materials and Methods 

We analyzed K-medoids and K-means algorithms for the purpose of diagnosis and 
detection of oral cancer. Numerous inputs and different cluster ranges were consid-
ered for further analysis. Cluster formations are calculated based on the distance 
between data points and their midpoints. All clusters are identified using different 
symbols.
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Table 15.1 Dataset for oral 
cancer 

Sl. No Attribute 

1 Case 

2 Gender 

3 Age 

4 Site 

5 TNM 

6 Stage 

7 Histopathology 

8 Smoking 

9 Alcohol 

10 Alive/Dead 

11 Cause of Death 

12 Survival time 

13 Recurrence 

14 Disease-free survival 

15 The number of loci Ai 

16 Number of loci informative 

17 FAL Score 

18 p53 IHC 

19 Rb IHC 

15.3.1 Dataset 

We collected 2000 reports of patients from various hospitals, laboratories, and other 
sources. We used 19 different attributes from oral cancer datasets as inputs. The 
attribute of the oral cancer dataset is given in Table 15.1. 

In this chapter, we discuss both K-means and K-medoids algorithms separately 
from the four steps defined. By comparing these two algorithms, we were able to find 
their accuracies and identify the best algorithm. 

15.3.2 Methods 

Two different algorithms, namely K-medoids and K-means, are examined for our 
research purpose, and a detailed explanation of these algorithms is described below. 

15.3.3 K-Means Clustering Algorithm 

K-means clustering algorithm is a partition-based and stepwise algorithm that splits 
the dataset into k-predefined recognizable non-overlapping subgroups, and all data 
points correspond to one group identically. It determines the data points to a cluster



and defines the centroid for each cluster that is at a minimum. These centroids are 
created in dissimilar ways at different locations based on their results. The following 
steps give the representation of the K-means clustering algorithm.
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• Place P points into the space represented by the objects that are being clustered. 
These points represent the initial group of centroids.

• Assign each object to the group that has the closest centroid.
• When all objects have been assigned, recalculate the positions of k-centroids
• Repeat steps 2 and 3 until the centroids no longer move. 

The algorithm is designed to locate the medoids, which are objects that are 
centrally positioned in clusters. Objects that are provisionally classified as medoids 
are grouped together in a set K of selected objects. The K-means clustering algorithm 
can be executed several times to decrease the effect and is a good candidate to work 
for the randomly generated data points. This algorithm is mainly applied for finding 
a simple initiative scheme. 

15.3.4 K-Medoids Clustering Algorithm 

The K-medoids clustering is a partition around medoids (PAM). PAM splits the 
dataset into observations and searches through them for K representative objects 
among them. By associating each observation with the closest medoid based on the 
results, a set of K-medoids is created, and then K numbers of clusters are created. 
The key concept is to find the k-representative objects that minimize the sum of the 
observation differences from their nearest representative object. The detailed step-
by-step algorithm is given below.

• Take K first points.
• Assume the outcome of displacing the individual of the chosen objects through 

one of the unselected objects.
• Choose the pattern among the lowest cost.
• Otherwise, correlate each unselected point with its nearby chosen point and stop. 

Medoids are typical objects of a cluster within a dataset, and they have the 
minimum amount of differences between them and the other objects in the cluster. 
The main purpose of this algorithm is to calculate a K-representative object which 
minimizes dissimilarities of the observations with their nearest representative 
objects. With each iteration, the location of the medoid may be changed.
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15.4 Experimental Results 

We have used the tool R-programming for the purpose of diagnosis and prediction of 
oral cancer. The R-programming language is applied in many data mining and 
machine-learning algorithms, including classification, clustering, regression, and 
association rule extraction. Two unsupervised learning algorithms called 
K-medoids and K-means are tested and observed in the oral cancer dataset. The 
oral cancer dataset is divided into three, five, and seven sets of cluster centres. The 
dataset is initially partitioned into three sets of cluster centres using the K-medoids 
algorithm and K-means algorithm. We determine the outcome value for three 
clusters of the K-means algorithm and K-medoids algorithm based on the execution. 
Three clusters of partition-based clustering algorithms are presented in Table 15.2. 

We used an oral cancer dataset for the purpose of analyzing and diagnosing oral 
cancer with ranges of 20–70 and smoking levels of 1–30. Figure 15.1 depicts the 
visualizations of three clustering for the K-means clustering algorithm. 

Figure 15.2 depicts the visualizations of three clustering for the K-medoids 
clustering algorithm. 

For five clusters, we used both K-means and K-medoids algorithms on a contin-
uous basis. The time complexity and five clustering point of both algorithms are 
shown in Table 15.3. 

Table 15.2 Three clustering

Algorithms 
Execution time 
(in milliseconds)

Number of clusters 

1 2 3  

K-Means 4672 731 391 877 

K-Medoids 5690 618 393 989 

Fig. 15.1 Visualizations of three clusters (K-means)
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Fig. 15.2 Visualizations of three clusters (K-medoids) 

Table 15.3 Five clustering points 

Algorithms

Execution time (in milliseconds) Number of clusters 

1 2 3 4 5  

K-Means 5037 397 353 358 485 407 

K-Medoids 6347 411 361 425 457 346 

Figure 15.3 represents the visualizations of five clustering for the K-means 
clustering algorithm, and Fig. 15.4 represents the visualizations of five clustering 
for the K-medoids clustering algorithm. 

Finally, for the diagnosis of prediction of oral cancer, we have used K-medoids 
and K-means algorithms to discover the seven clusterings and time complexity. The 
time complexity and the seven clustering of both algorithms are shown in 
Table 15.4. 

Figure 15.5 represents the seven clustering of the K-means algorithm, and 
Fig. 15.6 represents the seven clustering of the K-medoids algorithm. 

We have finally analyzed the time complexity of both algorithms with varied 
clustered sizes for the purpose of this study. The time complexities of three, five, and 
seven cluster points are summarized in Table 15.5. 

The accuracy of these two algorithms is calculated using an oral cancer dataset 
with a the intention of diagnosis and prediction of oral cancer using datasets of age 
and smoking. We produced the accuracy of both algorithms with the help of 
R-programming. Based on our experiments, K-means have an accuracy of 85.18 
and K-medoids have an accuracy of 80.71. As a result, when compared to the 
K-medoids algorithm, the K-means algorithm is efficient.
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Fig. 15.3 Visualizations of five clusters (K-means) 

Fig. 15.4 Visualizations of five clusters (K-medoids) 

Table 15.4 Seven clustering 

Number of clusters 

Algorithms Execution time (in milliseconds) 1 2 3 4 5 6 7  

K-Means 6934 169 260 334 332 262 393 250 

K-Medoids 8034 402 253 291 331 283 216 224
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Fig. 15.5 Visualizations of seven clusters (K-means) 

Fig. 15.6 Visualizations of seven clusters (K-medoids) 

Table 15.5 Summarization 
of cluster points 

Number of clusters 

Algorithms 3 5 7  

K Means 4672 5037 6934 

K Medoids 5690 6347 8034
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15.5 Conclusion 

The proposed work points to the significance of various clustering algorithms for the 
diagnosis and prediction of oral cancer. The analysis of these algorithms is calcu-
lated based on accuracy and execution time to provide a comparison between them. 
For the purpose of our study, we have utilized a dataset on oral cancer for the 
diagnosis and prediction of oral cancer. In this study, we came to the conclusion that 
the K-Means algorithm is superior to the K-Medoids algorithm in terms of both the 
amount of time it takes to execute the algorithms as well as the level of accuracy they 
produce. Clustering algorithms are, according to the findings of studies conducted by 
researchers and conclusions drawn from those studies, the most effective method for 
diagnosing and forecasting oral cancer due to their necessity and excellent perfor-
mance. Clustering strategies will be investigated with the purpose of advancing and 
bettering the methods for studying data in order to suggest a new facet of oral cancer. 
Several different partitioning approaches, such as Fuzzy C-means, K-medoids, and 
K-means, have highlighted the necessity of conducting investigations and determin-
ing the extent of oral cancer based on the results of laboratory tests. 
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Chapter 16 
Comparative Correlation of Markers 
of Inflammatory Metamorphism 
in the Peripheral Blood of Patients 
with Dorsopathies of Different Genesis 

Khakimova Sohiba Ziyadulloevna 

16.1 Introduction 

A blood test for acute phase proteins and inflammation markers is a comprehensive 
study of various proteins, the level of which in the blood increases during various 
inflammatory processes in the organism [1]. Dorsopathy is a common pathology 
accompanied by aseptic inflammation in the spine but has not been studied for 
markers of inflammation [2–4]. 

An increase in fibrinogen is not only a component of the blood coagulation 
system but also an indicator of acute and chronic inflammatory, immune, and 
tumor phenomena [5, 6]. The current views of inflammation on the development 
of radiculopathies are based on the fact that the process was limited to one or several 
segments of the spinal column, having a local character [7, 8]. An increase in the 
concentration of fibrinogen above the physiological norm in these diseases is 
moderately pronounced and is well-stopped by NSAIDs [9, 10]. 

16.1.1 Purpose of the Study 

Study of indicators and comparative correlation of markers of inflammatory meta-
morphism in the peripheral blood of patients with chronic pain syndrome in 
dorsopathies of various origins. 
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The task of the work was to study the concentration of fibrinogen, C-reactive 
protein, and interleukin-1β in blood plasma in patients with chronic pain syndrome 
in dorsopathies of compression-ischemic genesis, brucellosis, rheumatic, and her-
petic genesis. 

16.2 Materials and Research Methods 

320 patients with chronic pain syndrome with dorsopathies of various origins, who 
are being treated in the department of neurology of the city medical association of the 
city of Samarkand in the period from 2018 to 2021, were selected. 

For further scientific research, the patients were divided into the following 
groups: 

– First group: Chronic dorsopathy of compression-ischemic genesis (DCIG) – 
82 patients 

– Second group: Dorsopathy in chronic brucellosis (CBR) – 84 patients 
– Tthird group: Dorsopathy of rheumatic genesis (DRheuG) – 76 patients 
– Fourth group: Dorsopathy in chronic herpes (DHerH) – 78 patients 
– The control group consisted of 40 conditionally healthy people with signs of 

dorsopathies, commensurate in sex and age with the above groups (employees of 
the city medical association were selected). 

The studies were carried out within the framework of the Declaration of Helsinki 
of the World Association, “Ethical principles for scientific and medical research 
involving humans,” as amended in 2000. All information about patients was col-
lected, analyzed, and recorded in writing with the consent of the patients themselves. 
The scientific work was approved by the local ethics committee of the institute in 
accordance with the agreements on joint scientific work. 

All patients with CPS were in the age range of persons from 16 to 75 years, with 
predominantly 30–39 years old – 96 (30%), and also 50–59 years old – 67 (20.9%). 

Gender gradation of 320 patients: women – 205 (64.1%), men – 113 (35.4%) 
(Table 16.1). 

Dorsopathies of various origins aroused the greatest interest: dorsopathy of 
compression-ischemic origin, dorsopathy in chronic brucellosis, dorsopathy of rheu-
matic origin, and dorsopathy in TORCH infection, namely herpes. 

In this chapter, our goal was to highlight the obtained laboratory studies. We have 
analyzed the clinical and biochemical blood tests and urinalysis. 

1. Rheumatic tests: (a) rheumatic factor (RF) – venous blood was examined by 
immunoturbidimetry, and a result of more than 8 IU ml was considered positive; 
(b) C-reactive protein (CRP) – venous blood was examined, where the patient 
was asked not to eat for 12 hours before the study, to exclude physical and 
emotional overstrain 30 minutes before the study, not to smoke for 30 minutes 
before the study. Readings greater than 10 mg/l indicate acute inflammation and
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Table 16.1 Gradation by sex and age 

Age 
(years) 

Women 
(abs/%) 

Men 
(abs/%) 

Total 
(abs/%) 

Under 19 13 (4,1%) 11 (3,4%) 24 (7,5%) 

20-29 44 (13,7%) 13 (4,1%) 57 (17,8%) 

30-39 59 (18,4%) 37 (11,6%) 96 (30%) 

40-49 30 (9,4%) 23 (7,2%) 53 (16,6%) 

50-59 44 (13,7%) 23 (7,2%) 67 (20,9%) 

60 and older 17 (5,3%) 6 (1,9%) 23 (7,2%) 

Total 207 (64,7%) 113 (35,3%) 320 (100%) 

chronic disease; (c) antistreptolysin (ASLO) – venous blood was examined, 
where the patient was asked to donate on an empty stomach on the eve of the 
study to exclude alcohol, intense physical activity, and medication. Readings 
above 200 IU/mL are considered positive [11]. 

2. Tests for the detection of brucellosis: (a) Heddelson’s reaction – they took blood 
on an empty stomach from a finger on a glass slide, and brucellosis diagnostic 
was dripped into it. The appearance of an agglutination reaction was considered 
positive; (b) Wright’s reaction – venous blood was examined for the presence of 
antibodies to the brucellosis antigen. Titer values of 100–200 indicated a positive 
result, in which an acute process may become chronic. 

3. Blood test for TORCH infection, which included tests for antibodies to four 
infections: herpes, toxoplasmosis, cytomegalovirus, and rubella virus. We 
selected patients with antibodies to herpes since, according to many authors, in 
this pathology, sensory ganglia and peripheral nerves are most often affected. AB 
to herpes 1 and 2 types IgG and IgM were checked. A positive IgG response 
meant chronic carriage [12]. 

To study endothelin-1, blood taken on an empty stomach from the cubital vein 
(14 hours after eating) was used. The blood was examined twice, at admission and at 
the end of the treatment. Not later than 2 hours after blood sampling, the serum was 
separated by centrifugation (3000 revolutions per minute), and then the study was 
immediately carried out.
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16.2.1 Determination of Fibrinogen Concentration 

Fibrinogen in blood plasma was determined in a standard, modified 
laboratory-clinical method according to Glauss [12], using a new test system, 
“Multi Tech-Fibrinogen.” This method made it possible to determine the concentra-
tion of fibrinogen in a wide range, in which there is no dilution step that could affect 
the accuracy, correctness, and dilution. The essence of the method was to determine 
the clotting time of citrate platelet-poor plasma with excess thrombin. To conduct the 
study, venous blood was added to a plastic tube with sodium citrate, then it was 
incubated for 2 minutes at 37 °C, and only then 50 ml of thrombin solution was 
added. The clotting time of the studied plasma ranged from 5 to 100 seconds. The 
calibration of the test system was performed on coagulograms with different princi-
ples of recording the time obtained during clot formation. The calibration curve was 
linear in the range of 0.5–6 g/l [4]. 

C-Reactive Protein (CRP) is a glycoprotein belonging to the proteins of the 
inflammatory process, the synthesis of which increases after 6 hours under the 
influence of anti-inflammatory cytokines: interleukin-1, interleukin-6, and tumor 
necrosis factor-alpha, the concentration in the blood increases in almost 2 days 
100 times. CRP is listed as a marker of the inflammatory response, taking part in 
the reactions of humoral and cellular immunity. Significant increases are observed 
with a viral or bacterial infection, as well as with tissue necrosis. The reasons for the 
increase in CRP can also be autoimmune processes (rheumatoid arthritis, vasculitis, 
spondyloarthritis, and so on), exacerbations of chronic diseases, and others. The 
material for the study is blood from a vein, which is taken after a 4-hour fast. On the 
eve of blood donation, intense physical activity, smoking, and drinking alcohol are 
excluded. When the reaction reached the endpoint, the increase in absorption as a 
result of precipitation was measured. The calibration curve had a linear character and 
was derived within the range of given values according to the standards in antiserum 
to CRP [13]. 

Interleukin-1β is a broad-spectrum pro-inflammatory cytokine that plays an 
important role in the development and regulation of nonspecific defense and specific 
immunity. Being synthesized and released by monocytes and macrophages, it is 
quickly included in the body’s defensive response to pathogenic agents. In our study, 
interleukin-1β was determined by ELISA. 

16.3 Discussion 

The concentration of fibrinogen in blood plasma in patients with dorsopathies of 
compression-ischemic genesis (group I) did not exceed 4.3 g/l, corresponding to the 
physiological norm.
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Fig. 16.1 Fibrinogen 
concentration in patients 
with radiculopathies of 
various origins 

2.45 

15 

5.3 

4.3 

CBR DRheuG DHerH DCIG 

In patients with chronic pain in dorsopathies of brucellosis origin (group II), 
fibrinogen levels varied from 1.7 to 3.2 g/l, averaging 2.45 g/l, which also 
corresponded to the norm. 

However, in the third group of patients with radiculopathies of rheumatic origin, 
fibrinogen increased from 12 to 18 g/l, which averaged 15 g/l. 

Fibrinogen levels in blood plasma in patients with herpetic radiculopathies were 
slightly increased and amounted to 4.8–5.8 g/l, which averaged an average of 5.3 g/l. 

Thus (Fig. 16.1), based on the data obtained, the presence of native fibrinogen in 
the blood plasma can be chosen as an additional biochemical criterion for the 
differential diagnosis of patients with chronic pain syndrome in dorsopathies of 
various origins. 

CRP is one of the proteins of the acute phase of inflammation with a wide range of 
biochemical and immunochemical markers of inflammation. The development of 
chronic pain syndrome in radiculopathy of compression-ischemic genesis is facili-
tated by degenerative-dystrophic processes in the spine and intervertebral discs. For 
the development of pain, mechanical, biochemical, and immunological factors act on 
the spinal roots. As a result, aseptic autoimmune inflammation develops. 

In our work, C-reactive protein was studied to assess the activity of the inflam-
matory process. In the blood serum of healthy people, CRP is detected in the form of 
traces and is below 3 mg/l. With inflammation of low intensity, CRP in the blood 
serum is up to 7 mg/l. 7.1–50 mg/l is an indicator of the average intensity of the 
inflammatory process. In severe inflammatory and autoimmune diseases, CRP levels 
exceed 50 mg/l. 

The day before blood donation, patients were asked to exclude intense physical 
activity and refrain from smoking and drinking alcohol. Blood was taken from a vein 
in the morning on an empty stomach. The study was conducted on all 82 patients. 
The CRP concentration was determined by a highly sensitive quantitative method 
using a set of reagents from “Thermo Scientific.” 

In the first group of patients, the results showed that in 12 (14.6%) patients, the 
CRP values were 3–6 mg/l; in 61 (74.4%) patients, the CRP values were 7–12 mg/l; 
in 9 (11%) patients, the CRP values were 13–16 mg/l. According to modern 
concepts, this increase in the concentration of CRP in the blood plasma in the



studied patients indicated a subclinical inflammatory process. It displayed the 
activity of systemic inflammation and immunopathological processes in the body 
of patients with chronic pain syndrome with radiculopathy of compression-ischemic 
genesis. 
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12 pa�ents 
3-6 mg/l 

61 pa�ents 
7-12 mg/l 

9 pa�ents 
13-16 mg/l 

Fig. 16.2 Indicators of C-reactive protein in group I 

In the second group of patients, the study of C-reactive protein had its own 
characteristics. We know that the causative agent of brucellosis is located inside 
the cell, resulting in recognition of loose connective tissue cells and their binding to 
receptors, the signals of which contribute to the launch of the innate immune system. 
Exogenous pathogens in the cell contribute to the synthesis and secretion into the 
blood of pro-inflammatory cytokines in loose connective tissue [14]. In response to 
cytokine synthesis, hepatocytes induce C-reactive protein. All 84 patients of group II 
underwent a study of C-reactive protein, the values of which were as follows: in 
28 (33.3%) patients – 3–6 mg/l; in 39 (46.4%) – 7–12 mg/l; in 17 (20.3%) – 
13–19 mg/l (Fig. 16.2). 

The parameters of C-reactive protein in patients of group III were specific and 
indicative since, in diseases of rheumatic origin, this study is usually carried out for 
all patients. In the rheumatic process, in response to the entry of toxins into the 
blood, C-reactive protein is produced, which, by binding to them, renders them 
harmless. In some cases, C-reactive protein rises more actively than symptoms, and 
it is an indicator of both the development of the disease and the regression of the 
disease. In all 76 patients of group III, a study was conducted on the parameters of 
C-reactive protein. The results were as follows: in 8 (10.5%) patients – 3–6 mg/l; in 
12 (15.8%) – 7–12 mg/l; in 56 (73.7%) – 13–19 mg/l (Fig. 16.3).
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Fig. 16.3 Indicators of C-reactive protein in group II 
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Fig. 16.4 Indicators of C-reactive protein in group III 

All patients of group IV also had blood taken for the analysis of C-reactive 
protein, which, according to the literature, was not specific since it is an acute 
phase protein of inflammation and helps in the diagnosis of a bacterial infection. 
In all 78 patients of group IV, a study was conducted on the parameters of C-reactive 
protein. The results were as follows: in 27 (34.6%) patients – 3–6 mg/l; in 
50 (64.1%) – 7–12 mg/l; in 1 (1.3%) – 13–19 mg/l (Fig. 16.4). 

Summing up the results of the study of C-reactive protein in patients with chronic 
pain syndrome, we obtained the following results (Fig. 16.5). 

Thus, the study of the concentration of CRP in the blood serum of patients with 
chronic pain syndrome in dorsopathies of various origins is a highly sensitive 
quantitative method that can be considered an additional diagnostic sign in the 
development of chronic pain syndrome. CRP can be considered a pathogenic factor 
in inflammation leading to pain, as well as a factor stimulating the production of 
pro-inflammatory cytokines (Fig. 16.6).
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Fig. 16.5 Indicators of C-reactive protein in group IV 
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Fig. 16.6 Parameters of C-reactive protein in the blood plasma of patients with chronic pain 
syndrome in dorsopathies of various origins 

Interleukin-1β, a secreted serum cytokine, is secreted by phagocytic mononuclear 
cells, participates in the development of both specific and nonspecific protective 
reactions of the body, and is active against a variety of target cells, including those in 
dorsopathy. 

To conduct this study, we decided to select 25 patients from each group and, for 
comparison, take 10 people in the control group. 

We selected 25 patients from group I for the determination of interleukin-1β by 
ELISA using standard reagent kits (Bender MedSystem 224/2, Austria) according to 
the instructions. 

In patients with chronic pain due to radiculopathy of compression-ischemic 
genesis, the following results were obtained: in 11 (44%) patients, a pronounced



expression of interleukin-1β was detected, which amounted to 4.51 (4.47–4.55) 
pg/ml; in 5 (20%) patients – 1.35 (1.29–1.41) pg/ml, which indicated a mild degree 
of inflammatory reaction; and in 9 (36%) patients – 0.56 (0.54–0.58) pg/ml; the 
results indicated the absence of inflammatory processes (Table 16.2). 
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Table 16.2 The content of interleukin-1β in blood serum in patients of group I 

Examined patients 11 (44%) 5 (20%) 9 (36%) 10 people in the control group 

Interleukin-1β
pg/ml 

4.51 
(4.47–4.55) 

1.35 
(1.29–1.41) 

0.56 
(0.54–0.58) 

0.58 
(0.55–0.61) 

Table 16.3 The content of interleukin-1β in blood serum in patients of group II 

Examined patients 2 (8%) 15 (60%) 9 (36%) 10 people in the control group 

Interleukin-1β
pg/ml 

5.61 
(5.60–5.62) 

2.35 
(2.29–2.41) 

1.56 
(1.54–1.58) 

0.58 
(0.55–0.61) 

Table 16.4 The content of interleukin-1β in blood serum in patients of group III 

Examined patients 17 (68%) 5 (20%) 3(12%) 10 people in the control group 

Interleukin-1β
pg/ml 

7.65 
(7.59–7.71) 

5.32 
(5.26–5.38) 

3.75 
(3.72–3.78) 

0.58 
(0.55–0.61) 

Table 16.5 The content of interleukin-1β in blood serum in patients of group IV 

Examined patients 17 (68%) 4 (16%) 4 (16%) 10 people in the control group 

Interleukin-1β
pg/ml 

1.55 
(1.49–1.61) 

0.75 
(0.69–0.81) 

0.58 
(0.56–0.60) 

0.58 
(0.55–0.61) 

For the convenience of correlation of the obtained data on the concentration of 
interleukin-1β (IL-1β) in the blood serum of patients of group II, 25 patients were 
also selected. The results were as follows: in 2 (8%) patients – 5.61 (5.60–5.62) 
pg/ml; in 15 (60%) – 2.35 (2.29–2.41) pg/ml, which indicated a mild degree of 
inflammatory reaction, and in 8 (32%) patients – 1.56 (1.54–1.58) pg/ml, which 
indicated a weak degree of inflammatory processes (Table 16.3). 

The content of IL-1β in the blood serum of patients of group III was as follows: in 
17 (68%) patients – 7.65 (7.59–7.71) pg/ml; in 5 (20%) patients – 5.32 (5. 26–5.38) 
pg/ml, which indicated a pronounced degree of inflammatory reaction, and in 
3 (12%) patients – 3.75 (3.72–3.78) pg/ml, which indicated a moderate degree of 
inflammatory processes (Table 16.4). 

The concentration of IL-1β in blood serum of 25 patients of group IV was 
checked by the same methods, and the following results were obtained: in 
17 (68%) patients, an unexpressed expression of interleukin-1β was detected, 
which was 1.55 (1.49–1.61) pg/ml; in 4 (16%) patients – 0.75 (0.69–0.81) pg/ml, 
which indicated a low degree of inflammatory reaction, and in 4 (16%) patients – 
0.58 (0.56–0.60) pg/ml, which indicated the absence of inflammatory processes 
(Table 16.5).
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Fig. 16.7 The content of interleukin-1β in blood serum in patients with chronic pain syndrome in 
dorsopathies 

The established level of IL-1β in patients with chronic pain syndrome (CPS) with 
radiculopathy of rheumatic origin (RRO) was comparable with the values charac-
teristic of non-specific and specific infectious and non-infectious inflammatory 
processes [5]. 

As shown in the tables above, the content of IL-1β in the control group corre-
sponds to the reference normal values for healthy examined individuals and is 
consistent with the data of other authors who used similar methods [7, 9]. 

According (Fig. 16.7) to the results obtained in our studies, a pronounced 
expression of IL-1β was detected in the third group of patients (Table 16.3) with 
CPS with RRO and averaged 5.57 pg/ml, which was 10 times more than normal. In 
patients of the second group with CPS with radiculopathy in chronic brucellosis 
(RCBr), the indicators were 5.5 times higher than the norm and showed an average 
of 3.17 pg/ml. Next, in terms of the significance of the obtained indicators, was the 
first group of patients with CPS in RCIG, the values of which were the following 
2.14 pg/ml and were increased by almost 4 times. The value of the content of IL-1β
in the blood serum of group IV with CPS in RG showed an average value of 0.96 pg/ 
ml, which was increased by 2 times, but nevertheless indicated a decrease in the 
production of this cytokine in herpes infection, compared with other groups.
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16.4 Conclusion 

The study of inflammation markers in the blood serum of patients with chronic pain 
syndrome in dorsopathies of various origins makes it possible to identify signs of the 
inflammatory process. The study of native fibrinogen in blood plasma can be chosen 
as an additional biochemical criterion for the differential diagnosis of patients with 
chronic pain in dorsopathies of various origins. In the study of the concentration of 
CRP in the blood serum of patients with chronic pain syndrome with dorsopathies of 
various origins, it is a highly sensitive quantitative method that can be considered as 
an additional diagnostic sign in the development of chronic pain syndrome. Also, 
CRP can be considered as a pathogenetic factor of inflammation leading to pain, as 
well as a factor stimulating the production of pro-inflammatory cytokines. The 
detected concentrations of interleukin-1β in the blood serum indicated various 
indicators of the presence of an inflammatory process that provoked chronic pain. 
An increase in the concentration of endothelin-1 in the blood serum of the studied 
patients can be considered as evidence of damage to the peripheral vascular endo-
thelium in dorsopathy, depending on the etiology and pathogenesis, which also 
determine the nature of chronic pain. 
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Chapter 17 
AIOps Observability and Performance 
Impact of AI and ML Applications 
for Central Nervous System Drug 
Discoveries 

Ajay Reddy Yeruva and Vivek Basavegowda Ramu 

Abbreviations 

AD Alzheimer’s Disease 
ASD Autism Spectrum Disorder 
PD Parkinson’s Disease 
SCH Schizophrenia 

17.1 Introduction 

Probably, integrating several processes efficiently will determine the ultimate suc-
cess of new drug discoveries for central nervous system (CNS). In order to maintain 
a network running smoothly and reliably, administrators must perform tasks such as 
problem detection, isolation, and restoration, all of which fall under the umbrella 
term “operations, administration, and maintenance” (OAM) [1]. Automated OAM 
that uses artificial intelligence for IT Operations (AIOps) is necessary because of the 
growing complexity of networks and ICT. By utilizing the principles of big data 
analytics and machine learning, AIOps optimizes data analysis and detection with 
fully automated IT processes. The discovery of new drugs has historically been an 
expensive proposition, with the research failure rate increasing by almost 90% in 
some cases. This results in a loss of almost 70% of the funds allocated for the 
research if the clinical trials are unsatisfactory or show a lack of efficacy or the
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possibility of adverse drug reactions. Consequently, introducing a new drug to the 
market can take more than 10 years at times. This is highlighted further in drugs 
related to the Central Nervous System, where appropriate research is lacking on 
account of insufficient evidence obtained from trials. Thankfully with the interven-
tion of AIOps and with advancements in AI, ML, and Deep Learning (DL), there are 
a significant number of new research work being undertaken worldwide. Gradually, 
the dark-gray unknown world of neurological disorders is unfolding.
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AIOps, MLOps, and Deep Learning have all contributed to the development of 
AIOps, which in turn has influenced the field of computer-assisted drug discovery 
[2]. The complexity of finding effective uses for drugs has been transformed by the 
broad adoption of machine learning, especially Deep Learning, and the advance-
ments in computing power and software. Statistically, the human Central Nervous 
System (CNS) remains the most afflicted and responsible for a host of neurological 
disorders. Historically, this system had posed the toughest challenges as there was no 
consistency in diagnosing the disease; besides, the degree or intensity of the neuro-
logical illness varies considerably. Today, AIOps tools can automate closed-loop 
remediation of known issues by highlighting the variations concerning the historical 
data; consequently, the quantity and strength of the drug dosage to be administered 
to a patient is no longer an unknown quantity and can be better defined. 

Computer-assisted drug discovery is a more effective process thanks to AI. This 
progress is being driven by a number of causes, including, but not limited to, 
advancements in computing hardware and software. Recently, the pharmaceutical 
business has emerged as one of the most promising early adopters of AI’s many 
potential uses in other words, [3]. 

Over the course of the past 5 years, artificial intelligence (AI) and machine 
learning algorithms have been gradually but surely starting to disrupt the pharma-
ceutical sector and medication development, with new drug developments and drug 
repurposing, improved manufacturing standards in the pharma sector with dynamic 
clinical trials, and resulting acceleration of all manufacturing processes [4]. 

There has consistently been an issue with drug repositioning/repurposing in 
patients with CNS. Thankfully, with the augmented analytics of AIOps, systems 
like AI, ML, and Deep Learning can now assume a pole position, several success 
stories have been revealed, and the future shows immense positivity [5]. The 
evidence collected thus far demonstrates the potential for accelerating new drug 
discoveries and expediting their applications and manufacture despite their being in 
their infancy stages. 

Collaboration between pharmacists, computer scientists, statisticians, physicians, 
and others in the drug development processes, as well as the adoption of AI-based 
technologies for the speedy discovery of medications, enhance the answers acquired 
by AI/ML. Drug repurposing and the discovery of new medications for a wide range 
of complicated human ailments are both viewed as being greatly aided by the use of 
AI techniques, in conjunction with large amounts of data. This is what the research 
shows [6].
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Various drug prediction strategies have evolved alongside AI and ML techniques, 
as AIOps can administer timely resources at the appropriate time to optimize 
discovery efficiency. Primarily, datasets are selected and preprogrammed by 
accounting for the quality of data that can be obtained after due filtration. These 
datasets can be used as training datasets and input in machine learning techniques. 
Essentially, the data are derived from human cells and can offer valuable responses 
to drug treatment therapies. The resulting prediction algorithm can be labelled as a 
classification or regression model. It follows that this predictive model can be further 
validated in other similar datasets. Several other machine learning techniques can be 
employed to suit other models. Consequently, it will be possible to acquire several 
accurate cell lines or clinical samples for better drug discoveries [7]. 

The benefits of AIOps in drug discoveries have been enhanced with recent 
sophisticated digitalization. They have today become an essential part of the pro-
cedures, and the pharma industry will be lost without their presence [8]. Observabil-
ity has improved and powered IT teams to act spontaneously to address issues that 
are of prime importance. Researchers confront significant obstacles when attempting 
to forecast a patient’s reaction to medicine using machine learning algorithms and 
pipelines. The two main types of machine learning are supervised methods, which 
use labelled data to make predictions, and unsupervised methods, which instead use 
the data themselves to generate clusters [9]. 

Artificial intelligence is at the forefront of many fields, including structural design 
and clinical studies. Given the novel and complex ways in which information is 
interpreted to uncover patterns for the study’s scope, it is crucial to have access to 
huge data sets for drug candidates [2]. The purpose of this study is essentially 
targeted at understanding the shortcomings in dealing with CNS diseases. There is 
insufficient research in this domain, and lower success rates have been observed in 
comparison with other medical studies, mainly due to the lack of knowledge of CNS 
conditions and more so in the physio-pathological context. Due to the existence of 
the blood-brain barrier (BBB), there has been a lack of efficiency in the diagnosis of 
many illnesses, especially in the early stages. The average time it takes for a 
medicine to get from discovery to regulatory approval for use in the central nervous 
system is now 15–19 years, due in large part to the difficulties inherent to developing 
drugs for this area [10]. 

17.1.1 Research Studies Review: Specific Procedures 
Employing AI and ML in Drug Discovery 

17.1.1.1 Target Identification 

For target identification, AI applications combine heterogeneous data into similar 
sets according to their patterns (molecular mechanisms associated with a disease). 
Predictive models are generated by AI/ML programs by analyzing massive amounts



of data about a drug’s physicochemical qualities in accordance with their ADME-T 
profiles; this is done to improve the lead generation and optimizations stage and to 
facilitate virtual screening of pipelines and the initial development stage (Fig. 17.1). 
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Fig. 17.1 The three stages of the AI/ML application processes involved in drug discovery and 
enhancing decision-making [11] 

17.2 Background 

AIOps (or “AI for IT operations”) uses artificial intelligence so that big data can help 
IT teams work faster and more effectively. ML is “an artificial intelligence technique 
that may be used to create and train software algorithms to learn from and act on 
data.” 

17.2.1 Essentially, There Are Two Principal Types of AIOps 

Adopting a traditional approach wherein Machine Learning models develop a 
correlation with IT events to assess the system failure that has occurred previously 
due to a common cause and at similar times. This helps in troubleshooting discovery 
operations/experiments in progress and eliminates errors from occurring. Besides, 
this approach can pinpoint the root cause of the problem and eliminate it forever. 

A modern approach to AIOps in drug discoveries is to extend critical capabilities 
beyond a mere correlation and goes deeper into the underlying root cause that 
triggered the failure. Consequently, Health AIOps has evolved to be a core technol-
ogy and unfolds the mysteries of the complexities in the new cloud activity to drive 
faster innovation, more efficiency, and better patient care outcomes.
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Conceptual framework for an AI platform assisting drug discovery 

Find, prepare & 
encode the data 

Identify the 
problems 

Select 
features 

Build AI 
model 

Evaluate & 
improve the model 

Test the model on 
independent 

data 

Split the data 
(training / test) 

Train the 
model 

STEP 2 

STEP 1 STEP 3 STEP 5 STEP 7 

STEP 4 STEP 6 STEP 8 

Fig. 17.2 The steps involved in establishing an AI platform for drug discovery [11] 

Encoding: Specifically, in new drug discoveries, creating codes for clinical trials, 
and the results obtained, AI is empowered with definite algorithms that can be 
integrated into an information technology system directly to support programmers 
when it comes to finding and solving software glitches, as well as when it comes to 
creating a code [12]. Some AI technologies have been used to provide feedback 
when it comes to coding, and this has helped to enhance the performance of the 
developer, which has resulted in cleaner code, in turn improving productivity and 
offering a bug-free coding setting. After analyzing the structure of the code, the AI 
system provides valuable feedback. It not only improves overall productivity but 
also significantly reduces downtime during the development process [13]. 

Robotics: A robot is efficient in doing routine tasks with minimal (or no) human 
intervention. While using artificial intelligence in IT applications, IT departments 
will take big steps in automating backend processes that can allow various efficiency 
gains and reduce the requirement of human hours that are needed for these tasks. 
AI-powered methods will improve with time as the algorithms of the methods learn 
from their mistakes [13]. 

Beyond this broad definition, the actual approaches included in Artificial Intelli-
gence will involve additional processes that will rely on adaptive techniques such as 
supervised, unsupervised, semi-supervised, active, reinforcement, transfer, and 
multi-dimensional learning methods (Fig. 17.2). Multiple algorithms are developed 
for each activity to get optimal outcomes and performance. 

(i) Identifying a problem 
(ii) Data preparation 
(iii) Feature extraction 
(iv) Datasets for both training and testing 
(v) Constructing, training, and evaluating a model and then using it to tackle real-

world problems



244 A. R. Yeruva and V. B. Ramu

17.2.2 Target Identification with AI/ML 

Finding chemicals that can both counteract a disease’s effects and keep the body 
from reacting negatively is crucial to the success of medication research. One typical 
approach in drug discovery is to alter the function of a target to stop the development 
of a disease. 

Successful learning strategies are crucial to the overall process of drug identifi-
cation. Figures 17.1, 17.2, 17.3, and 17.4 expound on the fundamental approaches 
regarding the efficiency of the learning model to use and, afterward, describe the 
algorithms that are used for each individual task [14]. 

17.2.3 Drug Targets 

Target discovery and target deconvolution are two of the most common examples of 
the uses of the phrase “target identification” that can be found in published works 
(Fig. 17.3). 

17.2.4 Targeting 

Targeting a particular physicochemical structure, and the nature of a disease can be a 
complicated process due to the molecular mechanics of the disease and the success-
ful adjustments it has made to a patient [15]. Here is where AI and ML applications, 
when used properly, really shine. In addition, they have the ability to combine multi-
scale data in order to better comprehend the various disease subtypes under 
consideration. 

17.2.5 Analysis of Disease Genes 

Researchers have been able to collect enormous volumes of genomic data with the 
assistance of ML classifiers, which has sped up the process of predicting genes that

Disease association 
prediction 

(subtypes, genes,microRNAs, 
alternative splicing) 

AI applications in Drug Target Discovery Stages 

Target 
prioritization 

Protein 
structure 
prediction 

Druggability 
prediction 

Fig. 17.3 AI-optimized target discovery [11]



are responsible for the disease. For an in-depth understanding of mutation data and 
driver genes, Dl-based methods (deep driver) and convolutional neural networks 
(CNN) have been fruitfully applied in understanding breast and colorectal cancers, 
respectively. Similarly, when dealing with Parkinson’s disease, SVM’s with DNN 
(deep neural networks) and protein-protein interaction (PPI) with suitable 
autoencoders have been effective in their gene analysis. Once the genes have been 
thoroughly analyzed, the drug detection process can be pursued as the target is 
identified. Other related gene discovery processes where AI, ML, and Deep Learning 
can play pivotal roles include the following procedures:
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(i) An analysis of the micro-RNA that regulates gene behavior 
(ii) Prediction of alternate splicing for understanding protein diversity 

17.2.6 Druggability 

Before concluding that the identified target can be treated with a specified drug, it is 
critical to understand the effect of the proposed drug by administering a small 
molecule into the disease area and analyzing the obtained results. Models based on 
machine learning can use a variety of inputs to make educated guesses about a 
target’s druggability. Surface Cavity Recognition and Evaluation (SCREEN) 
webserver was one of the first programs of its kind and was developed using a 
radio frequency (RF) classifier. 

17.2.7 Target Fishing 

The current methods of identifying experimental approaches to establishing the 
efficacy of particular medications against possible targets have been time-consuming 
and costly. Several research has integrated AI/ML algorithms into computational 
target deconvolution instruments to improve their forecasting ability. For predicting 
drugs’ macromolecular targets, for instance, self-organizing maps (SOMs) have 
been widely used, thanks to the work of Schneider and colleagues [16]. Several 
research has integrated AI/ML algorithms into computational target deconvolution 
instruments to enhance their forecasting ability. For predicting drugs’ macromolec-
ular targets, for instance, self-organizing maps (SOMs) have been widely used, 
thanks to the work of Schneider and colleagues. In most cases, they used 
unsupervised SOM algorithms to create “fuzzy” chemical representations that 
encircled the molecule of interest. Consequently, the trained SOM algorithm could 
share its expertise with nearby molecules, making their identification much less of a 
challenge.
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17.2.8 AI/ML Applications for Lead Discovery 

One of the best strategies that have evolved from AL and ML applications is the 
implementation of virtual screening (VS). The previously used technology was very 
expensive and had a poor performance ratio. VS has now made it possible to identify 
compounds that are most likely to combine with a useful protein. Besides, VS helps 
to build better pharmacore models that can be invaluable in lead discovery. 

17.2.9 QSAR Prediction 

This method, which is more mathematical in nature, can be used to determine 
whether or not a given chemical has a biological effect. As this method of prediction 
can selectively specify the amount of activity and the toxicity of the substances 
involved, it is widely utilized for medication optimization. According to a study [17], 
using the QSAR technology, a huge number of potential resources can be ruled out 
and exploited more efficiently [18]; notably, the RF method is the de facto standard 
in QSAR research due to its efficacy as a regression and classification tool. As a 
result, it is common practice to evaluate the efficacy of new QSAR prediction 
techniques by contrasting them to RF. There is a plethora of RF-based QSAR 
models available. 

17.2.10 Extended Multi-dimensional Uses of AI and ML 
Applications 

Security is at the forefront of minimizing risks associated with malicious attacks or 
data breaches, but the applications of AI and ML extend to numerous other pre-
dictions. Whenever a “new drug” is discovered in the pharmaceutical business, the 
government and private companies must take extra precautions to safeguard the 
associated sensitive data lest it falls into the wrong hands. A high-security layer can 
be built into all of these applications and IT systems with the help of advanced 
algorithms and the use of AIOps applications. The healthcare industry can benefit 
from the use of artificial intelligence as a framework for detecting and preventing 
future data breach assaults and receiving the necessary recommendations to avoid 
any other potential weaknesses in the present IT system. 

Other areas of importance include the following: 

• For accurately predicting physicochemical properties 
• Enabling ADME-T predictions in de novo drug design 
• Providing a deeper understanding of drug sensitivity 
• Effects of drug-drug interactions 
• Appropriately positioning drug repurposing
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17.3 Methodology 

17.3.1 Drug Discoveries for Central Nervous System (CNS) 
Employing AIOps Software and Advanced AI/ML 
Applications 

CNS diseases are complex neurological disorders that can vary in intensity from 
patient to patient. Besides, there are no clear detectable patterns and tests that can 
help in evaluation. It follows that the process of treatment suffers as a consequence 
and suitable drug discovery is less obvious. Comparatively, other diseases are easier 
to diagnose and treat accordingly. Diseases of the central nervous system (CNS) are 
directly linked to difficulties in crossing the blood-brain barrier (BBB). Recent uses 
of AI and ML have offered insights that had previously been lacking. 

17.3.2 Predicting BBB Permeability 

The essential purpose of BBB is to shield the brain from blood composition 
variations, which include hormones, amino acids, and potassium. The primary step 
involved before attempting to build drugs for neurologic disorders is to devise 
strategies to increase the permeability of the brain membrane to allow concentrated 
amounts of CNS drugs. Formerly, time-consuming and expensive experiments were 
conducted to understand BBB permeability. With the introduction of AI, most of 
these elaborate steps have been eliminated with simultaneous accuracy being 
observed (Fig. 17.4). 

17.3.3 Neurological Disorders: Schizophrenia 

It has been established that schizophrenia is probably the most baffling 
neurodevelopmental disorder of all, and consequently, there is no appropriate 
treatment established to date. Thankfully, AI and ML applications are the only 
alternative treatments that have demonstrated immense promise. 

When compared to other mental illnesses, schizophrenia is among the most 
mysterious. Since it is a problem of brain development [19], between 0.30% and 
0.66% of the population will develop schizophrenia at some point in their lives. 
According to a 2015 study [20], complex pathophysiology is still a mystery after 
more than a century of study. An SVM classifier was used to identify the most 
effective indicators of presynaptic dopamine overactivity, which has been linked to 
schizophrenia [21]. QSAR models for the medications that inhibit the reuptake of 
gamma-aminobutyric acid (GABA), which can be useful in the treatment of Schizo-
phrenia, were also predicted using a set of SVM classifiers. QSAR models of the



medications that block the reuptake of the neurotransmitter gamma-aminobutyric 
acid (GABA) were also predicted using VM classifiers, and these compounds have 
shown promise in the treatment of schizophrenia [21]. 
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Fig. 17.4 The various components of AI for neurological disorder drug discovery. (Color image 
courtesy [11]) 

When SVM was trained on drug expression patterns, it was able to predict the 
repositioning of medications for schizophrenia better than any of the other ML 
approaches. All of these approaches rely heavily on a small number of molecular 
descriptors, and their predictive power is thus constrained to the case of passive 
diffusional uptake. By comparing their model’s performance to that of existing 
SVM-based BBB permeability predictors, they found that incorporating physico-
chemical features and fingerprints led to more accurate predictions. So far, we have 
only discussed AI/ML-based models, and all of them have been trained solely on 
molecular attributes, leaving out information about central nervous system (CNS) 
therapeutic efficacy. 

17.3.4 AI/ML for Depression-Related Drugs 

The development of psychiatric medications has recently benefited from the appli-
cation of AI- and ML-based approaches; specifically, an elastic net has been used to 
identify predictors, and then a gradient boosting machine has been used to



investigate their potential role in determining whether or not antidepressants are 
effective in alleviating current symptoms. This artificial intelligence-based service is 
being put to the test in real-world clinical settings, making it a strong candidate for 
direct research translation. 
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17.3.5 The Role of AI/ML in Treating Parkinson’s Disease 

More than 1% of adults over 60 are diagnosed with Parkinson’s disease (PD), and 
that number rises to 5% in those over 85. Neurological disorders make them the 
second most common, however, whereas AI/ML applications have recently centred 
on discovering diagnostic biomarkers in CSF and have received minimal attention in 
PD medication discovery despite the fact that there is currently no known effective 
treatment in PD research [22]. 

17.3.6 AI/ML Applications for Anesthesia and Pain 
Treatment 

During procedures like general anesthesia and sedation, pharmacological robots are 
increasingly useful because they provide patients with individualized dosing of 
anesthetic drugs, helping to keep their bodies in a stable state [23]. 

17.3.7 Performance Testing of AI and ML Models 

With the advancement of AI and ML models, it is very important to ensure one can 
execute these models individually and also in parallel without any performance 
degradation. Any system where AI and ML models will be executed should be 
performance tested before officially rolling out. 

17.3.8 Non-functional Requirements 

Non-functional requirements related to AI and ML models should be clearly iden-
tified; this will be the target against which model performance will be measured. 
Below are some high-level non-functional requirements which should be captured: 

• Concurrent users 
• Total time for the model to execute and generate output 
• Total transactions/hour 
• Maximum or peak users expected to execute the model in parallel
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17.3.9 Performance Testing and Tuning 

Performance testing of the model will reveal if the infrastructure against which these 
models are executed is capable of handling the load, server utilization with respect to 
CPU, memory, etc., to be closely monitored and to make sure it stays within an 
acceptable threshold of 80%. If server computing power is not sufficient, then 
hardware capacity is to be increased; the cloud is another option to deploy the AI 
and ML models because of the flexibility with scaling. If the model takes more than 
the expected time to complete, memory distribution, process consumption, query 
execution times, data processing, etc., are to be analyzed, an appropriate fix is to be  
implemented, and performance testing is to be re-executed. 

17.3.10 Bid Data Processing 

It is important to use the right kind of data when training AI and ML models, and in 
some circumstances, you will need a lot of data to get a good result. Data storage, 
data sanitation, data transformation, and data processing are all processes involved in 
data management and should be efficiently managed. If the quality of data or 
computing power is not optimal, it will directly impact the model accuracy and 
outcome; in a performance test, if any data limitations are identified, then additional 
storage or computing power is to be leveraged, or cloud deployment is adopted for 
scaling flexibility. 

17.4 Conclusion and Results 

With AIOps assisting health care, it is gaining significant importance over most other 
segments. There is a strong push to find and create novel medications, especially for 
underserved areas like the treatment of CNS illnesses. Advanced digitization tech-
niques have been necessitated to handle the huge volume of data and the millions of 
clinical trials being carried out worldwide. Importantly, with AIOps, tools like 
virtual healthcare and telehealth have become an integral part of patient care. Also, 
with the ease of converting large volumes of paper records into optimized digital 
data, very large amounts of clinical trials and relevant research papers can be 
assessed swiftly and accurately. Performance testing is another area of focus before 
officially allowing multiple users to run the model, and it will ensure the model is 
performance-optimized and desired results are provided in the expected time. Dis-
eases of the central nervous system remain largely untreated due to their complexity 
and variable nature. While there can be broad signs, most symptoms differ from 
individual to individual. These can be a result of the dissimilarity of the mental state 
of human beings. Nevertheless, there is significant positive hope for the future with



the application of AI and ML tools. The differences in the efficacy of treatment with 
AI/ML applications are promising and well accepted by academia and the pharma-
ceutical industries. 
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One of the main obstacles to using AI/ML in CNS drug discovery is the lack of 
high-quality, well-labelled datasets for training the necessary algorithms. It is diffi-
cult to make direct comparisons across the various extant generic databases due to 
the inconsistency of the methods used to gather them. Some datasets may even be at 
odds with one another, highlighting the need to screen and assess raw input data 
before proceeding. Therefore, this will be a crucial step in applications, including AI 
and ML, to verify the accuracy of the outcomes. Importantly, as the quantity and 
quality of input data improve, the corresponding result will look far more convincing 
than presently. In due course, there will be specific successful training of algorithms 
that will be more suited for CNS drug discovery and precise and permanent 
treatments. With the intervention of AI and ML techniques, much more accuracy 
in firstly detecting the nature of CNS and the affected cells and secondly offering 
suitable drug formulations to achieve better success rates than what has been 
achieved this far, there is finally a visible light at the end of the tunnel. 
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Chapter 18 
Prediction and Classification of Aerosol 
Deposition in Lung Using CT Scan Images 

K. Karthika and G. R. Jothi Lakshmi 

18.1 Introduction 

A wide variety of imaging technologies are employed in medical imaging to get 
diagnostic images that provide an accurate portrayal of the human body for the goals 
of disease diagnosis, monitoring, and therapy. In the absence of surgery or other 
invasive treatments, it is considered one of the most potent tools available for 
gaining a direct understanding of the human body. The problematic area being 
researched or treated can be studied using a variety of medical imaging technologies, 
each of which offers a unique perspective [1]. 

Infection and fibrosis of the lungs’ tissue cause respiratory arrest in people with 
interstitial lung disease (ILD), one of more than 200 chronic lung diseases. In many 
circumstances, the disease is referred to as idiopathic because the evidence is 
inconclusive. For the most part, ILD is diagnosed by radiologists using magnetic 
resonance scans, which are used to identify various ILDs [2]. Because it provides 
such a precise picture of the tiniest structures as in lung tissue, computed tomogra-
phy (CT) is the method of choice for diagnosing ILD. An automated diagnosis 
system (computer-aided diagnosis, CAD) has been widely utilized to overcome the 
flaws created by the quantitative method of the characteristics of emphysema and 
improve automatic detection [3]. To measure deposited aerosol particles in the 
respiratory system, there are numerous limitations to the methods used. Models for 
predicting the deposition of aerosol have now been developed to tackle these 
difficulties. Inside the lungs, there are nanoparticles [4]. To begin the process of 
finding lung nodules, the image’s lung region must first be segmented. Step one is to 
divide the lung into sections where the tumors are expected to be. After that, a nodule
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augmentation procedure is performed on the segmented area. Input images are used 
to classify the strength of lung nodules based on their location in relation to the 
nodule center [5]. The offered approach makes use of a new idea to calculate the 
physical attributes of the designs in order to determine the value of the accruals 
concept zone.
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The digital mammogram’s input image is first binned to acquire the lesion’s 
physical characteristics. Binning is a separation technique of the pictures into 
sub-regions, and it is especially successful for moving closer to the lesion area and 
performing additional analysis solely with the stratified sampling. Binning is a 
powerful tool for analyzing photos taken underwater [6]. An image processing 
technology will be used to calculate the reflection co-efficient and mass density 
concentration of a CT scan picture to aid in the prediction and classification of lung 
disorders. It is possible to identify photos based on similarities in specific attributes 
using a pattern recognition algorithm [7]. Pattern recognition [8] in photo editing is 
becoming increasingly important, and it must be presented in a user-friendly manner 
to assist practitioners in providing patients with the immediate advice they need to 
address specific areas of concern. Using a current image processing technique and 
pattern identification linked with micro-calcification, this research proposes an easy 
way for a doctor. 

To determine the magnitude of the segments and sub-region, the proposed 
technique uses a new method of calculating the physical properties of the detected 
micro-calcification in images. Determine the connected properties of a lesion in 
order to find a pattern. Typically, a variety of segmentation methods are employed to 
determine the ROI. Enhancement [9], segmentation [10], feature extraction [11], and 
classification [12] are all conventional methods for detecting and classifying micro-
calcifications. Tweaking and region-based approaches are used to segment data [13]. 

18.1.1 Proposed Work 

The biopsy technique would be the most powerful method to evaluate and detect the 
health of the lung. This invasive method involved the extraction of tissue samples 
straight from the lung CT scan image. Segmentation of the lung CT scan image is the 
very first step for the analysis of the lung image, which is an essential way to prepare 
an accurate image of lung CT image analysis, for example, lung cancer detection. 
This process is fully based on computer-aided diagnosis (CAD). Using the U-net 
architecture, the work proposes a lung CT scan image segmentation. The architec-
ture extracts the required information and also creates an asymmetrical way to 
recover the needed information. Micro-calcifications and macro-calcification are 
the two types of calcifications that are widely used. Huge calcium depositions in 
the lung tissue are known as macro-calcification. Smaller calcium depositions are 
known as micro-calcification if there is a high susceptibility to cancer developing in 
the lung tissue.
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18.2 Work Principle 

In current medical imaging, computer-aided diagnosis (CAD) is a very important 
diagnostic tool. It is also a prerequisite for the present medical field. This is an 
additional option for diagnosis accurately. This is widely used by physicians to get 
effective treatment. A particular way of segmentation method for a particular organ 
is needed for many CAD systems. To get an efficient quantitative lung CT scan 
image analysis, CAD is the initial step. However, for abnormal lung parenchyma, 
designing a lung segmentation process is a very challenging process. That time with 
the lung parenchyma, the blood vessels and nodules need to be segmented. How-
ever, for abnormal lung parenchyma, designing a lung segmentation process is a 
very challenging process, where the blood vessels and nodules need to be segmented 
separately. Automatic separation of the lung parenchyma region in CT scan has been 
proposed by a huge number of medical image analysis techniques. Most of the 
techniques are based on the contrasted information which is mentioned in the 
reviews. Deep learning is the appropriate kind of machine learning, which is the 
composition of multiple processing layers to get a standard abstraction when it tries 
to learn data. 

The reflection coefficient and mass density are the considered physical charac-
teristics for the lesion of CT scan images. 

18.3 Methodology 

In order to identify the patterns associated with a laceration, the related features of 
methods are obtained, which reflect co-efficiency, independent tissues, and mass 
identity in the CT scan image. The ways of recognizing the patterns help to classify 
the features of the image, which depend on the commonalities in a few aspects. To 
emphasize particular characteristics, present in the image, image enhancement is 
very important. Then, the physical parameters, textures, and features are extracted 
and measurements were taken. Then classifiers help to identify different classes and 
which decision needs to be taken. In ROI detection, segmentation takes the 
instrumental part. 

18.4 Related Work 

18.4.1 Pattern Recognition 

A freely accessible medical image search tool called (OPEN I) provides the CT lung 
images. Normal and aberrant photos were included in the collection. This group of 
anomaly photos included lesions of benign or malignant origin, as depicted in 
Fig. 18.1.
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Fig. 18.1 Flow chart. (Self-
created) 
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Image enhancement is essential to emphasize particular characteristics present in 
images. Thresholding and region detection are the common techniques applied while 
segmenting the images. Then features are extracted, and measurements are done. 

18.4.2 Image Extraction 

When the whole CT image is binned with less number of rows and columns, the 
binned image will be of larger size. Then the undesired irrelevant components may 
present together with deposition. The multiple binned images need to be studied at 
the second level of binning in order to extract the shape and size of the deposition. 
From detected ROI, features are obtained by applying fuzzy c-means clustering and 
SVM clustering to classify based on the recognized pattern. 

18.4.3 Image Acquisition 

The result of segmentation is for the particular case in the public data set where, with 
the help of U-net (R-231), the mask generates a low device is more coefficient than 
the ground truth. High-density areas in the segmentations are not included in the 
public dataset. For example, the segmentation includes tumors in the lung area but 
does not include the liver area. This overview is based on the testing and training 
program. Here we collected a database from the public, and two of them are the 
result of the routine checkup. This database is used in the training program of four 
generic semantic segmentation models. This model is also used for training purposes 
and also to make routine data.
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18.5 Experimental Setup and Results 

18.5.1 Image Binning 

Binning is a technique that divides a single image into multiple smaller ones, 
allowing you to get close to the injured section and focus your area observed solely 
on that considered low. Equal-sized photos must be grouped together. The size of 
each first-level binned photo will be reduced when the CT image is junked with a 
certain number of rows. One or more binned photos may be created from it. As a 
result, the size and morphology of the aerosol deposition must be extracted from 
several binned photos by studying them at the second level of binarization. As 
shown in Fig. 18.2, the input picture size is 512 × 512, and it was reduced to 
128 × 128 and represented in the first level of binning. 

Second-level binning is performed on the bin containing ROI, which has been 
spotted. Second-level binning, as represented in Fig. 18.3, results in each binned 
image having a 75 × 75 resolution. 

This is where researchers can get their hands-on off-the-wall photos and use them 
in their work. One hundred images from the lung CT diagnosis are selected, each 
with 512 rows and 512 columns of dimensions, i.e., each image. As a result, the ROI 
is designated with a blue color, whereas the intensity level in normal areas is lower or 
non-existent. 

Original Image 

Block #6 of 25 
128 rows by 128 columns 

Block #1 of 25 
128 rows by 128 columns 

Block #16 of 25 
128 rows by 128 columns 

Block #21 of 25 
118 rows by 128 columns 

Block #22 of 25 
118 rows by 128 columns 

Block #17 of 25 
128 rows by 128 columns 

Block #12 of 25 
128 rows by 128 columns 

Block #2 of 25 
128 rows by 128 columns 

Block #3 of 25 
128 rows by 128 columns 

Block #4 of 25 
128 rows by 128 columns 

Block #5 of 25 
128 rows by 118 columns 

Block #10 of 25 
128 rows by 118 columns 

Block #8 of 25 
128 rows by 128 columns 

Block #14 of 25 
128 rows by 128 columns 

Block #13 of 25 
128 rows by 128 columns 

Block #18 of 25 
128 rows by 128 columns 

Block #23 of 25 
118 rows by 128 columns 

Block #24 of 25 
118 rows by 128 columns 

Block #19 of 25 
128 rows by 128 columns 

Block #20 of 25 
128 rows by 118 columns 

Block #25 of 25 
118 rows by 118 columns 

Block #8 of 25 
128 rows by 128 columns 

Block #15 of 25 
128 rows by 118 columns 

Block #7 of 25 
128 rows by 128 columns 

Fig. 18.2 First-level binning
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Fig. 18.3 Second-level 
binning 

18.5.2 Measurement and Plot of Reflection Coefficient 

The soft tissues of the lung make up the organ. Calcium and aerosol deposits form a 
solid coating in these tissues. The reflection coefficient can be calculated for the 
entire image, including the lesion area. Reflected energy and reflection ratio are also 
both high in the lesion region. A two-dimensional function f(x,y) can be used to 
model an image. 

f x, yð Þ= r x, yð Þ  i x, yð Þ  

where i(x,y) is the illumination component and r(x,y) is the reflectance component. 

0< i x, yð Þ<1and 0< r x, yð Þ< 1 

where r = 0 represents total absorption and r = 1 represents total reflectance. 
Reflection values are shown as shown in Fig. 18.4 for each row, with the x-axis 

showing the respective column of the bin and the y-axis showing the reflection 
coefficient value. The reflecting coefficients must be evaluated for the minimum to 
identify ROI. 

18.5.3 Measurement of Mass Density 

Mass is calculated as the ratio of mass to volume. The damaged area’s mass density 
can be determined thanks to the presence of aerosols and calcareous deposits in the 
lesion. Calcium oxalate is found in benign abnormal cells, while it is mainly seen in 
malignant, benign tumors. MATLAB’s volume viewer function can be used to 
determine the micro-calcification mass density. The volume of the second-level 
bin is used to measure the weight of the split ROI. Table 18.1 shows the precise 
set of reflection coefficients that is used as a limit in ROI identification by fitting a 
curve with least squares.
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Fig. 18.4 (a) Normal lung. (b) Abnormal lung 

Table 18.1 Reflection coefficient and mass density value 

Sl. 
No 

Reflection coefficients Mass density 

Bin 
[1,1] 

Bin 
[1,2] 

Bin 
[2,1] 

Bin 
[2,2] 

Bin 
[1,1] 

Bin 
[1,2] 

Bin 
[2,1] 

Bin 
[2,2] 

Abnormal images 

1 0.7929 0.3867 0.1757 0.8164 1.64 0.43 0.59 1.28 

2 0.7070 0.0429 0.7890 0.1210 0.74 0.18 0.75 0.25 

3 0.7226 0.6718 0.8242 0.1640 1.02 0.61 1.63 0.37 

4 0.6835 0.6210 0.8359 0.3906 0.61 0.54 1.19 0.45 

5 0.0703 0.7929 0.8303 0.6601 0.15 1.34 1.07 0.80 

6 0.3007 0.4921 0.5273 0.8281 0.71 0.80 0.81 1.05 

7 0.6093 0.7460 0.7929 0.4335 0.84 1.22 1.58 0.79 

8 0.8164 0.0156 0.75 0.7226 1.29 0.78 1.60 0.41 

9 0.7539 0.7851 0.0976 0.6601 1.40 0.39 0.70 0.92 

10 0.7656 0.2695 0.2773 0.0312 0.93 0.44 0.59 0.66 

11 0.7148 0.3984 0.8164 0.1054 0.95 0.58 1.32 0.62 

12 0.7890 0.0390 0.5117 0.0156 1.03 0.64 0.70 0.48 

Normal images 

13 0.7304 0.6171 0.5937 0.6757 0.94 0.35 0.53 0.97 

14 0.6875 0.6914 0.6679 0.6796 0.65 1.04 0.86 0.81 

15 0.6406 0.1484 0.6757 0.0390 0.89 0.81 0.61 0.49 

16 0.6523 0.2617 0.0976 0.6953 0.81 0.74 0.21 0.62 

17 0.0703 0.1054 0.1054 0.6132 0.34 0.33 0.17 0.75 

18 0.1757 0.6835 0.0390 0.4687 0.38 0.84 0.39 0.53
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18.5.4 Plot of Reflection Coefficient and Mass Density 

A linear scale is used to compare different photos to second-level bins from 
Table 18.1 to derive values for the x-axis, which represents the value of the 
coefficient of reflection, and the y-axis, which represents the mass density. This 
achievement is shown in Fig. 18.5, and the morals are derived from comparisons of 
various pictures with second-level bins. 

18.5.5 Measurement and Plot of Tissue Impedance 

Each row is represented as a combination of the x and y values of a block’s tissue 
impedance matching, which is derived using the given formula based on dispersion 
relation from the associated bin column value and the tissue resistance. 

Γ= 
zL - zO 
zL þ zO ð18:1Þ 

ZL is the tissue impedance and ZO is the air impedance, all of which is 376 ohms 
(Fig. 18.6) 

Fig. 18.5 Reflection coefficient plot
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Fig. 18.6 Light transmission impedance plot 
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Fig. 18.7 Reflection coefficient versus mass density plot 

18.5.6 Fuzzy C-Means Thresholding 

There is an improvement in computational efficiency when the statistic gray-level 
photos are used as input. With this model, noise is accepted more readily (Figs. 18.7 
and 18.8).
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Fig. 18.8 Fuzzy c-means thresholding 

18.5.7 3D Projection 

On the foundation of the produced CT picture, the intensities are likely to vary 
between 0 and 255 when converted to gray scale. The small amount of precipitated 
air and calcium, its patterns on the bin imaging, and the resultant pattern in 3D 
projections have been computed and recognized. For the micro-calculated ROI, we 
project the columns and rows of pixels from our binned image at the second-level 
scrapping onto the two-dimensional z-axis, as illustrated in Fig. 18.9. 

This 3D projection helps to determine the position and size of the deposition area 
ROI. 

18.5.8 SVM Classification 

A supervised ML model known as the SVM employs classified methods to solve 
classification issues involving two groups. To evaluate the classification perfor-
mance of the models on a (“set of tests”), set values are computed. A pseudo code 
is employed as illustrated in Fig. 18.10 of anticipated and cheaper. There are a 
number of metrics that can be assessed with this tool.
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Fig. 18.10 Confusion matrix 

The pictures that have been taught are divided into four categories: “True 
positive,” “True negative,” “False positive,” and “False negative,” respectively 
(FN). In Fig. 18.11, you can see the expected precision and error rate, determined 
using the method below. 

From the above formula, the classifier predicts the result with an accuracy of 
97.6% and also with an error rate of 2.4%.
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Fig. 18.11 Prediction result 

18.6 Conclusion 

CAD technology and the informing participants are used to develop an autonomous 
approach for investigating properties such as reflecting ratio and mass densities. The 
SVM is extremely successful in predicting deposits, and it achieves a classification 
and accuracy of the proposed 97.6% for healthy and unhealthy lung CT images. For 
diagnosis but also certificate issued, this model is now more productive than the 
previous one. The proposed model is to identify the aerosol deposition in CT images 
using physical features like binning, reflection coefficient, mass density, and tissue 
impedance, and 3D projection is made for abnormal lung images. An accuracy of 
96.78% is achieved in classifying and predicting the normal and abnormal lung CT 
images. The computation of deposition was carried out using interpolation over 
image intensity and the reflection coefficient. There, the deposition was precisely 
identified using a 3D projection of it, and thereby its size was accurately detected. 
The prediction of deposition is very accurate with the help of the SVM classifier. So 
this model is more efficient for the diagnosis and classification of lung disorders. 
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Chapter 19 
3D Cyst Sonomammogram Projection 
Using Reflection Coefficient and Mass 
Density in Python 

G. R. Jothi Lakshmi, V. Adarsh, Shalini Kumari, D. Ravi, A. Santhiya, 
and E. Ram Natesh 

19.1 Introduction 

Image processing is a technique for manipulating images using mathematical pro-
cedures. When a photo or video frame is used as the input, the result is either an 
image or a collection of characteristics or other factors related to the image. Another 
way to say it is processing the input image to meet the needs of the application. 
Images make up a crucial portion of all assessments made in the modern environ-
ment. Examples include 3D appealing resonance or marked scanning imaging, RNA 
genotyping, microscope slides, galactic sensations, global maps, artificial eyesight 
catch, and made opening Radar images. Investigating these extensive data sources 
calls for contemporary programming tools that should be simple to use, free of cost 
and restrictions, and prepared to handle all the challenges presented by such a 
diverse field of study. This paper presents scikit-image, a collection of Python-
based image processing algorithms created by a vibrant volunteer community and 
distributed under the permissive Open Source license. It is the ideal time to introduce 
an image handling toolbox because of the growing popularity of Python as a 
conceptual computer language and the improved access to a wide range of related
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devices. The majority of image processing algorithms treat the image as a 
two-dimensional signal and employ standard signal processing techniques.
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A two-dimensional representation of a three-dimensional scene in terms of f(x,y) 
is referred to as an image. The spatial coordinates are represented by (x,y). The 
amplitude of f at any point (x,y) is used to define the gray or intensity levels of the 
image at a point. The image is referred to as a digital image when the intensity values 
of f and the x and y are both discrete and uniform as well. Pixels are the finite number 
of elements present in the digital image. A particular location and value are provided 
by each pixel. When a digital image is manipulated by means of a processor, it is 
defined as digital image processing. The f(x,y) value of the pixel is changed through a 
digital computer through some function. Based on the required application, this 
operation can be segregated into three groups. Finding proper ways to mathemati-
cally describe and analyze images is the primary goal of this image modeling or 
representation. We must understand that this may not be the best representation as 
there are various representations and thus different results as well. Image acquisition, 
image enhancement, segmentation, color image processing, image restoration, and 
classification are the fundamental steps in image processing. 

Breast cysts are noncancerous fluid-filled sacs inside the breast. In one or more 
breasts, there is a possibility of one or more breast cysts. When a cyst becomes large 
and some anxiety is seen, then treatment is required; otherwise, this can be ignored. 
Breast cysts develop as a result of fluid accumulation in the glands of the breasts. 

19.2 Related Work 

The evaluation of mammographic images is very useful for detecting the abnormal 
nature of the tissues through a system that has been developed called mammographic 
computer-aided diagnosis [1], as studies show that increases and decreases in breast 
sensitivity, the density of the region in computer-aided design (CAD) [2] are used to 
detect the region of the interest. The accuracy of the lesion is deflected through the 
calculation of specificity [3]. The problem of adding normal tissues along with 
abnormal lesion region could be overcome by using the powerful direct correlation 
of the breast 51 parenchyma time–intensity curves (TICs) and density in the mam-
mograms and carcinoma in the development of the CAD [4]. Local statistical and 
textural parameters were used to segregate fatty and dense mammograms [5]. The 
correlation between four mammographic risk assessment metrics was carried out 
using intra- and inter-observer variation [6]. 

The images are converted to the 2D view because it plays a major role in 
carcinoma, in diagnosing the region for treating cancer, and the cancer tissue is 
superimposed by its artificial creation showing its density [7]. Often they report 
false-positives and false-negatives, which affect the patient’s risk of painful, unde-
sirable procedures. To overcome the problem, magnetic resonance imaging (MRI) 
can be a procedure, that provide high resolution 3D images of the breasts. MRI is 
more advance than the mammography projection and the implication the tissue on



the parochial it interest structures [7, 8]. The increase in the visibility margin of the 
dense breast region boosts the lesion part the projection of the X-ray is moved inner 
arc where the breast is fixed, and detection in the digital image [9] probability of 
detection of cancer in the woman can be estimated of the breast cancer indication 
with frequent screening, so that the cancer can be identified as early as possible [10]. 
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The first process of spotting the affected region is to remove background prop-
erties such as the pectoral muscles; labels have been used previously in the devel-
oping process [11]. But the pixels have an identical gray scale combined with dense 
clustering, and fat is collected with the properties. The region of Interest is identified 
with many featured vector to indicate its particularity during the test of LBP operator 
[12]. The detection of clusters is difficult by using microcalcifications, and its use 
factors are shape, size, and the region of the cancer cells with a low-contrast 
background. Other features are gray-level, texture, and intensity of the image 
[13]. Images are segmented using boundary detection and seed-based region-grow-
ing techniques to segment microcalcifications in the given input images 
[14]. Jothilakshmi et al. [15] proposed a novel method of measuring the size of 
microcalcifications on the mammogram images through the 3D projection of the 
region of interest (RoI) by using only two physical characteristics, the reflection 
coefficient and mass density. Feature extraction and SVM classification [16] and the 
back propagation neural network [17] was used to identify microcalcification. A 
survey on cancer detection on ultrasound images was carried out [18], and a 
morphological edge detection algorithm [19] was proposed for detecting RoI 
edges using lung CT images. 

19.3 Proposed System 

For detecting abnormalities developed in the breast, various image processing 
techniques are being used. In addition to microcalcification-based analysis, abnor-
mal masses can also be found using image-processing techniques. To detect and 
classify the exceptional growth, it has been observed that the analysis went the usual 
way. Image enhancement, image restoration, segmentation, and classification are the 
regular methods in use. Support vector machines (SVMs), Bayes, KNN, etc., have 
been used to achieve results. Over the past 10 years, the stabilizing time for photon 
tomography images has drastically decreased, going from minutes to seconds 
[1]. For radiography, new techniques such as single-pack imaging provide times 
down to the millisecond [3]. 

The time necessary to process the images, nevertheless, has not decreased to the 
point where the results of a successful beam imaging run are frequently transformed 
into logical results over the course of weeks or months. Changing billions of pixels 
and voxels to a few large numbers indicates a considerable loss of information. The 
grouping of operations that are often anticipated to generate this knowledge is 
frequently unknown beforehand or may change owing to antiquated rarities [5]  or  
an unexpected change in the example. In order to choose the handling work 
approach, trial stages are fundamentally involved in picture preparation.
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Therefore, image processing and analysis devices need to provide significant 
usage flexibility, a variety of computation options, and skillful operations to accom-
modate quick changes in focus while adjusting the workflow. A few programming 
and libraries are accessible to many customers. Owing to its intuitive menus, 
graphical tools, and the wealth of modules provided by a distinct group [17], ImageJ 
[4–6, 9], is widely used and is a universally helpful tool for 2D and 3D images. 
Programming used to interpret synchrotron data is also available, for instance [13], 
for diffraction images obtained from powder diffraction research. For 3D images, 
business tools such as Avizo 3D programming [15] are well-known for their intuitive 
graphical workflow and advanced 3D perception. Some synchrotrons have even 
developed their own volume preparation equipment, such as Pore3D [9] at Elettra. 

However, if classically handled methods can be called to form frameworks, using 
a programming language offers more management, better consistency, and more 
difficult analysis contemplations, hence limiting the complexity of the programming 
task and the risk of mistakes. The academic field of computer vision and image 
handling is dominated by Open Object Recognition [15] and its image preparation 
tool segment. Scikit-image [3] is a Python library for image processing that is 
beneficial for everyone. It is also a part of the biological group of logical Python 
modules referred to as Sci Python [5]. Scikit-Picture is released under an open-
source license and is freely available, just like the rest of the biological process. As 
the majority of scikit-picture work well with both 3D images, it can be applied to a 
wide range of modalities, including microscopes, radiographs, and scanning. 

The interpretation of images is not perfect for doctors to analyze as the outputs 
through the existing algorithm may lead to false-positive and false-negative results. 
A different algorithm is proposed in this paper to detect the early occurrence of cysts 
by analyzing sonomammogram images through the calculation of the physical 
characteristics of the corresponding input images. The algorithm is also very useful 
in finding the size of the RoI. The size of the abnormalities can be easily measured 
through the 3D projection. The reflection coefficient for the lesion part of the image 
can be calculated in an easy method. Both reflection energy, as well as the reflection 
coefficient are high in the lesion part, and thus the ratio of the amplitude of the 
reflected wave to the incident wave gives the reflection coefficient. The reflection 
coefficient always lies between 0 and 1. 0. A flow diagram of the proposed 
methodology is shown in Fig. 19.1 

As per the flow diagram, the images were acquired from a doctor with reports 
(Fig. 19.2). The size of the images is 768 × 1024 with respect to pixel count and 
4.5 cm × 7 cm in height and width. The measurement of the lesion part is mentioned 
in the bottommost part of the image. There are two levels of binning involved as 
well. The whole image is binned with four columns and three rows at the first level of 
binning. The matrix size of the bins and the corresponding width and height of the 
image are calculated simultaneously. To find the exact RoI by omitting the unwanted 
region, the corresponding bin is divided further, two by two in second-level binning. 
There are four bins at the second level of binning, each measuring 256 × 256. 

The reflection coefficient of all second-level bins is calculated. When the image 
pixel values are divided by the incident energy value, that gives a reflection 
coefficient in each coordinate of the image. As the lesion part is darker, the range



of the reflection coefficient lies between 0.02 and 0.225. Based on this range as a 
threshold, the RoI is segmented out. For the segmented region, the mass density is 
calculated. The mass density of all four second-level bins is calculated and has a 
maximum value of 0.9–1.01 g/cm3 . Then, the mapping between the range of the 
reflection coefficient and the range of mass density is performed. The mapping 
between reflection coefficient to mass density exhibits linear mapping between 
these two variables. Then, the second level bin with RoI is projected in 3D with 
the corresponding height and width values on the X and Y axis and the range of 
reflection coefficient on the Z axis. 
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Fig. 19.1 Breast cyst: sonomammogram image 

19.4 Results and Discussion 

As mentioned in the proposed method, the outputs are shown step by step as follows. 
Figure 19.3 shows the considered input image. Figure 19.4 exhibits the first level of 
binning, which consists of 12 bins. Bins 6 and 7 contain the RoI. Bin 6 is further 
subdivided into four bins, as shown in Fig. 19.5. 

In Bin 2 of Fig. 19.5, the variation of the reflection coefficient in each row was 
shown in Figs. 19.6, 19.7, 19.8, and 19.9. The RoI is obtained by the thresholding of 
the reflection coefficient range as shown in Fig. 19.10, and the exact RoI is projected 
in Fig. 19.11. The calculated mass density of four second-level bins is shown in 
Fig. 19.10. The linear mapping between a measured range of reflection coefficient 
and mass density is shown in Fig. 19.11, as well as the projected 3D RoI.
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Fig. 19.2 Flow diagram of 
the proposed methodology Input image (Sonomammogram images) 

Two levels of binning 

Reflection coefficient Calculation 

Reflection Co-efficient Range 

Segmenting Region of Interest (RoI) 

Calculation of mass density 

Mapping between mass density and reflection 
coefficient 

3D projection of Cyst 

Calculation of cyst’s size and Classification of 
normal, abnormal 

A desktop computer is created by each process, which can then be operated on 
individually. The usual order in which these actions are carried out results in a 
segmented image from which data can easily be extracted. For instance, from 
Figs. 19.4 and 19.5, it is clear that the image only requires a few seconds to apply, 
a chronological filter, a threshold to produce a color mask, and to simultaneously 
visualize each middle step to make sure that the specifications are optimized for the 
signal being studied. This is useful when trying a strategy that exists in a specific 
spatial–temporal frequency spectrum. 

In Figs. 19.6 and 19.7, we will go through image, a program that combines 
Python’s numerous and potent image analysis packages with a simple-to-use



graphical user interface. Image also includes a number of integrated image recogni-
tion tools that make it simple and quick to visualize image information in order to 
accelerate imaging techniques. 
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Fig. 19.3 Input image 

Fig. 19.4 First level 
binning 
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As a result, activities that produce modest, non-integer outcomes, such as creating 
ratio imaging compared with ambient light, can be easily carried out without the 
requirement to build up the numbers, as is necessary for software programs that 
exclusively work with integer image data. Also, Figs. 19.8 and 19.9 indicate that 
there are options to convert the pixel to unregistered and verified integers with 
lengths ranging from 8 to 64 bits, which can help with interfaces with other software 
applications or cut down on computational load.
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Fig. 19.5 Second level 
binning 
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Fig. 19.6 Reflection coefficient Plot 61 

The clarity of these photos had first been improved by enhancing the margin of 
each yogurt particle by changing contrast. After thresholding, the image in Figs. 19.9 
and 19.10 was divided into the foreground and background elements. The edge 
detection procedure was tailored for each shot by taking into consideration the 
borders of the RoI region because the levels of intensity in the region of interest 
were not uniform. Each granule with a boundary that could be easily seen or that was 
clearly delineated from the others was chosen. Prior to determining the particle 
diameter and shape, every selecting area change was examined. 

By decreasing the logical distance out over a set of M sample points in such a 
fewest sense, one can fit an elliptic to a general conic. The finest ellipse for the given 
collection of points is then represented by the solution of the minimization problem. 
For each elliptical fitting, six edge samples were chosen at random from a list of



sorted edge points. Figure 19.10 displays the end result of obtaining fit ellipses. The 
mathematical specifics of the ellipse fit application have been reported by picture. 
Following that, all of the objects in the image had their ellipse properties determined, 
including rotation, minor axis length, and centroid. Table 19.1 displays the quanti-
tative analysis of mass densities obtained from RoI at different levels and Fig. 19.11 
depicts these parameters. Owing to their size being below limits, the remaining 
smaller spheres within the image were disregarded. 
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Fig. 19.7 Reflection coefficient Plot 62 
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Fig. 19.8 Reflection coefficient Plot 63
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Fig. 19.9 Reflection coefficient Plot 64 

0 

10 

20 

30 

40 

50 

60 

0 10  20  30  40  50  

Fig. 19.10 Identifying the region of interest by thresholding 

Table 19.1 Comparison of mass densities at different levels 

Substantial Sequential Eternity Rational 

2.32 T 2.52 T 2.56 T 2.53 T 

2.43 T 2.56 T 2.62 T 2.72 T 

9.57 A/m 5.86 A/m 4.63 A/m 6.75 A/m 

1.8 A/m 5.65 A/m 6.71 A/m 6.84 A/m 

274.96 emu/g 2 78.21 emu/g 231.42 emu/g 267.72 emu/g 

554 °C 314 °C 528 °C 372 °C
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Fig. 19.11 Exact region of interest by mapping 

19.5 Conclusion 

The proposed approach appears to be able to address the many problems that can 
arise while automating biological processes. It has not been able to evaluate the 
suitability of these strategies because there have been insufficient observations from 
the field or metadata. The generalization of this framework has been the subject of 
research in the field of health, and it has been demonstrated to be an effective 
instrument for the characterization of infections. According to what is described in 
the paper, it is feasible to project the RoI in 3D view by using only two physical 
factors. This will be more helpful for the physician to analyze and predict the 
diseased region further in an effective manner. This algorithm is effective in 
segmenting the cyst with the assistance of the reflection coefficient, which has a 
range of 0.02–0.225, and mass density measurement (0.92–1.14 g/cm3 ), which is a 
novel concept to increase the true positive rate. Together, these two factors help to 
increase the true-positive rate. The RoI will be projected in three dimensions in terms 
of its size as part of a future investigation, and this projection will be utilized to 
precisely estimate the size of the cyst. 

References 

1. Freer, T. W., & Ulissey, M. J. (2001). Screening mammography with computer-aided detection: 
Prospective study of 12860 patients in a community breast center. Radiology, 220, 781–786. 

2. Obenauer, S., Sohns, C., Werner, C., & Grabbe, E. (2006). Impact of breast density on 
computer-aided detection in full-field digital mammography. Journal of Digital Imaging, 
19(3), 258–263. https://doi.org/10.1007/s10278-006-0592-x. PMID: 16741664; PMCID: 
PMC3045151.

https://doi.org/10.1007/s10278-006-0592-x


278 G. R. Jothi Lakshmi et al.

3. Brem, R. F., Hoffmeister, J. W., Rapelyea, J. A., Zisman, G., Mohtashemi, K., Jindal, G., 
Disimio, M. P., & Rogers, S. K. (2005). Impact of breast density on computer-aided detection 
for breast cancer. American Journal of Roentgenology, 184(2), 439–444. https://doi.org/10. 
2214/ajr.184.2.01840439. Erratum in: AJR Am J Roentgenol. 2005;184(6):1968. PMID: 
15671360. 

4. Wolfe, J. N. (1976). Risk for breast cancer development determined by mammographic 
parenchymal pattern. Cancer, 37, 2486–2492. 

5. Taylor, P., Hajnal, S., Dilhuydy, M. H., & Barreau, B. (1994). Measuring image texture to 
separate “difficult” from “easy” mammograms. The British Journal of Radiology, 67(797), 
456–463. https://doi.org/10.1259/0007-1285-67-797-456. PMID: 8193892. 

6. Muhimmah, I., Oliver, A., Denton, R. E., Pont, J., Pérez, E., & Zwiggelaar, R. (2006). 
Comparison between Wolfe, Boyd, BI-RADS and Tabár-based mammographic risk assess-
ment. In Proceedings of the 8th international conference on Digital Mammography (IWDM’06) 
(pp. 407–415). Springer-Verlag, Berlin, Heidelberg. https://doi.org/10.1007/11783237_55 

7. Varjonen, M. (2006). Three-dimensional digital breast tomosynthesis in the early diagnosis and 
detection of breast cancer. Lecture Notes in Computer Science, 4046, 152–159. 

8. Dobbins, J. T., & Godfrey, D. J. (2003). Digital x-ray tomosynthesis: current state of the art and 
clinical potential. Physics in Medicine and Biology, 48(19), R65–R106. 

9. Niklason, L. T., Christian, B. T., Niklason, L. E., Kopans, D. B., Castleberry, D. E., Opsahl-
Ong, B. H., Landberg, C. E., Slanetz, P. J., Giardino, A. A., Moore, R., Albagli, D., DeJule, 
M. C., Fitzgerald, P. F., Fobare, D. F., Giambattista, B. W., Kwasnick, R. F., Liu, J., Lubowski, 
S. J., Possin, G. E., Richotte, J. F., Wei, C. Y., & Wirth, R. F. (1997). Digital tomosynthesis in 
breast imaging. Radiology, 205, 399–406. 

10. Van Gils, C. H., Otten, J. D., Hendriks, J. H., Holland, R., Straatman, H., & Verbeek, A. L. 
(1999). High mammographic breast density and its implications for the early detection of breast 
cancer. Journal of Medical Screening, 6(4), 200–204. https://doi.org/10.1136/jms.6.4. 
200. PMID: 10693066. 

11. Raba, D., Oliver, A., Martí, J., Peracaula, M., & Espunya, J. (2005). Breast segmentation with 
pectoral muscle suppression on digital mammograms. In J. S. Marques, N. Pérez de la Blanca, 
& P. Pina (Eds.), Pattern recognition and image analysis. IbPRIA 2005 (Lecture Notes in 
Computer Science) (Vol. 3523). Springer. https://doi.org/10.1007/11492542_58 

12. Ojala, T., Pietikainen, M., & Maenpaa, T. (2002). Multiresolution gray-scale and rotation 
invariant texture classification with local binary patterns. EEE Transactions on Pattern Analysis 
and Machine Intelligence, 24(7), 971–987. 

13. Arai, K., Abdullah, I. N., & Okumura, H. (2012). Automated detection method for clustered 
microcalcification in mammogram image based on statistical textural features. International 
Journal of Advanced Research in Artificial Intelligence, 1(3). https://doi.org/10.14569/IJARAI. 
2012.010304 

14. Kim, J. K., & Park, H. W. (1999). Statistical textural features for detection of 
microcalcifications in digitized mammograms. IEEE Transactions on Medical Imaging, 
18(3), 231–238. 

15. Jothilakshmi, G. R., Raaza, A., Rajendran, V., Varma, S., & Guru Nirmal Raj, R. (2018). 
Pattern recognition and size prediction of microcalcification based on physical characteristics by 
using digital mammogram images. Journal of Digital Imaging, 31, 912–922. 

16. Raajan, N. R., Vijayalakshmi, R., & Sangeetha, S. (2013). Analysis of malignant neoplastic 
using image processing techniques. International Journal of Engineering and Technology, 5(2), 
1755–1762. 

17. Dheeba, J., & Wiselin Jiji, G. (2010). Detection of microcalcification clusters in mammograms 
using neural network. International Journal of Advanced Science and Technology, 19, 13–22. 

18. Jemila Rose, R., & Allwin, S. (2013). Computerized cancer detection and classification using 
ultrasound images. International Journal of Engineering Research and Development, 5, 36–47. 

19. Qian, Z., Hua, G., Cheng, C., Tian, T., & Yun, L. (2005). Medical images edge detection based 
on mathematical morphology. Engineering in Medicine and Biology,  1–4.

https://doi.org/10.2214/ajr.184.2.01840439
https://doi.org/10.2214/ajr.184.2.01840439
https://doi.org/10.1259/0007-1285-67-797-456
https://doi.org/10.1007/11783237_55
https://doi.org/10.1136/jms.6.4.200
https://doi.org/10.1136/jms.6.4.200
https://doi.org/10.1007/11492542_58
https://doi.org/10.14569/IJARAI.2012.010304
https://doi.org/10.14569/IJARAI.2012.010304


279

Chapter 20 
Contrast Enhancement of Digital 
Mammograms Based on High 
Contrast-Limited Adaptive Histogram 
Equalisation 

K. K. Kavitha and A. Kangaiammal 

20.1 Introduction 

Medical image processing is the greatest solution for a variety of problems, espe-
cially in the medical industry [1]. Breast cancer is widely acknowledged to be the 
most important cause of casualty among women. Screening for cancer early in its 
development increases the likelihood that the disease can be successfully treated. 
Radiologists frequently employ mammography for the screening and diagnosis of 
breast cancer [2]. Due to the high volume of digital mammograms produced 
annually, accurate and rapid image interpretation is essential. Malignant tumours 
may go undiagnosed, whereas non-cancerous growths may be misdiagnosed. There-
fore, radiologists overlook breast tumours anywhere from 10% to 30% [3]. 

The low exposure factors utilised in digital mammograms, on the other hand, 
result in low-contrast images. As a result, to enhance the current image quality, the 
image enrichment approach is required [4]. The existence of diverse elements inside 
an image is distinguished by contrast, which is an important characteristic of an 
image. Histogram equalisation is a generally employed technique for contrast 
improvement; however, it can sometimes have the unintended consequence of 
lowering image quality. The proposed histogram technique is used to solve this 
problem [5]. Preprocessing is a crucial stage in medical image processing that 
improves image quality [6]. Preprocessing aims to improve the quality of the 
mammography image by bringing out the details of the lesion location and making
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the image more visually appealing [7–9]. Thus, the accuracy of early breast cancer 
detection is much enhanced by the proposed preprocessing approaches for mammo-
graphic images.
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20.2 Literature Review 

For the clinical diagnosis of cancer, a range of image processing and preprocessing 
methods have been developed. Histogram equalisation [10, 11] is a posterior tech-
nique that produces an output image with a uniformly distributed probability distri-
bution for each grey level by representing the input grey levels as a grey level 
compared to its cumulative density. The result is unnatural-looking, processed 
images due to the excessive contrast augmentation [12]. Low-contrast photos are 
improved using a variety of contrast enhancement techniques. The CLAHE is useful 
for increasing visual contrast. These strategies assist doctors and radiologists in 
making an accurate diagnosis of diseases as soon as possible [13]. 

An approach based on the Laplacian-Gaussian transform, morphology, and 
contrast-limited adaptive histogram equalisation is used to enrich mammographic 
images with features and contrast; this method employs penalty terms to regulate the 
various components of contrast enrichment [14]. As a result, the proposed strategy 
improves image contrast while also significantly reducing increased noise. The 
suggested system was evaluated on mammograms and compared to available 
methods such as histogram equalisation and adaptive histogram equalisation, as 
well as the wavelet transform and morphology-based method. In addition, the 
evaluated results demonstrate that the proposed strategy appears to be more appro-
priate for improving mammographic images in terms of both visual quality and 
qualitative estimation [15]. 

In this work, the proposed approach improves the picture contrast quality of the 
mammography in order to better view breast cancer. Histogram equalisation and a 
Gaussian filter are used to improve image contrast. According to the premise, the 
Naïve Bayes Classifier (NBC) approach is 90% accurate, whereas the K-Nearest 
Neighbor (KKN) method is 87.5% accurate. As a result, the mammography image 
contrast enhancement is excellent [16]. 

In this study, we use contrast-limited adaptive histogram equalisation (CLAHE) 
and an entropy-based fuzzy approach to increase the contrast of digital mammogra-
phy images [17]. Using the publicly accessible Mammographic Image Analysis 
Society (MIAS) database, we perform qualitative, quantitative, and graphical ana-
lyses of the proposed method to compare it to type II fuzzy set-based strategies and 
determine its potential for improvement. The projected method produces superior 
visual quality, according to the findings of the experiments. In terms of subjective 
and quantitative criteria, it outperforms a variety of state-of-the-art algorithms [18]. 

Increasing the Contrast of a Picture and Providing a Unique Input to the Output 
Contrast Transfer Function Are Two Common Uses for Histogram Equalisation 
(HE) [19]. When Applied to an Image, HE Has a Flattening and Spreading Effect on



the Histogram of the Number of Pixels at each Grey Level Value [20]. Sharing 
Histograms throughout the Local Window and Combining them with Global Histo-
gram Distribution Is the most Crucial Part of Adaptive Histogram Equalisation 
(AHE) [21]. Unlike the Traditional HE Algorithm, the Modified CLAHE Approach 
Has Been Altered [22]. CLAHE Works by Redistributing the Brightness Values in 
an Image by First Generating a Set of Histograms, each of which Corresponds to a 
Different Slice of the Image [11, 23, 24] 

20 Contrast Enhancement of Digital Mammograms Based on High Contrast-Limited. . . 281

20.3 Research Methodology 

20.3.1 CLAHE 

Contrast-limited adaptive histogram equalisation (CLAHE) is a variant of adaptive 
histogram equalisation (AHE). Instead of processing the whole image, CLAHE 
processes it into smaller, manageable chunks called tiles [25]. Bilinear interpolation 
is used to smooth out the tiles in the vicinity, effectively dissolving the illusion of 
borders. Using this method, image contrast can be enhanced [26]. 

Clip Limit – The contrast threshold can be adjusted here. The default value is 40. 
Tile Grid Size – This is how we count the number of tiles in each row and column. 

By default, this is set to 88%. It’s for using CLAHE on a tiling representation of a 
picture. 

20.3.2 Proposed HCLAHE Method 

The recommended and revised method is intended to enhance contrast and intensity 
in images. To do this, the image is first segmented into many non-overlapping 
regions of roughly the same size, and then a 3 × 3 mask is applied to each of these 
regions. The histogram should then be calculated for each region (Figs. 20.1 and 
20.2). 

The updated algorithm improves the image contrast and intensity. HCLAHE 
increases contrast across an image by adjusting the contrast of every pixel in relation 
to its immediate surroundings. This procedure improves the contrast in the original 
image at all levels of contrast. Histograms are deliberate for minute regional areas of 
pixels, providing local histograms for contrast adaptive histogram equalisation to 
boost local contrast [27]. Then a 3 × 3 mask for every region is included. The region 
size parameter determines how big the neighbour region is. Smaller regions can 
improve the contrast between smaller spatial scale structures. Lesions seem an 
obvious relative to the backdrop in digital mammograms produced with HCLAHE, 
and the image detail is excellent. The images, however, have a noticeable graininess. 
The algorithm’s increased visibility of both image signal and noise causes graini-
ness. Again, this approach could aid radiologists in detecting delicate edge informa-
tion such as speculation.
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Fig. 20.1 The flow diagram 
of the proposed system Read input image 

Divide the image into regions 

Include 3X3 matrix for all the regions 

Apply HCLAHE 

Restore the enhanced image 

HCLAHE Algorithm 

Step 1: Image-read 

Step 2: Identify the histogram variable 

Step 3: Split image into regions 

Step 4: Every region needs a 3x3 mask. 

Step 5: Calculate the intensity 

Step 6: Restrengthen the image 

Step7: Evaluate using MATLAB 

Fig. 20.2 HCLAHE algorithm 

20.3.3 Performance Criteria 

Existing and prospective mammography image preprocessing methods are com-
pared using two evaluation methods. 

Parameters: These metrics measure image quality.



20 Contrast Enhancement of Digital Mammograms Based on High Contrast-Limited. . . 283

20.3.4 Absolute Mean Brightness Error (AMBE) 

The AMBE is employed to assess how well a processed image retains its 
brightness [28]. 

AMBE is defined as 

AMBE X, Yð Þ= j XM - YM j

where XM denotes the input image’s average brightness X = {x(i, j)} and YM denotes 
the output image’s average brightness Y = {Y(i, j)}. 

20.3.5 Entropy 

Entropy is a metric for determining how rich the features in the output image are. 
Entropy: The probability density function (PDF) p [29]. 

Entropy p½ �= - k= 0 to  L- 1 p Xkð Þ log 2 p Xkð Þ, 

where p(Xk) is the probability mass function of the picture histogram. 

20.4 Dataset 

20.4.1 Image Acquisition 

This study improves CLAHE to boost image intensity. Mammography case samples 
were gathered from MIAS [30]. MIAS is a UK research consortium that has built a 
digital mammography database. It includes 3,221,024 × 1024 mammography 
photos, such as the type of cancer and severity of the diagnosis. 

20.5 Experimental Results 

The digital mammograms employed in the projected methodology are obtained from 
the MIAS database, which includes a different group of images for cancer abnor-
malities. To determine the degree of brightness preservation, AMBE is used. Based 
on AMBE, brightness preservation is compared using distinct methods such as HE, 
AHE, CLAHE, and the proposed high contrast-limited adaptive histogram 
equalisation. However, the results obtained for the ten images are presented here 
for better visualisation and understanding. Table 20.1 shows the AMBE value is



minimum and consistently reduced compared to the existing techniques HE, AHE, 
and CLAHE. The AMBE, which is the dissimilarity between the average initial 
image intensity and the resulting image, has a lower value where it is necessary to 
preserve brightness. It is portrayed in Table 20.1 and Fig. 20.3. 
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Table 20.1 AMBE of 
different histogram 
techniques 

Image AMBE 

ID HE AHE CLAHE HCLAHE 

mdb001 39.85 35.34 31.9 26.77 

mdb002 45.21 42.78 37.7 31.98 

mdb003 52.65 49.24 47.34 41.65 

mdb004 42.78 40.19 39.52 34.03 

mdb005 58.34 57.26 55.23 44.56 

mdb006 37.45 35.11 33.05 29.92 

mdb007 49.82 45.7 42.6 34.56 

mdb008 55.32 52.61 50.4 30.05 

mdb009 41.54 40.07 38.31 33.21 

mdb010 53.83 51.47 49.2 31.56 

Fig. 20.3 Comparisons of 
histogram techniques 
(AMBE) 

Comparison of Histogram Techniques based on 
AMBE 

HE AHE CLAHE HCLAHE 

Er
ro

r R
at

e 

The histogram and the optimising entropy theory have the same purpose of 
preserving as much information as possible. Entropy in a random variable is the 
indicator of uncertainty. The purpose of any histogram is to collect as much data as 
possible from the information, which is the task of maximising entropy. To improve 
the accuracy of the estimation of conjunctive predicates, a maximum entropy 
method is employed. The main aim of this observation is that the maximisation of 
histograms and entropy has the same purpose of optimising knowledge. The 
HCLAHE entropy values are compared with the existing methods such as HE, 
AHE, and CLAHE. That has been depicted in Table 20.2 and Fig. 20.3. The 
challenge of noise enhancement is solved by HCLAHE used in the proposed 
technique.
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Table 20.2 Entropy of 
different histogram 

Image Entropy 

ID HE AHE CLAHE HCLAHE 

mdb001 0.04 0.05 0.09 0.13 

mdb002 0.18 0.16 0.12 0.19 

mdb003 0.13 0.15 0.19 0.28 

mdb004 0.19 0.2 0.25 0.39 

mdb005 0.22 0.24 0.3 0.37 

mdb006 0.15 0.16 0.11 0.18 

mdb007 0.08 0.09 0.14 0.21 

mdb008 0.19 0.21 0.25 0.39 

mdb009 0.14 0.15 0.17 0.22 

mdb010 0.21 0.2 0.23 0.26 

Comparison of Histogram Techniques based on Entropy 

HE AHE CLAHE HCLAHE 

En
tr

op
y 

Fig. 20.4 Comparison of entropy techniques 

As shown in Fig. 20.4, when compared to the HE, AHE, and CLAHE, our 
proposed HCLAHE method demonstrates outperformance. On average, HCLAHE 
processes contain the largest amount of data. Due to its highest entropy value range 
of 0.13 to 0.39, in the output image, the richness and detailed information can be well 
kept.
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20.6 Conclusion 

This publication proposes a high contrast-limited adaptive histogram equalisation 
picture enhancing technique for mammograms. Experiments suggest the proposed 
technique can enhance digital mammography contrast. This study shows how to 
boost entropy to extract more information from variables and improve mammogram 
viewing. The recommended HCLAHE enhances contrast while keeping local image 
data. This study evaluates absolute mean brightness error and entropy using the 
HCLAHE image processing platform. The results are better without losing contrast 
or data integrity. Compared to the previous methods, the suggested method improves 
contrast. HCLAHE is optimal for enhancing contrast in fatty, fatty-glandular, and 
dense-glandular mammograms. Its effectiveness is evaluated for all MIAS mam-
mography pictures. This research could be explored to test how well it works on 
noisy mammograms and as a preprocessing step to discover micro-calcification. It 
works for coloured images. 
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Chapter 21 
A Pipelined Framework for the Prediction 
of Cardiac Disease with Dimensionality 
Reduction 

G. Shobana and Nalini Subramanian 

21.1 Introduction 

Heart disease is a non-contiguous health problem that disturbs enormous numbers of 
humans around the world without exhibiting any initial symptoms. There are 
numerous types of heart diseases. Congestive cardiac failure is commonly called 
heart failure. Due to heart failure, the body’s requirement for oxygen is not suffi-
ciently met. Atherosclerosis occurs when there is a block in the arteries. Sometimes, 
blood clot formation occurs that interrupts the normal flow of the heart blood. 
Cardiac stroke may be the result of this condition. When there is an irregular rhythm 
of the heart, then the condition is termed arrhythmia. A heartbeat rate of fewer than 
60 beats per minute, which is slow, is known as bradycardia, while a heartbeat rate of 
100 beats per minute, which are fast, is known as tachycardia. Stenosis is a condition 
that arises due to improper functioning of the valves of the heart. Other heart diseases 
occur due to genetic and birth deformities [1]. 805,000 US people were found to 
have a heart attack every year. An unhealthy diet and an inactive lifestyle are the 
main reasons for a heart attack [2]. Various examinations are conducted on the 
affected patients to determine the cause of the occurrence of the disease. Diagnostic 
tests and advanced procedures accurately identify and classify the disease. Manual 
analysis of the large population of affected patients becomes a major challenge for 
physicians. Machine learning is the perfect technique to be employed to classify 
healthy and unhealthy patients. In this paper, all the conventional and ensemble 
machine learning algorithms were applied to the heart disease-related dataset,
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obtained from The University of California Irvine (UCI) open repository with 1025 
observations and 14 attributes, using Scikit learn [3]. The training and the testing 
data were taken in the ratio of 70:30. Three hundred eight samples were used for the 
testing. By implementing the proposed methodology, random forest (RF) achieved a 
high and perfect prediction accuracy of 100%, and extreme gradient boosting 
achieved an accuracy of 99.02%. Another significant advantage of this methodology 
is that it efficiently manages the overfitting problem.
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21.2 Related Work 

The World Health Organization (WHO) reports state that approximately 17.9 mil-
lion humans across the earth die due to heart ailments or cardiovascular diseases 
(CVDs) [4]. High cholesterol levels, lack of exercise, diabetes, smoking, and obesity 
are some of the factors that contribute to the development of this disease. In the past 
several decades, there has been a significant rise in cardiac diseases among the Indian 
urban population. The annual death rate due to cardiovascular diseases is around 
4.77 million in 2020 and is expected to rise in the coming years [5]. The major 
factors that cause CVDs in India are the consumption of alcohol and excessive use of 
tobacco products. The other factors include hypertension and diabetes. 80% of 
CVD-related deaths occur in developing countries [6]. 

Savita et al. [7]. analyzed the performance of six machine learning methods like 
support vector machine (SVM), decision tree, multilayer perceptron, linear regres-
sion, naïve Bayes, and K-nearest neighbor (KNN). They performed K-fold cross-
validation with 5 and 10. They investigated Switzerland, Hungarian, and Cleveland 
datasets from the UCI repository. They concluded that SVM and KNN performed 
better than other models. 

Saumendra et al. [8] classified cardiac disease using support vector machines. 
They drew the Cleveland heart disease dataset from the UCI repository. They took 
303 observations with 13 attributes for the experiment, and the training-testing ratio 
was 90:10. They investigated the performance of four types of SVM polynomial 
kernels, RBF, linear, polynomial and sigmoid with the dataset. They found that 
SVM with a polynomial kernel achieved a higher accuracy of 87.5%. 

Deepak Kumar et al. [9] identified non-contagious heart disease using three 
supervised machine learning techniques, SVM, RF, and KNN, with ten-fold cross-
validation. They used a South African dataset for heart diseases and found that RF 
achieved a high accuracy of 95%. 

Hiteshwar et al. [10] compared the performance of naïve Bayes, K-nearest 
neighbor, and random forest on the Cleveland and Starlog dataset obtained from 
the open UCI repository. Random forest achieved higher accuracy than the other two 
models with 93.02%, while KNN and naïve Bayes achieved 90.69% and 83.72% of 
prediction accuracy.
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Muhammad Saqib Nawaz et al. [11] have predicted cardiovascular diseases using 
the gradient descent optimization (GDO) technique. This method has achieved an 
accuracy of 99.43%. They performed a detailed study and found that random forest 
achieved an accuracy of 90.16%. Boosting algorithms and extreme machine learning 
technique obtained 92.45%. Kernel-based support vector obtained 93.33%. Fuzzy 
systems achieved 94.50%, while advanced neural networks produced 83.67%, and 
the gradient descent optimization method obtained 98.54%. 

Sibo et al. [12] proposed a novel optimized algorithm to predict cardiac disease. 
They utilized the heart disease dataset from the UCI repository. They explored ML 
models like naïve Bayes, KNN, Bayesian optimized SVM (BO-SVM), and salp 
swarm optimized neural network (SSA-NN). BO-SVM achieved a higher accuracy 
of 93.3%, while SSA-NN produced an accuracy of 86.7%. 

Dengqing zhang et al. [13] predicted cardiac disease using their proposed model, 
which achieved an accuracy of 98.56%. They proposed a methodology that incor-
porated linear support vector classifier (SVC) with feature selection technique and 
obtained the dataset from Kaggle [14]. 

Rohit et al. [15] predicted heart disease by exploring various machine learning 
algorithms like random forest, conventional decision tree, logistic regression (LR), 
boosting algorithms like XGBoost, kernel-based support vector machine, and opti-
mized deep learning techniques. They used the heart disease dataset with 14 attri-
butes from the UCI open repository. They achieved 94.2% accuracy by 
implementing a deep learning technique. 

Women in the postmenopausal stage are also likely to have heart failure. Machine 
learning approaches can be efficiently used to diagnose the occurrence of heart 
failure [16]. Chayakrit et al. [17] predicted cardiovascular diseases and investigated 
various ML models. They concluded that SVM and boosting algorithms performed 
well with more than 92% prediction accuracy. 

21.3 Proposed Methodology 

21.3.1 Attribute Description and Dataset 

The cardiac or heart disease dataset was obtained from the UCI open and vast 
repository with 1025 instances and 14 features. There were 499 samples with class 
0 in the target feature and 526 samples with class 1 in the target feature. The binary 
classification classifies the patients with and without heart disease. The features 
define the age, sex (male 1, female 0), type of chest pain, blood pressure, blood sugar 
while fasting, level of serum cholesterol, other cardiac parameters during exercise, 
and information on major vessels.



Step 3: Create a pipeline that performs three different steps.
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21.3.2 Proposed Framework 

Several researchers have employed varieties of procedures to classify heart disease. 
Both data and images were used in the medical field for classification and prediction 
purposes. The proposed methodology has four major phases, namely, the acquisition 
of the dataset from the repository, pre-processing, designing an efficient pipeline, 
and selecting the best model. 

Procedure: 

Step 1: Acquire the cardiac disease dataset from the UCI repository. 
Step 2: Pre-processing involves identifying missing values and filling them.

• Normalize the data since the data might fall into different ranges.
• Apply feature extraction technique kernel PCA and select the important 

features.
• Apply conventional, ensemble, and boosting algorithms to the dataset. 

Step 4: Compare and observe the result of all the pipelines. 
Step 5: Select the best performing machine learning model. 

The proposed methodology is given in Fig. 21.1. The structured pipeline helps to 
overcome data leakage. The pipeline with ensemble technique, random forest, pro-
duces 100% prediction accuracy compared to other machine learning models. 
Among the boosting algorithms, extreme gradient boosting achieved the highest 
accuracy of 99.02%. 

21.4 Results 

With the proposed methodology, random forest obtained the perfect prediction 
accuracy of 100%. The dataset was split into 70% for training and 30% for testing, 
respectively. Figure 21.2 shows the output generated by the random forest classifier. 

The parameters used for the kernel PCA were n_components = 2, Kernel = ‘rbf’, 
and gamma = 0.01. The ideal accuracy score of 100% was attained when a pipeline 
was set up with a scaling of the data, followed by the feature extraction process of 
kernel PCA and then applying random forest. Figure 21.3 shows the confusion 
matrix where the diagonal elements were the correctly identified elements 145 and 
163, respectively, while there were no misclassified elements. Figure 21.4 shows the 
training and testing accuracy. Figure 21.5 shows the receiver operating characteristic 
(ROC) curve generated by random forest. 

The boosting algorithms also produced high prediction accuracy above 94%, with 
the XGBoost classifier achieving 99.02% accuracy as shown in Fig. 21.6. Figure 21.7 
shows the confusion matrix of the XGBoost classifier where 145 and 160 are 
correctly classified elements, while 3 elements were misclassified. Light gradient 
boosting machine classifier obtained 98% accuracy.
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Fig. 21.1 Proposed 
methodology 

Fig. 21.2 Output generated by random forest
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Fig. 21.3 Confusion matrix 
generated by random forest 

Fig. 21.4 Training and 
testing accuracy by random 
forest 

Figure 21.8 shows the training and testing accuracy generated by the XGBoost 
classifier. The curve clearly shows that the proposed methodology has overcome the 
issue of overfitting. Figure 21.9 shows the ROC generated by the XGBoost classifier. 

Figure 21.10 shows the accuracy obtained by the machine learning models 
applied to the dataset. From the bar chart, it is understood that random forest and 
the boosting algorithms perform better compared to other models. 

Table 21.1 shows various machine learning methods and their metrics. It is also 
observed that the training and testing have been performed efficiently without 
overfitting problems. Various metrics like precision, recall, and F1-score were 
computed for the models. Table 21.2 shows the prediction accuracies of the boosting 
algorithms. All the boosting algorithms perform well with prediction accuracies 
above 94%, while XGBoost achieved the highest with over 99%.
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ROC curve for Predicting a RF classifier 
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Fig. 21.5 ROC curve by random forest 

Fig. 21.6 Output generated by XGBoost classifier 

21.4.1 Comparative Study 

Several researchers have explored different datasets of heart diseases from the vast 
and open UCI repository. Cleveland, Long Beach, VA, Starlog, Switzerland, and 
Hungarian datasets are the popular datasets. In this paper, we have drawn the heart 
disease dataset from the UCI repository with 1025 observations and 14 features. 
Figure 21.11 compares the result produced by other researchers and our proposed 
methodology.
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Fig. 21.7 Confusion matrix 
generated by XGBoost 
classifier 

Fig. 21.8 Training and testing accuracy by XGBoost classifier 

The researchers have incorporated several techniques like reduction feature 
elimination, principal component analysis, Pearson correlation, gradient descent 
optimization, and Lasso regularization to enhance the prediction accuracy. They 
explored the efficient computation of machine learning algorithms like support 
vector machines, random forest, M5P, neural networks, reduced error pruning, and 
other traditional and boosting classifiers. They achieved a maximum prediction 
accuracy of 99%. The proposed methodology has produced a higher prediction 
accuracy of 100%, as shown in Fig. 21.11. Random forest obtained the accurate 
result, while extreme boosting machine (XGBoost) achieved an accuracy of 90.06%.
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ROC curve for Predicting a XGB classifier 
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Fig. 21.9 ROC curve by XGBoost classifier 

Fig. 21.10 Accuracy obtained by ML models
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Table 21.1 Machine learning models and their metrics 

ML models Precision Recall F1-score Training Testing 

LR 0.80 0.80 0.80 0.810 0.795 

NB 0.79 0.78 0.78 0.806 0.782 

SVM 0.81 0.80 0.79 0.824 0.795 

KNN 0.83 0.83 0.83 0.907 0.828 

DT 0.82 0.81 0.81 0.838 0.812 

RF 1.00 1.00 1.00 1.000 1.000 

MLP 0.81 0.80 0.80 0.808 0.802 

Table 21.2 Boosting ML 
models and their prediction 
accuracies 

Boosting models training Testing 

Gradient boost 0.974 0.942 

XGBoost 1.000 0.990 

LGBM 0.997 0.984 

Fig. 21.11 Accuracy comparison [18] 

21.5 Conclusion 

Cardiovascular diseases affect enormous numbers of people across the world regard-
less of age. A sedentary lifestyle with high calorie-based food intake is one of the 
main causes or reasons for this disease. Identification of this disease at an early stage 
is most challenging, and manual examination of patient history is very tedious and



might not produce accurate prediction results. Researchers have explored several 
machine learning techniques and optimization methodologies to enhance prediction 
accuracy. In this paper, we have proposed an efficient methodology that accurately 
classified the cardiac dataset, while other methodologies produced a maximum 
accuracy of 99%. This technique has proved efficient with a comprehensive dataset. 
Future work might involve large datasets and other novel ensemble and hybrid 
methodologies. The performance of this methodology with another similar type of 
disease dataset may be investigated. 
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Chapter 22 
Dispensable Microsystem Technology 
for Cancer Diagnosis 

S. Prasath Alias Surendhar, V. Sowmiya, and R. Sandhiya 

22.1 Introduction 

According to a population survey, 20% of cancer patients have breast cancer, which 
is significantly more common than other cancer diagnoses. This may be the most 
important, delicate, and accurate kind of diagnostic [1]. The mechanical stiffness of 
breast tissues is the primary biological tool for identifying and researching breast 
cancer-causing tissues. The elasticity of this feature correlates inversely with the 
development of cancer cells. The exterior matrix of the cell aids in the connection 
between the genetic propensity toward tumour growth and the proteins over the 
matrix, but with there, breast cancer tissues were recognized. According to numerous 
studies, the outer layer and its elasticity vary between healthy tissue and cancerous 
tissue. Regular studies on the characteristics of breast cancer cells can help diagnosis 
by revealing more information. Techniques are vital to ensuring the approximation 
of the presence of cancer cells in the breast tissues. At the same time, calculating the 
characteristics of the cancer cells is very few in the progression of research. All 
bodily areas, both genders, and all ages are affected by cancer. According to 
statistics, breast cancer was the most prevalent cancer globally in 2014, with death 
rates being higher in low- and middle-income nations [2]. It is the main global factor 
in both cancer death and morbidity for females. With an expected 5.3 million new
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cases per year, female breast cancer has just eclipsed liver cancer as the most 
frequently diagnosed cancer [3].
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The unchecked growth and division of cells in breast tissue is the basis of breast 
cancer. Anatomical sites of origin are often used to give cancer its name. The two 
primary forms of breast tissue are gland tissues and stromal (supportive) tissues. 
Meanwhile, secretory tissues house the mammary glands (lobules) accompanying 
channels, whereas stromal tissues consist of the fatty and fibrous connective tissues 
of the breast [4, 5]. Lymphatic tissue, part of the immune system, is also present in 
the breast [3]. This tissue drains away waste products and biological fluids. 

It is important to note that different types of breast tumors can manifest in a 
variety of areas. Malignant breast tumors in women are typically brought on by 
perfectly harmless genetic mutations. Dysplastic change is a noncancerous condition 
that can cause lumps, thickened areas, discomfort, and sometimes pain in the breasts 
of women [6–8]. Cancers of the breast typically begin in the lining cells of the ducts. 
Some cancers (ventricular tumors) begin in the cells that make up the glomeruli 
[9, 10], but others (the vast majority) arise in other organs. Micro-electro-mechanical 
systems (MEMS) can range within a small number of microns with mechanical and 
electrical characteristics. The equipment based upon the MEMS is said to be 
applicable as sensors or actuators [11]. They are also adjustable and more applicable 
in the biomedical field. At a very low scale of the activity of the sensor, the cells of 
the breast are analyzed and palpated with the help of their elasticity, i.e., micro- and 
nanoscale [12]. The MEMS sensor can be incorporated into the lab on chip devices 
for the diagnosis. It needs more care, although the MEMS sensor connects with the 
atmosphere to send and interrelate [13, 14]. 

Sixty percent of individuals receiving access to health services are women with 
thick breasts [15]. In these situations, it is less sensitive and produces a higher 
percentage of false-negative findings [16]. However, despite the fact that the content 
is is particularly effective for analyzing dense breasts, its overall diagnostic effec-
tiveness is hampered by interpretative problems, including a constrained field of 
view and a field dependency [2]. Additionally, those types of breast cancers that 
exclusively manifest as microcalcifications are less sensitive to detection using 
ultrasound (humans) than with mammograms [17, 18]. Last but not least, imaging 
is distinguished by greater sensitivity to identify tumor formation by image enhance-
ment than image enhancement of the breast cancers give the outline for affective 
region. However, a significant percentage of false-positive results worsens the 
specificity of MRI [14]. The great expense of the appropriate tools and tests, as 
well as the impossibility of performing MRI on every patient, are additional draw-
backs of MRI [19]. All of the primary methods for detecting breast cancer have some 
drawbacks, including low accuracy and low sensitivity with dense breasts [20], 
ultrasound operator dependence, and a narrow field of view [21], as well as the 
frequently untrue results, high cost, and lengthy processing time of MRI [22]. 

They are more economical and replacements of many method, which is more 
frequently needed in biomedical applications; at present, the tool is set up to analyze 
the data by designing itself with button technology to record the electrical connec-
tivity [23]. It has come through many obstacles at a very low-scale level to make this



device more convenient and portable. Finally, through the outer connectivity to 
collect the data and analyze the tissues, a built-in display setup can resolve both the 
electrical and mechanical properties of the biosystem [24]. To overcome the degra-
dation inside the system a new chip is induced each time during measurement. The 
functional diagram of the fabrication is described in Fig. 22.1. In the present 
technique, 12 chips have been introduced, each of which has a 4-inch reliable tool. 
Through this, the measurement of the properties of the cancerous and normal tissues 
from the sample of the breast tissues is taken [25]. Until now, the initial set of 
research in designing and fabricating a set of large functional and portable sensors 
for the diagnosis has been a remarkable introduction to the cancer diagnosis [26]. 
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Fig. 22.1 Biochip 
fabrication 

22.2 Methodology 

22.2.1 Fabrication of the MEMS Sensor 

The device incorporates a network of sensors that can withstand a piezoelectric 
current and a micro-heater, and these sensors are fabricated with the use of a seven-
veil silicon oxidation method [20]. The whole width of the device is only 10 mm, yet



the 2000 m × 2000 m sensor array it uses is able to cover the entire area. The 
fabrication process is as follows (see Fig. 22.2a, b): (i) a silicon (Si) wafer with a 
thickness of 500 m is used as a substrate; (ii) 1 m of SiO2 is grown by means of warm 
evaporation; (iii) a nichrome (NiCr) micro-heater is designed into the oxidized 
silicon stratum; and (iv) a cell wall-improved concoction vapor testimony on a 
micro-heater is used to store SiO2 (0.5 m). Germanium (1.5 m) is kept over Cr/Au 
terminals using E-pillar dissipation and designed using a lift-off process to frame the 
detecting part; SiO2 is scratched from the connection zone of the micro-heater; 
Cr/Au is preserved via evaporation using an E-pillar; and the middle numbered 
terminals are fabricated. A layer of SiO2 is deposited over the sensing layer and 
scratched off the connecting cushions. The contact cushion for the electrical inter-
action with the tissue is preserved and designed using a Cr/Au (0.02 m/0.5 m) film. 
Over this contact cushion, SU-8 columns measuring 100 m in height and 750 m in 
width are designed to be electrically conductive thanks to their metal covering 
[27]. These columns fill a double need: (i) they boost the tissue space during the 
process between the tissues of the breast; (ii) those electrodes are the electrical 
conductors. Back-to-back placement is utilized for the scratching of silicon to 
form the baseline. The initiator ship is diced up through micro-automation. Fig-
ure 22.3 shows the element die utilized during the initiation of the images of 
electrodes, sensors, micro-heater, pillars, and the baseline [28]. 

304 S. P. A. Surendhar et al.

2080 

2060 

4551 

50 100 

100 

100 

100 

750 

350 

990 1000 1000 1000 
700 

10000 

100 

100 

350 

50 

282850 

Fig. 22.2 (a) Preparation of the breast tissues. (b) Images of countable and uncountable tissues of 
the breast adjacently
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Fig. 22.3 Micro-automator 
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22.2.2 Setting up the Breast Tissues 

Larger tissues of the breast have been induced during this process. This is for several 
reasons: (i) to reduce the complications of diagnosis and to give out a reasonable 
result; (ii) the simultaneous utilization of more sensors makes the diagnosis easier 
with the larger tissue samples; (iii) in the previous methods of diagnosis, when the 
small tissue sampling measurements of the specimen vary during the procedure with 
the relation of the piezoelectric vibration cause more recertification of stand values; 
(iv) to increase the sensitivity of the signal, the distance between the sensors of the 
sample should be increased, and (v) finally, the large tissue samples of the specimen, 
the area of the tumor, or the tumor portion can be diagnosed [29].
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22.2.3 Experimental Ambiance 

Figure 22.4a demonstrates the outline of a compact disease conclusion instrument. 
The chip with micromanipulator module MP-285 and an expendable sensor with an 
intender are involved in this setup [28]. Figure 22.4b shows the exploded module of 
the expendable sensor [30]. The framework is a blend of microfabrication innova-
tion, 3D printing innovation, dependable bundling, and various portrayal methods 
[31]. This comprises a space for setting tissue tests, associating points encouraging 
the consolidation of the biochip yield to the information-obtaining card [32]. The 
sensor consists of the sample inside a carrier. In the micromanipulator module, 
MP-285, there are electrodes that are electrically stable (E1). 

Fig. 22.4 (a) Experimental setup. (b) Elaborate packaging system diagram
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At the bottom of the indenter, there is the temperature sensor. Assume that the 
tissue samples are uniform in architecture, and the temperature values are transferred 
into thermal property utilizing: 

q= kAΔT 1ð Þ  Lt 

22.3 Results 

A stable voltage is given between the electrodes at the top and the bottom in order to 
calculate the tissue’s electrical conductivity. The electrical activity is finally passed 
on to the electrode at the bottom through the tissue samples from the electrode at the 
top. The voltage variation with respect to their tissue’s resistance gives an output 
voltage. Also, this reaction is totally dependent on the tissue type, whether it is 
cancerous or normal tissue. The main observation is that the tissues normally had a 
smooth topographic image when compared with the cancer cells that have been 
observed under the electron microscope and further through scanning. There is a 
situation of a dilemma: (i) on dependence over the tissue there is a lot of fluctuation 
in resistance while the tissues are undergoing a current pass; (ii) at the same time, the 
cancer cells have strong resistance to the current flow compared with the normal 
tissues. 

Figure 22.5 implies that the cancerous breast tissues are more resistant to the 
electric current than normal tissues. The values of the resistance can differ within the 
range from 150 to 450 W/cm. Tissues of the breast can be localized as fatty 
subcutaneous connective gland tissue, unlike other tissues, also causes more

Fig. 22.5 Results are more resistant to the electric current than those of the normal tissues



electrical resistivity due to high current input. Because of the higher resistance, we 
use this part of the tissues on which to experiment. All the way through the literature 
review, 08 has gone through several researchers such that the tissues of the cancer-
ous breast cells are more electrically resistive than normal tissues which they are 
consistently throughout the experiment. Tissues’ mechanical properties are mea-
sured by placing the tissues in the sensor or the set of the bars used here (SU-8). A 
force has been transferred to the set of bars. The tissue’s elasticity has been measured 
depending on the force transferred to the sensor.
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So the signal changes in the sensor are related to the tissue’s elasticity indirectly. 
A voltage divider connection comprises the sensor. Then the sensor resistance is 
decreased owing to the artificial compression by which the voltage in the output is 
also decreased is present in the voltage divider. P-type piezoelectric resistors are 
used for this kind of applied force procedure. The cancerous tissues and the normal 
tissues have a large difference up to 220 mm whatever the consequences are, the 
tissue’s difference increases for representation. 

Figure 22.6a implies the result of calibration with the economical load cell. The 
voltage divider just measures the resistance values by applying the force to the 
voltage where it is gradually in the output. 

Fig. 22.6 (a) Sensor output 
voltage (v). (b) Tissue 
indentation depth
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Fig. 22.7 Input voltage and surface temperature 

Figure 22.6b implies a FOV analysis taken down during the experiment with a 
speed of 110 mm/s. At the same time, strain experiment resembles that elasticity 
between normal and cancerous tissues have higher values comparatively normal 
tissues. 

It has been under observation. There is a difference in the temperature of the 
surface in the tissues, moreover small in number. These can be taken as thermal 
conductivity values referring to the value of the temperature measured as in 
Fig. 22.7. 

The tissues of the breast kept on the chip are preheated with an interconnected 
microheater about 25–50 °C, gradually increasing by 5 °C. With the heat conduction 
formula, the thermal conductivity of the normal and cancerous tissue is measured. 
With the help of the thermistor, the temperature of the normal and the cancerous 
breast tissues is measured and presented over the holder. To determine statistically, 
two initial examinations were taken up for the cancerous and normal breast tissue for 
thermal conductivity. All the values of P settle at 0.05 except the initial range of 
temperature, which is 20–25 °C. The entire calculation of the values of P is statis-
tically an important relation to thermal conductivity. Table 22.1 also indicates the 
possibilities and occurrence of death according to age. This difference can also be 
useful in setting as a standard difference of the thermal conductivity of the breast 
tissues. Thus, it has been noted that in cancerous tissue, there is an increase in 
thermal conductivity with respect to temperature, whereas the conductivity in normal 
tissues does not follow the same trend. The thermal conductivity values vary with 
repeated tests.
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Table 22.1 Possibilities and occurrence of death according to age 

Present age (years) Determination of cancer Death from cancer 

35 0.2% (2 out of 2357) <0.3% (2 out of 26,415) 

40 0.7% (2 out of 314) <0.3% (2 out of 3254) 

45 2.7% (2 out of 56) 0.3% (2 out of 738) 

50 3.2% (2 out of 35) 0.4% (2 out of 454) 

55 4.7% (2 out of 34) 0.6% (2 out of 274) 

60 5.2% (21 out of 39) 0.9% (2 out of 243) 

65 4.2% (2 out of 42) 2.4% (2 out of 259) 

Lifelong risk 23.7% (2 out of 9) 3.4% (2 out of 46) 

22.4 Conclusion 

Breast cancer is by far the most common cancer to be identified, with most cases of 
the disease affecting women. Although the prevalence of breast cancer varies greatly 
by region, it nevertheless accounts for a significant portion of preventable deaths, 
especially among women in developing nations. To lower incidence and mortality 
and address the calculated base of the illness, vast international efforts and commu-
nity health initiatives are required, focusing on the entire span of cancer control, 
from preventive care to early detection, monitoring, and treatments. The aim of this 
work is to design and fabricate a complete measuring system of a greater number of 
tissue measures that can give a stable and informative analysis, analysis for few 
quantitative characteristics of the breast cancer tissues relating to thermal, electrical, 
and mechanical characteristics with the diseased tissues as well less than normal 
tissues. The cancer diagnostic device is a one-way dispensable component and an 
easier application towards the utilization effects. A micromanipulator has been used 
for a small-scale representation of the tissue present in the chip in the present work. 
By calculating the electric, thermal, and mechanical changes, the device could 
compared the diseased and the normal breast tissues present in the sample. To 
determine the cancer stage, a wearable device will be developed in the future to 
undergo negative and positive analysis of the breast tissues. 
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Chapter 23 
Segmentation of Attributes of the Skin 
Lesion Using Deep Ensemble Models 

K. Deepasundari and A. Thirumurthi Raja 

23.1 Introduction 

Deep convolutional neural networks (DCNNs) advances and other scientific chal-
lenges on this topic have resulted in a slew of powerful computational methods for 
dealing with a wide range of problems in this domain [1–3]. When using computer-
aided diagnostic (CAD) technology to examine skin lesions, the primary goal is to 
discover any anomalies or illnesses that may exist inside them. In the literature, it 
appears that the majority of techniques follow a predetermined analysis path: 
Lesions are initially segmented so that other computerized algorithms can extract 
features that can then be utilized to detect the type of lesion [4]. 

Dermoscopic structures, which is another term for lesion characteristics, are the 
visible patterns in a lesion texture that may be seen under a microscope. Depending 
on the type of lesion and the severity of cancer, it is conceivable that the presentation 
of these symptoms will change. The dermoscopic pattern of some lesions may be 
nonexistent at all, but the pattern of other lesions may be textural in nature and 
related to a variety of characteristics. There are several distinguishing qualities in the 
field of dermatology. Among the most notable clinical findings are globules and 
dots, milia-like cysts, negative networks, and streaks. In clinical practice, dermatol-
ogists look for these characteristics, as well as the general and local appearance 
characteristics of the lesion, in order to more accurately diagnose the lesion type and 
the amount of malignancy in the lesion. Because attributes give useful information, 
CAD systems can also profit from them in order to increase the efficacy of their 
automated recognition [4]. 
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In certain cases, CNNs can extract useful features from raw dermoscopic images 
and categorize them without the requirement for lesions or a segmentation map of 
their properties. However, it has been demonstrated that integrating additional 
information can significantly improve lesion classification. [5] showed in the 
ISIC2016: Melanoma Recognition competition that the use of a lesion mask 
improves lesion classification, and they were awarded first place in the competition. 
In addition to lesion segmentation and attribute probability maps, also [6] proposed a 
lesion classification framework that was able to produce state-of-the-art results with 
only one model by incorporating this new information into lesion classification and 
attribute probability maps [7]. According to this research and its promising out-
comes, the lesion mask and its feature segmentation tasks are crucial for diagnostic 
purposes [8]. 

The presence of artefacts in the image capture setup and sample preparations and 
the appearance of the lesion itself present various obstacles in the automatic analysis 
of dermoscopic images [9–12]. When images are acquired from skin lesion samples 
using a dermatoscope, a variety of image artefacts may appear, reducing the overall 
output quality. An image may contain artefacts such as inconsistencies in colour and 
hair occlusion, to name a couple of examples. Aside from colour charts and ruler 
marks, other issues include low contrast and sharpness, gel bubbles, uneven illumi-
nation, and lens artefacts. In addition, the appearance of skin lesions might differ 
significantly based on their type and location. In extreme circumstances, it is 
possible to have a face with a complex or fuzzy texture, low contrast against the 
skin, and amorphous geometry and a colourful face. As a result, it appears that 
developing a generic algorithm to circumvent all of these hurdles will be difficult. 
Given their compact structures and fragile appearance, segmenting attributes is a 
much more challenging process to perform on them. 

23.2 Related Works 

A number of different methods for segmenting and classifying skin lesions, both 
conventional and deep, have been proposed in the literature. According to [10], skin 
lesion identification and classification using feature selection and probabilistic 
distribution have been developed and shown. The distribution is then split into 
smaller segments. A fusion approach is used to extract features from segmented 
images, which are integrated into parallel, using a fusion approach. Bhattacharyya 
combines entropy-based approaches with distance and variance formulas to choose 
characteristics for further investigation. 

The author [11] used the ResNet34 layers to train a fully CNN, and they found 
that it performed well. Pre-training and fine-tuning have been shown to improve the 
segmentation performance of ResNet34; as a result, these methods have been 
implemented. For skin lesion classification, pre-trained CNN models were



employed. The researchers also tested if image scaling had an impact on the model’s 
capacity to identify skin lesions. It was necessary to examine the categorization 
results of three CNNs on six different scales in order to reach a conclusion. It was 
also utilized to create and analyse a multi-scale multi-CNN methodology, which was 
developed using the ensemble method. This method made use of the three CNN 
models that had been trained on varying-sized cropped images before being 
employed. The algorithm correctly predicted 86.2%, which represents a significant 
improvement over the previous method. It was also determined that cropping rather 
than resizing is preferred when it comes to attaining the greatest results. 

23 Segmentation of Attributes of the Skin Lesion Using Deep Ensemble Models 315

A deep CNN architecture was provided by the researchers in [12] to classify 
lesions using a deep CNN architecture. For binary classification, the researchers 
employed GoogLeNet and Inception-V3 software, according to the findings. Using 
this technique, they were able to improve the accuracy of the multiclass problem by 
up to 7%. They developed a multiclass classification model for skin lesion classifi-
cation. Extensive testing of CNN models and their ensembles was carried out over a 
wide range of scenarios. We used transfer learning to refine these CNN architectures 
on seven classes of the HAM10000 Dataset in order to fine-tune them. 

An innovative hybrid approaches for the categorization and segmentation of 
numerous skin lesions. The lesion parts were segmented using a full-resolution 
convolutional neural network to achieve the best results (FrCN). Skin lesions are 
separated into categories for CNN categorization. They developed a bootstrapping 
CNN to better detect and categorize skin lesions in order to improve detection and 
classification Mutual Bootstrapping Deep Convolutional Neural Networks 
(MB-DCNN) [10]. A coarse segmentation network was used to improve the seg-
mentation, and then the study used a mask-guided network to classify the lesions 
after they had been classified. The network’s features were integrated in order to 
improve detection and classification. 

23.3 Proposed Method 

An entirely automated technique for segmentation and classification is proposed, 
which makes use of relevant deep learning features in conjunction with an entirely 
automated system. This consists of five basic steps: Further research explored 
utilizing a deep saliency-based technique to produce an initial map, which would 
then be refined. After the conversion of images to binary form, the study refines the 
lesion using morphological approaches. We then install and train our ensemble 
learning system, which consists of AlexNet, ResNet, and GoogLeNet. This is the 
final step in the process. An improved Moth Flame Optimization (MFO) approach is 
employed to make the most of the information gathered from both models. The final 
classifications are conducted on the fused vectors, which are then validated on a 
range of datasets to ensure that they are accurate. Figure 23.1 displays a precise, step-
by-step procedure that will be explained in further depth later on.
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Fig. 23.1 Proposed model 
Image Acquisition 

Contrast Stretching 

Feature Extraction 

ECNN classifier 

Predicted Output 

23.3.1 Contrast Stretching 

Contrast enhancement is one of the most important aspects of evaluating the overall 
quality of an image. Improving image clarity can be accomplished in a variety of 
ways, such as by increasing specific qualities or decreasing the amount of blur in 
individual pixels. Initially, we wanted to increase the contrast of the lesion region in 
order to make it easier to identify the region of interest (ROI). A well-known 
technique, histogram equalization (HE), has been described in a number of academic 
papers, and it has been applied in a variety of situations. It is possible to create 
lesion-specific amplification by increasing the number of image pixels within the 
lower and upper limits. 

In order to detect the lesion pixels, we first create an image histogram and then 
multiply the variance values in order to increase the pixel range of the detection. The 
use of HE allows for further refinement of the variance value-based image created 
previously. When using the fitness function, the intensity levels are raised to a level 
that is appropriate for both the lesion and the surrounding area. The next section 
provides an explanation of how this technique is carried out. 

For example, consider the input dimensions of order N × M. ξxy is the original 
image with the same proportions as the resultant contrast-enhanced image, which is 
seen here. The histogram of the image ξ  xy is initially calculated in the following 
manner: 

hf kð Þ=Oj ð24:1Þ 

where 

hf(k) – ξxy histogram 
Oj – grey level occurrence 
f0 – total occurrences
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With histogram hf(k), the infected pixel range is defined as below: 

h0 f kð Þ= hf kð Þ  Ij k1,kn 
ð24:2Þ 

where 

h  f(k) – infected region 
Ij – patch of the infected region 
j – value of each pixel 

Therefore, the variance is estimated for the entire images ξxy as below: 

σ2 ξxy = 
1 

MN 

M- 1 

i= 0 

N- 1 

j= 0 

ξij
2 - μ2 ð24:3Þ 

μ= 
1 

MN 

M- 1 

i= 0 

N- 1 

j= 0 

ξij ð24:4Þ 

The value of the output variance is then multiplied with h0 f kð Þ= hf kð Þ  Ij k1,kn 
as 

given below: 

H0 
f kð Þ= h0 f kð Þ  σ2 ξxy ð24:5Þ 

After that, we produce an infection by splicing together the ξxy and H  f(k) genes 
(k). By employing histogram equalization, it is possible to blend the original and 
infected images. 

O ξxy,H
0 
f kð Þ = ξxy N ×M 

H0 
f kð Þ  

N ×M 
ð24:6Þ 

When compared to the original images, the infected areas are more easily 
discernible in this version. However, we are primarily concerned with the use of 
contrast to isolate the infection from the surrounding tissue, not with the actual 
contrast itself. Because we establish two fitness functions in a sequential manner, we 
can acquire more meaningful information on body fitness. This is a mathematical 
definition of fitness functions as follows: 

O1 =O ξxy,H
0 
f kð Þ þ L 5ð Þ ð24:7Þ 

O2 =O1 þ L 5ð Þ ð24:8Þ 

Using such a function, the pixel value range can be increased by a factor of one, 
up to five times, each time by a factor of one. With the utilization of such an



2

objective function, the images are considered beneficial for appropriately 
segmenting lesions since they contain more information. 
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23.3.2 Ensemble Voting Classification 

The voting classifier for the ensemble classifier will be discussed in detail in this 
article. We will use the top three classifiers for this voting classification in order to 
deliver the best execution and output possible. 

In cases where the classifiers have been refined, this strategy may be 
recommended because it anticipates the class names in terms of predicted probabil-
ities p for each classifier. 

Y = argmax i 

m 

j= 1 

WjPij ð24:9Þ 

where 

j = [1, 2, . . .,m] and i {0, 1} 
Wj – heap doled out to the jth classifier 

Listed below are brief descriptions of some of the classifiers that were used to 
pick the top three candidates for the ensemble: 

AlexNet As a result of the competition, AlexNet reduced the top five mistake rates 
from 26% to 15.3%, outperforming all other competitors. In the second spot, 
approximately 26.2% of the top 5 errors were made, and this was not due to a 
CNN fluctuation. 

ResNet The design of the ResNet is characterized by skipped connections and 
robust batch normalization. These gated units, or gated recurrent units, as they are 
often known, are strikingly comparable to recent successful RNN elements in terms 
of their structure and function. Using this strategy, a neural network with 152 layers 
was trained, and it was discovered to be less complex than the VGGNet. Using this 
dataset, it achieves the lowest error rate in the top five at 3.57%, which is better than 
human performance. 

GoogLeNet During the development of GoogLeNet, the team used a CNN based 
on the LeNet architecture, but they also included a novel component called an 
inception module. In the batch normalization procedure, image distortions and 
Root Mean Square Propagation Algorithm (RMSprop) were used to achieve the 
desired results. This module makes use of a sequence of extremely small convolu-
tions and acts as an alternative to employing AlexNet 60 million parameters; they 
employed a CNN with a depth of 22 layers and a parameter count of four million, 
which was more efficient.
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23.4 Results and Discussions 

Verification of the system performance has been carried out using other deep 
learning models, such as convolutional neural networks, fine-tuned neural networks, 
and extremely deep convolutional networks, among others. On a variety of mea-
sures, the accuracy, sensitivity, specificity, f-measure, and percentage error of the 
model are evaluated in comparison to existing methods, including for the training 
phase, where we chose a 0.001 learning rate with a batch size of 28. The simulations 
are conducted using 16 GB RAM on a Matlab simulation tool in this study. The 
study used a graphics card with a memory of 16 GB to accelerate the execution time 
of the proposed framework. 

23.4.1 Datasets to Evaluate the Effectiveness of Enhanced 
Convolutional Neural Network (ECNN) 

ISBI 2016 Dataset In the ISBI 2016 Dataset, there were 900 for the purpose of 
training and 379 images for the purpose of testing. In the training images, there are 
shots of melanoma as well as images of benign lesions. It contains descriptions and 
features for segmentation, and the other testing images were used to evaluate the 
ECNN model for segmentation. 

ISIC 2017 Dataset This dataset contains 2750 images, which is a significant 
number. For the purpose of segmentation, 2000 images are used as training images, 
while 600 images are used for testing and 150 images for validation. There are 
additional publicly available ground truth samples for this dataset, which were used 
to validate the segmentation algorithm that was used to create the segmentation 
results. 

ISBI 2018 Dataset This dataset contains information on lesion segmentation, 
attribute identification, and lesion type classification, among other things. For the 
purpose of segmentation, 2594 images and ground truth images are provided, while 
1000 images are for testing and 100 images are for validation. 

HAM10000 Dataset HAM10000 has 10,015 dermoscopy images, which is a 
significant amount of data. This database has one of the most sophisticated 
multiclass skin lesion categorization databases available anywhere on the Internet. 

The contrast-stretching phase of the original architecture has been abolished, and 
segmentation has been implemented in its place. The statistics reveal that there is a 
significant difference in segmentation accuracy when contrast stretching is not used. 
When this step was left out of our suggested technique, an average accuracy loss of 
8% was noticed. For the ISBI 2016 competition, this table had previously achieved 
an accuracy of 96%. When using the same dataset, our approach had an accuracy of 
98%, whereas it had an accuracy of 96% when using the next closest dataset and an 
accuracy of 98.70% when using the closest dataset.
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Fig. 23.2 Accuracy of all datasets 

This section provides a wide range of classification findings for skin lesions that 
can be found in the literature and also the computations performed using the 
proposed framework. Despite the fact that the CNN required less time to test than 
the ECNN, there was still a statistically significant difference between the two. In 
addition, we estimated the ECNN sensitivity rate, which is shown in this table as 
well. On the basis of these calculations, the ECNN sensitivity rate was determined to 
be 90%. This table also reveals the correct prediction rates for skin classes that 
include Basal Cell Carcinoma (BCC) with 89%, Benign Keratosis (BKL) with 91%, 
and Melanoma (MEL) with 90% for the skin classifications in question. In terms of 
prediction accuracy, Dermatofibroma (DF) had the lowest rate of 85% (Fig. 23.3). 

Features retrieved by ECNN using the TL are considered high at a rate of 81% of 
the time. The ECNN model had the second-best accuracy, with 78% accuracy, but 
the individual classifier prediction time has increased, which should be considered 
when using ECNN. The number of recovered features has a considerable impact on 
the time required to make a forecast (Fig. 23.4). 

The classification results obtained after applying the feature optimization are 
depicted in Fig. 23.2. System performance is improved by an average of 3% through 
the optimization of features, which results in improved accuracy as well as a 
reduction in computation time on average. The optimal feature fusion framework 
we proposed outperformed the individual feature vectors when compared with 
individual vectors.
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The results of Figs. 23.2, 23.3, 23.4 and 23.5 present an evaluation of the 
methodologies discussed previously. It was found that the proposed model ECNN 
algorithm improvised the accuracy of the classification process when compared to 
other methods. 
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Fig. 23.3 Sensitivity of all datasets 
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Fig. 23.4 Specificity of all datasets
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Fig. 23.5 F1 score on all datasets 

23.5 Conclusions 

The diagnosis of skin cancer is accomplished through the application of a range of 
deep learning models in the form of ensemble learning. In order to detect artefacts 
present in skin images, segmentation is carried out using dermoscopic imaging data. 
More than 15,000 images were taken to prove the performance of the proposed 
method. All of the final results from each classifier are delivered to the majority 
voting ensemble, which aggregates the predicted outputs from the convolutional 
neural network. When compared to current methods, i.e. when GoogLeNet is 
compared with AlexNet and ResNet, there is a noticeable improvement in the 
performance of metrics. The metrics used for this study are F1 score, specificity, 
sensitivity, and accuracy. The proposed ECNN produced great efficiency. This is 
especially true for the contrast-stretching stage, which increases the accuracy of 
segmentation and is considered beneficial for the purpose of skin lesion segmenta-
tion. Using deep pre-trained models, which are then used to extract significant 
characteristics from the segmented lesions, it is not possible to achieve high seg-
mentation accuracy.
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Chapter 24 
The Role of Emotional Intelligence During 
a Pandemic Crisis 

Viney Dhiman and Anupama Bharti 

24.1 Introduction 

Emotional intelligence (EI) is simply the amalgamation of personal emotions and 
intelligence, which translates to proper management of every state of mind in crises. 
It is not a generalized subject and usually differs from person to person, based upon 
several dependable factors, such as maturity, age, experience, and others. It can also 
be referred to as a skill set, as the aspect is directly proportional to mental stability 
and overall peace in one’s life. The world is going through a dangerous crisis. In 
these times, it is necessary to attain a certain level of emotional intelligence to adapt 
to the ongoing situation. It assists in heightening the personal mental health of 
individuals. 

On the other hand, emotional intelligence can play a crucial role in the mainte-
nance of public health. The capability of a human being is improved with the 
involvement of emotional intelligence, which is included in this study. Five effective 
factors are controlled with the help of the emotional intelligence process, and these 
five factors are self-awareness, empathy, motivation, social skills, and self-
regulation. This study explains the response of people towards any pandemic crisis. 
It is important to maintain the application of emotional intelligence to lead this 
pandemic crisis. Complex human emotion is evaluated with the help of the emo-
tional intelligence process. 
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24.2 Literature Review 

24.2.1 Importance of Emotional Intelligence 

The emotion of a leader and manager is adequately maintained with the use of 
emotional intelligence techniques. Along with this, personal and professional suc-
cess is maintained by this technological aspect. Self-awareness, self-regulation, 
social skill, empathy, and motivation are treated as five effective factors of the 
emotional intelligence process, useful for any organization. Along with this, positive 
social interactions are maintained with the help of the emotional intelligence process. 
The self-motivation process is justified with the help of positive social interaction 
[1]. The emotional intelligence process can help maintain professional success and 
academic and personal development. Along with this the true potential of an 
organization is adequately evaluated with the help of emotional intelligence, which 
can prevent biases in emotions and promote positive emotion in the organization. 

In addition, it is observed that employees’ social capabilities and job performance 
are improved with the involvement of the emotional intelligence process. Successful 
communication is important to maintain the emotional intelligence process, which 
directly impacts the performance of the organization [2]. To understand and manage 
employees’ emotion, it is important to justify the capacity of the emotional intelli-
gence process. Along with this, good intuition is justified properly by the emotional 
intelligence process, which directly impacts employees’ productivity. The 
self-confidence of employees, manager, and leader is justified by the emotional 
intelligence process. Emotional intelligence can play a crucial role in maintaining 
self-awareness, and maintenance of weakness, strength, drivers, and value is a key 
aspect of emotional intelligence. This process is important to maintain mental health 
coverage, and constructive criticism is justified properly by this factor. The involve-
ment of emotional intelligence justifies few effective factors of the organization, and 
these factors are integrity, comfort with change, and trustworthiness [3]. 

24.2.2 Theoretical Approach 

Training and skill in emotional intelligence are important during pandemic situations 
[4]. Self-awareness and self-control are treated as the main factors for the emotional 
intelligence process. This process can increase the ability to manage emotions. 
Training and skill can help to explore the intentions of people. Along with this, 
interaction with senses is maintained with the involvement of the emotional intelli-
gence process. Emotional intelligence can help people to show attention towards 
both action and reaction [5]. Personal influence is treated as an effective theory of the 
emotional intelligence process. Life-based meaning and values are justified with the 
involvement of the emotional intelligence process. Few effective factors are affected 
by emotional intelligence, such as decision-making, adaptive behaviour, and peo-
ple’s thinking.
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To maintain the efficiency of emotional intelligence, it is important to justify all 
theories and models properly. Self-management is also justified with the help of all 
theoretical aspects. To increase the efficiency of the emotional intelligence process, 
it is important to implement proper and authentic theories. Emotional intelligence is 
based on high-performing models and theories. Along with this, it is important to 
maintain a selection of theories and models that can increase the efficiency of 
emotional intelligence [6]. With the help of various resources, it is observed that 
Salovey and Mayer are the coiners of the emotional intelligence process. Through 
this approach inking of a leader is maintained properly. Emotional and intellectual 
growth is promoted by the emotional intelligence process, which Salovey and Mayer 
state. The genuine type of emotional intelligence process is maintained with the 
involvement of the model of Salovey and Mayer. 

Both psychological and functional well-beings are justified with the help of 
emotional intelligence theory. On the other hand, the theory of execution is 
maintained properly by Daniel Goleman, which is treated as an effective theory of 
the emotional intelligence process. This theory of execution can play a crucial role in 
maintaining self-control, self-regulation, and self-motivation. The theory of 
Goleman is involved in the maintenance of the education world, which is treated 
as an effective theoretical approach to the emotional intelligence process. Goleman’s 
theory is involved in properly maintaining human relationships, which directly 
impacts the organization’s efficiency. Scientific evidence reveals the emotional 
intelligence process easily [7]. Five effective components are present in the emo-
tional intelligence process: self-awareness, self-regulation, internal motivation, 
empathy, and social skill. These five effective factors are evaluated below: 

Self-awareness: this component can help to understand personal moods, emotions, 
and drivers. Self-awareness is conducted with the involvement of realistic self-
assessment, self-deprecating sense of humour, and self-confidence. Along with 
this, identification of emotion is also maintained by this factor. 

Self-regulation: the ability of employees is improved with the involvement of the 
self-regulation process. Along with this trustworthiness and integrity of 
employees are improved with the help of the self-regulation process. The self-
regulation process is involved in the maintenance of comfort and ambiguity and 
openness. 

Internal motivation: the efficiency of an organization depends on the motivation of 
employees. Internal and external rewards are important to increase the efficiency 
of internal motivation. Internal motivation can increase the authenticity of 
workers; the productivity of the organization is increased by this factor of 
emotional intelligence [8]. High-performing internal motivation processes man-
age failure and maintenance of organizational commitment. 

Empathy: empathy is treated as an effective component of the emotional intelligence 
process, which can increase the capability of employees. It helps to learn about 
the emotional makeup of other people. Cross-culture sensitivity, building and 
retaining talent, and service to clients and customers are maintained with empa-
thy. This component of emotional intelligence maintains the behaviour and
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Fig. 24.1 Emotional 
intelligence [4] 

empathetic behaviour of employees. Along with this the educational context of 
employees is also maintained by this aspect. 

Social skill: improvement of social skill is treated as an effective aspect for 
employees, which directly impacts their efficiency. This component of emotional 
intelligence can play a crucial role in the maintenance of building rapport and 
common ground. Managing relationships and building networks are justified 
properly by social skills [4] (Fig. 24.1). 

24.3 Bar-On’s EI Competencies Model 

The interconnected behaviour of the emotional intelligence process is maintained 
with Bar-On’s competencies model for emotional intelligence. Few effective scales 
are present in this competencies model, such as self-expression, interpersonal, 
decision-making, stress management, and self-perception. These scales can increase 
the efficiency of the emotional intelligence process. Interpersonal relationships, 
problem-solving, reality testing, impulse control, social responsibility, and asser-
tiveness are maintained properly with the help of the competencies model of the 
emotional intelligence process. On the other hand, it is observed that optimism and 
stress tolerances are controlled with the involvement of Bar-On’s competencies 
model for the emotional intelligence process, which is illustrated in Fig. 24.2 [9]. 
This model can play a crucial role in the maintenance of human behaviour and 
relationships. Managers of organizations solve many problems with the help of this 
model of emotional intelligence, which is an effective capability of this model.
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Fig. 24.2 Bar-On’s EI competencies model [9] 

24.3.1 Mayer, Salovey, and Caruso’s EI Ability Model 

Thinking of emotional intelligence is maintained properly with the involvement of 
Mayer and Salovey. Understanding of emotion is maintained using the ability model 
of Salovey, Mayer, and Caruso. Along with this, it is observed that thinking and 
decision-making processes are improved properly with the involvement of this 
ability model. The EI framework emphasizes four branch models of emotional 
intelligence. These four branch models are conducted with the involvement of 
perceived emotion, use of emotion to facilitate thought, understanding of emotion, 
and managing emotion. These four factors can increase the effectiveness of this 
model, which is illustrated in Fig. 24.3. With proper management, these branches



can maintain the perception of leaders and employees properly. The organization’s 
information and process are maintained by perceiving emotion and facilitating the 
emotion branches of this model of the emotional intelligence process. 
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Fig. 24.3 Mayer, Salovey, 
and Caruso’s EI ability 
model [10] 

Along with this, it is important to collect correct information about the emotional 
systems and emotion management, which directly impacts the profitability of the 
organization. The individual’s overall personality is a justified properly with the 
involvement of the ability model [11]. The development of basic skills is also 
justified properly with the involvement of this aspect. 

24.4 Materials and Methods 

Research methods can provide information about the specific procedures and tech-
niques of this study [12]. Process selection, identification, and analysis of informa-
tion are maintained with the involvement of research methods. Positivism research 
philosophy has been selected for this research that can maintain all approaches of 
this study. A descriptive research design has been selected to conduct this study to 
help researchers provide authentic answers to all research questions. The normal 
behaviour of research is justified by this research design. The deductive research 
approach is used widely in this research to fulfil all essential factors of this study. 
A deductive research approach can develop a hypothesis of this study. All ethical 
factors are maintained properly in this study [9].
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24.5 Research Philosophy 

Research philosophy can increase the potentiality of research. Beliefs in data 
collection, reliability, and analysis are maintained with the help of authentic research 
philosophy. Positivism, pragmatism, realism, and interpretivism research philoso-
phies are used by nature. Positivism research philosophy has been selected to 
conduct this study. Data collection and analysis are maintained properly with the 
help of positivism research philosophy. 

24.5.1 Research Design 

Research design is an important component of the research methodology, which 
directly impacts the efficiency of this study. Experimental, survey, semi-
experimental, and descriptive design is used normally. This study is conducted 
with the involvement of descriptive research design. The overall structure of this 
study and the natural and unchanged natural environments are maintained by this 
research design [13]. 

24.5.2 Research Approach 

The distinct aspect of research is maintained with the help of a high-performing 
research approach. Three types of research approaches are observed such as induc-
tive, deductive, and abductive research approach. This research is conducted with 
the involvement of a deductive research approach and with the help of existing 
resources; this factor deductive research approach is implemented successfully [10]. 

24.5.3 Data Collection and Data Analysis 

Data collection is an important part of this study, collecting correct information 
about the emotional intelligence process. Two types of data collection processes are 
observed such as primary data and secondary data. This study is conducted with the 
help of secondary data. On the other hand, the qualitative data analysis process is 
used to analyse the collected information. Secondary data is collected from 
published articles, journals, books, and other resources. The efficiency of this 
study is justified with the involvement of this data analysis process [14].
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24.5.4 Ethical Consideration 

During this study, the researchers observed all ethical considerations to maintain the 
efficiency of the study. Along with this, it is important also to maintain the confi-
dentiality of the collected data. Data protection is an important factor, which is a 
crucial ethical consideration for this study. On the other hand, it is important to 
maintain a conflict of interest, which directly impacts this study. Beneficence and 
non-maleficence are justified properly by ethical consideration. The researchers 
maintain all ethical considerations. 

24.6 Result and Discussion 

Emotional intelligence is treated as an effective factor for the managing of a 
pandemic situation. It can play a crucial role in human beings with the involvement 
of the self-awareness process. Self-awareness can help people to recognize emotions 
such as moods, actions, and others [15]. The balance of thinking and feeling of the 
brain is controlled with the involvement of the emotional intelligence process. 
Emotional intelligence can create psychological safety for people that can help 
them to manage the pandemic crises easily. This process can help people to 
accelerate performance and meditating variables. Along with this risk of ridicule is 
decreased with the involvement of the high-performing emotional intelligence 
process. 

According to the evaluation of various secondary data resources regarding 
emotional intelligence, the baseline description showcased that emotional intelli-
gence is nothing but the determination and monitoring of personal emotions 
according to the emotional intelligence of the surrounding population, environment, 
or individual. It also consists of distinguishing between various emotions and 
visualizing the consequences of reflecting certain actions based on the respective 
emotion. Gaining expertise or mastery over the aspect of EI or emotional intelligence 
can prove to be very fruitful for any respective person and individual, and he or she 
can be a positive influence or example to the others within his/her surroundings. It is 
not something that can be theoretically explained. The best example would be the 
feelings of empathy, happiness, love, and anger that one feels when they engage in 
some form of activity or interaction with their respective families, colleagues, 
friends, and loved ones. It helps people connect with others on an internal level 
and lead a prosperous and happy life. 

The outbreak and spread of disease across different continents and countries and 
worldwide are described as pandemic. Usually, they affect the economy, health, and 
daily workability of the global population negatively. One of the biggest examples of 
a pandemic is the Covid-19 spread that the world is currently facing. Starting from 
the city of Wuhan in China, the virus has spread across all the major countries in the 
world rapidly. It has affected the health of approximately 12% of the global



population. That roughly translates to 924 million people all around the world 
[16]. The examples and reports regarding the infected people showcase various 
reasons to worry and can cause serious stress in people’s minds. The primary stress 
factor usually includes fear, anxiety, and other strong emotions within the people. A 
critical evaluation of the stress factors showcases the below-mentioned stress factors:
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• Worsening of chronic health problems either due to physical complications or 
mental anxieties and trauma

• Change of daily life activities like sleeping and eating patterns and other com-
plexities related to concentration in other works

• Increase in addictive substance usages such as tobacco, alcohol, and other 
illegal drugs

• Misbalanced daily life scales due to the imposed lockdowns and work from home 
measures 

The situation will be far worse for the young and the older adults within the 
population as their mental health is not within the optimal maturity levels. 

The first and foremost step that will help regulate the emotional intelligence and 
mental health of the people would be periodic consultation with doctors and general 
physicians. Assurance from doctors helps greatly in boosting the confidence of 
people. Simple statements from them such as “you are fine” and “you are fit” 
would prove to be greatly beneficial. Continuation of prescribed medicines should 
also be among the top priorities among the people, as disregarding them can worsen 
mental health and anxiety conditions. This pandemic also provides people with an 
environment where they can stay at home and regularly interact with their family 
members and engage in collaborative home activities. People should engage in 
healthy interactions, play indoor games, watch movies, and read books along with 
their close ones and family members, which will work as a relaxant and way of 
mental satisfaction [17]. 

People from the age limit of 18–40 should be the ones who should maintain their 
emotional intelligence levels the most as they can pose as models and help in 
balancing the emotional intelligence levels of their respective close ones [18]. The 
usage of technology can prove to be a huge boon in this situation. People can watch 
informational contents, videos, and documentaries and discuss them with their peers. 
The feeling of isolation can also be reduced with the help of video chats and phone 
calls with peers and family members who are stuck or are situated in far-off places 
from their home. Being confident is essential, as, in times of crisis like this, one 
should develop a mindset of dealing with any kind of situation. The intelligent ones 
among the population should spread positive awareness among their respective peers 
and loved ones and be ready to emotionally support, empathize, and help others as 
much as possible [19]. Regular checking of the current status of the crisis or 
pandemic can also boost confidence within the people, as governments and countries 
are working upon creating stabilized vaccines against the virus. Following the news 
and social posts made from governments, medical institutions, and representatives 
should be practised in this situation. The parents and older adults of the families 
should not overreact to the crisis as the children and the young ones would imitate



their footsteps. The more reassuring and confident the parents, elder brothers, and 
sister will be, the more beneficial will it be for the teens and the aged ones. 
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People should talk among themselves, share their feelings, engage in productive 
activities, and discuss informative and educational information and content. They 
must be made to realize that it is alright to feel bored, anxious, or down sometimes, 
as these are nothing but the effects of certain chemical secretions in the body. 
Speaking about chemical secretions, people should also engage in activities that 
can enable the secretion of happy hormones within their bodies. These hormones are 
respectively dopamine, serotonin, oxytocin, and endorphins. They must educate 
themselves regarding these kinds of technical aspects and find out legitimate and 
fun ways so that these hormones are secreted within them. Watching videos related 
to this respective topic can assist further [20]. Lastly, everybody should be aware that 
they are not alone facing all these kinds of crisis situations, and there are millions of 
others going through the same. This will help form a “pseudo-connectivity” among 
the rest of the world and translate to the improvement of the emotional and mental 
state of the people [21, 22]. 

24.7 Conclusion 

The findings of this study led the researchers to the conclusion that emotional 
intelligence is a significant factor that can effectively boost the possibility of 
increasing the levels of self-awareness as well as self-regulation. The process of 
emotional intelligence helps to preserve the self-censoring tendency, which is one 
factor that may play a significant part in the ongoing pandemic crisis. According to 
the findings of this study, the process of emotional intelligence can help individuals 
maintain personal risk management. The participation of emotional intelligence 
helps to preserve a variety of thought patterns, as well as constructive disagreement 
and creative abrasion. This element may be helpful in finding solutions to difficul-
ties. Emotional intelligence may, based on the information in this chapter, recognize 
all of the essential obstacles posed by a pandemic catastrophe. 
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Chapter 25 
Efficient Maintenance of Hospital Records 
by Entrusted Proof of Work Algorithm 
in Block Chain Technology 

M. S. Minu, S. S. Subashka Ramesh, Sai Kartheek Reddy Peruru, 
and N. M. Roshan 

25.1 Introduction 

Health care is one of the platforms for the organization and operation of huge data 
transactions. As an example of high data threats that create a stir for a revolution in 
data organization, secure and sharable records, standardized image recognition, 
optimized with integrated services, and metadata dependability [1]. Sectoring with 
the advancement in technologies has made progress for the environment for opti-
mized results in health care. The times of the recent COVID-19 pandemic are a best-
case reference. The Contemplation to the era of information and automation placed 
operability and immutability at the top of the list of demands [2]. The blockchain 
technology scenario paved the way toward the development cycle with interopera-
bility, decentralization, immutability, and consensus as prime attributes. And we can 
have the desired quirk, such as computational power or capacity, with the Consensus 
Protocol. The pressure on the data regimen posed security risks, and the vulnerable 
methods resulted in ransomware attacks, such as WannaCry in 2017, PYSA in 2019, 
and a range of 16 health trusts going offline. The average revenue loss of health care 
per unit of population is US $380. In 2021, there was an infamous ransomware rift, 
with 15% of breaches synchronizing unauthorized network access and 12% with 
unrestricted database and server access. The problem of health care breaches wors-
ened in 2021, with the release of PII data on 1.5 billion people [3, 4]. As per the US 
Department of Health and Human Services, 4.7 million individuals were affected on
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1 January 2018 with a total of 288 total health care data breaches. As of 2020, 32% 
of individuals were vulnerable to identity theft, with a total of 663 breaches. In 2021, 
the percentile rose to 2.4% with a total of 679 breaches. However, the attacks 
increased by 32% from 2020 to 2021.
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According to a recent survey conducted by the Department of Health and Human 
Services (HHS), a data breach claims 6 victims out of 190 global health care 
organizations, and the breach occurred on 20 November 2021 [5]. Thus, such threats 
call for the assurance of data confidentiality, i.e., data immutability. With peer-to-
peer networks, blockchain technology comes to the rescue, which is a digital ledger 
to hold transactions between two entities of transfer in the form of immutable blocks 
that are time-stamped for reliability [1], with the Consensus Algorithm protocol to 
ensure trust between unfamiliar peers in a distributed decentralized network. 
Although the interoperability facet is to achieve harmony between blockchains in 
a network, its true resolve is to facilitate patients’ or users’ authority over data rather 
than health care institutions [2]. It is also true that the transfer of possession of 
blockchain from one to another, which is meant to instigate blockchain, requires 
extensive legacy systems to be reengineered. In a global health care ecosystem, the 
legacy blockchain attribute electronic medical records (EMR) or electronic health 
records (EHR), on the other hand, is based on a centralized architecture. In 2017, 
health care service providers used EHR at a rate of 67%, up from 40% in 2012. 
Because EHR is a digital print to share across health care institutions, compared with 
EMR, digital paper copies are available to the particular organization. Different data 
sizes and block data compromise blockchain’s data storage scalability [22]; the time 
required to mine a block is included in the database’s accessibility and scalability [6– 
8]. The healthcare data breach ranks at the top in average revenue loss, with a 29.7% 
increase from 2020 to 2021. A digital signature can be termed as a stamped hash on a 
document or ledger by using a symmetric key and a private key for authentication 
and authorization verification. 

25.1.1 Interoperability Ascendancy of Blockchain 

With the growing use of cases of blockchain-like access control, health care, digital 
identity, intellectual property, and their applications remain isolated. Blockchain in 
general is a digital ledger that needs to be operated on the necessity of metadata. 
Moreover, health care data need to be classified and confined to being public or 
private. However, authorized personnel need all sensitive data; thus, the disclosure 
of the data is at stake. Interoperability [9, 10] conceptualizes how to ensure that two 
or more blockchains work together as a sidechain.
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25.1.2 Immutability Ascendancy of Blockchain 

The immutability of a blockchain is the ability to be unaltered or indelible. However, 
this asset of blockchain may not validate its actual data, but it can specify the 
resistance to tampering that fossilizes the information. Data manipulation is out of 
the question in the case of blockchain as the data mutation results in the spoiling of 
the reliability of data in subsequently mined blocks [11, 12]. Immutability can be 
achieved in many ways, but blockchain provides a hash method that is a unique 
digital signature that cannot be reverse-engineered. SHA-2 and its variant SHA-64 
are predominantly used to generate the hash. Thus, prior speculation of the data is 
required before packaging in block transitions. In blockchain, incorrect data correc-
tion and data reorganization may necessitate higher level access. 

25.1.3 Effects of Blockchain in the Health Care Ecosystem 

Health care security is of paramount importance to health care providers to help 
safeguard the privacy of patients’ health information [13]. Blockchain technology 
may turn out to have a doubtful advantage because data in blockchain nodes is 
immutable, as hit-or-miss usage led to scathing circumstances, which means that if 
healthcare metadata is not organized well in Blockchain, then there can be deviations 
in outcomes which will be a potential risk. Large data or volatile data need to be in 
appropriate files. The other side of using blockchain is safeguarding genomics, 
tracking diseases and outbreaks, and auditability [14, 15]. The recorded data may 
be used by research organizations to improve drug refining for diseases. With its 
widespread connectivity, blockchain can optimize real-world data in health care 
through data integration, verification, and analysis. It also influences the pharma-
ceutical industry through the growth of claim management [4]. 

25.1.4 Recent Breaches Review 

Case Study 1: Eskenazi Health has a comprehensive clinical information system that 
caused the information team to discover suspicious activity on the data. The coun-
termeasures are network operation and taking offline. The personally identifiable 
information of nearly 1,515,918 records is decoded in previously enciphered files. 
The attack is supposed to have commenced on 19 May 2021, by a malicious IP 
address and a data leak occurred on the dark web. Through its review of data, the 
data leak may consist of patient’s information such as name, credit card information, 
address, insurance information, and social security number. The attack resulted in 
the bills’ payments and the revenue loss of former and current patients. Reported 
fraudulent transactions of US $370 on a credit card occurred when cyber-attackers 
accessed a network, resulting in a privacy stake of approximately 1.5 million records 
of personnel, and former and current patients. The Department of HHS reported the 
breach as having affected 9851 inpatients and outpatients.
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Fig. 25.1 Data breach notification 

Case Study 2: Location: Florida, United States; report date: 29 January 2021. One 
of the most well-known data breaches, the Florida Healthy Kids Corporation 
(FHKC) Data Breach, affected 3.5 million people. Protected health information 
(PHI) was endangered. The violation was supposed to have happened on 1 January 
2013, but was notified to the FHKC on 29 December 2020. Part of the Florida Kid 
Care application gave access to an unauthorised third-party and spoiled private and 
sensitive data. The breach was reviewed by a third-party cybersecurity firm. The 
investigation reported that vulnerabilities had subsisted since November 2013 as 
well as significant ones in websites that were unremitted and the vendors failed to 
provide security patches. Individuals who applied or enrolled in Florida Kid Care 
coverage between 2013 and 2020 were encouraged to check their insurance plans 
and sign up for fraud alert notifications. The application has gone offline, although 
the breachers mutated only subspace data such as addresses and telephone numbers. 

Major issues with breach: The long access of the website to the organization’s 
database. The above types of threats are consistently averted by the usage of 
blockchain and hyperledger technology. Because the data are confiscated in a 
peer-to-peer network of blocks, the first block encountering the unauthorized data 
modification may act as a honey trap for the threats (Figs. 25.1 and 25.2). 

25.2 Related Work 

The blockchain could provide a single transaction layer where organizations can 
submit and share data through one secure system, by storing a specific  set  o  
standardized data on the chain. Tanwar and colleagues [16] point of weighty in 
cyber-attacks of the ransomware type, which is a form of malware employed by 
attackers and a key factor in cyber-attacks, health care demands multi-level security



along with privacy. Hence, a model of blockchain so as with private and symmetric 
key issues, the authority for sharing an EHR across the network is proposed. All the 
peers in the blockchain are unknown to each other; hence, all nodes are untrusted 
nodes. The consensus algorithm helps these nodes to maintain an accord. As a network 
with one or more blockchains may consider other blockchains to be third-parties and 
untrusted, the proposed model by Xia et al. [10] is a layered taxonomy of data sharing 
blockchain model among untrusted parties. The classification of layers puts the user 
layer, the querying system in the data querying layer, a layer of database infrastructure, 
along with a layer of smart logic, authentication, and networking [17]. Personal health 
data may come from wearable devices, and data sharing can overlap with user-centric 
architecture. As data from real time are dynamic with a need for integrity management 
of recorded data, linked lists in more specific tree-based scalability are deployed. Thus, 
the model proposed by Liang et al. help oneself with the Merkle tree, a binary structure 
variant where hashed records are given as input. In the work presented by Jiang et al. 
[18], a loosely coupled architectural design of the personal healthcare data (PHD) 
chain along with the EMR chain is described. Blocks in general have a block header, 
which taxonomizes the Merkle root, an arbitrary constant called a node [19]. In the 
loosely coupled architecture of PHD and EMR chains, there is a demand for high and 
moderate privacy respectively, with latency in a moderate sense, for sharing health 
care data. The proposed data preserve work by Hongyu et al. [20] is to standardize the 
transparency of blockchain along with immutability, that is, if the data are packed, then 
the data cannot be altered. The higher the rate of preservation of data, the greater the 
mining of nodes. Wang and Yujiao [21] and Bigini et al. [23], propose cloud-based 
and internet of medical things (IoMT) concepts for interoperability, data perception, 
integrity, and security, as well as blockchain decentralized design [23]. The security 
and privacy issues of health care applications involving the IoMT can be solved by 
using blockchain features (Table 25.1). 
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Table 25.1 Data breach in health care report 2021 

S. no. Name of covered entity Cause of breach 
No. of records 
affected 

Date breach 
reported 

1 Oregon Anesthesiology Group, 
P.C 

Ransomware 750,500 14-Dec-2021 

2 Texas ENT Specialists Ransomware 535,489 19-Oct-2021 

3 Monongalia Health System, 
Inc. 

Email Phishing 398,164 21-Dec-2021 

4 BioPlus Specialty Pharmacy 
Services, LLC 

Hacked Network 
Server 

350,000 11-Nov-2021 

5 Florida Digestive Health 
Specialists 

Email Phishing 212,509 16-Dec-2020 

6 Forefront Dermatology, S.C Hacked Network 
Server 

2,413,553 07-Aug-2021 

7 St. Joseph’s/Candler Health 
System, Inc 

Hacked Network 
Server 

1,400,000 08-Oct-2021 

8 American Anesthesiology Email Phishing 1,269,074 01-Aug-2021 

25.2.1 Organization 

The chapter is organised so as to contain related work in Sect. 25.2. Section 25.3 
contains the proposed model system architecture, the consensus protocol, and the 
working model. The performance evaluation is described in Sect. 25.4. Section 25.5 
gives a discussion, and Sect. 25.6 is a conclusion, ending with the 
acknowledgements. 

25.3 Proposed Model 

As we mentioned, blockchain provides the immutability and security edge, but the 
metadata that is used does not have a validation point because decentralization 
destroys central authority over the blockchain network, so that the metadata pro-
vided may or may not be trusted. So, in order to evaluate them, consensus algorithms 
are put into use. The reliability of the data is paramount in the big data and IoT 
sectors [24, 25]. The consensus protocols are the policies through which all the peers 
or nodes in the network reach common accord on the current state of the ledger. The 
consensus protocol makes sure that every new block that is added to the blockchain 
is the one and only version of the truth that is agreed upon by all the nodes in the 
blockchain. Reliability can be brought among the unknown nodes by different 
means; thus, various consensus algorithms are used to win for the entire network. 
They are: 

Proof of work: Entails using computational power to solve a complex math 
puzzle. The difficulty of the hash is the choice of node. The next block is mined 
by the block, which attests to the complexity of this algorithm.
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Proof of stake: In the algorithm, the block is selected at random with the 
combination of the block with the lowest hash value and the highest stake, i.e. the 
one that uses the least amount of energy. 

In this algorithm, all the peers are disposed of in a systematic order such that one 
node becomes the primary one and the rest are backup nodes and they reach an 
agreement with unity as a source of truth. In practical byzantine fault tolerance, the 
selected block is final and followed with full integrity.as few complex calculations 
with low reward variance make it good. 

25.3.1 System Architecture 

In system architecture, the graphical user interface is deployed as the portal for the 
collection of metadata. Because the data entered here are transferred to the 
blockchain, caution must be exercised when administering the data; thus, authenti-
cated individuals are assigned to the Frontend. NextPath’s current GUI part is the 
representational state transfer application programming interface, simply REST API. 
This REST API helps in aligning the metadata with the data variables in the backend 
programming. Nodes of a private blockchain are represented in JSON format. The 
next part is to segment the metadata into two viable components, such as the 
viewable data and the sensitive data, and make them into the public and private 
blockchain (Fig. 25.3). 
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Fig. 25.3 System architecture design
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As we know, the immutability and the reliability issues we previously mentioned 
are involved in the proof of work consensus algorithm. The work of proof of work is 
done by example. Assume an example network where there is more than one 
blockchain. We need a hash function for the nodes in those blockchains, but the 
problem is that the components of one blockchain may match with another 
blockchain such as serial numbers, data, or in the worst case, all the parameters 
may match. As a result, the same hash variable may arise. So, we utilize an arbitrary 
constant or pseudo-random number, coined a “node.” Although the data size may 
vary, the hash value length will be constant throughout the network. Here the miners 
engage in a fixture to find the node that matches the complexity of the puzzle, and the 
miner has the highest computational power, and the node is added to the next node. 
In Finis, the user has the key to access the private blockchain and only authorized 
personnel may access the user/patient data in the private blockchain. 

25.3.2 Module Deployment 

Even though blockchain development is effective and efficient by using other 
programming languages such as those that use ECMAScript, we get the benefit  of  
integrating the blockchain with many other concepts by using Python. In module 
deployment, we use REST API to render html elements and assign them to the data 
variables of the main code using the POST method of REST API such as Flask. The 
frontend can be done using bootstrap or html elements or React software as per 
resources. Coming to the main code, the data that was obtained from the frontend 
will be stored in JSON files. The hash value is generated using the _hashlib library 
and the SHA256 algorithm to give a 64-bit hash value. We use a class and class 
components in the prior function Object() {[native code]} to initiate a genesis block. 
The method of creating the block and this generated block will be mined to the 
genesis block and entities are immutable. As we use SHA256 as basic, we can use 
SHA512 hexdigest(), which is used to convert our data into hexadecimal format. All 
entities from the previous block, such as index, node, timestamp, and data, are used 
to develop the hash. For hash value, we return a utf-8 encoded version of the 
mathematical puzzle, in string format, which needs to be returned in byte datatype. 
To make this happen, we use the encode () function from the _hashlib library. We 
need to check or validate that the chain network is intact, so we create a class method 
to determine if the previous hash of the current block is the same as the hash of its 
previous block. Here we need to create another module and we need two modules to 
channel the metadata gathered into private and public block chains. The private 
block chain is the access point of the sensitive data. It will be encrypted and only 
users and authorized personnel have access to it. The third module will be an access 
point to segregate data, form points, and view data.
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25.4 Performance Evaluation 

In this part of the chapter, we speculate on the performance of EHR with the 
proposed blockchain model. Convergence with the proposed model used for tech-
nology and other utilities is also achieved. 

25.4.1 Graphic Evidence 

Our literature review mentioned the reasons that regulated for a blockchain model. 
Although our study seems to be an effective use of the old vulnerable system, the 
technology also brings its issues. The proposed model is a two-tier blockchain 
model. So, the unit testing is done with Python libraries. As we use the two-tier 
architecture of blockchain, we need to perform analysis of different elements, such 
as taking the average execution time of dual blockchain individually and also 
constituently for different records that are higher for proper analysis curvature. If 
the proposed model needs to possess more than one piece of classified data in its 
nodes, then the volume of the block chain varies. Thus, in Fig. 25.4, we depicted the 
error that arises when a block chain uses different volumes and in different cases 
such as time and space, with the function calls that are executed when the record
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Fig. 25.4 Radar plot of errors in different volumes



nodes are mined. The radar plot Fig. 25.5 depicts the portions that the blockchain 
model provides in comparison with the existing model.

346 M. S. Minu et al.

Threat 

Interoperability 

Data sharing 

Blockchain Citing in % 

EHR Citing in % 

80 

Data reliability 

Maintanence revenvue required 

Utility exchange 

Imutability 

70 
60 

50 
40 

30 
20 

10 

Fig. 25.5 Difference in the existing and proposed system 

Table 25.2 Statistics of individual block mine unit testing 

Records no Number of function calls 
Function call 
period (s) Size of accumulated data (bytes) 

10 3,312,759 2.25 1828 

50 13,741,275 10.56 8751 

100 24,860,989 19.039 17,397 

200 51,221,925 39.097 34,909 

300 79,828,253 61.119 52,424 

500 1,331,138,881 101.042 87,433 

Scenario 1: In this scenario, we only consider public blockchain as an example, 
and the input data and execution results are shown in Table 25.2. We considered 
different numbers of records, the time needed for the function call to be executed, 
with the number of function calls later, and the size of the JSON file. The main 
purpose of the execution is to check the individual performance and efficiency of the 
code.
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Table 25.3 Statistics of individual private block mine unit testing 

Record 
no. 

Number of function 
calls 

Function call period 
(s) 

Size of accumulated data 
(bytes) 

10 3,150,855 2.98 2013 

50 16,460,734 13.132 9626 

100 28,491,068 22.589 19,127 

200 52,205,328 41.48 38,427 

300 75,857,896 60.526 57,721 

500 133,543,240 106.024 96,352 

Table 25.4 Statistics of dual-tier block mine unit testing 

Records 
no. 

Number of function 
calls 

Function call period 
(s) 

Size of accumulated data 
(bytes) 

10 5,962,498 4.650 3667 

50 26,151,238 20.178 21,006 

100 50,881,060 39.176 35,828 

200 100,662,740 77.974 70,017 

300 157,630,332 122.545 175,142 

500 260,983,412 203.178 350,471 

Later, after the public blockchain, we turn to the private blockchain, where the 
performance analysis is quite complicated because the public blockchain only has 
data and may or may not be stored in a single file, but the private blockchain is 
permissioned, so we need the nodes to be in different JSON files as it is difficult to 
audit. So, for the time being, we mended the data into one JSON file. The question is 
to check the performance of the code and extract the size of data consumption, 
because of the private blockchain and semi-decentralized. In this process, the 
permissioned blockchain or private block chain may also be considered to be the 
execution of volume2-type entities, where the discussion of volume entities is for 
another scenario (Table 25.3). 

25.4.2 Performance Complexity 

Scenario 2: In this scenario, we need to get the dual-tier proposed model for 
debugging purposes and calculate the performance of the source code of the 
model. The execution of the code poses the same complexity. The results of 
execution are depicted in Table 25.4. Traction speed and size are the main param-
eters of performance. 

It is evident that the blockchain may be the most viable alternative in health care 
in comparison (Fig. 25.6). 

Scenario 3: In this scenario we make the model undergo performance.
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Fig. 25.6 Varied volume analysis 

An analysis of change in volume of metadata for many classified datatypes and a 
huge number of records is administered. The graph depicted represents the change of 
record from 200 to 2000 to ensure the minimum day of data entry as per the agenda. 
And we used the worst case for the rival of the least employed method. In general, 
volume 1 states the type containing the patient data of registration number and name. 
The volume-2 type is evident to volume-1, along with the encryption key for 
authorized access. Volume 3 depicts the evidence of volume 2 along with sensitive 
data such as the doctor’s prescription note. Similar to volume 4 where medical 
equipment is prescribed, volume 5 contains more sensitive data, such as an address, 
and volume 6 contains credit transaction information. Volume 7 contains other 
sensitive data. Although the health care blockchain is immutable to data changes, 
it is not immutable to threats with zero tolerance for breaches of probation and will 
impose strict penalties. Although the blockchain is generally decentralized, attacks 
such as distributed denial of service, Sybil attack, and others exist. 

As we use the decentralized and consensus algorithm for the model, these are 
more prone to Sybil attacks – creating fake multiple identities in order to manipulate 
the peer-to-peer network. 

Although we pose dual-tier architecture, there is no object for lifting an electro-
magnetic switch in the dual-tier blockchain. As a result, the resource is not used to its 
potential. The revenue model is eligible for lower costs than the current system, but it 
falls short of the mark. We use the proof-of-work consensus algorithm, which 
requires more computational power to generate the complex hash for time change 
reliability.
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Table 25.5 The latency Transaction: difficulty 3 4 5 

10 0.098 3.037 49.88 

100 1.053 20.23 618.97 

1,000 12.79 210.82 2743.63 

25.4.3 Analysis of the Proof-of-Work Algorithm 

The consensus algorithm of proof of work is a peer-to-peer protocol that relies on the 
difficulty of entrusting the data. Thus, the latency, which is the difference between 
the execution time and the deployment time, to get the recession period. The analysis 
of the algorithm is depicted in Table 25.5, indicating the difficulty, which may be 
chosen on request. 

L=E sec½ �ð Þ-D sec½ �ð Þ

25.5 Discussion 

According to the IBM 2021 report, health care is one of the most vulnerable areas to 
cyberattacks and has the highest revenue breaches. The EHR is particularly vulner-
able to the current methods; thus, the consensus algorithm implementation of the 
blockchain model reduces and minimizes the breach calls with reliability and 
immutability of data. As mentioned in this chapter, the dual-tier model boasts 
reliability with proof of work. Because the block chain is decentralized, with the 
dual-tier architecture, it may result in semi-centralization. A large-scale implemen-
tation that is more resistant to threats is evidence of the use of the proof of work. The 
primary concern about the EHR system is that denial of service attacks is common. 
As the proposed model is a permissioned block chain, it answers a primary need and 
provides a replacement. The next question is whether, in the sense of better inter-
operability and immutability, the blockchain stands higher in regard to the EHR 
[14, 15, 26]. The consensus peer-to-peer relay may have better reliability. The 
latency of the proof of work increases with alteration of the difficulty and transaction 
rates at a directly proposed rate. The future curve bends to initiate a key shuffling 
mechanism with machine learning logic, enhancing performance through semi-
centralized and decentralized communication.
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25.6 Conclusion 

Health care includes hospitals, rehabilitation facilities, medications, and genomics. 
Therefore, actual and dynamic data dominate. For many applications, including 
research, IoT, and big data, data constitute a digital asset. As dynamic metadata 
are large, data dependability, security, and interoperability must be improved. 
“Blockchain adds decentralized specifications. An EHR is an EMR upgrade with 
data exchange. Digitalization of COVID-19’s health care sector is leading to a US 
$95.9 billion market by 2024. Approximately US $3.2 trillion is invested in artificial 
intelligence, record quantization, and storage scalability to improve health care. 
Blockchain’s other features must attract consumers’ trust and attention and ensure 
their privacy and comfort. Cloud revenue is excluded from the analysis. Distributed 
Ledger Technology (DLT) with no central administrator synchronizes large-scale, 
programmable, disrupted, change-resistant data. With this, patients may access 
personal data across the network, allowing hospitals to optimize services and 
treatment. User-encrypted personal data ensure data privacy. Electronic Medical 
Records (EMRs) and Electronic Health Records (EHRs) are a pack, but cybercrime 
cost 125 million USD revenue loss in 2015 alone. Blockchains may also be prone to 
threats but the range of attacks compared to EHR isminimal.We feel thatmaybe in the 
future blockchain could be affected because of the following reasons: (1) consensus 
protocol threats, (2) breach of privacy and confidentiality, (3) compromising of 
private keys, and (4) smart contract defects. Blockchain technology with DLT 
Domain can put an influence on feature like track diseases, genomics data integrity, 
and medicine traceability. Initial implementation is in finance and crypto-assets. 
Using a consensus mechanism, DLT gives essential critical features for unknown 
network nodes. The biggest after effect of a cyberattack is offline services, although 
decentralization allows the reinvocation of offline services on sidelineswith the online 
architecture, as the same blockchain is dispersed across the network. Interoperability 
and privacy revolutions ensure optimal resource usage in a safe environment. 
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Chapter 26 
Promethean Utilization of Resources 
Using Honeybee Optimization Techniques 
in Cloud Computing with Reference 
to Pandemic Health Care 

S. Sree Priya and T. Rajendran 

26.1 Introduction 

The COVID-19 pandemic-related crisis left fewer medical professionals than normal 
access to care for the usual patient group. Owing to the shortfall, numerous nations 
took extra measures to deal with the unexpected spike in demand for doctors in 
health care. Data can now be kept in a virtual location that is accessible from 
anywhere at any time, thanks to cloud storage [1]. A distributed computing service 
known as “cloud computing” provides a significant amount of computer power 
without requiring the user to actively control it. Cloud computing services are 
being utilized by a variety of organizations, including individuals, hospitals, educa-
tional institutions, businesses, and the government. Cloud services are crucial in the 
health care industry for storing clinical information such as health records, ongoing 
patient monitoring, patient diagnosis using historical data, infection rate pattern 
prediction, etc. Cloud data security is on par with data security. 

The cloud has one of the most important roles in tracking, tracing, diagnosing, 
and controlling the transmission of infection in pandemic conditions, like the spread 
of COVID-19. With the advancement of the cloud and lattices, complete instanta-
neously distributed processing, made possible by the development of the cloud, 
gives organizations and society a huge benefit by providing sorts of support that are 
more affordable and reliable [2]. With framework registering, we have the benefit of  
processing a greater undertaking within a more modest range of time, yet with cloud 
computing, any assignment can be figured out effectually a lot quicker by utilizing
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the calculation force of workers and in a safer manner. Cloud computing is an 
excellent illustration of distributed computing. Using a virtualization and hypervisor 
technology, on-premise workloads that already exist in the cloud can be transferred 
more rapidly and with a less outlay of time, money, and resources to any cloud 
computing platform. Load balancing is the most obligatory way of dispersing jobs 
and cataloguing resources in a cloud computing environment. As the client workload 
in the cloud computing environment escalates, the interest in shared assets has 
impetuously expanded. Consequently, load adjusting between these assets for 
scheduling turns into an important challenge (Fig. 26.1).
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Fig. 26.1 Virtual machine load balancer 

It offers all varieties of benefits that are powerful in terms of programming or 
amenities. Puissance given by the cloud is structured into three categories: software-
as-a-service (SaaS), platform-as-a-service (PaaS), and infrastructure-as-a-service 
(IaaS). SaaS proffers types of assistance over the cloud as far as applications handle 
information. Cloud IaaS has four essential postures:

• Virtualization
• Elastic registering
• Pay per use
• Cost 

26.2 Related Work 

Load adjusting accords with decreasing energy utilization and further developing the 
use of hosts. For the antibacterial ecosystems to flourish sustainably, early incident 
identification must be encouraged [3]. Building an non-infectious, intelligent city



framework in an intergenerational urban setting in light of the post-COVID-19 age is 
a necessity. Innovative technical solutions based on cloud computing were 
employed in the context of relief efforts during the pandemic [4, 5]. With the help 
of our research, we hope to provide wise remedies for full control of the exponential 
development of increasing infection rates and the creation in this phase of 
COVID-19 deaths. To deal with unusual circumstances, different technology 
advancements and response activities have been established [6]. To support trust-
worthy urban ecosystems and efficient virus defense, it is crucial to build a reference 
framework [7–9]. To improve integration and adapt to the post-COVID-19 antiviral 
society, a multiple generational template will be a key step [10]. We can evaluate and 
forecast increasing infectious cases thanks to basic mathematics, which is essential 
for comprehending the pandemic’s progression [11, 12]. 
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Dalapati and Sahoo [13] envisaged a green scheduling strategy, ameliorating 
potency utilization in cloud computing. The honeybee technique is cannibalized for 
rescheduling and domain scheming for power harnessing. Intriguingly, this paper 
follows the honeybee technique applied for the emplacement of overloaded servers. 

Before resolving the multiple needs of jobs removed from densely packed virtual 
machines (VMs), Babu and Venkata Krishna [14] utilized the heap-adjusting tech-
niques. This approach depends on the conduct of the honeybee searching system, 
works on the general throughput of handling, and lessens the reaction of the VM 
seasons. In any case, the authors did not research the controlled rule handling for 
load balancing. 

Anton et al. [15] proposed standards for managing clouds in an energy-efficient 
manner. In addition, they proposed energy-productive asset assignment contrivances 
and scheduling strategies. Nevertheless, because of the way in which they utilized 
fixed usage edges, this methodology may not be effective for distributed computing 
conditions. In their more progressive work [15], Beloglazov et al. proposed pliable 
heuristics for active solidification of VMs dependent on sequence data obtained from 
resource utilization by VMs. This calculation denigrates energy utilization. 

Garala and Goswami [3] suggested heap-adjusting components dependent on the 
ersatz honeybee state assessment. The authors proposed a further developed honey-
bee stratagem to build the basis throughput. Nevertheless, they did not research 
energy utilization or contravention of service level agreements. 

26.3 Proposed RAHBO Algorithm Implementation 

The following steps in the proposed load-balancing resource allocation honeybee 
optimization algorithm (RAHBO) are as follows: 

1. The capitulation of tasks: When an improvised workflow arrives, it succumbs to 
the pre-processor. 

2. Consign volume and generate load balancer, set the number of cloudlets. 
3. Allocate the preliminary load VM = “NULL.”
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4. Propel the first request by cloudlet. Ready tasks aimed at execution send the 
request to the VM load balancer [16]. 

5. Fetch the slot for each VM. 
6. Eminence information included data on existing consignments. Load point is 

taken into account while determining the amount of time to spend on distribu-
tion of certain tasks. 

7. It directs the allocated requests to busy hosts. 
8. If it is less than or equivalent to the threshold value, consign chore to contem-

porary VM, or it sends a scout to catch the new-fangled VM haphazardly. 
9. The task imparts overloaded data that gains lot of attention by dissecting tasks 

administered by VM, contemporarily manipulating the time of the host and 
checking the status of the host. 

10. The VM matches the overloaded data to the servers. 
11. Instructs the entire VM. 
12. The task owed to a particular VM is initiated. 
13. If true, it ascribes the task to the VM that has the least capacity or, if false, it 

curbs whether the existing load <= threshold. 
14. Irrevocably, computation cost, fault rate, average response time, and execution 

time are carried out with the appropriate predictable outcomes. 

26.3.1 The Pseudocode Shows the Core Processes of RAHBO 

Input- host , VMs, Output- VM(k) 
//number (p) of host partaking minimum processing time, p - Number of 
quantified hosts 

1: p = 0 
2: minimum(RS) -> Integer(maximum_values) 
3: For nodes(p) each in List nodes: 
4: If nodes(p) accessible 
5: If (RS(nodes(p) <minimum(RS))then 
6: minimum(RS) = RS(nodes(p)) 
7: p -> number of entire existing nodes 
8: Endif 
9: Endif 

10:Endfor 
//number (q) VM consuming least total of needs, q - Number of indicated VM 
11: q=0 
12: minimum (UV).count← Integer (maximum_value) 
13: For each VM(q) in ListVMhost(q) 
14: If VM offered: 
15: If (requiredVM.count(q)< minimum.count) then 
16: minimum.count = requiredVM.count(q) 
17: q -> Number of contemporary VM 
18: Endif 
19: Endif 
20: Endfor



21: if (q! = -1) then 
22: Distribute the task to VM(p) 
23: else 
24: Join imminent task in expectancy queue in anticipation of one VM 
obtainable. 
25: Refurbish owed information indicating that number of tasks 
actioned, recent dispensation time of host and check handiness of VM, 
node 
26: Unassigned job from this VM subsequent end of job execution. 
27: Apprise assigned info that number of tasks prosecuted, existing 
processing time of nodes and crisscross accessibility of VM and host. 
28: Evaluate Processing cost C(p,q) = minimum(VM(p,q), host) 
29: Compute Fault rate FR(p,q)=f(VM(p,q), Networkload,host) 
30: Assess Average responsetime avg_response(p,q) = min(minimum(UV). 
count(VM(p,q)), host) 
30: Endif 
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26.4 Experimental Result Consistent with the Effect 
of the Parameters 

The tests instigated in excess of 5 datacenters, 60 VMs, and 200–2000 tasks 
underneath the simulation tool [17]. Distributing speed, accessible memory space, 
and bandwidth govern the permissible load of each VM. Parameters of simulation 
are shown in Table 26.1. 

The proposed calculation simulated cannibalization of the Cloudsim simulator 
system. Clouds naturally employ first-in, first-out computations and chain cost 
estimation to arrange the allotted and unallocated resources sequentially [18]. Ini-
tially, the Cloudsim programming cohort did not stick up for the dereliction rate at 
the data center. Incipiently, the fault rate was added as a frontier of datacenter 
responses to foible obscuring at the data center. 

Table 26.1 Parameter simulator 

Type Parameters Value 

VM Total VMs 60 

Speediness of processor 700–2000 MIPS 

Obtainable room for memory in a single VM 556–2055 Mb 

Bandwidth 600–1200 

Cloudlet scheduler Time ploughshare 

Requirement of processor elements 1–7 

Data center Data centers 5 

Hosts 1–7 

VM scheduler Time apportioned 

Cloudlet Task length 100–10,000 

Enumerate number of tasks 200–2000 

VM virtual machine
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Fig. 26.3 Datacenter requesting serving time for the existing and proposed algorithm 

Here, Cloudsim is cannibalized for the simulation of cloud IaaS. It 
all-encompassing cloud IaaS environment. In Cloudsim, Honeybee replaces the 
standard round robin algorithm’s definitive first-come, first-served inscribing com-
putation. Figure 26.2 shows the comparison chart of the algorithms, such as the 
round robin algorithm and the modified throttled algorithm, with the proposed load-
balancing honeybee algorithm (Fig. 26.3). 

Relative reappraisal accomplished between existing techniques with load witting 
honeybee accords demand on the datacenter owing to a minimal load and proposed 
calculation (Figs. 26.4 and 26.5). Table 26.2 reveals the average response time of the



modified throttled, round robin (RR) load balancing and RAHBO algorithms. 
Table 26.3 shows the data center request serving time, and Table 26.4 shows the 
response time for the existing and proposed honeybee algorithm. 
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Table 26.2 Average response time of modified throttled, resource allocation honeybee optimiza-
tion (RAHBO) and round robin (RR) load balancing algorithm 

Average response time – 
modified throttled 

Average response 
time – RR 

Average response time – 
RAHBO 

Number of 
tasks 

18 25 15 100 

35 42 20 300 

55 63 45 500 

83 82 56 700 

110 100 80 900 

124 121 100 1000 

143 140 120 1500 

158 163 140 2000 

Table 26.3 Data center 
request serving time Data center 

Existing request 
serving time 

Proposed request 
serving time 

DataCenter1 0.911 0.889 

DataCenter2 0.885 0.878 

DataCenter3 0.876 0.871 

DataCenter4 0.869 0.865 

DataCenter5 0.854 0.806 

Table 26.4 Response time for existing and proposed honeybee (PHB) algorithm 

User response time 

Existing honeybee algorithm Proposed honeybee algorithm 

PHB1 72.231 71.891 

PHB2 73.735 73.235 

PHB3 72.375 72.305 

PHB4 73.874 71.274 

PHB5 72.297 72.092 

PHB6 72.457 72.351 

PHB7 72.582 71.237 

PHB8 72.475 71.475 

PHB9 71.758 71.427 

PHB10 72.218 71.108 

26.5 Conclusion 

Devices that use cloud-based applications and eHealth have the potential to be very 
important in this field. On the one hand, they try to prevent or reduce hospital visits 
for patients by monitoring them online from their homes using smart health care 
equipment, and on the other, they are aimed at giving doctors more accurate health 
data before or during virtual consultations. In order to help with diagnosis and 
treatment, cloud computing-based eHealth devices may typically measure a variety



of health factors from the patient’s home, including hypertension, heat, blood 
glucose, and heart rate. For instance, there has been a noticeable increase in the 
use of instruments such as wearable sensors in COVID-19. To forecast the spread of 
germs, cloud storage is evaluated. Without the contributions of these technologies, 
the pandemic situation could get substantially worse. In this paper, the cloud for 
load-adjusting resource allocation unveils the proposed better energy utilization, 
response time, cost and processing time. Energy-productive distributed computing 
invention is behind innovation, and there have been numerous regions that have still 
not been investigated completely when contrasted with different parameters, and 
consequently there is a huge, impending need for new technological improvements. 
The execution results confirm that the VM designation strategy honeybee calculation 
contributes to better outcomes. In energy production, cloud computing focuses on 
the efficient use of energy utilization. As a future development, we tried to build this 
computation with QoS boundaries because it was undesirable when the scope of 
application transfer on the cloud was entirely defeated, including informal commu-
nication on websites or information from web search tools. 
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Chapter 27
Healthcare Operational Intellectual Ability
in Analysing the Factors Affecting
Employee Churn

V. Mahalakshmi, D. Chitra, Yabesh Abraham Durairaj Isravel,
and B. Lakshmi

27.1 Introduction

In today’s firms where specific individuals work, having good mental health at work
is a crucial management component. The improvement of workplace culture is made
possible by the promotion of excellent mental health, which has a favourable effect
on employees and on the outcomes of their job assignments. The significance of
having good psychological health at work is growing, particularly at times of abrupt
shifts and reorganisation brought on by significant events like the COVID-19
epidemic. The introduction of the coronavirus SARS-CoV-2 sickness brought
about a lot of changes in how society and businesses operated. In a number of
nations, an epidemic emergency was declared in an attempt to stop the virus’s
spread.

Attrition rate is calculated using recruitment and termination criteria. Employees
resign for several reasons. Turnover and attrition are contradictory business terms. A
company’s ‘turnover’ can take several forms. Attrition means staff loss. Manpower
data and other measurements for manpower planning can be analysed using these
terms. Employee departures cause attrition and turnover. Release, termination,
abdication, or occupation relinquishment can cause turnover. Attrition occurs
when a worker quits or is laid off. When an employee leaves, the company replaces
them. Attrition is when a corporation leaves a post empty or eliminates it, also called
employee churn.
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Employee analytics focuses on helping organisations determine what matters
most to their employees to improve engagement and efficiency and reduce turnover.
Analytics on employee attrition focuses on why people departed, what could have
stopped them, and how data can anticipate attrition risk [1]. This form of employee
prediction analytics can help firms identify and implement ways to reduce undesired
turnover [2]. Employee churn (ECn) hurts income and brand image. Many
ML-based methods have been developed to solve ECn. They disregard staff
categorisation, category-wise turnover forecast, and retention strategy while
addressing ECn. To solve these challenges, a MADM-based method incorporating
ML algorithms was devised. The proposed technique is called churn prediction and
retention (ECPR).

A company’s greatest asset is its employees. When people depart an organisation,
productivity, project continuity, and growth initiatives suffer, affecting image and
turnover. Others leave the company. Hiring new workers is a time-consuming and
expensive process. Employee churn (ECn) is a problem that needs a quick solution
to remain productive and competitive. In this scenario, machine learning is useful for
churn prediction and retention policies (ML). ML algorithms have exploded in
popularity in recent years and are used in recommender systems, personal life
event prediction, stock price prediction, etc. ML algorithms solve ECn for three
reasons. The organisation lacks the resources to estimate staff turnover manually.
Second, ECn prediction data is abundant and should be used to make a judgement.
Third, the dataset is updated regularly.

In recent years, several machine learning-based ECn solutions have been pro-
posed. A customer turnover problem was solved by constructing and comparing
employee churn models – an actionable answer to client attrition. Hybrid clustering
technique is used in many research to predict technology staff attrition. Many studies
use extreme gradient to predict turnover. Studies predict employee turnover using a
weighted quadratic random forest method. None of these studies classify employees
into groups, such as those who significantly contribute to turnover. They haven’t
examined retention rules based on employee types to combat ECn. These facts
warrant further study.

This form of analytic activity has grown in the last 2 years. Because of the
COVID-19 pandemic, global labour markets have swung substantially, and 55 per
cent of Indian workers said they planned to hunt for new jobs in the next 12 months
in August 2021. Employee attrition analytics will continue to be vital for firms
attempting to retain top personnel as they deal with the ongoing problems of the
epidemic and the development of remote work [3]. The ability to develop an
employee retention model using predictive analytics allows you to keep these key
people engaged and on board [4]. In this article, we are going to determine the
important variables that could be considered in churn analytics to estimate the
employee engagement level and employee turnover behaviour in the IT sector.
Further, the study examines the relationship of existing between employee engage-
ment and employee turnover in the IT sector in Chennai district.
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27.2 Literature Review

The significance of enhanced communication in the pandemic-related remote work-
ing situations for employee churn was investigated. Employee relationships, in
general, represent the constructive interactions among employees in firms
[5]. Employee relations have changed as a result of the rise in remote working
options and the pandemic’s job stress [6]. Employee relations, as well as internal
communication methods, are evolving within the firm. Since the findings of the
study by [7] indicate that employee relationships affect job satisfaction among
academic employees, we predict that they will likewise increase IT employees’
feelings of job satisfaction during the COVID-19 pandemic. In order to promote
good mental health during the COVID-19 epidemic, this study focuses on a deeper
understanding of the elements supporting job happiness. The study’s goal is to
determine whether employee relations and mutual trust affect job satisfaction
when dealing with distant work brought on by a pandemic. Additionally, the
inclusion of the idea of trust in this setting permits a thorough examination of
underlying interrelationships. In order to increase job satisfaction and encourage
good psychological well-being at work, managers can use this to construct precise
models that reflect complicated organisational phenomena.

Many CEOs, understandably, zero in on the problem of high turnover when
discussing attrition. It costs organisations billions of dollars annually to invest in
staff recruitment, recruiting, onboarding, and training. When there is a lot of
employee turnover, it hurts a company’s productivity and bottom line. It can be
difficult and costly to find and hire replacements for exceptional performers [8]. The
cost of replacing a single person might be anywhere from half to two times their
annual compensation, and this cost rises in direct proportion to the employee’s
talent. Businesses benefit monetarily and otherwise by retaining valuable personnel
and institutional knowledge [9].

Attrition occurs when an organisation loses workers due to natural causes, such as
the death rate or the number of people who willingly quit or retire. Employee
turnover is the rate at which an organisation’s current workforce is replaced by
new hires over a certain time frame. Employee turnover is a problem for any
company that experiences excessive attrition. Costs associated with human resource
activities including hiring, training, and promoting new workers, as well as moni-
toring their progress and productivity, are inflated as a result. Again, natural selec-
tion requires some degree of attrition. By boosting morale and creating a pleasant
workplace, we can drastically cut down on this issue.

Lack of attrition can be problematic. The appropriate people leaving at the right
moment are preferable [10]. If a low-performing or mismatched person leaves, a
high-performing, better-suited replacement can be found. Even if an excellent
employee leaves to become a client, it may be a gain if they become a brand
ambassador [5]. There may also be transitory positions within the organisation
where individuals have a limited tenure before moving on to another position,
internally or externally. The goal may not be to maintain personnel in these roles



eternally, but rather for a few months longer to avoid turnover costs and disruption
[11]. Attrition analytics helps firms establish a balance between retaining top people
and knowing that some turnover is healthy.
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Employee importance can be measured using a variety of variables, making
categorisation challenging. Multi-attribute decision-making (MADM) has shown
promise in recent years. MADM approaches have been successfully used in
healthcare, marketing, corporate management, and human resource selection. The
technique for order of preference by similarity to ideal (TOPSIS) solution has gained
popularity due to its many benefits. It’s a simple, easy-to-understand concept with
good computing efficiency and ability to measure relative performance [6]. TOPSIS
compares alternatives to perfect solutions. The best option is closest to positive-ideal
solution and farthest from negative-ideal solution. Several approaches have been
developed for determining the relative weights of TOPSIS traits. Weighted least
squares to determine fuzzy set weights are used. Many research employed analytic
hierarchy to rate car seat comfort based on user preferences. The entropy weight
approach is often employed since it’s sensitive to information entropy or attribute
data heterogeneity. It’s perfect for separating options. Extended Warehouse Man-
agement (EWM) decreases the influence of subjectively used erroneous or fake
attribute information [12].

Researchers have studied ECn literature. ECn prediction in HR analysis has been
studied extensively. The volume of ECn research based on theoretical ideas has
expanded considerably over the previous century due to dynamic and competitive
market policy. Employee happiness and organisational loyalty are linked in several
research. Highly pleased employees have lower absenteeism rates, make big contri-
butions, and are ready to stay. Perception, cognitive capacity, demographic demo-
graphics, expectations, sense of achievement, and contextual factors affect job
satisfaction. These studies [7] examine employee churn. Theoretically, these
schemes solved the ECn problem. This study examines churn analytics variables.

27.3 Objectives

Healthcare variables are still the focus of several research due to their importance for
both the employee and thus the firm. The methods for assessing job happiness and its
effects on participation, creativity, business results, and employees’ intentions to
switch jobs are all covered in surveys. According to studies on teleworking, momen-
tarily carrying out tasks outside of the workplace can improve employee job
satisfaction. On the other hand, research undertaken under conditions of social
separation and COVID anxiety indicated that distant job satisfaction is negatively
affected by isolation.

The objective of the proposed study was to determine the important variables that
could be considered in churn analytics to estimate the employee engagement level
and employee turnover behaviour in the IT sector. Further, the study examines the
existing relationship between employee engagement and employee turnover in the
IT sector in Chennai district.
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27.4 Methodology

The research made use of a descriptive research design. The data were collected from
196 respondents from 17 IT companies in Chennai district who were adopting churn
analytics in the human resource department to investigate the major reason for
employee turnover and the reason for reducing employee engagement.

27.4.1 Analysis and Interpretation

The researcher intended to identify the demographic profile of the respondents
working with churn analytics in the IT industry in Chennai district (Table 27.1).

Using the percentage analysis conducted from the data collected, it was under-
stood that the majority of the employees working with churn analytics were male,
belonging to the age category between 30 and 40 years with 3–5 years of experience.

The analysis depicted below was conducted to identify whether the variables
considered for employee engagement can be used in churn analytics as per the
opinion of the respondents (Table 27.2).

In the majority of cases, Pillai’s trace significance value and the items’ signifi-
cance value were calculated to be larger than 0.05, indicating that the null hypothesis
can be accepted. This suggests that there are no significant differences in opinion
among the respondents on the elements that affect employee engagement
(Table 27.3).

Table 27.1 Percentage
analysis – demographic profile

Demographic profile

Frequency Percentage

Gender Male 119 60.7

Female 77 39.3

Total 196 100.0

Age Below 30 years 53 27.0

30–40 years 81 41.3

40–50 years 53 27.0

Above 50 years 9 4.6

Total 196 100.0

Experience Less than 3 years 54 27.6

3–5 years 85 43.4

5–7 years 49 25.0

Above 7 years 8 4.1

Total 196 100.0

Source: Primary data
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Table 27.2 Multivariate test – employee engagement

Multivariate tests
Effect Value F Hypothesis

df
Error
df

Sig.

Gender Pillai’s trace 0.015 .555b 5 184 0.734

Wilks’ lambda 0.985 .555b 5 184 0.734

Hotelling’s trace 0.015 .555b 5 184 0.734

Roy’s largest root 0.015 .555b 5 184 0.734

Age Pillai’s trace 0.108 1.383 15 558 0.150

Wilks’ lambda 0.894 1.410 15 508.344 0.137

Hotelling’s trace 0.118 1.436 15 548 0.125

Roy’s largest root 0.107 3.965c 5 186 0.002

Experience Pillai’s trace 0.201 2.676 15 558 0.001

Wilks’ lambda 0.801 2.832 15 508.344 0.000

Hotelling’s trace 0.245 2.981 15 548 0.000

Roy’s largest root 0.231 8.588c 5 186 0.000

Tests of between-subjects effects
Source Type III sum of

squares
Df Mean

square
F Sig.

D1 Superior support 2.094 1 2.094 1.982 0.161

Performance
appraisal

0.053 1 0.053 0.079 0.779

Rewards and
recognition

0.018 1 0.018 0.024 0.877

Career support and
services

0.305 1 0.305 0.507 0.477

Organisational
environment

0.016 1 0.016 0.017 0.895

D2 Superior support 7.033 3 2.344 2.218 0.087

Performance
appraisal

2.418 3 0.806 1.210 0.308

Rewards and
recognition

4.795 3 1.598 2.186 0.091

Career support and
services

7.072 3 2.357 3.912 0.010

Organisational
environment

2.413 3 0.804 0.871 0.457

D3 Superior support 1.287 3 0.429 0.406 0.749

Performance
appraisal

12.183 3 4.061 6.096 0.001

Rewards and
recognition

24.129 3 8.043 10.999 0.000

Career support and
services

0.537 3 0.179 0.297 0.828

Organisational
environment

3.285 3 1.095 1.186 0.317

Source: Primary data
The opinion of the respondents are categorized into the variable “b” and “c”
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Table 27.3 Rank analysis –
employee engagement

Rank analysis

N Mean Rank

Superior support 196 3.7755 5

Performance appraisal 196 4.2194 3

Rewards and recognition 196 4.2653 2

Career support and services 196 4.3010 1

Organisational environment 196 3.9031 4

Source: Primary data

The overall mean score lies between 3.78 and 4.26, meaning the employees
working with churn analytics “Agree” that all the variables can be considered for
the churn analytics to find employee engagement. Further, using the rank analysis
made using the mean score, it was found that career support and service, rewards and
recognition, and performance appraisal were the important variables to be consid-
ered the most.

The analysis depicted below was conducted to identify whether the variables
considered for employee turnover can be used in churn analytics as per the opinion
of the respondents (Table 27.4).

The null hypothesis can be accepted because Pillai’s trace significance value and
the items’ significance value were both assessed to be greater than 0.05 in most
situations. This means that there are no major differences in opinion among the
respondents on the elements examined for determining employee engagement
(Table 27.5).

The overall mean score lies between 3.79 and 4.36, meaning the employees
working with churn analytics “Agree” that all the variables can be considered for
the churn analytics to find the employee turnover. Further, using the rank analysis
made using the mean score, it was found that better offer in another company, career
opportunity, and low pay are the important variables to be considered the most
(Table 27.6).

Also, from the correlation analysis made by consolidating variables of employee
engagement and turnover, it can be perceived that employee engagement and
employee turnover have a negative relationship, i.e. as employee engagement
increases, employee turnover decreases in an organisation.

Having found there is a relationship between the variables, herein we have
performed regression analysis to identify whether there is an impact of employee
engagement on employee turnover (Table 27.7).

The estimated R-square value is 0.334, meaning the regression equation is 33.4%
accurate in forecasting. Further, the ANOVA significance value is less than 0.05,
meaning the model is fit. In addition, the coefficient significance value is also less
than 0.05; this indicates there is an impact of employee engagement on employee
turnover.



Effect Value F Sig.

Source Df F Sig.
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Table 27.4 Multivariate test – employee turnover

Multivariate tests
Hypothesis
df

Error
df

Gender Pillai’s trace 0.058 2.250b 5 184 0.051

Wilks’ lambda 0.942 2.250b 5 184 0.051

Hotelling’s trace 0.061 2.250b 5 184 0.051

Roy’s largest root 0.061 2.250b 5 184 0.051

Age Pillai’s trace 0.185 2.450 15 558 0.002

Wilks’ lambda 0.824 2.464 15 508.344 0.002

Hotelling’s trace 0.203 2.468 15 548 0.002

Roy’s largest root 0.124 4.602c 5 186 0.001

Experience Pillai’s trace 0.125 1.612 15 558 0.066

Wilks’ lambda 0.876 1.663 15 508.344 0.055

Hotelling’s trace 0.140 1.711 15 548 0.045

Roy’s largest root 0.134 4.985c 5 186 0.000

Tests of between-subjects effects
Type III sum
of squares

Mean
square

D1 Better offer in
another company

2.240 1 2.240 4.352 0.038

Work hours 3.992 1 3.992 3.760 0.054

Low pay 0.223 1 0.223 0.256 0.614

Company culture 0.967 1 0.967 1.034 0.311

Career opportunity 0.050 1 0.050 0.059 0.808

D2 Better offer in
another company

3.629 3 1.210 2.351 0.074

Work hours 8.141 3 2.714 2.556 0.057

Low pay 11.478 3 3.826 4.394 0.005

Company culture 7.121 3 2.374 2.536 0.058

Career opportunity 14.888 3 4.963 5.911 0.001

D3 Better offer in
another company

4.423 3 1.474 2.865 0.038

Work hours 0.930 3 0.310 0.292 0.831

Low pay 0.063 3 0.021 0.024 0.995

Company culture 10.280 3 3.427 3.662 0.013

Career opportunity 1.060 3 0.353 0.421 0.738

Source: Primary data
The opinion of the respondents are categorized into the variable “b” and “c”

27.5 Findings

Attrition refers to the loss of talent in an organisation as a result of natural causes,
such as the departure or retirement of personnel. Employee turnover refers to the rate
at which current employees are replaced by new hires over a specified time frame.



Model R Adjusted R square

Model Df Mean square F Sig.

Model t Sig.B Beta
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Table 27.5 Rank analysis –
employee turnover

Rank analysis

N Mean Rank

Better offer in another company 196 4.3673 1

Work hours 196 3.7908 5

Low pay 196 4.2602 3

Company culture 196 3.8520 4

Career opportunity 196 4.3163 2

Source: Primary data

Table 27.6 Correlation analysis – relationship between employee engagement and turnover

Correlations

Employee engagement Employee turnover

Employee engagement Pearson correlation 1 -0.578**

Sig. (2-tailed) 0.000

N 196 196

Employee turnover Pearson correlation -0.578** 1

Sig. (2-tailed) 0.000

N 196 196

Source: Primary data
The low pay is significantly shown as a variable calculated using the rank analysis, hence it is
denoted by **

Table 27.7 Regression analysis – impact of employee engagement on employee turnover

Model summary
R
square

Std. error
of the estimate

1 .578a 0.334 0.331 0.48181
aPredictors: (Constant), employee engagement

ANOVAa

Sum of
squares

1 Regression 22.627 1 22.627 97.471 .000b

Residual 45.034 194 0.232

Total 67.661 195
aDependent variable: Employee turnover
bPredictors: (Constant), employee engagement

Coefficientsa

Unstandardised
coefficients

Standardised
coefficients

Std.
error

1 (Constant) 1.653 0.252 6.563 0.000

Employee
engagement

0.602 0.061 0.578 9.873 0.000

aDependent variable: Employee turnover

Source: Primary data



Any business with a high attrition rate will also have a high turnover rate. Conse-
quently, a large amount of money is poured into human resources due to the high
costs associated with hiring new staff, providing ongoing education and develop-
ment, and monitoring employee output. Repeatedly, voluntary attrition is inevitable.
Therefore, this employee churn analytics was designed to drastically reduce this
problem by boosting morale and creating an environment where people want to
come to work.
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From the analysis performed and interpretation made, it was understood that the
majority of the employees working with churn analytics were male, belonging to the
age category between 30 and 40 years with 3–5 years of experience. It was found
that there is no significant difference in opinion among the respondents for the
variables considered for employee engagement and employee turnover. The
employees working with churn analytics “Agree” that all the variables can be
considered for the churn analytics to find employee engagement and employee
turnover. Further, using the rank analysis made using the mean score, it was found
that career support and service, rewards and recognition, and performance appraisal
were the important variables to be considered the most. Also, it was identified that
better offer in another company, career opportunity, and low pay are the important
variables to be considered the most. Furthermore, it can be perceived that employee
engagement and employee turnover have a negative relationship, i.e. as employee
engagement increases, employee turnover decreases in an organisation.

27.6 Conclusion

Unreported COVID-19 cases have impacted healthcare services. Companies, which
are the greatest demography of healthcare professional spend most of the time with
patients, are severely harmed during epidemic. This was a high-intention-to-
leave occupation before the epidemic. This review compared pre- and post-
COVID-19 replacement and intention rates and their drivers in light of COVID-
19’s psychological effects. Attrition is the loss of personnel who quit or retire
voluntarily. Employee turnover is the number of existing employees replaced by
new ones over time. High employee turnover results from high attrition. This
increases human resource costs for recruitment, training, and performance manage-
ment. Again, attrition is inevitable. Improving employee morale and creating a
pleasant work environment can help decrease this problem. Introducing the
employee churn analytics the researchers have explored about ECn literature. ECn
prediction in human resource analysis has been studied extensively. Dynamic and
competitive market policies have expanded the number of ECn research based on
theoretical theories throughout the last century. Numerous studies link employee
happiness and retention. Satisfied employees have reduced absenteeism rates, con-
tribute to the firm, and want to stay. Perception, cognitive capacity, demographic
demographics, expectancies, sense of accomplishment, and contextual factors affect
job satisfaction. Studies on employee turnover proposed a theoretical solution to
ECn.
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The goal of the study was to identify the key variables that could be used in churn
analytics to estimate employee engagement and turnover in the IT industry. A
descriptive research design was used in this study. The information was gathered
from 196 respondents from 17 IT companies in Chennai district that were using
churn analytics in their HR departments to figure out what was causing employee
turnover and engagement to drop. The majority of churn analytics’ employees were
males between the ages of 30 and 40, with 3–5 years of experience, according to the
analysis and interpretation. For the variables considered for employee engagement
and turnover, it was discovered that there is no significant difference in opinion
among the respondents. All variables can be considered for churn analytics to find
employee engagement and turnover, according to the employee working with churn
analytics. Furthermore, a rank analysis using the mean score revealed that career
support and service, rewards and recognition, and performance appraisal were the
most important variables to consider. Furthermore, it was discovered that a better
offer from another company, a better career opportunity, and low pay are the most
important variables to consider. Furthermore, it is possible to believe that employee
engagement and employee turnover have a negative relationship, i.e. as employee
engagement rises, so does employee turnover.
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Chapter 28 
Impact on Social Work Practice 
and Research of Technology, Religion, 
and HIV/AIDS in India 

D. Binu Sahayam and C. Joe Arun 

28.1 Introduction 

I never worried about anything in life. Even when my husband and in-laws ill-treated me, 
I didn’t bother, but after having HIV, life has changed badly. I have no one to share the pain 
with, nor is there anyone around to listen to me (Interviewed on 10 May 2015). 

The above statement is the cry of a 33-year-old widow who hails from a deprived 
socio-economic family background. She has been living with HIV/AIDS for the past 
11 years. She was thrown out by her own family members. This is the plight of many 
women getting infected with HIV/AIDS. HIV/AIDS remains one of the world’s 
greatest threats to public health, particularly among women. The World Bank report 
of 2019 mentioned that “women make up half the world’s population but are not 
treated equally on par with men in society”. A study by UNAIDS in the year 2012 
revealed the fact that women continue to suffer discrimination and violence in every 
part of the world, and every minute, one young woman is infected with HIV. Women 
living with HIV face stigma and discrimination due to their HIV/AIDS status. The 
study examines the issue from a religious standpoint as well as how technology may 
aid in the treatment of HIV-affected women. 
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28.1.1 The Rationale of the Study 

Women are more vulnerable than men to HIV infections for biological, social, 
cultural, and economic reasons such as stigma, discrimination, abuses both verbal 
and non-verbal, gender inequality, denial of health-care facilities, denial of available 
resources, etc. While a woman is suffering with a terrible chronic illness like HIV, it 
is impossible for her to confront society because society blames only women, not 
men. This study tries to draw attention to the existing situation of women living with 
HIV and how religious beliefs and the use of technology can serve as a coping 
mechanism in overcoming their serious illness. 

28.1.2 Women and HIV/AIDS 

The literature review is presented based on the title of the study: “Women Living 
with HIV/AIDS and the Role of Religion in Response to Their Status in Society with 
Implications for Social Work Practice and Research”. An extensive literature review 
is done to gain an in-depth understanding of the existing situation based on the study. 

The effects of HIV/AIDS on women, especially those who choose to remain 
monogamous, are of grave concern. According to a study conducted on the subject, 
the most common way for HIV to be spread in India is through unprotected 
intercourse (87.4% heterosexual and 1.3% gay), followed by vertical transmission 
(5.4%), parent-to-child transmission (1.6%), and injecting drug use (I.D.U.) (1.0 per 
cent). This study provides more evidence that heterosexual interaction is a major 
route of HIV/AIDS transmission [1]. 

Similar to what was seen in NFHS-3 (AOR = 4.9; p0.01), the data show that 
women who have had two or more lifetime partners are more likely to be HIV 
seropositive (AOR = 2.5; p0.01). Possible explanations include the fact that 90% of 
new HIV infections in India occur within heterosexual partnerships [2] and the 
widespread stigma associated with HIV testing. The vast majority of persons who 
engage in sexual activity before becoming engaged do so in the mistaken belief that 
they would eventually become engaged to the same person with whom they have 
been having sexual contact. These are the causes of the rapid expansion of the AIDS 
epidemic. Another study found that marriage was a significant risk factor for HIV 
transmission among Punjabi women. Overall, the majority of people in Punjab 
(80.5%) caught HIV/AIDS through heterosexual interaction. Four out of five new 
infections among married Punjabi women were the result of sexual activity with their 
spouses. Ninety per cent of AIDS patients in Punjab were not prostitutes but rather 
monogamous women who caught the virus from their HIV-positive husbands 
[1]. This demonstrates how women are disproportionately affected by this interna-
tional health crisis (Fig. 28.1). 

Women with HIV/AIDS face different forms of suffering due to their status and 
are treated indifferently in society by their own family members, relatives, and



friends. A study by Bharat of the Tata Institute of Social Sciences (TISS) in Mumbai 
emphasised that after disclosing their status to their family members, it was men who 
received care and support [3]. Women with HIV are also subjected to various forms 
of denial by their family members and carry shameful words. Another study reported 
that about 20 per cent of positive people face discrimination in their family [4]. 

28 Impact on Social Work Practice and Research of Technology. . . 377

HIV/AIDS WOMEN 

RELIGION 

Morality 

Values 

Belief System 

CHALLENGES 

Social S�gma 

Discrimina�on 

Disclose of  
status 

Fig. 28.1 Women with HIV/AIDS and the impact of religion. (Source: Developed by the 
Researcher) 

HIV/AIDS and women in India: A study [5], highlighted women’s heightened 
susceptibility to the virus. Results from these research have shed light on conditions 
that place women at a higher risk of contracting HIV: Women are more likely to get 
HIV than men due to a number of factors, including but not limited to (1) a lack of 
education, (2) a lack of decision-making power linked to health care, and (3) a lack 
of access to information and health-care services. Discrimination against women 
included separate utensils, a ban on sharing meals, and restricted access to public 
facilities [4]. According to HIV-positive moms, they were refused access to quality 
health-care facilities and faced discrimination from doctors and health-care person-
nel [6]. Withholding resources for care and therapy and restricting shares in property 
and access to children were also documented in qualitative investigations [6, 7]. 

My name is Kani (name changed) from Viluppuram District. I got married to my mother’s 
brother when I was 19 years old. I was diagnosed with HIV when I was pregnant. My 
husband is a driver, and he keeps travelling. When my husband was asked to do testing, he 
then said that “He is already aware of his HIV status and is under treatment in some other 
place”. I was totally shocked to hear this and felt cheated. I was taken aback when I was 
blamed for this illness by my in-laws and villagers, who said that my husband got the illness 
because of me. Even my parents, siblings, and relatives did not support me. I faced lots of 
stigma and discrimination (both physically and psychologically). 

(Interviewed on 11 June 2014) 

Based on the above case study, HIV/AIDS is often depicted as “a feminised 
epidemic; the numbers of women infected are greater compared to the numbers of 
men” [8]. Since the start of the global HIV epidemic, in many regions, women have



remained at a higher risk of HIV infection than men. According to the amfAR report 
2015 [9], “Women constitute more than half of all people living with HIV”. The 
statistics report 2015 of UNAIDS revealed that “globally, women account for 
51 percent of all adults living with HIV” (Interviewed on 18 June 2014). 
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Discrimination and ostracism: The joint family system still persists in Indian 
society, making it highly different from other cultures. Women living with HIV in 
mixed families are especially vulnerable to discrimination and stigma because of this 
context. According to a report out of India on the topic of HIV and women, married 
women are often stigmatised and even blamed of passing the virus on to their sons if 
they live with their in-laws [5]. Widows with HIV/AIDS in India endure additional 
discrimination due to both their HIV status and their widowhood. The harshest kinds 
of discrimination and stigma towards people living with HIV/AIDS (PLWHA) are 
experienced by women, as shown by this data. The primary response to persons 
living with HIV/AIDS is a language of blaming [5]. Owen argues that it is tragic 
because widows are often blamed for their husbands’ deaths and questioned about 
their own promiscuity, while in most situations it is males who engage in polyamory. 
Whether or not these widows know they had HIV, a previous study found that those 
who told their families were shunned, denied access to their children, denied 
financial support, and sometimes even evicted from the family home [9]. A widow 
who was living with her in-laws in India was subjected to months of mistreatment 
before being asked to leave by the family because they feared she was damaging the 
“marriageability” of one of their sons. This case study was highlighted since it came 
from real life. The following scenario is also representative of the present: 

I am a widow with three children, and my name is Lakshmi (name has been altered). 
My third child was in my womb when I found out I was HIV positive; my spouse had 
died of AIDS before the baby was born. My doctors discouraged me against breastfeeding, 
and I felt uncomfortable being open about my pregnancy with my mother-in-law. Sharing 
my status was necessary in order to rescue my child, but it caused me to be discriminated 
against and eventually blamed for infecting my husband. My in-laws accused me of being 
sexually promiscuous and urged me to leave the house. Both of my parents rejected 
me. Three kids and I were out in the street. Later, with the help of another member of the 
positive network, I joined a nonprofit group for persons living with HIV/AIDS [9]. 

Depression, disgrace, being unable to accept the fact, isolation, developing low 
self-esteem, denial, fear, anxiety, guilt, suicidal thoughts, and futureless life are 
common psychological stress symptoms found in people living with HIV/AIDS, 
particularly among women. Additionally, research shows that people living with 
HIV/AIDS who endure stigma and prejudice are more likely to experience melan-
choly, humiliation, and suicidal thoughts [9]. Similarly, a cross-sectional study was 
performed on 150 PLWHA (75 men and 75 women) with HIV/AIDS in order to 
identify the psychosocial elements and depression related with the condition. The 
study found that the depressive symptoms of female HIV/AIDS patients were 
substantially more severe than those of male patients (Chi-square = 12.09, df = 1, 
p-value = 0.0001*) [10]. Another study stated that depression is one of the most 
commonly occurring mental disorders among HIV individuals. According to the 
study findings, 36% of PLWHA screened positive for depression, and 16% of



PLWHA had symptoms of anxiety disorder [11]. This affects the physical, psycho-
logical, and emotional status of women with HIV/AIDS. 
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28.1.3 Impact of Religion 

Religious teachings and practices have been historically influential in almost all 
countries. Religion not only serves as a protective force but also plays a supportive 
role in a person’s development. According to sociologist Max Weber, the purpose of 
religion is to enhance the wellbeing and long life of their followers, and he also 
insists that religious experts have the power to interfere with people’s everyday lives 
directly through pastoral care and guidance [12]. 

Religious leaders of various faiths emphasise social order, ethics, morality, and 
values. Table 28.1 is based on a chart titled “Religion and Sexual Ethics”. The 
researcher has concentrated on Islam and Christianity from the chart and has taken 
what is relevant to the study. This table appeared in the San Francisco Chronicle in 
December 1994. It was compiled, according to them, “based on official reports and 
expert advice” [13]. 

In this context, it is appropriate to study the role of religion and HIV/AIDS 
because both have one similarity. Both are connected with morality (moral behav-
iour). The morality here focuses on sexual issues like pre-marital sex, extramarital 
sex, homosexuality, bigamy, condoms, and many other practices which are not 
acceptable by any religion. Religion preaches on morality, whereas HIV/AIDS 
points out one’s moral behaviour. Therefore, studying HIV/AIDS in the context of 
religion is very important. 

In the initial stage of HIV/AIDS, people received less support from their respec-
tive faith-based organisations, but now religious institutions are now at the forefront 
in educating people about the prevention of HIV/AIDS and religious activities

Table 28.1 Sexual behaviour and religions’ response 

Sexual behaviour Hinduism Islam 
Christianity 
(Catholic) 

Teenage sex Not specifically 
focused [14] 

Morally unacceptable 
in most cases 

Condemned 

Pre-marital sex Does not support [15] Condemned Condemned 

Extramarital sex Mortal sin [16] Condemned Condemned 

Divorce Does not approve [17] Neutral Condemned 

Masturbation Not clear Neutral Morally unacceptable 
in most cases 

Abortion Condemned [18] Neutral Condemned 

Contraceptives No ban [19] Condemned Condemned 

Homosexual sex Controversial [20] Condemned Condemned



towards society have gained unprecedented dynamic [12]. Recent HIV/AIDS 
research has focused on the effect of religion on those living with the virus, and 
these studies have found that religious beliefs and practices have a significant 
positive effect on PLWHA’s health. Those PLWHA who believed in God, had 
empathy for others, had inner peace, and practised religion had a higher quality of 
life and a longer life expectancy than those who did not [21].
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Stigma is one of the serious barriers to coping with HIV/AIDS. Mahajan, in his 
study, argued that stigma is a serious issue because infected people avoid revealing 
their status and stigma stands as a barrier for HIV testing and treatment. Wolfe’s 
study among 112 HIV patients who are on Antiretroviral therapy (ART) in Botswana 
revealed that 94 per cent of patients maintained their secret within their community 
about their HIV status, whereas 69 per cent did not even disclose their status to their 
family members [22]. The stigma faced by the PLWHA leads to social isolation and 
stands as a hindrance in prevention aspects. The HIV/AIDS stigma continues to be a 
barrier for many PLWHA across the globe [23]. This stigma arises from people’s 
attitudes, which have to be changed. People living with HIV/AIDS undergo various 
forms of psychological distress due to the stigma attached to HIV/AIDS disease. 
Joshi and Kumari’s research [24] demonstrates how people living with HIV expe-
rience stigma and guilt, leading some to seek solace in religious practices as a 
manner of coping with their illness. Depression, shame, and thoughts of suicide 
have all been documented in the studies of people living with HIV/AIDS who have 
suffered stigma and discrimination [9]. 

Religious activism in the fight against AIDS has been the subject of research. The 
importance of personal behaviour and sexual behaviour in preventing HIV/AIDS is 
shown by a Brazilian intervention study. The study also stresses that it is the role of 
religious leaders of different religions to educate their followers on religious norms 
and practices, which will contribute to a reduction in the HIV/AIDS infection rate 
[25]. About half of 100 HIV patients surveyed in a study reported feeling more 
spiritual or religious after receiving their diagnosis [21]. HIV/AIDS is incurable, and 
this fact may draw people closer to God as they learn to rely on their faith for the 
strength to face each day. Religious teachings are a powerful source of comfort for 
individuals in need [21]. Joshi and Kumari, in their own research, found that patients 
with terminal illnesses who are able to do so turn to religious teachings and practices 
as a means of alleviating their pain. As HIV progresses to its last stages, a spiritual 
belief system can assist a person to maintain a positive outlook by easing their 
anxiety about dying [24]. It is clear from the studies that religion plays a significant 
role in helping persons who are HIV positive and living with the disease. The 
literature study demonstrates that religion is an integral component of the lives of 
persons with HIV, providing them with strength, hope, confidence, satisfaction, 
inner peace, and the ability to take on life’s obstacles.
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28.2 Methodology 

The study was conducted among 307 women living with HIV/AIDS. In this study, a 
stratified random sampling method was adopted to collect the data. The study 
continued with an exploratory qualitative method to draw information from the 
respondents. The research design used in the study is a descriptive diagnostic design, 
and to collect the data directly from the respondents, an “interview schedule” 
was framed consisting of both closed-ended and open-ended questions, and the 
data was enumerated using the Statistical Package for Social Science (SPSS). The 
study was conducted based on the responses received from three positive networks 
functioning in Chennai, Viluppuram, and Tuticorin, which are under Tamil Nadu 
AIDS Control Society (TANSACS) for data collection. 

Inclusion criteria:

• Positive women registered in religious institutions which are part of the positive 
networks

• Women over the age of 18 living with HIV
• Those who were willing to be interviewed based on informed consent as per 

Indian Council of Medical Research (ICMR) guidelines 

The ethics committee at Loyola College in Chennai’s Institute of Dialogue with 
Cultures and Religions (IDCR) gave their stamp of approval to everything used in 
the study. All contributors provided their informed consent. 

28.2.1 Part I – Quantitative Study 

28.2.1.1 Demographic Details of the Respondents 

In the study, 87 per cent of the respondents fell into the reproductive and econom-
ically active age group of 18–47 years. Sixty-seven per cent of the respondents 
belong to the Hindu religion. Eighteen per cent of the respondents belong to the 
Christian religion. Islam constituted a meagre 15 per cent. Out of 307 respondents, 
merely 19.2 per cent of the respondents were illiterate and the remaining 80.8 per 
cent were literate. During the interview, the majority (73.6 per cent) of the women 
revealed that they contracted HIV from their husbands. The nuclear type of family 
stands at 73.3 per cent of the respondents, whereas 11.1 per cent are from the joint 
family system. A majority, 76.9 per cent, of the respondents are employed, and they 
are represented as the breadwinners of the family. 

28.2.1.2 Not Disclosing the HIV/AIDS Status 

Fear of stigma and discrimination prevents PLWHA from disclosing their status to 
their immediate circle, which includes family members, relatives, friends, peer



groups, and the community with which they are affiliated. The major reasons 
identified were as follows: fear of discrimination (21.2 per cent), disgrace (4.6 per 
cent), and rejection (2.9 per cent). The reality is that respondents have not disclosed 
their HIV-positive status in order to avoid facing any kind of discrimination from 
family members and outsiders. The respondents also maintained secrecy by not 
sharing their status because of the shame and negative identity associated with the 
illness. 
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28.2.1.3 Acceptance of Family Members After HIV/AIDS Status 

The care and support of family members in the lives of HIV/AIDS people plays a 
crucial role. Acceptance of family members is very important and its absence will 
lead to psychological stress. A majority, 71.3 per cent, of the respondents said that 
they were not accepted by their family members after being infected with HIV. The 
infected person faces indifferent behaviour by their family members on one ground, 
i.e. social status. The findings of the research study [26] highlighted that 80 per cent 
of the respondents were isolated at the time of their severe illness by their family 
members and 30 per cent did not get love and care from their family members 
[26]. Stigma and discrimination complicate the situation of PLWHA. 

28.2.1.4 Involvement in Religious Practices 

After being diagnosed, PLWHA face rejection from family members, friends, and 
close circles. This leads to psychological stress resulting in suicidal thoughts. As far 
as the religious practices of the respondents are concerned, it is found from the 
analysis that a majority of 85 per cent of the respondents revealed that after the 
diagnosis of HIV they were involved in religious practices, whereas 9.1 per cent said 
they were not involved in any kind of religious practices after their HIV diagnosis. 
PLWHA turn towards religion as a means of support to lead a peaceful life. Due to 
his or her HIV status, religion plays a vital role in the life of PLWHA. Religion and 
its practices strengthen them with strong faith because they often face rejection by 
their own circle. 

28.2.1.5 Respondents Association with Religious Group 
or Organisations 

Religious institutions have presented a variety of responses in addressing the 
problems faced by PLWHA. Of the 307 respondents, 282 (91.9 per cent) stated 
that they were part of a religious group or an organisation working for the wellbeing 
of people living with HIV/AIDS. According to the findings, the respondents believe 
that belonging to any religious group or organisation is extremely beneficial.
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28.2.1.6 Religion Has Given Them the Power to Live in Hope and Face 
Any Kind of Obstacles 

The influence of religion is high among PLWHA. Religion, according to the 
majority of respondents (78.5 per cent), has given them the ability to live in hope 
and overcome any obstacle. The respondents who were optimistic spoke about the 
greatness of religion, whereas those who had drifted away from their religion and its 
practices spoke in a pessimistic manner. 

28.2.1.7 Religion Has the Power to Change Your Wellbeing 

Religion has a dynamic role in the wellbeing of PLWHA. It helped PLWHA to view 
life positively and change their attitudes to lead a better life. PLWHA develop 
positive ways to cope with their HIV status, increase self-care, and develop positive 
behaviour toward others [27]. Religion has the power to change people’s lives, 
according to the majority of respondents (77.5%). From the analysis, it is observed 
that respondents who have faith in their respective religions (Hinduism, Christianity, 
and Islam) and their preaching indicate that religion plays a dominant role in their 
wellbeing, i.e. the holistic development of an individual. 

28.3 Part II – Qualitative Study 

28.3.1 Case Study – 1 

Christian Anita (name changed) lost her spouse 3 years ago to HIV/AIDS, and he 
infected her. She is quite impoverished due to her job as a coolie. She is a mother of 
two, one of whom is HIV positive and the other of whom is not. The family lives 
next door to their relatives, but it was these individuals who first exhibited prejudice. 
Some people avoid her because she has HIV/AIDS. Due to her frequent illness, she 
rarely shows up for work when she is supposed to. Her goal is to provide her kids a 
good education. Not only does she have to deal with the social stigma of her 
situation, but she also cannot afford to send her kids to college. According to 
Anita, the first steps in preventing the spread of HIV/AIDS are to exercise self-
control in sexual matters and to refrain from sharing needles with others. 

28.3.1.1 Care System 

She was admitted to the TNSACS-operated positive network after being diagnosed 
with HIV at Kilpauk Medical Hospital in Chennai. Christian Missions Charitable 
Trust (CMCT), Chennai, was where she was directed. She received help for her



mental and spiritual wellbeing as well as therapy and prayer at CMCT. They 
guaranteed monthly food deliveries and financial assistance for her kids’ college 
tuition. Anita is grateful to CMCT for the preventative guidance, self-awareness 
training, and spiritual comfort it has provided her. In a time of difficulty, she was 
able to manage better with the aid of the CMCT. When Anita was finished, she said, 
“I was in a hopeless situation; I realised that there is no one to help me except God, 
and so I turned to God and confessed my sins. By the grace of God, I am at peace. 
I developed guilt feelings because of HIV, which made me attempt suicide, but now 
I don’t feel like it nor do I have guilty feelings”. 
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28.3.2 Case Study – 2 

Ayesha (name changed) got married at the age of 18. She is from the Muslim 
community. There are a total of 12 children in her family tree, and she is the fourth 
of them. Back in 1999, she entered into an arranged marriage. She’s a mother to two 
young men. Both boys are in school; the older one is 15 and in ninth grade, and the 
younger one is 13 and in eighth grade. They rushed her eldest kid to Stanley Medical 
Hospital in Chennai after he complained of a persistent fever. For her son’s medical 
exam, the doctor requested that she complete the entire procedure. She learnt, to her 
dismay, that her son had become infected with HIV/AIDS. She was tasked with 
taking the HIV/AIDS test together with her husband and was given specific instruc-
tions to do so. Both parents tested positive with HIV in this study. Her spouse found 
out and promptly beat her up for being unfaithful and then abandoned her. They all 
turned their backs on her. For safety, she had to approach the mosque’s leaders for 
assistance. In exchange, they provided guidance to her family. She’s a housekeeper, 
and her monthly pay is Rs 3000. She helps support her family by performing menial 
tasks. Though she wants to send her sons to school, she has a hard time making ends 
meet each month. 

28.3.2.1 Care System 

After receiving her HIV/AIDS diagnosis at Stanley Medical Hospital in Chennai, 
she was instructed to sign up with the TNSACS-run HIV/AIDS network. That 
connection led her to learn about International alliance for the prevention of AIDS 
(IAPA) India, a nonprofit group serving those with HIV/AIDS. They help anyone in 
need regardless of their religious affiliation. She seeks blessings and participates in 
mosque prayers regularly. The Jamaat, which is an Islamic religious group, met her 
and her family members personally and requested them to share love and care with 
her and the children. The Jamaat has been extending all possible support to her by 
providing spiritual counselling and periodical financial support for treatment pur-
poses. The Jamaat representatives also came forward to support her children’s 
education. According to Ayesha, “My religious teachings, beliefs, and practises



played an important part in my life. Disclosing my status to everyone was a difficult 
move. But religion and religious leaders made me understand the meaning of 
compassion, which strengthened me to live a meaningful life”. 
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28.3.3 Case Study – 3 

Radha (name changed) is aged 25, is illiterate, and belongs to a poor agricultural 
family. She lives with her husband and son. When they don’t have an agricultural 
job, her husband goes for any kind of unskilled work or travels from one place to 
another in search of a job, and during his mobility he happened to get infected with 
HIV/AIDS. Due to his prolonged illness, he was asked to go for a checkup at 
Tambaram Thoracic Sanatorium, Chennai. The result showed he was seropositive. 
After hearing this, he lost consciousness and survived for about 4 months. Fortu-
nately, their child tested negative for the virus. When the villagers came to know of 
their status, they were stigmatised and discriminated against by their community. 
Due to the social stigma attached to it, they were treated very badly. Even their own 
family members behaved very rudely. Her child was forced to stay away from other 
children. 

28.3.3.1 Care System 

Women face many forms of stigma and discrimination due to their HIV/AIDS status. 
After being diagnosed with HIV, she was referred to PWN+, an organisation that 
provides HIV testing, counselling, treatment, and support services to HIV-positive 
women. A field worker with the positive network, that’s what she does. As a devout 
Hindu, she knows that her misfortunes are a punishment for her previous mistakes. 
She is devout and follows the Brahmin priest’s lead when it comes to doing pujas 
and making offerings. She’s the one who does everything. She also thinks that, 
because of her faith in God, she will be able to stay in this life. Because of her faith in 
God, she finds tremendous strength and assurance in herself. NGOs focusing on 
HIV/AIDS provide cash aid and educational opportunities for her son. On 
interacting with Radha, the researcher came to know that she practises religious 
teachings of all faiths. She believes that faith in God will help her to live her life 
smoothly. Once, when she felt depressed, she attempted to commit suicide, but she 
was then touched by the testimony of another positive woman and changed her mind 
to live her life putting all her trust in God. 

She goes to temples, does pujas, and does all sorts of rituals so that her child does 
well and is settled happily. She regularly offers food, as all religions insist on 
sharing. She offers food now and then. She is involved in these activities just for 
her own satisfaction. She smiled and said that she went everywhere because only 
God could answer her pain and suffering.
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28.4 Discussion 

The results from the study accentuate that irrespective of all interventions, women 
with HIV/AIDS continue to face multiple forms of discrimination in society. The 
findings suggest that women need twice as much in the care, prevention, treatment, 
and support system. The study tries to establish a positive link between religion and 
HIV/AIDS. Therefore, the inquiry starts with the question of involvement in reli-
gious practices by the respondent after the diagnosis of HIV/AIDS status. As far as 
the religious practices of the respondents are concerned, it is found from the analysis 
that the majority, i.e. 85 per cent of the respondents, revealed that after their HIV 
diagnosis they were involved in religious practices, and 78.5 per cent of the 
respondents shared that religion has given them the power to live in hope and face 
any kind of obstacle. The respondents felt their religious beliefs and practices helped 
to increase their faith to lead their lives in this competitive society and to overcome 
their illness. Religion is a multidimensional construct [28] which can play a vital role 
in the health status of the respondents. 

HIV/AIDS has created an impression that there is no life for an infected person 
and that it is an illness with no solution. In such cases, those who are infected decide 
to seek the mercy of their God for greater healing. Religion has given people a faith-
based hope for living peacefully. Durkheim [29] argues that religion is a form of 
social control and it inculcates good values in a person. Religious leaders, through 
their religious discourse of power and knowledge, need to address the plight of both 
those infected and affected by HIV/AIDS by showing compassion, care, and sup-
port. This will take a positive shape in the community and can make a difference in 
the lives of PLWHA and further in the prevention aspects of HIV/AIDS. Religious 
leaders must openly discuss sexual and immoral behaviour, as well as sexual 
orientation, through their religious discourse of power and knowledge for the good 
of all, as Foucault [30] insists on an open discussion of sexuality. Religious leaders, 
through their religious discourse, can break the silence by reaching out to those 
rejected by society due to their HIV status. It is understandable that the interference 
of religion in the prevention of HIV/AIDS brings constructive changes in the lives of 
those infected and affected by HIV/AIDS. 

28.4.1 Implications for Social Work Practice 

Four decades have passed since the first case of AIDS was identified in 1981; many 
questions about HIV/AIDS infection, the vaccine to prevent it, and ways and means 
to stop the spread remain unanswered. This has eventually led to a lot of myths about 
the spread of the infection, leading to stigma and discrimination within society. HIV/ 
AIDS has not only affected the health of individuals but also their personality and 
identity. PLWHA have a highly burdensome life that imposes multiple challenges, 
especially stress, on them.
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The social workers are critical as they play a catalyst’s role in dealing with the 
infected ones, their families, and the larger society. Currently, there are social 
workers engaged in it. However, there is ample scope for appointing more of them 
in order to deal with the rise in demand and to professionally intervene with those 
infected and also other stakeholders such as government line departments, educa-
tional institutions, the health sector, and the communities to curb the spread of 
infection and also myths around it as well. 

Social workers need to be capacitated and build on their skills to play an effective 
role. In-depth knowledge of HIV/AIDS (causes, awareness, and prevention), skills 
to provide emotional support to PLWHA and their caregivers, and training in family-
integrated counselling and therapies could all be areas of capacity building. With 
skills and knowledge acquired, social workers can conduct impactful awareness 
campaigns and workshops at various educational institutions. A training manual can 
be drafted and circulated across educational institutions and workplaces as IEC/BCC 
materials to facilitate enhanced understanding of this epidemic, viz. a platform to 
break the silence around HIV/AIDS. 

The role of social workers appears to be even more important in bringing about 
behavioural and attitude changes among those affected, their families, and other 
stakeholders. They may have to advocate for those PLWHA with different fronts for 
facilitating care, rights, entitlements, and resources from the institutional setup of the 
government and NGOs working in the sector. Social workers can facilitate the 
identification and training of women living with HIV/AIDS as peer educators and 
role models. 

There is also a felt need for elective courses on HIV/AIDS such as sexuality and 
identity, interpersonal care and support, etc., as part of the social work course. 
Students who enrol in these courses are expected to have a better understanding of 
HIV/AIDS and its scope for further specialisation, learning, and application for 
better impact, scale, and sustainable interventions. 

28.4.2 Application of Artificial Intelligence 

This paper seeks to determine how the use of technology (artificial intelligence) can 
help people living with HIV/AIDS improve their wellbeing status. AI solutions for 
HIV prevention could benefit from an experimental, systematic approach that 
includes qualitative and quantitative assessments and should be developed to reduce 
HIV infection rates (Fig. 28.2). 

AI-based solutions are necessary to help with HIV prevention. Using technology, 
people living with HIV/AIDS can address their physiological and psychological 
issues.
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Customer Support 
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Fig. 28.2 Developed by the researcher 

28.5 Conclusion 

Globally, the HIV/AIDS epidemic is represented as one of the most important health 
concerns. It poses social, economic, developmental, religious, and technological 
challenges to countries globally. Religious institutions act as change agents in 
addressing the issue of HIV/AIDS. Religious beliefs often help individuals with an 
HIV infection develop a perspective on the meaning and purpose of their life. Today, 
directly or indirectly, all religious leaders of various faiths follow Foucauldian 
theory, which focuses on an open dialogue on sexuality, which leads to removing 
stigmatised behaviour towards PLWHA and eventually bringing about behavioural 
and attitudinal change among the general public. The PLWHA are affected in many 
ways, such as the socio-economic effect, the existence of stigma and discrimination, 
psychological status, and also taking ART. The findings of this study would 
undoubtedly facilitate the strengthening of religious and cultural practices that help 
in the prevention and care of HIV/AIDS. UN organisations like the WHO, UNHCR, 
UNICEF, WFP, UNDP, UNFPA, UNODC, UNESCO, and the World Bank are 
working to fight against the spread of HIV infections and to care for people living 
with HIV. This study is just a starting point towards further study on how religious 
leaders and the use of technology could help PLWHA cope with the disease and 
correct their perception of the disease and the ways of eradicating and curing the 
disease.
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Chapter 29 
Detection of Anomalies in Internet of Things 
(IoT) Network Using Artificial Neural 
Intelligence for Healthcare 

Gnaneswari Gnanaguru, S. Silvia Priscila, and R. Balamurugan 

29.1 Introduction 

IoT will lead to an explosion in sensor and stream data, which will be gathered at a 
rapid pace. It’s possible to encounter a variety of anomalous streams in real-time 
scenarios, such as data that is inconsistent with its usual behaviour or data that jumps 
abruptly in artificial neural intelligence for healthcare [1]. 

It is imperative that this anomalous data be captured accurately and timely for 
further decision-making. The study [2] introduced the Internet of things as a service 
[3–5] that facilitates stream data processing. In [6–8], the concept of selecting a 
suitable service or method is discussed. Various data sources should be provided 
with common functions that can be easily reused and combined to create more 
complex functions through service composition. 

There are a large number of industrialised anomaly detection algorithms (ADAs) 
available as a service and can be used in a variety of contexts [9, 10]. The work in 
[11] is used a proactive data service abstraction to properly package up the 
current ADAs. 

In spite of the scenario, capturing anomalous data is still a challenge because of 
the various circumstances involved. It is tough to find a programme [12] that solves 
an optimisation technique better than all others in all instances. Statistical
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approaches won’t work effectively because of situational inconsistencies in a single 
collection [13]. In terms of the Area Under the Curve (AUC), generative models 
might perform more effectively than analytical techniques. Depending on how often 
and constantly the quantity of unique real-time processing emerges, it is easy to 
ignore part of the abnormal information in artificial neural intelligence for 
healthcare. An Anomaly Detection System (ADS) can therefore be unable to adjust 
to various input data structures. Since anomaly detection is both faster and more 
accurate, dynamically selecting the appropriate service for each stream of data is a 
requirement.
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Each anomaly detection algorithm works better for a specific set of stream 
collections [14–18]. A stream of data must be accurately and quickly characterised 
so that IoT services can be computationally selected in a wide range of scenarios 
[19]. With data from different types flowing in, a range of options can be chosen and 
customised [20–22]. 

Following the observation that anomalies are difficult to detect from stream data, 
an anomaly detection framework was proposed in this paper [23]. In this paper, a 
machine learning-based framework is developed using artificial neural network 
(ANN) in intelligence for healthcare [24]. The model preprocesses the input network 
log data and then the features are extracted from it. The ANN classifier classifies the 
relevant features required to detect anomalies in a real-time environment in intelli-
gence for healthcare [25–27]. 

29.2 Background 

These methods are primarily used to detect anomalies because of their ability to 
generalise. For these reasons, supervised methods are not an option for us. There are 
several challenges with trying to identify anomalies in IoT measurements taken as 
part of a continuous time series in real time in artificial neural intelligence for 
healthcare. 

In order to quickly deploy ADS, very little or no time is available to train a 
complex anomaly detection model. Long short-term memory (LSTM) and 
Autoencoder for transmissions using variable tweaking and training a model are 
two examples of supervised neural analysis tool techniques for abnormality identi-
fication. An increasing number of streams are being launched frequently, which 
makes it more difficult to determine which service algorithms are best suited for each 
stream. 

A flexible IoT real-time data ADA must keep in mind huge amounts of data type 
improvements in specific dynamic data vulnerability scanning methodologies. As 
previously stated, outlier detection at runtime was known to be a problem, but 
solution formation did not take into account this issue or ignore changes in streaming 
data. Because of the dynamic nature of IoT data, current methods are ineffective. 
Using the features gathered in the first phase, we try to build a framework for



describing and reshaping the time-series data using deep learning models, which we 
then apply in the second stage to identify the data patterns in healthcare. 
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29.3 IoT Stream Data Detection Framework in Healthcare 

The full capabilities of the newly added object tracking AD infrastructure: The 
record includes a tuple that can be used for documentation for the recognition and 
choice of providers in the process’s advanced parts. Through gathering actual 
instances from abnormality sensing devices or by speaking with subject-matter 
experts, this material can be enhanced. Typically, the flow input and statistical 
results are used to construct a technique to choose an ADS for a particular quantity 
of information. The collected information was used to track the efficiency of 
new ADAs. 

Each stream of information can be expressed as a digital direction by applying a 
stream feature extraction technique to the stream data. Computational models are 
trained using the best possible services as practising models for their models. Similar 
to how we extracted features for our framework’s application, an updated stream of 
data is turned into a feature vector. Using the similarity matrix and the product 
modelling approach, the most appropriate operation for the current number of bytes 
is selected, and it is then used in practice to reflect the anomalous data in artificial 
neural networks for healthcare. 

29.3.1 Service Selection Model 

To choose the highest quality products for real-time feature extraction, a significant 
portion of real-time processing must be gathered and their properties extracted. 
When examining available information, an ADS is the best comparison to the 
captured processing and data segment and the great quality that satisfies it. In 
order to find the best service on the market, a small number of common services 
are put to the test over and over again on these stream data fragments. Reaching a 
conclusion on an important concern has evolved into a structural precognition 
challenge due to the flow of numerous types and their highest ADS. 

29.3.2 Feature Extraction 

The time-series properties are the foundation of our concept. The foundation for 
anomaly identification is made up of features that are already accessible to the 
general public and tried-and-true techniques. Using the feature selection strategy 
that was used, some helpful features for capturing the crucial aspects of stream data



were also found. The specified real-time qualities must be used in conjunction with 
one another in order to select the best treatment for fresh, evolving datasets. 
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29.3.3 Data Patterns Representations in Intelligence 
for Healthcare 

Given the abundance of modern computing real-time data uses and the diverse 
properties of real-time processing, the adoption of an ANN approach is practical. 
The selection of traits to describe sensor information and the choice of suitable 
technology offerings rank among the most crucial facets of our job. It was necessary 
to use a feature selection method in order to distinguish between different stream 
data patterns. 

Each feature has its own unique geometric interpretation and statistical signifi-
cance when used to characterise time-series data from various perspectives. These 
characteristics can be quantified through the use of computing. In other words, it is 
possible to tell the difference between these data streams by comparing their 
characteristics. 

Many models are built using different subsets of input features and then hand-
picked for their best performance based on various performance metrics. This is a 
part of this approach called “wrapping” feature selection. These approaches may be 
computationally intensive even though they are not dependent on the type of vari-
ables used in artificial neural intelligence for healthcare. 

In contrast to procedure objective functions, these properties are particularly well 
suited for universal pattern recognition tasks, as per the cognitive science field. 
However, adaptable learning technology might be effective in solving related issues 
in a vast multitude of distinct domains. Based on the similarities between the two 
issues, a conclusion can be drawn. Algorithm selection is made easier by the 
selection of these characteristics. The transfer function is given below: 

f að Þ= 1= 1þ exp - að Þð Þ  

A classification model can then be trained using these characteristics in order to 
select a suitable algorithm for a given stream of data. If these characteristics could be 
calculated in real time, the decision to select the best algorithm service would be 
made more quickly, and thus more application users would accept it, as previously 
stated. 

No limit exists on how many inputs a neuron can take in anything from one to n. 
As a result, the inputs can be written as x1, x2, x3. . .  xn. 

w1, w2, w3. . .  wn are the weights for the inputs. We can now express the sum of 
the weights multiplied by the inputs we discussed above in terms of the activation 
value, which is 

a= x1w1þ x2w2 þ x3w3 . . .þ xnwn 

To put it another way, the sum of the sum of all of the sums is equal to one.
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29.4 Performance Analysis 

The method is evaluated in the chart to show the effectiveness of the suggested 
strategy with a number of alternative approaches, covering ML techniques like 
randomised trees, Bayesian networks, and categorisation and backsliding trees. 
Actual and artificial information with three kinds of anomalies—collective, 
randomised, and focal anomaly—is used to verify the efficiency (Figs. 29.1, 29.2, 
29.3 and 29.4). 

The outcomes are illustrated in Figs. 29.1, 29.2, 29.3 and 29.4 shows that the 
suggested procedure has a greater degree of precision when identifying instances 
from the input set. As a conclusion, it provides better rates of speed and efficiency, 
memory, and f-measure than the current approaches in artificial neural intelligence 
for healthcare.
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29.4.1 Explanation of the Figure and the Findings 

In the above illustrated figure, there are four charts, which show four different 
working fields of the system. Figure 29.1 represents the accuracy, which shows 
how fast the system compiles the information and provides it. Second, the precise 
chart comes, which shows how accurate the system works when it’s distributing the 
materials among the structure. However, in total, the method is evaluated in the chart 
to show the effectiveness of the suggested strategy with a number of alternative 
approaches, covering ML techniques like randomised trees, Bayesian networks, and 
categorisation and backsliding trees. Actual and artificial neural Information for 
healthcare contains three kinds of anomalies—collective, randomized, and focal 
anomaly—is used to verify the efficiency. 

29.5 Conclusion 

In this paper, an ANN framework is developed that classifies the relevant features 
required to detect the anomalies in a real-time environment in intelligence for 
healthcare. The experiments were conducted to test the efficacy of feature selection 
and classification. The IoT techniques are reactive, which makes actual-time anom-
alous characterisation a difficult task. A deep machine-based learning design is



proposed, utilising a neural network to allow rapid prediction. We instead try to 
differentiate the patterns of data using machine learning, as it is hard to create a 
universal solution for identifying all forms of abnormalities in IoT stream data in 
practice in healthcare. A number of monitoring technologies can be chosen, and they 
can then be set up in accordance with the real-time stream patterns that they produce. 
We make an effort to capture the information from a flow, and then, using the 
retrieved features, we choose an appropriate deep packet inspection. In addition to 
being able to efficiently select the service, our method is also capable of efficiently 
recognising the data pattern in artificial neural intelligence for healthcare. While we 
use technologically substantial knowledge to make the following recommendations, 
this can be considered in the future by gathering extra actual information and 
analysing so many experiments with technology creation. 
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Chapter 30 
Evaluation of Antiulcer Potentiality 
of D-Alpha-Tocopheryl Succinate by 
Inhibition of Oxidative Stress 
and Proinflammatory Cytokines 

Vikram Nimbalkar , Niraj Vyawahare , Sachin Shinde , 
and Ganesh Pawar 

30.1 Introduction 

Gastrointestinal and duodenal ulcers are both a part of the highly common gastric 
illness known as peptic ulcer (PU) [1–2]. It has just been discovered that PU 
develops as soon as the physiological equilibrium among harmful and protective 
components in the gastrointestinal system is upset [3–4]. Among the damaging 
components include reactive species and peroxides, poor digestion and pepsin 
production, as well as exogenous substances like ethanol or NSAIDs [5]. Nitric 
oxide (NO), prostaglandins, acidosis, superoxide dismutase, gastric mucus, and 
other stomach defence mechanisms also aid in protecting against harmful substances 
[6]. It has been determined that colonization of the stomach epithelial surface by 
Helicobacter pylori through a predisposing element for the emergence of PU illness, 
peptic hypertrophy, and rectal cancer is and aerotolerant growing capability and the 
generation of numerous bacterial pathogens [7]. 
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Gastric pump antagonists, H2 receptor antagonists, and antibiotics for infection 
with H. pylori are examples of chemical medications used to treat PU [8]. These 
medications cannot prevent ulcers from recurring, have adverse side effects, and act 
negatively with a large variety of other substances [9]. Numerous studies on natural 
supplements were carried out to look into various medications and revolutionary 
phytochemical brokers for the control of ailments, in line with the Health Institu-
tion’s focus on the development of traditional indigenous remedies and 
ethnomedicines [10]. Therefore, this article’s objective was to evaluate D-alpha-
positive tocopheryl’s effects on peptic ulcers. Vitamin E comes in the form of 
D-alpha tocopheryl. It has been identified for reproduction since 1992 [11]. It has 
further antioxidants, antiparasitic, and therapeutic properties, according to research 
[12]. The human body uses D-alpha-tocopheryl succinate to fulfil current nutritional 
requirements [13]. It is a gastroprotective agent that is naturally occurring. A 
chromane ring with a side chain, which contributes a hydrogen bond to eliminate 
an amphipathic chain, as well as oxidants, which facilitates penetration of the 
biomembrane, make up its structural components [14–16]. It is diffusible, present 
in several tissues, and metabolized by the body in a wide range of methods. D-alpha-
tocopheryl has numerous roles in cellular, molecular, and biochemical processes. It 
also has a significant impact on lipid homeostasis and total lipoprotein levels [17]. A 
natural source antioxidant is called alpha tocopheryl succinate. Antioxidants, such as 
D-alpha-tocopheryl succinate, may be able to shield bodily cells from the harmful 
effects of free radicals [18]. One of the most popular causes for PU is the develop-
ment of oxidative stress into the stomach mucosal injury [19–20]. In vitro tests have 
demonstrated the potency and effectiveness of tocopherol as a free radical 
scavenger [21]. 

For the assessment of oxidative stress, glutathione, superoxide dismutase, and 
catalase are habitually measured as antioxidant enzymes [22]. According to several 
shreds and pieces of evidence, in vivo studies have suggested that antioxidant 
enzyme activity in the examination of ulcerogenic chemical substances was greatly 
reduced and prevented after the administration of tocopherol [23]. Tocopherol has 
the capability to preserve the antioxidant enzyme itself by scavenging free radicals 
[24]. Myeloperoxidase, an enzyme, is another source of oxyradicals [25]. Previously 
reported, the elevation in the myeloperoxidase activity in aspirin, indomethacin, and 
H. pylori induced gastric lesion models [25]. This enzyme activity is reduced after 
α-tocopherol administration, which further results in a reduction in gastric lesions as 
well as leukocyte formation [26]. Also, α-tocopherol inhibits neutrophil absorption 
to lessen the extent of gastrointestinal lesions [27]. According to the literature, D-
alpha-tocopheryl succinate shows positive response towards gastroprotective activ-
ity. There is a need for more prospective randomized study to be done. In vitro study 
using cell lines is one of the finest methods to reach the accuracy of results. So, to 
find D-alpha-tocopheryl succinate useful in gastroprotective studies, in vitro studies 
using cell line is the most reliable method.
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30.2 Resources and Techniques 

30.2.1 Chemicals and Tissue Growth 

Cells from digestive acids adenocarcinomas were cultured and medium containing 
10% FBS, 1.5 ml L-glutamine, and 1% antibiotics (100 U/ml penicillin, 10 mg/ml 
streptomycin) is described. 

The cell viability was cultivated with a dry incubator in the condition of 5% CO2 

at 37 °C → trypsinized cells. According to the requirement, these cells are required. 
All chemicals as well as cell medium, insecticides, L-glutamine, and trypsin are 
examples of chemicals (acquired from Gibco), MTT, -alpha-tocopheryl succinate, 
and indomethacin (procured from Matrix Fine Science Pvt. Ltd). 

30.2.2 Test for Treated Cells 

For the short-term cytotoxic consequence of d-alpha-tocopheryl succinate in AGS 
cells, a colourimetric-based MTT sample was carried out. 

Following the stimulation of 0.25% trypsin in PBS, the cells were dislodged → 
suspended growth medium → Approx. 8000–1000 cells seeded into 96 well plates 
grown 60–70% confluency → cell treated increasing concentration gradients 
(50, 100, 250, 500, 1000, 1500, 2000 μg/ml) of d-alpha-tocopheryl succinate for 
24 hours → remove media →20 μl MTT reagent (5 mg/ml) added→ incubate at 37 ° 
C for 2 hours → purple formazin crystals → in isopropanol, decomposed. A plate 
reader and a microscope were used to assess the colour intensity (Mithras LB 
940, Berthold, Germany). 

The % feasibility was determined as follows: 

%Viability= Measure good absorbency=Transmittance of untreated controlð  
× 100 

30.2.3 Evaluation of D-α-Tocopheryl Succinate’s 
Anti-Oxidant Properties in Induced Inflammation 
Cytotoxicity in AGS Cells 

Assessment of barrier activity of d-α-tocopheryl succinate in indomethacin-induced 
damage in AGS cell evaluated via several modifications in MTT assay. 

AGS cells drilled in 96-diving properly → for 24 hours → improved with 
50, 100, and 250 μg/ml concentrations of d-alpha-tocopheryl succinate → After
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24 hours → medium replaced with the fresh medium of indomethacin → for 3 hours 
→ using the procedure outlined above, cell viability was assessed. 
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30.2.4 Prostaglandins in the Stomach Mucosa Are 
Measured E2 

For the evaluation of the concentration of PGE2, AGS cells seeded in 96-well plates 
→ for 24 hours → cells were handled 50, 100, and 250 μg/ml concentrations of d-
alpha-tocopheryl succinate → 24 hours → 800 μg/ml indomethacin → 3 hours for 
hatching → PGE2 concentrations in the solution were assessed using an ELISA kit 
(protein immunosorbent assay) (Cayman, MI, USA). 

30.2.5 Gastric Oxidative Stress Assessment and Enzymatic 
Antioxidant Function 

In accordance with the package recommendations, the stomach level of glutathione 
(GSH) was determined after the aforementioned treatments to d-alpha-tocopheryl 
succinate and indomethacin for the recommended treatment situations. Additionally, 
as a measure of the enzymatic antioxidant activity, the stomach content of superox-
ide dismutase (SOD) was determined. 

30.2.6 Assessing of Gastric Apoptosis 

The caspase-3 ELISA kit was applied to measure the gastric caspase-3 function 
(ab39401, Abcam, Cambridge, MA, USA). We utilized a spectrophotometer to 
evaluate the levels of absorbance at 405 nm using a microplate reader (Mithras LB 
940, Berthold, Germany). Apoptotic actions were quantified as relative values using 
the formula below: 

%caspase- 3 activity 
= Measure good absorbency=Transmittance of untreated controlð × 100
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30.2.7 Determination of Gastric Cellular Levels 
of Inflammatory Markers 

Oblique ELISA was used in accordance with the procedure to identify 
pro-inflammatory cytokines (IL-1β, IL-6, TNF-α) as well as generally pro cytokines 
(IL-10). The antibody antigen (30 μg) combined in partnering buffer was placed onto 
96 well plates and incubated (3679, Corning, NY, USA) and left overnight at 4 °C 
before being washed with 1X phosphate buffered saline tween (PBST) and blocked 
with super cocktail buffer. 1° antibodies were then added and kept at gradient for 
2 hours. The wells were first washed twice with 1X PBST, then incubated with 2° 
horseradish peroxidase (HRP) coupled antibody for 45 min at gradient. After 
10 minutes of dark incubation, the 2, 2′-azinobis (3-ethylbenzthiazoline-6-sulfonic 
acid) template solution was added, and a retinal reader was used to track the 
absorbance at 405 nm (Berthold, Germany). 

30.2.8 Factoid Evaluation 

Statistical software from the USA called Graph Pad Prism 5.0 was used for the 
descriptive statistics. Results were the average and± standard deviation of 3 different 
explorations. One-way ANOVA was used to evaluate the data, and then the 
Bonferroni multiple comparison test. The variation in the central tendency between 
the matched controls was deemed to be statistically significant as ‘*’ ( p < 0.05), ‘**’ 
(p < 0.001) and ‘***’ (p < 0.0001). 

30.3 Result 

30.3.1 Effect of D-α-Tocopheryl Succinate Regarding 
the Indomethacin-Induced Apoptosis in AGS Cells 

To AGS cells were exposed to various quantities of d-alpha-tocopheryl succinate for 
24 hours in order to create a spectrum of non-cytotoxic quantities for the interven-
tion. According to Fig. 30.1a, when contrasted to the untreated control, the concen-
tration range of 50–500 μg/ml of D-α-tocopheryl succinate had no effect on cell 
survival. In addition, up to the treatment concentration of 2000 μg/ml of d-alpha-
tocopheryl succinate, the IC50 value was not reached. So, in the following experi-
ments, we have taken 50, 100, and 250 μg/ml occurrences of D-α-tocopheryl 
succinate. The protective effects of d-alpha-tocopheryl succinate were evaluated 
versus induced hepatotoxicity cell death. As given in Fig. 30.1b, indomethacin 
(800 μg/ml), the survival of the cells was drastically lowered by 49.86% especially 
in comparison to the cell lines that were not treated (P < 0.0001) (Fig. 30.1b).



Pre-treatment with D-α-tocopheryl succinate at proportions of 50, 100, and 250 μg/ 
ml a mean vitality of substantially reduced treated mice cell death to 60.83% 
(P < 0.001), 67.93% (P < 0.0001), and 75.27% (P < 0.0001), respectively. 

406 V. Nimbalkar et al.

Fig. 30.1 Impact of d-alpha-tocopheryl succinate on the decline in cell viability brought on by 
indomethacin in AGS cells. (a) D-alpha-tocopheryl succinate was applied to AGS cells for 
24 hours. (b) Cells underwent either a pre-treatment with d-alpha-tocopheryl succinate during 
24 hours, followed by an indomethacin incubation (800 μg/ml) for 3 hours. The cell’s vitality 
was assessed using the 3-(4,5- dimethylthiazol-2-yl)-2,5-diphenyl tetrazolium bromide method. 
Data expressed as mean ± SD (n = 3). ‘**’ and ‘***’ indicate statistical significance (P < 0.001 and 
P < 0.0001, respectively), where ‘ns’ indicates statistical non-significance (P > 0.05) 

30.3.2 Effect of D-α-Tocopheryl Succinate on PGE2 Levels 
in AGS Cells 

As displayed in Fig. 30.2, d-alpha-tocopheryl succinate significantly increased the 
PGE2 levels. Approximately 3.27-fold decreased level of PGE2 (P < 0.0001) was 
found after the treatment of indomethacin (as compared to control). However, in the 
pre-treatment conditions (with increasing concentrations of d-alpha-tocopheryl suc-
cinate (50, 100, and 250 μg/ml)), approximately 1.1 fold (P < 0.05), 2.15 fold 
(P < 0.0001), and 2.63 fold (P < 0.0001) elevated level of PGE2 was noted, as 
opposed to the combination treatment with indomethacin (alone), correspondingly. 

30.3.3 Effects of D-α-Tocopheryl Succinate on Gastric 
Cellular Level Lipid Peroxides 

Treatment of indomethacin significantly decreased gastric GSH in contrast to the 
control group, levels (Fig. 30.3a). Treatment with 800 μg/ml indomethacin signifi-
cantly down-regulated GSH level by approximately 3.55-fold (P < 0.0001).



However, pre-treatment with d-alpha-tocopheryl succinate produced elevated levels 
of gastric levels of GSH, along with its increasing treatment concentrations. At 
250 μg/ml concentration, D-α-tocopheryl succinate uplifted the GSH level by 
2.68-fold (approximately) (P < 0.0001), especially in comparison to the group 
that received indomethacin (Fig. 30.3a). Similarly, cure with indomethacin 
decreased the gastric SOD activity by approximately 3.42-fold (P < 0.0001) as 
compared to untreated control. Here also, with the increasing pre-treatment concen-
trations of d-alpha-tocopheryl succinate, elevated SOD levels were documented
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Fig. 30.2 D-α-tocopheryl 
succinate’’ influence on the 
slope of PGE2 in AGS cells. 
Before being exposed to 
indomethacin, cells were 
treated either with d-alpha-
tocopheryl succinate for 24 
hours followed by 
indomethacin (800 μg/ml) 
for 3 hours. Data expressed 
as mean ± SD (n = 3). ‘*’ 
and ‘***’ significance tests 
(P < 0.05 and P < 0.0001, 
respectively) 

Fig. 30.3 D-α-tocopheryl succinate’s  influence on the slope of gastric cellular levels of oxidative 
stress marker, glutathione (GSH) (a) and superoxide dismutase activity (SOD) (b) in stomach ulcers 
brought on by indomethacin. The evidence reported as mean ± SD (n = 3). ‘**’ and ‘***’ indicate 
statistical significance (P < 0.001 and P < 0.0001, approximately), where ‘ns’ indicates statistical 
non-significance



even after indomethacin treatment. At the treatment concentration of 250 μg/ml, it 
elevated the SOD level by 2.68-fold (P < 0.0001) as compared to the indomethacin 
treatment group (Fig. 30.3b).
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30.3.4 Effect of D-α-Tocopheryl Succinate 
on Indomethacin-Induced Apoptosis in AGS Cells 

In the indomethacin group, expression of caspase-3 was significantly increased as 
compared to the normal control group. Approximately 4.43-fold (P < 0.0001) 
elevated expression of caspase-3 was measured in the indomethacin-treated group. 
On the other hand, d-alpha-tocopheryl succinate decreased caspase-3 activity more 
than that observed in the indomethacin group. Nearly 1.77-fold reduced level of 
caspase-3 activity was measured in the 250 μg/ml pre-treatment concentration of d-
alpha-tocopheryl succinate (Fig. 30.4). 

30.3.5 Role of D-Alpha-Tocopheryl Succinate on Gastric 
Cellular Levels of Inflammatory Cytokines 

Taking indomethacin dramatically raised the amount of cytokines that really are 
aggravating like IL-1β, IL-6, and TNF-α while it decreased anti-inflammatory 
cytokine, IL-10. Approximately 4.19, 4.7, and 3.15-fold down-regulation 
(P < 0.0001) of IL-1β, IL-6, and TNF-α were measured in indomethacin-treated 
lysates, respectively (Fig. 30.5a–c). However, with the increasing concentrations of 
d-alpha-tocopheryl succinate, the elevated expressions of these pro-inflammatory

Fig. 30.4 D-alpha-
tocopheryl succinate’s 
influence on the level of the 
gastric cellular level of the 
apoptotic marker, caspase-3, 
in stomach ulcers brought 
on by indomethacin. The 
evidence reported as 
mean ± SD (n = 3). ‘**’ and 
‘***’ indicate statistical 
significance (P < 0.001 and 
P < 0.0001, approximately)



cytokines were found to be significantly affected. At 250 μg/ml pre-treatment 
concentration of d-alpha-tocopheryl succinate, approximately 4.49 (P < 0.001), 
4.8 (P < 0.0001), and 4.6 (P < 0.0001) fold decrease in expressions of IL-1β, 
IL-6, and TNF-α, respectively, were noted (Fig. 30.5a–c).
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Fig. 30.5 D-alpha-tocopheryl succinate’s influence on gastric cellular level cytokines that really 
are aggravating – IL-1β (a), IL-6 (b), and TNF-α (c) and anti-inflammatory cytokine- IL-10 (d) in  
indomethacin-induced gastric ulcer. The evidence reported as mean ± SD (n = 3). ‘*’, ‘**’, and 
‘***’ indicate statistical significance (P < 0.05, P < 0.001, and P < 0.0001, approximately), where 
‘ns’ indicates statistical non-significance 

Further, when we checked for the activation of a cytokine that fights inflammation 
IL-10 in the above-mentioned treatment condition, it was found that indomethacin 
treatment decreased the expression of IL-10 by nearly 4.98-fold (P < 0.0001), 
moreover, with the increasing pre-treatment concentrations of d-alpha-tocopheryl 
succinate, nearly 3.89-fold (P < 0.0001) higher expression of IL-10 was measured 
against just the indomethacin-treated cohort (Fig. 30.5d).
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30.4 Discussion 

Gastric ulcer, the most common chronic disease of the gastrointestinal tract, is 
caused mainly due the damage of gastric mucosal by several factors like infection 
of H. pylori, NSAIDs drugs, smoking, alcohol consumption, stress, nutritional 
deficiencies, etc. [28, 29]. NSAIDs such as indomethacin are widely favoured 
for its inflammatory-blocking, analgesic, and antipyretic qualities. Moreover, 
frequent governance of these NSAIDs is linked with the induction of peptic ulcers 
[30–32]. Our present study seeks to investigate the gastroprotective effect of 
d-alpha-tocopheryl succinate against indomethacin-induced gastric injury. In the 
current study, gastrointestinal toxicity is induced by indomethacin via numerous 
mechanisms like cell inhibition of PGE2 synthesis that results in the regeneration of 
mucosal cells, antioxidant enzyme inhibition and gastric cell apoptosis. In addition, 
indomethacin enhances the levels of pro-inflammatory cytokines and has an adverse 
effect on anti-inflammatory cytokine. Collectively, the treatment with indomethacin 
in AGS cells showed a perfect model for gastric ulcer [33] (Fig. 30.6). 

The IC50 value for the therapeutic concentration of d-alpha-tocopheryl succinate 
in the present investigation is not attained in the AGS cell line. The data suggest that 
d-alpha-tocopheryl succinate shows less toxicity in AGS cell lines, as we discussed 
earlier, indomethacin-induced cell death in the AGS cell line. However, when we 
pre-treated the cells with d-alpha a-tocopheryl succinate, indomethacin-mediated 
cell killing ability was found to be affected significantly. In order to investigate d-
alpha-tocopheryl succinate mediated gastroprotective activity, we further wanted to 
check some parameters. According to reports, PGE2 protects both people and 
animals’ stomach mucosa from destruction done by indomethacin [34]. In our

Fig. 30.6 Graphical abstract



current study, enhanced gastric mucosal PGE2 level upon pre-treated AGS cells with 
d-alpha-tocopheryl succinate appeared to be a protective activity of d-alpha-
tocopheryl succinate against gastric ulcer. Further, elevated gastric GSH levels and 
gastric SOD levels in d-alpha-tocopheryl succinate pre-treated groups supported its 
gastroprotective efficacy. In order to validate the above observation, we again 
checked gastric caspase-3 activity. Caspase-3 is a crucial mediator of apoptosis 
(type I programmed cell death), and pre-treated AGS cells with d-alpha-tocopheryl 
succinate showed less caspase-3 activity than what we observed in only the 
indomethacin-treated group, which confirms that d-alpha-tocopheryl succinate is a 
potent gastroprotective agent in indomethacin-mediated gastric ulcer.
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30.5 Conclusion 

Literature also suggested that potent gastroprotective agents exhibit a great effect on 
inflammatory cytokines [35]. In our current study, the incubation of AGS cells with 
d-alpha-tocopheryl succinate showed indomethacin-mediated lower levels of IL-1β, 
IL-6, and TNF-α than the indomethacin (alone) treated group. On the other hand, 
pre-treating AGS cells with d-alpha-tocopheryl succinate showed elevated levels of 
IL-10 even after indomethacin treatment. Collectively, these data suggested that d-
alpha-tocopheryl succinate played an important role in elevating anti-inflammatory 
cytokines and down-regulating pro-inflammatory cytokines, which further 
supported its gastroprotective activity. 

References 

1. Alfahad, M., Jasim, M. H., Qazzaz, M. E., Alassaf, F. A., & Abed, M. N. (2021). Proton pump 
inhibitors and peptic ulcer management: Antioxidant mechanisms. Journal of Drug Delivery 
and Therapeutics, 11(4-S), 242–246. 

2. Salari, N., Darvishi, N., Shohaimi, S., Bartina, Y., Ahmadipanah, M., Salari, H. R., & 
Mohammadi, M. (2021). The global prevalence of peptic ulcer in the world: A systematic 
review and meta-analysis. Indian Journal of Surgery, 9337, 1–9. 

3. Wallace, J. L. (2008). Prostaglandins, NSAIDs, and gastric mucosal protection: Why doesn’t 
the stomach digest itself? Physiological Reviews, 88(4), 1547–1565. 

4. Bhattacharyya, A., Chattopadhyay, R., Mitra, S., & Crowe, S. E. (2014). Oxidative stress: An 
essential factor in the pathogenesis of gastrointestinal mucosal diseases. Physiological Reviews, 
94(2), 329–354. 

5. Périco, L. L., Emílio-Silva, M. T., Ohara, R., Rodrigues, V. P., Bueno, G., Barbosa-Filho, J. M., 
Rocha, L. R. M. D., Batista, L. M., & Hiruma-Lima, C. A. (2020). Systematic analysis of 
monoterpenes: Advances and challenges in the treatment of peptic ulcer diseases. Biomolecules, 
10(2), 265. 

6. Kwiecien, S., Jasnos, K., Magierowski, M., Sliwowski, Z., Pajdo, R., Brzozowski, B., Mach, T., 
Wojcik, D., & Brzozowski, T. (2014). Lipid peroxidation, reactive oxygen species and 
antioxidative factors in the pathogenesis of gastric mucosal lesions and mechanism of



412 V. Nimbalkar et al.

protection against oxidative stress-induced gastric injury. Journal of Physiology and Pharma-
cology, 65(5), 613–622. 

7. Molina-Castro, S. (2017). Study of the hippo/YAP1 signaling pathway in gastric carcinogenesis 
induced by helicobacter pylori. Université de Bordeaux. 

8. Kapitonova, M., Gupalo, S., Alyautdin, R., Ibrahim, I. A. A., Salim, N., Ahmad, A., Talip, 
S. B., Nwe, T. M., & Morokhina, S. (2021). Gastroprotective effect of Berberis vulgaris on 
ethanol-induced gastric mucosal injury: Histopathological evaluations. Avicenna Journal of 
Phytomedicine, 12, 30–41. 

9. Mousavi, T., Nikfar, S., & Abdollahi, M. (2021). The pharmacotherapeutic management of 
duodenal and gastric ulcers. Expert Opinion on Pharmacotherapy, 1–27. 

10. Khatib, C., Nattouf, A., & Hasan Agha, M. I. (2021). Traditional medicines and their common 
uses in central region of Syria: Hama and Homs–an ethnomedicinal survey. Pharmaceutical 
Biology, 59(1), 778–788. 

11. Prasad, K. N., Kumar, B., Yan, X.-D., Hanson, A. J., & Cole, W. C. (2003). α-tocopheryl 
succinate, the most effective form of vitamin E for adjuvant cancer treatment: A review. Journal 
of the American College of Nutrition, 22(2), 108–117. 

12. Yang, C., Wu, T., Qi, Y., & Zhang, Z. (2018). Recent advances in the application of vitamin E 
TPGS for drug delivery. Theranostics, 8(2), 464. 

13. Pitel, M. O., McKenzie, E. C., Johns, J. L., & Stuart, R. L. (2020). Influence of specific 
management practices on blood selenium, vitamin E, and beta-carotene concentrations in horses 
and risk of nutritional deficiency. Journal of Veterinary Internal Medicine, 34(5), 2132–2141. 

14. Sailo, B. L., Banik, K., Padmavathi, G., Javadi, M., Bordoloi, D., & Kunnumakkara, A. B. 
(2018). Tocotrienols: The promising analogues of vitamin E for cancer therapeutics. Pharma-
cological Research, 130, 259–272. 

15. Kiyose, C. (2021). Absorption, transportation, and distribution of vitamin E homologs. Free 
Radical Biology and Medicine, 177, 226–237. 

16. Prakash, D., & Gupta, K. (2009). The antioxidant phytochemicals of nutraceutical importance. 
The Open Nutraceuticals Journal, 2(1), 20–35. 

17. Rigotti, A. (2007). Absorption, transport, and tissue delivery of vitamin E. Molecular Aspects of 
Medicine, 28(5–6), 423–436. 

18. Rowland, D. (2020). Antioxidant therapy to protect against free radical damage implicated in 
coronary heart disease and cancer. OSP Journal of Health Care and Medicine, 2(2), 1–3. 

19. Mahmoud, Y. I., & Abd El-Ghffar, E. A. (2019). Spirulina ameliorates aspirin-induced gastric 
ulcer in albino mice by alleviating oxidative stress and inflammation. Biomedicine & Pharma-
cotherapy, 109, 314–321. 

20. Arab, H. H., Salama, S. A., Eid, A. H., Kabel, A. M., & Shahin, N. N. (2019). Targeting 
MAPKs, NF-κB, and PI3K/AKT pathways by methyl palmitate ameliorates ethanol-induced 
gastric mucosal injury in rats. Journal of Cellular Physiology, 234(12), 22424–22438. 

21. Niki, E. (2014). Role of vitamin E as a lipid-soluble peroxyl radical scavenger: In vitro and 
in vivo evidence. Free Radical Biology and Medicine, 66, 3–12. 

22. Daud, D. M. A., Ahmedy, F., Baharuddin, D. M. P., Kamalden, T. F. T., & Ngah, 
W. Z. W. (2021). The effect of exercise intensity and duration on oxidative stress and 
antioxidant enzymes activity among sedentary healthy adults: A repeated measures study. 

23. Huligol, S. V., & Narendar, K. (2012). Evaluation of gastroprotective role of alpha-tocopherol 
in indomethacin induced peptic ulcer in albino rats. International Journal of Pharmacology and 
Clinical Sciences, 1(2), 39–44. 

24. Saral, Y., Uyar, B., Ayar, A., Naziroglu, M., & Yilmaz, S. (2002). Protective effect of topical 
alpha-tocopherol acetate on UVB irradiation in Guinea pigs: Importance of free radicals. 
Physiological Research, 51(3), 285–290. 

25. Kettle, A., & Winterbourn, C. (1997). Myeloperoxidase: A key regulator of neutrophil oxidant 
production. Redox Report, 3(1), 3–15. 

26. Odabasoglu, F., Halici, Z., Cakir, A., Halici, M., Aygun, H., Suleyman, H., Cadirci, E., & 
Atalay, F. (2008). Beneficial effects of vegetable oils (corn, olive and sunflower oils) and



30 Evaluation of Antiulcer Potentiality of D-Alpha-Tocopheryl Succinate. . . 413

α-tocopherol on anti-inflammatory and gastrointestinal profiles of indomethacin in rats. 
European Journal of Pharmacology, 591(1–3), 300–306. 

27. Sugimoto, N., Yoshida, N., Yoshikawa, T., Nakamuara, Y., Ichikawa, H., Naito, Y., & Kondo, 
M. (2000). Effect of vitamin E on aspirin-induced gastric mucosal injury in rats. Digestive 
Diseases and Sciences, 45(3), 599–605. 

28. Dvornyk, V., Ponomarenko, I., Minyaylo, O., Reshetnikov, E., & Churnosov, M. (2021). 
Association of the functionally significant polymorphisms of the MMP9 gene with H. pylori-
positive gastric ulcer in the Caucasian population of Central Russia. PLoS One, 16(9), 
e0257060. 

29. Yang, R., Zhao, X., Wu, W., & Shi, J. (2021). Potential of probiotics for use as functional foods 
in patients with non-infectious gastric ulcer. Trends in Food Science & Technology, 111, 
463–474. 

30. AbdelAziz, E. Y., Tadros, M. G., & Menze, E. T. (2021). The effect of metformin on 
indomethacin-induced gastric ulcer: Involvement of nitric oxide/rho kinase pathway. 
European Journal of Pharmacology, 892, 173812. 

31. Bourgeois, S., Carr, D. F., Musumba, C. O., Penrose, A., Esume, C., Morris, A. P., Jorgensen, 
A. L., Zhang, J. E., Pritchard, D. M., & Deloukas, P. (2021). Genome-wide association between 
EYA1 and aspirin-induced peptic ulceration. eBioMedicine, 74, 103728. 

32. Onadeko, A., & Akinola, O. (2021). Ameliorative effect of Ethanolic extract of Laportea 
aestuans (L.) chew on gastric oxidative damage in aspirin-induced gastric ulcer in male rats. 
World News of Natural Sciences, 39, 86–94. 

33. Chen, Y.-C., Chia, Y.-C., & Huang, B.-M. (2021). Phytochemicals from Polyalthia species: 
Potential and implication on antioxidant, anti-inflammatory, anti-cancer, and chemoprevention 
activities. Molecules, 26(17), 5369. 

34. Elsadek, M. F., Almoajel, A., & Farahat, M. F. (2021). Ameliorative effects of ribes rubrum oil 
against gastric ulcers caused by indomethacin in experimental models. Saudi Journal of 
Biological Sciences, 29(1), 30–34. 

35. Zhang, Y., Sun, L., Lai, X., Peng, X., Wen, S., Zhang, Z., Xie, Y., Li, Q., Chen, R., & Zheng, 
X. (2021). Gastroprotective effects of extract of Jasminum grandiflorum L. flower in HCl/ 
EtOH-induced gastric mucosal ulceration mice. Biomedicine & Pharmacotherapy, 144, 
112268.



415

Chapter 31 
An Intelligent Air Quality During 
COVID-19 Prediction and Monitoring 
System Using Temporal CNN-LSTM 

S. Anu Priya and V. Khanaa 

31.1 Introduction 

Recently, air pollution has been increasing vigorously due to the huge volume of 
automobile usage, and it is becoming a very big issue in the form of various diseases, 
including asthma, liver problems, and breathing problems. These issues are affecting 
people seriously with various deadly diseases, but they are not changing the climate 
[1]. Around 4.2 million people die every year in the world due to air pollution. In 
addition, it is a very big issue and a life threat for the majority of people due to the 
presence of heavy air pollution. The developing countries are affected more severely 
than the developed countries due to the various industries. Because of this, the 
government has concentrated on this issue and asked research institutes to do more 
research work and come up with the best solutions for reducing air pollution. On the 
other hand, the government has taken steps to reduce air pollution by reducing the 
usage of individual vehicles, instructing people to use public transport, and also 
trying to give more awareness by updating the pollution level. Even though a good 
quality air quality prediction and monitoring system is necessary to satisfy the 
current requirements, many air quality prediction systems have been developed by 
using machine learning (ML) and deep learning (DL) algorithms by various 
researchers in the past. These are all the systems that are not fulfilling the current 
requirements. 
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In the past two decades, ML algorithms have been applied to predict the air 
quality during COVID-19 frequently. The available prediction systems are devel-
oped and tested for the specific cities in the country. For example, the Beijing city in 
China is considered by many researchers and predicts its air quality by analysing the 
Beijing air pollution datasets. In addition, the air quality during COVID-19 in 
prediction systems is classified as data-driven systems and simulation systems, 
where both apply ML algorithms. In the simulation-based prediction systems, 
physical and chemical models were used for generating the meteorological details 
to predict air pollution with the help of transport, emissions, and chemicals 
[2, 3]. However, the systems are not able to predict the air quality exactly due to 
the presence of parameter restrictions [4]. Moreover, the time factor is also consid-
ered to make a decision on air quality during COVID-19 in records. The ML 
algorithms are used to predict the future health of the public by applying high-
dimensional data with time constraints. Recently, researchers have been applying the 
DL technique, which is an enhanced version of ML and is also able to learn the input 
data in depth and identify enough patterns to predict the air quality during COVID-
19. 

The various DL algorithms, such as deep belief network (DBN), recurrent neural 
network (RNN), long short-term memory (LSTM), and convolutional neural net-
work (CNN), are available. Of all these DL algorithms, the LSTM is widely applied 
and also identified as more suitable for handling temporal data and predicting air 
quality in a better manner. The RNN is also capable of handling temporal data 
effectively. Moreover, the LSTM is useful for addressing the drawbacks of the RNN 
and the gated recurrent unit (GRU), which is a simpler model than the standard 
LSTM. Even though the multi-layered ensemble DL techniques are achieving better 
results in prediction accuracy in various fields of data, based on this evidence, this 
work proposes a new ensemble DL technique that combines Bi-LSTM and CNN for 
predicting the air quality during COVID-19. The important contributions of this 
work are listed below:

• I propose an intelligent air quality during COVID-19 in prediction model to 
predict the air quality during COVID-19 in Beijing, China.

• Applies a basic data preprocessing technique and also fine-tunes the exact data.
• To apply a rule-based data grouping algorithm to group the relevant data 

according to the different seasonal data and group them as various seasonal 
groups of data.

• To apply the standard Bi-LSTM and the existing T-CNN to learn the seasonal 
data in depth and also predict the future air quality during COVID-19.

• Conducted the season-wise data analysis to know the air pollution level for the 
various seasons. 

This paper is formulated with four more sections that contain the various things as 
follows: Section 31.2 explains the contributions, merits, and demerits of the various 
works that are available in the literature. Section 31.3 describes the workflow of the 
proposed model diagrammatically. Section 31.4 demonstrates the proposed model 
with the proposed data preprocessing methods and classification algorithm with



necessary background, steps of the algorithms, and equations. The experimental and 
comparative result analyses are demonstrated in Sect. 31.5 with the reason for 
achieving significant results. Finally, this work is concluded by highlighting the 
achievement with possible future direction in Sect. 31.6. 
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31.2 Literature Survey 

There are numerous air quality researchers who have used a wide variety of feature 
selection algorithms, machine learning, and deep learning methods to construct 
prediction systems for use during COVID-19. Among these is a new support vector 
machine (SVM)-based regression model for estimating COVID-19 air quality devel-
oped by Suárez et al. [5]. They have considered the Beijing city data as input and 
conducted many experiments, proving that they are better than other models. José 
et al. [6] developed a new sigma operator for assessing the air quality during 
COVID-19 in features by applying their historical data and also determined the 
negative impact on air quality according to the frequency and deviations [7]. They 
have introduced a fuzzy inference mechanism for performing the classification 
process that groups the features as good, regular, excellent, dangerous, and bad. 

The work of Metia et al. [8] addressed the issues of enhancing the inverse air 
pollution emission and prediction in urban areas by applying the air pollution 
prediction system that includes the transport chemical model with extended Kalman 
filter. Finally, their system performed better in all the experiments than existing 
systems [9]. Zhenghua and Zhihui [10] applied a back propagation neural classifier 
to establish the prediction model to predict the air quality during COVID-19 in index 
[11]. Their model used the features to solve the problem and accurately predicted the 
data. Finally, they have achieved around 83% accuracy, which is better than other 
classifiers. Wang et al. [12] proposed a new air quality prediction method that 
performs the data preprocessing and classification to address the uncertainties that 
are involved in the process of future air quality. They have applied fuzzy logic and 
set theory to handle the uncertainty in the features of an input dataset. Their method 
outperforms the existing systems in terms of prediction accuracy. Wei and Jingyi 
[13] presented a new hybrid model that is developed by using principal component 
analysis and least square SVM that is optimised by Cuckoo Search. In their work, 
they have adopted the Principal component analysis (PCA) for extracting the 
necessary features and reducing the dimensionality. Next, they used Least squares 
support vector machine (LSSVM) to predict the air quality and fine-tuned the result. 

Chang et al. [14] developed a new semantic extract transform load framework to 
predict the air quality during COVID-19 in data. They have achieved better predic-
tion accuracy than other frameworks that are available in the literature. Junshan et al. 
[15] developed a new ensemble approach that incorporates the spatial and temporal 
features of LSTM to predict the air quality during COVID-19 effectively. Their 
approach uses three components, in which the first component uses a partitioning 
method using weather patterns. Next, they identified the spatial correlation for 
generating the spatial data. In addition, they have designed a temporal-based



LSTM to predict the air quality. Finally, they have evaluated their model by using 
Beijing data that has been collected from 35 monitoring stations and proved better 
than other models. Jianzhou et al. [15] proposed a new early alert method according 
to fuzzy logic and time series successfully, and it contains three modules such as 
analysis, assessment, and prediction modules. They have analysed the uncertainties, 
assessed the relevant features, and predicted the features that are useful for prediction 
and monitoring the air quality during COVID-19. 
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Using LSTM, Jiao et al. [16] developed a new air quality prediction model to 
predict the air quality data using LSTM. They have provided the background, 
features, development status, and problems of air quality monitoring. Finally, they 
predicted the air quality index using LSTM and also analysed the errors. Zhang et al. 
[4] created an improved air quality prediction method that uses the light gradient 
boosting method to predict PM2.5 air quality data from 35 monitoring stations in 
Beijing, China. In order to mine the features more thoroughly and hence enhance the 
dimension, a new window method has been implemented. In terms of accuracy of 
prediction, their experiments demonstrated that their method is superior than others. 
Time-varying inertia weights were proposed by Xue et al. [17] as a method that can 
be used in conjunction with Particle swarm optimization (PSO) and the gravity 
search algorithm. They have used their method for optimising the penalty parameter 
using their method and SVM for predicting the air quality with higher accuracy than 
the various combinations of gradient search, genetic algorithm, and PSO with SVM. 

Qiang et al. [18] developed a new image-based model that uses a deep learning 
technique to predict the air quality. They have used the scene images as input that is 
preprocessed by extracting the important information and categorising the air quality 
level. Moreover, they have incorporated a new self-supervision module for 
performing the feature mapping process for reformulating the features. In addition, 
they also incorporated the high-quality outdoor air quality dataset for facilitating the 
training and evaluation processes and also compared their model with SVM and 
deep residual network and proved it to be better in terms of prediction accuracy. 
Ying et al. [2] developed a new air quality prediction model that works by consid-
ering the multiple features that are selected through ML algorithms. Their model 
considered the air quality data and meteorological data that were collected in 
Beijing, China, for 46 days in total. In their model, they have grouped the features 
according to the time. Finally, their models screened the features and provided input 
to the gradient boosting decision tree for performing effective prediction, which 
proved better than other classifiers. Jusong et al. [19] proposed a new hybrid model 
that combines feature selection, clustering, live decomposition, and deep neural 
networks for enhancing the prediction accuracy of air quality data. They have 
performed the time series of air pollutants that are decomposed first. Second, 
every subset of the data is developed by combining the decomposed components. 
Then, they applied a deep neural classifier called CNN with the incorporation of 
three dimensions and Bi-LSTM [20]. They have used Beijing, China, data for 
evaluating their model and found it to be better than other existing air quality 
prediction models. Apeksha and Durga [21] developed a new air quality prediction 
model by using LSTM with the consideration of spatial and temporal constraints,



data preprocessing, feature engineering process, and segmentation. The superiority 
of their approach in terms of prediction accuracy has been demonstrated through a 
variety of studies. 
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Chi-Yeh et al. [22] developed a new ensemble learning approach for predicting 
air quality by using a gated recurrent unit aware deep learning architecture with 
different models for managing the different space and time-related data. They also 
proposed an ensemble learning technique called multiple linear regression aware 
GRU that works based on a multiple linear regression method that integrates with a 
deep neural network to predict the air quality level effectively and also proved it by 
achieving better results in all the experiments conducted in the work. Guojian et al. 
[23] developed a new learning framework that combines the LSTM, fusion deep 
neural network, Gaussian functionality, and stacked anti-auto encoder network. In 
their framework, they have incorporated feature extraction according to space and 
time in the processing layer. Then, they evaluate the weights using a Gaussian 
function and perform the prediction process using LSTM [24]. Finally, they have 
proved to be better than their models by achieving better prediction accuracy. 

31.3 System Architecture 

An overall architecture of the proposed air quality, the COVID-19 prediction model 
is shown in Fig. 31.1. It consists of eight important components, namely, user query, 
dataset, user interaction module, decision manager, data preprocessing module, air 
quality prediction module, knowledge base, and rule manager. 

User Query 

User Interaction Module 

Data Pre-processing Modeule 

Decision Manager 

Bi-LSTMRules 

Data Grouping 

Rule Manager 

Air Quality Dataset 

Knowledge Base 

Classification PhaseData Grouping Phase 

AIR QUALITY PREDICTION MODULE 

Fig. 31.1 Overall architecture
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The necessary data is to be collected from the standard air quality dataset based on 
the received user query through the user interaction module. The data preprocessing 
module receives the collected data from the user interaction module and also 
performs the data preprocessing. The preprocessed data is collected by the decision 
manager based on the users’ requests and it is forwarded to the air quality prediction 
module, which has two different phases, such as the data grouping phase and the 
classification phase. 

Here, the data grouping phase is helpful for grouping the data seasonally. The 
grouping phase uses a newly proposed rule-based data grouping algorithm (RDGA) 
to group the seasonal data. The decision manager received the grouped data from the 
data grouping phase seasonally and forwarded it to the classification phase for 
performing classification by applying the standard Bi-LSTM and T-CNN. The rule 
manager applies the rules that are available in the knowledge base and forwards them 
to the decision manager for making the final decision. Finally, the decision manager 
applies the appropriate rules for grouping the data season wise and it also performs 
the effective classification. 

31.4 Proposed Model 

This work proposes a new air quality prediction system that incorporates the newly 
proposed rule-based data grouping method to group the data seasonally and the 
newly proposed ensemble DL method, which is the combination of Bi-LSTM and 
CNN with temporal features for predicting the future air pollution level. This section 
explains the season-wise data grouping process, T-CNN, Bi-LSTM, and the pro-
posed ensemble deep classifier called T-CNN-Bi-LSTM. First, this section explains 
the data grouping process. 

31.4.1 Data Grouping Process 

This subsection explains the data grouping process in detail, with necessary steps. 
The proposed RDGA is used to group the data according to the different seasons 
such as monsoon, winter, and summer. The proposed RDGA applies the necessary 
rules for identifying the relevant records that are collected in the different seasons. 
The steps of the RDGA are as follows: 

Input: Air Quality Dataset (ADS) 
Output: Season-wise datasets (SAD) 
Step 1: Start 
Step 2: Read the record set (RS) from ADS 
Step 3: Fix the date range between WD_Start and WD_End for winter season. 
Step 4: Fix the date range between SD_Start and SD_End for summer season.



Step 5: Fix the date range between MD_Start and MD_End for monsoon season.
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Step 6: Load the rules for summer season in to SR. 
Step 7: Load the rules for winter season in to WR. 
Step 8: Load the rules for monsoon season in to MR. 
Step 9: IF SD_Start < RS (Date) < SD_End THEN 

SSD [] = RS // SSD – Summer Season Dataset 
Else 

Read the next record in the dataset. 
Step 10: IF WD_Start < RS (Date) < WD_End THEN 

WSD [] = RS // WSD – Winter Season Dataset 
Else 

Read the next record in the dataset. 
Step 11: IF MD_Start < RS (Date) < MD_End THEN 

MSD [] = RS // MSD – Monsoon Season Dataset 
Else 

Read the next record in the dataset. 
Step 12: Return SSD [], WSD [], and MSD []. 
Step 13: End. 

The proposed RDGA is used to group the data based on the different seasons such 
as summer, winter, and monsoon. These are all the groups of data that are analysed 
by applying predefined methods that are available in the Python programming in this 
work. The data analysis results are presented in the result section. This data analysis 
is used to know the density of the data available in the air quality dataset based on the 
various seasons. Moreover, these different seasonal datasets are used to predict the 
air quality during COVID-19, the three different seasons in Beijing in the future. 

31.4.2 T-CNN 

This subsection demonstrates the T-CNN (Sandhiya et al. 2020) workflow with the 
necessary explanation of all the layers. This temporal CNN model considered the 
time for making decisions on the input records as “normal”, “medium”, “danger”, 
and “bad” in the proposed T-CNN. The prediction accuracy depends on the rules that 
have been generated and applied as knowledge that is forwarded to the CNN for 
performing an effective training process. Figure 31.2 shows the functionality of the 
CNN model by applying an architecture that contains four important layers, namely, 
convolutional, pooling, fully connected, and soft-max layers. In general, CNN is 
widely used for recognising images through the identified patterns and also 
recognising speech through the patterns stored in the direction. Even though this 
T-CNN is used to categorise the numeric and alphabetic data, the standard of air 
quality datasets for COVID-19 in datasets are available online and used by the 
T-CNN to perform the prediction process effectively. Generally, the various dense 
layers were applied like 10 and 50 filters with a rectified linear unit (ReLU)



activation function. The model is trained and tested using training and testing 
datasets, respectively. 
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31.4.2.1 Convolutional Layer 

The convolutional layer is applied with 64 and 128 filters to map the features, and the 
ReLU activation function is helpful for not changing the volume size in every layer. 
The fully connected layer receives the convolutional layer’s output together with the 
processing unit, bias value, and ReLU function. If you need to determine if a patient 
is healthy or sick, the completely connected layer can help you with that. In this 
work, the convolutional function is performed using the formula given in Eq. (31.1): 

Hj = f hj- 1 � wj þ bj ð31:1Þ 

where is a convolutional function and f ( y) indicates the ReLU function, hj 
represents the input features, wj means the kernel of convolutional layer, and bj 
represents the layer value. After applying the convolutional layer and the feature 
mapping process with the help of filters and hj value is transformed to a vector. 

31.4.2.2 Pooling Layer 

The pooling layer takes the convolutional layer’s output as input for reducing the 
size of the feature maps by applying non-linear down-sampling such as maximum 
over non-overlapping subsets of the feature map. Moreover, it enhances the memory 
usage by reducing the input size. It discards the unwanted attributes for performance



enhancement. In addition, the regularisation method like a dropout is included to 
avoid the overfitting process that improves the prediction accuracy. 
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31.4.2.3 Fully Connected Layer 

The fully connected layer converts the input data matrix from two dimensions to a 
single dimension and it also passes the network dense layers to prepare it for 
performing the classification process. The fully connected layer is also considered 
a classification layer which incorporates an activation function. This layer performs 
the classification processes such as binary class classification and multiclass classi-
fication with the help of activation functions. This model uses a soft-max function 
with temporal features. 

31.4.2.4 Soft-Max Layer 

The soft-max layer of the proposed T-CNN plays a vital role, and it performs 
multiclass classification using temporal features. The soft-max function is applied 
in this layer to perform classification on input data based on the given condition. This 
soft-max layer is the last in the CNN. It is used to train data based on cross-entropy, 
which provides a non-linear variation of multinomial logistic regression. The 
entropy approach is used to map real number indices and consider index value. 
Multinomial logistic regression is useful for creating a statistical probability model 
using the soft-max function Eq. (31.2). It generalises logistic regression to multiclass 
situations as a classification tool. Soft-max solves multi-class problems: 

∂
∂qk 

σ q, ið Þ  t1, t2½ �> =  . . .  = σ q, ið Þ  δik - σ q, kð Þð Þ  t1, t2½ � ð31:2Þ 

In the proposed disease prediction system, temporal features are used for predic-
tion with the consideration of time constraints as t1 and t2. For the air quality record, 
the pollution level is taken according to the time constraint of the air quality records. 
In addition, the activation function is used for the time duration. Finally, the decision 
can be made on a specific record according to the activation function at a 
specific time. 

31.4.3 Bi-LSTM 

The RNN is widely applied for resolving the natural language processing – related 
tasks including translation and recognition that are capable of achieving better 
performance. Many researchers have identified the RNN contains the benefits of



ð
þ Þ ð Þ

ð

þð Þ ð Þ

LSTM. The reason is that the capable of RNN to refer the earlier data to the current 
tasks. They provided the feature xt at t time then, the RNN is changed at time by: 
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ht = f Whhht- 1 þ Wxhxt þ bhð Þ 31:3Þ 
yt =Whyht by 31:4 

where t denotes the processing layer’s status and output variable. Variables represent 
the processing layers’ and input features’ weight matrices. bh and by indicate 
processing layer and input feature bias vectors. f is a non-linear activation function 
that uses tanh and sigmoid. 

The RNN suffers from the loss of gradient descent in BP and gradient descent 
approaches, making model convergence more difficult. LSTM helps resolve RNN’s 
gradient vanishing over lengthy sequences. LSTM can only apply forward 
sequences, not reverse. Consider the mutual constraint between picture sequences 
and connect Bi-LSTM behind CNN. Bi-LSTM learns pre- and post-data sequences 
and develops backward and forward RNNs for every training sequence. Bi-x 
LSTM’s t at t feature modified t: 

St = f Uxt þ Wst- 1ð Þ 31:5Þ

S0 t = f U0 
xt 
þ W 0Stþ1 ð31:6Þ 

At = f W  At- 1 Uxt 31:7 

A0 
t = f W 0 At- 1 þ U0 

xt
ð31:8Þ 

yt = g V  A2 þ V 0 
A2

ð31:9Þ 

where St signifies forward memory at t time and represents backward memory at 
t time. A t specifies the backward processing layer at t time. Output is Yt. Non-linear 
variables and activation functions are also indicated. Bi-LSTM compares with 
LSTM to estimate poses in picture frames. This model uses 1000 LSTM nodes in 
each direction and 2000 in Bi-LSTM. Bi-advantage LSTM’s is lengthy sequence 
learning, and CNN’s is extracting high-dimensional data features. Transfer CNN and 
Bi-LSTM characteristics for further learning. 

31.4.4 Proposed T-CNN-Bi-LSTM 

In this work, a hybrid T-CNN-Bi-LSTM architecture is proposed for forecasting the 
PM2.5 pollutant in the atmosphere. The features are extracted using three-layered 
CNN model with temporal, where each layer consists of a convolutional and 
max-pooling layer in turn. The extracted features are passed on to a Bi-LSTM



module consisting of four Bi-LSTM layers stacked in residual fashion. Finally, a 
dense layer with one neuron is added at the end of the Bi-LSTM module for 
prediction. The steps of the proposed deep learning model are shown below: 
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Input: Input data 
Output: Dataset with result 
Step 1: Read the input record set. 
Step 2: Perform the data preprocessing on the input record set. 
Step 3: The useful features are extracted by using three-layered T-CNN. 
Step 4: Perform the training for the record set that contains only the selected features. 
Step 5: Predict the standard air quality dataset and send to the Bi-LSTM. 
Step 6: Perform the training for the air quality dataset. 
Step 7: Compare the performance of the model on PM2.5 dataset. 
Step 8: Return the record set with result column. 

In this work, the grouped data can be provided as input record set to the deep 
learning hybrid model that is the combination of CNN and Bi-LSTM. Here, it 
performs the convolution and max pooling operations in the respective layers and 
also performs the initial level filtering process and the Bi-LSTM takes final decision 
on input data. Finally, it categorises the level of pollution affected on that day record. 

31.5 Result and Discussion 

This section describes in detail the experimental setup, the PM 2.5 dataset, evalua-
tion parameters, and experimental results. First, it demonstrates the experimental 
setup that has been adopted for evaluating the proposed air quality prediction and 
monitoring model. 

31.5.1 Datasets 

This subsection explains in detail the PM2.5 datasets that were collected from 
Beijing, China. 

31.5.2 Evaluation Parameters 

The proposed model is evaluated by using the evaluation parameters such as root 
mean square error (RMSE), mean absolute error (MAE), and mean absolute per-
centage error (MAPE):
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RMSE= 
1 
n 

n 

i= 1 

yi - y�ið Þ2 ð31:10Þ 

MAE= 
1 
n 
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i= 1 

jyi- y�i j ð31:11Þ 
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1 
n 

n 

i= 1 

jyi - y�i j 
yi 

ð31:12Þ 

where, it indicates the observed value of ith case and represents the predicted value. 

31.5.3 Sub-Headings 

The proposed intelligent air quality prediction and monitoring system has been 
implemented using Python, and the user interface is designed using the Python 
Flask environment. Here, the PM values in Beijing, China, are used as an input 
dataset that is divided into two datasets, such as training and testing datasets. In this 
case, 80% of the dataset is used for training and 20% for testing. Among them, the 
datasets are grouped into three sub-datasets such as winter, monsoon, and summer 
according to the various seasons by applying the rule-based data grouping algorithm. 
Figure 31.2 shows the performance of the proposed Intelligent Air Quality During 
COVID-19 Prediction and Monitoring System (IAQPMS) in terms of RMSE value 
with respect to the seasons. Here, we have considered 5 years of data, including the 
years 2017, 2018, 2019, 2020, and 2021. 

From Fig. 31.2, it is observed that the RMSE values in all the 5 years are in three 
different seasons, such as monsoon, summer, and winter. Here, it is observed that the 
RMSE value in monsoon seasons in the years 2017, 2018, and 2019 is higher than in 
the years 2020 and 2021. Moreover, the RMSE value of the summer season of the 
year 2018 is lower than all other years. The RMSE value of the winter season in the 
year 2020 is lower than in all other years. 

Figure 31.3 illustrates an RMSE comparison between the proposed IAQPMS and 
existing prediction systems created utilising models such as Autoregressive 
Integrated Moving Average (ARIMA), LSSVM, Artificial Neural Networks 
(ANN), RNN, LSTM, Bi directional Long Short Term Memory (BLSTM), 
CNN-LSTM, Inverse Distance Weighting-Bi directional Long Short Term Memory 
(IDW-BLSTM), and Zhan et al. [3]. Experiments are conducted using all three 
seasonal data. 

Figure 31.3 shows that the proposed IAQPMS has a lower RMSE than ARIMA, 
LSSVM, ANN, RNN, LSTM, BLSTM, CNN-LSTM, IDW-BLSTM, and Zhan 
et al. [3]. The rule-based data grouping algorithm (RDGA) and ensemble deep 
classifier (EDC), which combines Bi-LSTM and T-CNN, are responsible for the 
improvement.
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Fig. 31.3 Comparative analysis w.r.t RMSE values 
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Fig. 31.4 Comparative analysis w.r.t MAE values 

Figure 31.4 compares the MAE values of the proposed IAQPMS and existing 
prediction systems built utilising models such as ARIMA, LSSVM, ANN, RNN, 
LSTM, BLSTM, CNN-LSTM, IDW-BLSTM, and Zhan et al. [3]. Experiments are 
conducted using all three seasonal data. 

The MAE of the proposed IAQPMS is lower than existing approaches such as 
ARIMA, LSSVM, ANN, RNN, LSTM, BLSTM, CNN-LSTM, IDW-BLSTM, and 
Zhan et al. [3]. The RDGA and EDC, which combines Bi-LSTM and T-CNN, are 
responsible for the improvement.
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Fig. 31.5 Comparative analysis w.r.t MAPE values 

Figure 31.5 compares the MAPE values of the proposed IAQPMS and existing 
prediction systems built utilising models such as ARIMA, LSSVM, ANN, RNN, 
LSTM, BLSTM, CNN-LSTM, IDW-BLSTM, and Zhan et al. [3]. Experiments are 
conducted using all three seasonal data sets. 

The MAPE value of the suggested IAQPMS is lower than existing approaches 
such as ARIMA, LSSVM, ANN, RNN, LSTM, BLSTM, CNN-LSTM, 
IDW-BLSTM, and Zhan et al. [3]. The RDGA and EDC, which combines Bi-LSTM 
and T-CNN, are responsible for the improvement. 

31.6 Conclusion and Future Works 

IAQPMS has been developed to predict and monitor the air quality during COVID-
19 and the pollution level in different seasons in Beijing, China. The proposed 
IAQPMS applies a preliminary data preprocess to get exact data and a newly 
proposed RDGA to group the data according to the different seasonal data by 
applying the necessary rules. Moreover, it applies a newly proposed EDC that is a 
combination of T-CNN and Bi-LSTM to perform effective classification and pre-
diction processes. Finally, the proposed IAQPMS has been shown to outperform 
existing prediction models in terms of RMSE, MAE, and MAPE values in a variety 
of experiments. It can be done in this direction with the introduction of a new 
efficient classifier for predicting the air quality in advance and updating it on time.
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Chapter 32 
Implementation of a ‘Useful’ Information 
Measure for Healthcare Decision Making 

Pankaj Prasad Dwivedi , Dilip Kumar Sharma , 
and Appaji M. Ashwini 

32.1 Introduction to Information Theory 

Natural language processing, cryptography, statistical inference, and molecular 
biology are a few fields where information theory is used. It is a fundamental area 
of mathematics of the transmission, processing, extraction, and usage of information. 
One of the most important goals of information theory is to offer a solid foundation 
for maximizing the quantity of data collected from a given scenario. Many of the 
findings of information theory research have been applied in various fields such as 
engineering points of view, ranging from machine learning and artificial intelligence 
to cybernetics and complexity science. An analysis of scenarios in which one 
operator (the transmitter) sends a message via a medium to another operator (the 
receiver) is central to information theory. This is usually accomplished by sending a 
succession of incomplete signals from the transmitter. The transmission control 
protocol, for example, outlines how communication might be broken down into 
packets before being sent over the Internet, allowing the recipient to reassemble the 
packets in the right sequence. These partial messages may address some of the 
receiver’s ambiguity about the original message’s substance. The information con-
tent of an incomplete communication measures how much ambiguity it resolves. 

Let’s begin with a rebuilt diagram of a broad communication system based on 
Shannon’s original article [1]. 

An information source creates a message or sequence of messages for a recipient. 
Destination should be far from information source. A transmitter must convert the
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message into a channel-acceptable signal. A receiver must convert a received signal 
into a format the destination can understand. The communication system determines 
how source information can be received and processed by the endpoint. Each 
message route has a noise source that contaminates the broadcast signal before it 
is received. Additionally, we cannot be assured that the transmitter and receiver are 
ideal signal-to-signal and signal-to-signal converters. Each test or action may be 
viewed as a piece of the puzzle that leads to the desired full message, which contains 
enough information to validate a diagnosis. Throughout an inquiry, the next test 
would be chosen to maximize the information gathered. The significant aspect of this 
viewpoint is that it gives a reasonable foundation for determining which tests to 
provide at each step of patient interaction. The paradigm in Fig. 32.1 may easily be 
mapped onto the particular of wireless transmission, radio or broadcast media, and 
the Internet, for instance. However, in the context of this discussion, it will be more 
interesting to implement the model in a clinical scenario.
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Information 
Source 

Transmitter Receiver 

Received SignalSignalMassage Massage 

DestinationChannel 

Noise 
Source 

Fig. 32.1 A broad information system diagram [2] 

Patient’s 
state 

Transmitter Receiver 

Received SignalSignalMassage Massage 

PhysicianChannel 

Noise 
Source 

Fig. 32.2 In a clinical setting, the communication system [2] 

In Fig. 32.2,  we’ve altered nothing from Fig. 32.1: The source of information is 
now the state of the patient, and the destination is the doctor responsible for making 
the patient’s situation diagnostic. We must continue to keep the model as wide as 
possible. The transmitter may be as follows: in the patient’s meeting; a test on the



patient; a qualified doctor analysing the patient; the patient’s test report. Differentiate 
between a patient’s abnormal communication and a doctor, nurse, or assessor’s 
indication. We cannot guarantee the indicator’s accuracy. For instance, the channel 
may be, if the sender and the receiver are all in the same room, a vocal utterance, a 
written communication, an Internet link, or a telephone line. 
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The recipient’s job is to convert the indication to a written or electronic memory. 
Ultimately, the doctor represents the culmination of a chain of messages that will 
gradually notify diagnostic testing. There are two important aspects to remember: 
Information in a message may be lost or distorted when it is carried from its source to 
the physician at any point in the communication system; every communication will 
have a limited amount of data to guide candidate diagnoses. We should be able to 
determine the impact of messages required to get a verified analysis if we can 
optimize the quantity of information in each message. Making such a reduction 
assumes that we have a certain measure of relevant information accessible. That’s 
the subject of the next section. 

32.2 Information Content and Entropy 

Let us look at a basic example to justify the appropriate measure selection when we 
provide a measure of relevant information. This is a condensed version of the 
introduction. A more comprehensive lesson, such as that offered in [3], could be a 
good next step for the interested reader. Consider a set of N binary buttons, where 
N is any positive numeral bigger than zero. There are two potential states for each 
button. These can be considered ‘on’ and ‘off’ buttons. Suppose there are two 
possible messages: one showing the button seems to be in the ‘on’ state, and the 
other showing the button is in the ‘off state. One button stores just 1 ‘bit’ of 
information: all we prerequisite is one message to identify the status of that button. 
In an array of two buttons, we can store 2 bits of information in, and we’ll need two 
1 ‘bit’ messages or one 2 ‘bit’ message to identify the array’s state. The content of 
information of a special communication from the collection of two binary buttons is 
just the total quantity of the useful details from individual information conveyed 
from those buttons separately. In general, to identify the internal representation of an 
arrangement of N buttons, we will require a message that is N bits long. Consider the 
total number of states in a binary button array. We have four alternative states for two 
buttons: {off, on; off, off; on, on; on, off}. Similarly, we will also have four potential 
statements which will inform us of the array’s status in a single message. We have 2N 

potential conditions and 2N potential instructions in the generalized form have 
N buttons in an array. When we consider each button operates independently and 
that every one of those button’s access to the information is equally probable, then 
every individual communication has a chance of occurrence of p = 1/(2N ). 

Look at the example where a message x of length N is received. The preceding 
reasoning suggests the need for an additive measure of information content.



Furthermore, we have shown that many states in a network grow exponentially. This 
proposes using a logarithmic function like: 
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h μð Þ= - log 2p μð Þ ð32:1Þ 

Putting our message x into (32.1) with the likelihood of occurrence p(x) = 1/(2N ), 
we get: 

h xð Þ= - log 2 
1 
2N

= log 2 2
N =N ð32:2Þ 

Thus, the preceding measure (32.1) returns our tentatively suggested content of 
the information measure; in fact, it is the description of an outcome’s relevant 
information of Shannon [4]. 

We must now generalize this. Whenever a patient comes, the patient’s condition 
is not understood with confidence. Consequently, the messages that could be 
received from a random variable X, with each message x 2 X possessing a likelihood 
of detection, p(x). 

Suppose Δþ 
n = P= p1, p2, . . . . . . pnð Þ; pi ≥ 0,

n 

i 
pi = 1 be a set of all conceiv-

able discrete likelihood distributions of an arbitrary variable X having utility distri-
bution U = {(u1, u2, . . .un); ui > 0 8 i} joined to every P 2 Δþ 

n such that ui > 0 is the 
utility of an occasion having the likelihood of an event pi > 0. If ui is the utility of 
outcome xi at that point, it is independent of the source image xi of the encoding 
probability, that is, pi. Consequently, the information source can be expressed 
assumed below: 

x1, x2 . . . . . . . . . xn 
p1, p2 . . . . . . . . . pn 
u1, u2 . . . . . . . . . un 

ð32:3Þ 

Here, ui > 0, 0< pi ≤ 1, 
n 

i= 1 
pi = 1which is a calculation for the normal amount of 

information ‘useful’ in the sequence provided by the source (32.3). Consequently, 
[5] presented the following qualitative-quantitative information measure: 

H P;Uð  Þ= -
n 

i= 1 

uipi log pi ð32:4Þ 

The above measure (32.4) is called ‘useful entropy’ and it reduces to Shannon’s 
information [6] when utilities are ignored, as seen following:
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H Pð Þ= -
n 

i= 1 

pi log pi ð32:5Þ 

Many authors have portrayed Shannon’s entropy by utilizing various hypotheses. 
Shannon entropy is a reliable tool for measuring treatment outcomes in tinnitus, as 
demonstrated by [7], the broad concept of cell migration introduced by [8] and 
between two primary groups, Shannon’s entropy was compared and computed by 
[9]. The uncertainty space technique, proposed by [10], is used to calculate a 
measurement of average uncertainty in a signal. Discovering how more complex 
ideas, such as mutual information and conditional entropy, can give deeper insights 
into possible redundancy in laboratory testing, as described by [2]. Many studies 
exist in the literature in terms of ‘useful’ information measure which was done by 
Dwivedi and Sharma [11, 12]. The expression more utilizing significant assumptions 
which were found by [13], how to measure and quantity of information that 
anticipates obtaining regarding the illness condition of the examined subject before 
executing a diagnostic test, entropy, mutual information, and relative entropy are all 
essential information theory functions that are generally relevant to clinical diagnos-
tic tests. 

In this context, the term random variable refers to a statistical group. X is a triple 
(x, AX, P) wherein  x is a ‘random variable’ that can take in some of several potential 
entries from an alphabet (a collection of permitted letters) AX = {x1, x2, . . ., xn} with  
commensurate likelihoods P = {p1, p2, . . ., pn}. In other words, the possibility that 
x = xi for any 1 ≤ i ≤ n is pi. Furthermore, we need pi ≥ 0 for every i, and  n 

i= 1pi = 1. 
The ‘useful’ Shannon information content of a result [14] may thus be defined as 

a measure H(P;U ) on the random variable X: 

H P,Uð Þ= -
n 
i= 1uipi log 2pi 

n 
i= 1uipi 

ð32:6Þ 

Strictly speaking, this merely gives us the work intended for the ‘useful’ infor-
mation content of a message x received from the random variable X. Furthermore, 
the formulation of (32.6) is equivalent to the thermodynamic statistical mechanic’s 
model for the description of ‘useful’ entropy: 

S= -
kB 

n 
i uipi ln pið Þ  

n 
i uipi 

ð32:7Þ 

The chance of a specific sovereign state of the thermodynamic system under 
investigation is represented by pi and ui is the utility distribution attached to 
probabilities. 

Let H(P;U ) be related to as the (Shannon) ‘useful’ entropy of those random 
variables by similarity with the structure of such a variant of Boltzmann’s formula as



well as the notion that the random variable X in some way reflects the various 
behaviour of systems (an individual in our example) under observation. It, too, has 
the unit of bits, as does Shannon information content (when using logarithm to the 
base 2). Before returning to a medical context, let us look to understand better how 
(32.6) could be employed with a few general-purpose examples. Taking into account 
the random variable X, picked from an English document where the consequence is 
just a character randomly. That is, the variable x will be created randomly by picking 
a letter from an English article as well as AX is the alphabet defined in Table 32.1. We  
will not discriminate between lower-case and upper-case characters, but we will 
utilize a space character, " - " . And P is the corresponding probability pi for 
1 ≤ i ≤ 27. 

Table 32.1 The contents of ‘useful’ Shannon information for the outcomes a to z 

X AX P H(P,U ) X AX P H(P,U ) 

436 P. P. Dwivedi et al.

1 a 0.0575 0.0136 15 o 0.0689 0.0183 

2 b 0.0128 0.0010 16 p 0.0192 0.0021 

3 c 0.0263 0.0036 17 q 0.0008 0.0000 

4 d 0.0285 0.0042 18 r 0.0508 0.0111 

5 e 0.0913 0.0288 19 s 0.0567 0.0133 

6 f 0.0173 0.0018 20 t 0.0706 0.0191 

7 g 0.0133 0.0011 21 u 0.0334 0.0055 

8 h 0.0313 0.0049 22 v 0.0069 0.0003 

9 i 0.0599 0.0146 23 w 0.0119 0.0009 

10 j 0.0006 0.0000 24 x 0.0073 0.0004 

11 k 0.0084 0.0005 25 y 0.0164 0.0016 

12 l 0.0335 0.0055 26 z 0.0007 0.0000 

13 m 0.0235 0.0030 27 – 0.1928 0.0883 

14 n 0.0596 0.0145 27 

H Pð Þ,U = -
uipi log 2pii= 1 
27 = 0.26 bits 

uipii= 1 

To use Table 32.1 supplied, the result x = “ z” has content of 0.0 bits and ‘useful’ 
Shannon information, whereas the x = “ e” has content of 0.02 bits and ‘useful’ 
Shannon information. The total ‘useful’ Shannon information is 0.26 bits in our 
English document text [15] has given the contents of the probability table, and we 
utilize its accompanying metrics to measure ‘useful’ information content. Now let us 
take a closer look at this. It is still debatable if Shannon entropy has a clear meaning 
[6]. Boltzmann’s entropy has Joules per Kelvin, whereas thermodynamic entropy 
has bits. It is inaccurate to say that Shannon’s entropy is ‘the same thing’ as ‘entropy’ 
or that they are unrelated. These calculations differ only by a variable (that specifies a 
measurement scale). Some may even start to explain them by relating the chances of 
the system’s microstates to the possibilities of the symbols created by that system 
(Table 32.1). 

Jaynes, indeed contended persuasively that the theoretic interpretation of infor-
mation entropy constituted an extension entropy of thermodynamics [16, 17]. In the 
context of medical assessment, we implicitly promote the same stance. Returning to



our document scenario, let us take a fresh document and randomly select a letter, and 
that letter comes out to be a ‘z’ in a typical English document, a letter with one of the 
lowest likelihoods of occurrence. 
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Property 1 
H P;Uð Þ= 0 

If p(xi) = 0, then 0 × log2 0 = 0. 

On the opposite end of the spectrum, if all scenarios are equally probable, the 
H(P;U ) is maximized. It is ‘useful’ relatively simple to get an expression for this 
value. Allow Xe, our random variable, to have n potential outcomes. Then, for any 
i, p(xi) must equal 1 n : Trying to replace this into (32.6) yields: 

H Pe;Uð Þ  = -

n 
i= 1ui: 

1 
n 
log 2 

1 
n

n 
i= 1uipi 

= log 2 nð Þ 1 
n 

n 
i= 1ui 

n 
i= 1uipi

= log 2 nð Þ  
ð32:8Þ 

log(n) is a constant, keep in mind that log2(1/n) = - log2(n), therefore. 

Property 2 H(Pe;U ) = log2(n) if each of the n possibilities is fairly probable. 
Throughout the instance of our English document, if the letters were distributed 
uniformly and ui are the utilities attached to probabilities, we would get 

H  Puniform,Uð Þ= -
2× 1 27 log 2 

1 
27ð  Þ  

2× 1 27 
= 0.0065 bits. That is less than the figure for our 

typical English language document (0.26 bits). Coming to the implementation of this 
to clinical analysis, we may understand the following two scenarios: If just one 
message/positive test result is feasible, H() = 0. In other words, a particular 
diagnosis has been established. When all messages are equally feasible, H reaches 
its maximum. That is, we are completely unaware of the patient’s inside condition. 
We can see from this also that the task of prognosis is to decrease entropy as near 
zero as potential and choose the trials such that the consequence of each trial (what 
we named ‘messages’ in this) gives a maximum entropy reduction. Before we 
proceed, two points should be made: To demonstrate the use of the phrase ‘entropy’, 
we are trying to equate the likelihood detection of messages with the patient under 
consideration of the possibility of microstates; we neglect uncertainty and risk in the 
factuality of a message that may be presented by the information on a wide range 
depicted in the figure.
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32.3 Diagnostic Tests and ‘Useful’ Relative Entropy 

Assume that the state of the diagnostic technique is very precise. A random variable 
of signals X = (x,AXP) is connected with a patient’s individual internal state. The 
patient’s ‘interrogation’ usually prompts a message. An inquiry may be a patient 
question, diagnostic test, or nursing assessment. According to questioning, the signal 
alphabetic AX will have a likelihood distribution Q over it. Receiving a signal xi (for 
instance, a positive test result) results in a probability model P over the alphabet of 
signals. We utilize ‘useful’ Kullback–Leibler divergence or the ‘useful’ relative 
entropy between the two probability distributions [15] to calculate the change in 
entropy: 

DKL P Qk ;Uð Þ= 

n 
i= 1uipi log 2 

uipi 
qi

n 
i= 1uipi 

ð32:9Þ 

There are two aspects of ‘useful’ relative entropy worth highlighting. For starters, 
it meets Gibbs’ inequality, which states that equality exists iff P = Q: 

DKL P Qk ;Uð Þ≥ 0 ð32:10Þ 

Furthermore, the exchange of the two probability distributions is not symmetric. 
That is, DKL(PkQ;U ) ≠ DKL(QkP;U ). As a result, ‘useful’ relative entropy does not 
strictly qualify as a metric (thus the word ‘divergence’). Here DKL(PkQ;U ) is a  
measurement of the information obtained when a doctor’s views are altered from a 
before Q to a prospective P of some inquiry, described in Bayesian statistics. Thus 
far, we will use a hypothetical scenario borrowed from [18] to demonstrate the 
technique. We propose a community of arthritis patients with a previous likelihood 
dispensation across four potential symptoms. We have two screening procedures 
under our disposal: t1 and t2. Table 32.2 shows the pre-test and post-test probabilities 
after each of the two tests, which yields a good result. Which of the two tests yields 
the most information? 

By utilizing (32.9), we can easily compute that the information gained from t1 are 
0.75 bits, while the information gained from t2 would have been 0.35 bits (to 2 d.p.).

Table 32.2 Theoretical example [18] 

Candidate 
diagnosis 

Utility 
(ui) 

Pre-test probability 
(t0) 

Post-test probability 
(t1) 

Post-test probability 
(t2) 

Gout 2 0.25 0.5 0.4 

Osteoarthritis 3 0.5 0 0.1 

Pseudogout 4 0.125 0.5 0.4 

Other 
possibilities 

5 0.125 0 0.1



DKL t2t0;Uð Þ = 2 0:25
2 × 0:4

þ 2 0:5
3× 0:1

þ
4× 0:4 × log 2

0:4
0:125

4× 0:4
þ
5× 0:1× log 2

0:1
0:125

5× 0:1

= 0:108- 0:023þ 0:268- 0:003

= 0:35 to 2 d:p:ð Þ bits

Remember that we assume that the chances are uniform; therefore, 0. log2(0) = 0. As 
a result, throughout the first situation, we have:
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DKL t1 t0k ;Uð Þ= 
2 × 0:5× log 2 

0:5 
0:25

2× 0:5
þ 
4 × 0:5× log 2 

0:5 
0:125

4× 0:5 

= 0:25þ 0:5= 0:75 bits 

We have, in the second situation: 

2× 0:4× log 
0:4 

3 × 0:1× log 
0:1 

The obvious concern is to utilize ‘useful’ relative entropy rather than the differ-
ence between pre-test and post-test entropies (32.6). Early talks on entropy in 
medical decision-making did suggest the latter. On the other hand, Hershey, Asch, 
and Patton determined that it ‘fails to capture plausible intuitions about the amounts 
of information offered by diagnostic tests’ [4]. The present idea is addressed in [18], 
demonstrating that relative entropy better efficiently represents these perceptions 
[19] offer a more formal argument for ‘useful’ relative entropy as a suitable statistic 
for distinguishing among pairs of likelihood distributions. Now consider how these 
information theories and principles could help clinical decision-making. 

32.4 Binary Outcomes and Shannon Entropy 

Several lab tests are intended to determine the concentrations of a disease condition; 
this is referred to as a binary result. We may use flip a coin as a point of reference, 
with the results actuality tails or heads. Suppose that the coins collection is skewed 
roughly. This seems to be, and every coin will have a chance p that the result is head, 
with p changing between 0 and 1. Entropy is calculated for a given coin C using 
(32.6), observing that the possibility of a tail is (1 – p): 

H Cð  Þ= - p× log 2 pð Þ- 1- pð Þ× log 2 1- pð Þ ð32:11Þ 

The entropy fluctuates between 0 and 1, with a maximum at 1 whenever p = 0.5 
(see Fig. 32.3).
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Fig. 32.3 Illustration for a biased coin between entropy vs probability [2] 

Flip a coin to determine a patient’s health. ‘Head’ means the patient may have the 
illness, while ‘tail’ means not. If the coin is impartial, all internal states are equally 
plausible. To learn about a patient’s interior status, we need a test with low entropy. 
The use of entropy to assess the information [20] investigated the richness of various 
test centres. He illustrated how information theory ideas might be utilized to help in 
the evaluation and comprehension of laboratory test findings. We will utilize 
Fig. 32.3 as a point of comparison to explain the topic with only one example. For 
malignant melanoma, Stadelmann et al. [7] stated that using the given formula, the 
overall chance of 10-year death may be calculated given tumour thickness t: 

p= 1- 0:966× e- 0:2016tð Þ  

Figure 32.4 shows a plot between tumour thickness t and entropy H, using 
(32.11). We can observe that tumor thickness gives modest information regarding 
the results over a large range of possibilities, with a median of ≈3.5 mm. 

32.5 Prioritize Laboratory Tests by Information Theory 

We are developing numerous ways to employ strategies in a clinical context to select 
diagnostic tests. First, we distinguish two candidate tests to employ ‘useful’ relative 
entropy. The fluctuation in entropy resulting from certain clinical diagnoses (for a 
binary decision) was then examined to discover the range of results whereby the test 
is useful. It should be noted that these are not the exclusive techniques accessible; 
nonetheless, the documented project to date has argued for their utility as supple-
mentary decision-making. Lee and Maslove [21] proposed that an information-
theoretic method may be especially useful in finding duplication in testing in an



4

intensive care unit. The problem, therefore, is to determine whether blood tests are 
the utmost instructive on a wide system scale. Another fundamental concern for this 
is that there may be an amount of duplication across laboratory testing; that is, 
certain tests may contribute less information over earlier tests performed, particularly 
over time. When we can detect a high level of ‘useful’ mutual information across 
assessments (because the similar test is replicated excessively often or because two 
separate tests rely too much on relevant data), we have an empirical foundation for 
lowering the number of tests run. Lee and Maslove [21] utilized two more notions. 
The ‘useful’ conditional entropy of P provided Q was the first, and U is the utilities 
attached to probabilities P. This is stated as follows: 
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Fig. 32.4 Illustration of entropy of tumour thickness t (in mm) [2] 

H PjQ;Uð Þ= 
xy2AXAY 

u x, yð Þp x, yð Þ log 1 
p xjyð Þ

xy2AXAY 
u x, yð Þp x, yð Þ ð32:12Þ 

Returning to the concept of a random variable, AX is the random variable of X, or  
the collection of lawful independent ideals of x. Likewise, AY is the random variable 
‘s alphabet. An element of ‘useful’ mutual information among P and Q is a similar 
notion, and U is the utilities attached to probabilities P. This quantifies the quantity 
of information sent by x regarding y and is described as: 

MI P;Q;Uð Þ=H P;Uð Þ-H PjQ;Uð Þ ð32:13Þ 

It is worth noting that we have adhered to the definitions provided by Mackay 
[15]. MIMIC-II, a completely anonymized public resource, was used by Lee and



Maslove to extract lab results. They investigated the following lab tests in 29,149 
ICU admissions: haematocrit; blood urea nitrogen (BUN); platelet count; glucose; 
HCO3; chloride; white blood cell count (WBC); lactate; sodium; creatinine; and 
potassium. Their data reinforced the hypothesis that much of the ICU blood work is 
unneeded. It has been described earlier in [22], but Maslove and Lee were potentially 
viable to estimate the proportion of duplicate content of information. For example, 
they discovered a significant amount of duplication in data among BUN and 
creatinine assessments, implying that if one is understood, another may be inferred 
with fair certainty. Additionally, their findings revealed that BUN would be pre-
ferred over creatine if offered the alternative. Nursing diagnosis is often required, but 
this information-theoretic method provides an empirical framework for making an 
educated decision. 
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32.6 Conclusion 

In this article, we demonstrated how information theory might be useful in guiding 
clinical decision-making. To demonstrate this, we used data from multiple kinds of 
research. However, there is one area in which we vary from most of that research. 
Some of them use extra terms to lend an accessible interpretation to many of the 
ideas in information theory, such as ‘surprise’, ‘closeness to a certainty’, and 
possibly a propensity to associate entropy with uncertainties. It is clear. Entropy is 
one of classical thermodynamics’ toughest concepts. However, we have limited our 
discussion to information and entropy. By linking patient interactions with under-
lying microstates, we hinted at an equivalency between Shannon entropy and 
mathematical analysis entropy. The work of [23] and [16, 17] is a good starting 
point for a more in-depth investigation of Shannon entropy. We think health 
informatics experts should promote information theory knowledge. Improvements 
in medical decision-making are waiting to be applied. However, tighter criteria are 
needed. We have explored numerous methods; it would be helpful to note a common 
base for them all. In addition, we emphasise network ‘noise’. The communication 
model we outlined at the beginning of the post is an important but often disregarded 
factor in misdiagnosis risk. 
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Chapter 33 
Indian Sign Language Recognition Using 
Surf Feature Extraction and MDAE 
for Patient Disability Discussion 

Edwin Shalom Soji and T. Kamalakannan 

33.1 Introduction 

Human life has always depended heavily on communication. A basic human need is 
the capacity for communication and self-expression. Despite this, regular people 
have little trouble engaging with one another and expressing themselves through 
voice, gestures, body language, reading, writing, and talking, all of which are 
commonly used by them. However, individuals with speech impediments only use 
sign language, which makes it more challenging for them to interact with the 
majority of people. This suggests the need for software that can recognise sign 
language and translate it into vocal or written language. Despite the fact that 17.7% 
of the world’s people call India home, relatively little research has been done in this 
field, which is quite contradictory when compared to the other nations [1, 2]. The use 
of sign language is not universal and varies between and within nations, sometimes 
dramatically. In addition to manual components related to hand positioning and 
motion, sign languages generally include non-manual elements including body 
language and facial expressions (Indian Sign Language (ISL)) [3]. This effort is 
focused on creating a wearable ISL translator using manual components of signing 
for classification because the bulk of signs can be recognised based on the manual 
components. One-handed, two-handed, and static or dynamic signs are additional 
categories for the manual components [4]. 

The dominant hand, the right hand for right-handed signers and the left hand for 
left-handed signers, is almost always used by the signer while making one-handed 
gestures. The dominant hand may be holding itself in a fixed position, such as while

E. S. Soji (✉) · T. Kamalakannan 
Department of Computer Science, Vels Institute of Science, Technology & Advanced Studies 
(VISTAS), Chennai, India 
e-mail: KKannan.scs@velsuniv.ac.in 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
F. J. J. Joseph et al. (eds.), Computational Intelligence for Clinical Diagnosis, 
EAI/Springer Innovations in Communication and Computing, 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-23683-9_33&domain=pdf
mailto:KKannan.scs@velsuniv.ac.in
https://doi.org/10.1007/978-3-031-23683-9_33#DOI


signing a number, or it may be moving along a predetermined path while 
maintaining a fixed or changing position. The dominance condition is when the 
dominant hand in two-handed signs is more active than the non-dominant hand 
[5]. The non-dominant hand might then be static, whereas the dominant hand might 
be active. The symmetry condition [5] is the situation in which both hands are active 
and have similar hand movements and shapes. The characteristics discussed above 
are used in this study to develop a multi-label classifier for the initial classification of 
an isolated sign, subsequent to which the last classification is finished. It makes 
implementing such a plan exceedingly challenging. Furthermore, there is no stan-
dard dataset accessible. These factors demonstrate how intricate ISL is. Recently, 
authors have considered this topic. The two basic techniques for recognising SL are 
the sensor-based method and the vision-based approach [6]. A vision-based tech-
nique makes use of web cameras toward capturing video or images [7], whereas the 
sensor-based approach makes use of gloves with the purpose of identifying finger 
gestures and transferring them into subsequent electrical impulses for sign language 
recognition (SLR). The three primary processes of the sign language recognition 
system (SLRS) are preprocessing, feature extraction, and classification. Using skin 
colour segmentation and a Gaussian filter, the signs are derived from a real-time 
video during the preprocessing stage. Following segmentation, a suitable feature 
vector is derived from the gesture sequence. The acquired features are then 
employed with the mutation denoising autoencoder (MDAE) for classification.
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33.2 Literature Review 

Dixit and Jalal [8] developed a system which identifies ISL and translates it into 
regular text. To introduce a new feature vector for sign recognition, combinational 
parameters of the Hu invariant moment and structural shape descriptors are extracted 
from the image. To train and detect ISL, a multi-class support vector machine 
(MSVM) is used for SLRS. The dataset was collected with 720 photos to validate 
the efficiency of the proposed strategy. The proposed system is able to effectively 
recognise hand gestures with a 96% recognition rate in the experimentation results. 

Otiniano et al. [9] proposed a support vector machine (SVM) classifier and Hu 
and Zernike Moments-based features for SLR. Using a database made up of 2040 
photos for the recognition of 24 symbol classes, the trials compare the offered 
approaches. The accuracy rate of the approach is increased to 96% via Zernike 
moments features, which is equivalent to the accuracy rates observed in the literature 
and suggests that the idea is promising. The results obtained by this method 
outperform those obtained by the extracted Hu moments features. 

Tripathi et al. [10] developed an ISL gesture detection system that can recognise 
motions made with either one hand or both hands. The frame overlapping method 
has been used to track gestures in usable frames from continuous frames. A Hidden 
Markov model (HMM) is then utilised to test probe gestures after a discrete wavelet 
transform (DWT) is employed to extract features from an image frame. In the



robotics and artificial intelligence laboratory, experiments are conducted using a 
custom continuous ISL dataset that was produced using a Canon EOS camera (IIIT-
A). According to the testing findings, the suggested method is effective on a variety 
of backdrops, including coloured backgrounds and backgrounds with many objects. 
Additionally, this paradigm offers considerably reduced time complexity and spatial 
complexity. 
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Kong and Ranganath [4] adopted a two-layer conditional random field (CRF) 
technique by effectively recognising continuous sign language texts. CRF is intro-
duced with the lower layer processing the component channels and sending outputs 
to the upper layer for sign recognition. The outputs of separate CRF and SVM 
classifiers are fused to create a Bayesian network (BN), which first splits the 
continuously signed sentences and labels the sub-segments SIGN or ME (motion 
epenthesis). A new semi-Markov CRF decoding scheme was introduced and tested, 
where the sub-segments classified as ME are eliminated and the remaining sign sub-
segments are combined, and they were recognised by the two-layer CRF classifier. 

Elakkiya and Selvamani [11] created a brand-new strategy for subunit sign 
modelling called enhanced dynamic programming (EDP). In EDP frameworks, 
dynamic time warping is utilised as a distance measure to compute the distance 
between two adjacent signs in sign trajectories. Sign language is composed of spatial 
and temporal feature vectors. For grouping of spatial feature vectors, minimum 
entropy clustering (MEC) is used for the grouping of these distances. According to 
experimental findings, the proposed system’s lower computation costs and its use of 
the gesture base space for sign gestures is also extremely lower since it does not 
involve any modelling toward handling epenthesis movements. 

Kumar et al. [12] proposed a multiple intraframe GM for performing temporal 
matching and spatial matching. Through the use of a motion capture system with 
eight cameras, a 3D sign language dataset of 200 continuous words in the sign 
language is produced to evaluate the proposed model. The technique is further 
confirmed by the HDM05 and CMU benchmark action datasets for 3D motion 
capture. Results showed that this method improves the precision of identifying 
signs in continuous phrases. Jayadeep et al. [13] proposed a system to create an 
ISL hand gesture motion translation tool for banks in order to assist the deaf-mute 
community in communicating by converting their ideas to text format. A succession 
of video frames was used to identify actions from larger, prolonged video gestures. 
To extract the image features, a CNN named Inception V3 was employed in this 
work for Australian sign language (ASL). These movements were categorised and 
converted into text using the long short-term memory (LSTM) architecture of the 
recurrent neural network (RNN). Experimental findings show that this proposed 
system will give an exact and useful way for the hand gesture motion system to 
non-signers and signers to engage. 

Xie et al. [14] implemented the steps of gesture segmentation and feature 
extraction in conventional algorithms so that they can be skipped in a tweaked 
Inception V3 method. To fine-tune the model, a two-stage training technique is 
used as opposed to typical CNN algorithms. It also creates a feature concatenate 
layer in the CNN structure by utilising Red, Green, Blue (RGB) and depth images.



The methods are implemented using the American sign language (ASL) recognition 
dataset. The results achieved the maximum accuracy of 91.35% on the ASL. Bheda 
and Radpour [15] proposed a method for classifying images of both the letters and 
numbers in ASL using deep convolutional networks. The actual gesture units that 
occur in specific gesture contexts have been used in this HMM approach with 
sequential pattern boosting (SP-boosting), such as capturing the upper-arm move-
ments that come before a particular letter to include that probability weight in the 
next unit’s class. 
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33.3 Proposed Methodology 

The methodology proposed in this system comprises of dataset collection, 
preprocessing, feature extraction, and classification. Using skin colour segmentation 
and a Gaussian filter, the signs are derived from a real-time video during the 
preprocessing stage. Following segmentation, a suitable feature vector is derived 
from the gesture sequence. The acquired features are then employed with the MDAE 
for classification. Figure 33.1 depicts the data flows for SLRS at several phases, 
including dataset collection, preprocessing, feature extraction, and sign 
classification. 

33.3.1 Dataset Collection 

The three primary processes of the SLRS are sample preprocessing, feature based 
extraction, and classification for better analysis. Using various skin colour segmen-
tation techniques and a Gaussian filter, the signs are obtained from a real-time video 
midst the preprocessing execution. Subsequent to the segmentation process, a 
suitable feature vector is gathered from the gesture sequence. The collected features 
are then integrated with the MDAE for further precision result. Datasets for ISL and 
ASL are gathered from [16, 17]. The second dataset for the study was downloaded 
from the UCI repository. It is made up of various Indian sign languages that are 
frequently utilised as a form of communication. A camera was set up, and it recorded 
various signs, totalling about 232. Both hands have been photographed to improve 
the accuracy of the predictions. For training purposes, it has 2565 instances and
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Fig. 33.1 Stages of proposed approach



22 attributes. The important attributes are X position, Y position, Z position, roll 
expressed, pitch expressed, yaw expressed, thumb bend, forefinger bend, middle 
finger bend, ring finger bend, and little finger bend (Fig. 33.2).
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Fig. 33.2 ISL shows patient disability 

33.3.2 Preprocessing 

At this stage, the image is prepared for feature detection and extraction (see 
Fig. 33.3). To maintain scale homogeneity, all of the photos have the same dimen-
sions. In the first technique, the video frame that was obtained is translated into the 
Hue, Saturation, Value (HSV) colour space for the photographs that were taken 
against a simple background. Since the tint of the skin is distinct from that of the 
backdrop, it is simple to extract. The frame is then subjected to an experimental 
threshold that computes hue and removes the pixels with skin tones from the image. 
Median filter and morphological processes are introduced to further eliminate errors. 
The foreground portion of the current frame is determined by calculating the 
absolute difference between the additive total of the preceding 30 frames and the 
new frame for the remaining frames in the second technique for images with a 
running backdrop. The photos are first made greyscale, and after that the Gaussian 
filter is used.
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Fig. 33.3 Preprocessing proposed ISL signs patient disability 

Extraction of the most linked foreground region creates a hand segmentation 
mask. After that, the canny function is used to determine the intensity and direction 
of the images’ edges using the gradient of each pixel. 

33.3.3 Feature Extraction 

Developing a bag of visual words (BOVW) during this step entails feature extrac-
tion, feature clustering, building a codebook for the model, and creating histograms. 
By counting the number of times each word appears in a text, you may determine the 
keywords from each word’s frequency and create a frequency histogram. This 
concept has been altered such that visual features are used as words in place of 
actual words. The extraction of descriptors from each image in the collection serves 
as the first stage in creating a BOVW. SURF, a local feature detector and descriptor, 
is employed for this. SURF is employed because it offers operators’ box filters for 
quick computing and is resistant to rotation, variation, and point of view occlusion. 
A set of image descriptors provided by SURF is discussed in Eq. (33.1):



ð

ð
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Im = d1, d2, d3, . . . dnf g ð33:1Þ 

where n represents all of the picture descriptors and di represents the hands’ colour, 
form, etc. The K-means technique can be used to do the clustering. The bag of visual 
words (BOVW) are Similar to K- means, but they are faster and less memory-
intensive. It does not need all the data in memory at once because it uses random, 
fixed-size batches. In each iteration, a fresh random sample from the dataset is taken 
and utilised to update the clusters. This process is carried out repeatedly until 
convergence. The created language can be visualised using Eq. (33.2): 

v= w1,w2,w3, . . .wkf g 33:2Þ 

where k is equal to 180, the total number of clusters. Each descriptor is mapped to the 
closest visual word in accordance with the Eq. (33.3): 

w dð Þ= argminDist w, dð Þ ð33:3Þ 

where Dist (w, di) denotes the distance between the visual word w and the descriptor 
di, and w (di) illustrates the visual word associated with the ith descriptor. The 
creation of histograms for each image is the final stage, which involves counting the 
frequency with which each visual word appears in each image: 

bini =C Dið Þ ð33:4Þ 

Di = {dj, jε1, . . .. . .n jw(dj) = wi}. Here, C (Di) is the cardinality that represents the 
count of the elements in set Di, and Di is the set of all the descriptors that match 
to a certain visual word wi in the image. This is performed for each picture word to 
produce final histograms, which are delivered to the classifier for recognition. 

33.3.4 Mutation Denoising Autoencoder (MDAE) 
for Classification 

For reliable feature extraction and classification, the denoising autoencoder (DAE) 
is frequently utilised in the construction of deep neural architectures [18, 19]. 
Figure 33.4 depicts the fundamental DAE processing block. DAE can be thought 
of as a single-hidden-layer neural associator that uses an image as its input and 
outputs the sign of the input [20, 21]. For real-valued images, it has one linear 
decoding stage and one nonlinear encoding stage as follows: 

h  yð  Þ= σ W1yþ b1ð Þ 33:5Þ
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Fig. 33.4 Architecture 
of DAE X 

(W2, b2) 

(W1, b1) 

y 

x=W2h yð Þ þ  b2 ð33:6Þ 

where W1 and W2 are the neural network connection weights for the encoding and 
decoding matrices, respectively. 

Input picture y and sign detected image x are the two variables, respectively. The 
bias vectors for the hidden and output layers are b1 and b2, respectively. The logistic 
function σ (x) = (1 + exp (-x)) - 1 is the nonlinear function of the hidden neuron. 
The following optimisation is used to determine the model parameters: 

Θ� = arg min 
Θ 

L Θð Þ þ  α W1k k2 F þ W2k k2 F ð33:7Þ 

L Θð Þ= 
1 
N 

N 

i= 1 

xi - xik k2 2 ð33:8Þ 

N is the total number of training samples, and xi is the ith training clean sample 
corresponding to yi, the noisy sample, where Θ = {W1, W2, b1, b2} is the parameter 
set. The mutation parameter is used to optimise the DAE’s parameter set. 

Mutation: The search mechanisms of five commonly used mutation strategies in 
DE are represented as follows: 

DE/rand/1: 

Yt 
i =Xt 

r1 
þ F Xt 

r2
-Xt 

r3
ð33:9Þ 

DE/rand /2: 

Yt 
i =Xt 

r1 
þ F Xt 

r2
-Xt 

r3
þ F Xt 

r4
-Xt 

r5
ð33:10Þ 

DE/best/ 1:



33 Indian Sign Language Recognition Using Surf Feature Extraction. . . 453

Yt 
i =Xt 

best þ F Xt 
r1
-Xt 

r2
ð33:11Þ 

DE/best/2: 

Yt 
i =Xt 

best þ F Xt 
r1
-Xt 

r2
þ F Xt 

r3
-Xt 

r4
ð33:12Þ 

DE/current-to-best/1: 

Yt 
i =Xt 

i þ F Xt 
best–X

t 
i þ F Xt 

r1 
–Xt 

r2
ð33:13Þ 

where X best denotes that the best individual solution within the DE population is 
chosen as the target vector; r1 is the population index of the DE solution chosen as 
the base vector; r2, r3, r4, and r5 are DE population indices randomly chosen to 
produce the mutant vector, and F is a scaling factor used to govern the mutation 
process. The weighting coefficients’ regularisation and reconstruction accuracy are 
traded off in Eq. (33.8) by the variable, which in this investigation was set to 0.0002. 
Numerous unconstrained optimisation strategies can be used to solve the optimisa-
tion of Eq. (33.8). For learning model parameter, a Hessian-free technique is used in 
this study. 

33.4 Experiment and Results 

This section tests the effectiveness of various classifiers using two datasets, includ-
ing SVM, CNN, enhanced convolution neural network (ECNN), and suggested 
classifiers (ISL, and ASL). There are two sets of this dataset. Eighty percent of the 
data is utilised for training, and the remaining 20% is used for testing purposes. Both 
classifiers (ECNN and MDAE) produced good levels of accuracy for the test images, 
but MDAE outperformed ECNN with fewer features. 

33.4.1 Quantitative Analysis 

The performance of the classifiers is assessed in relation to two benchmark datasets 
using the precision, recall, F1-Score, and accuracy metrics. Precision is defined as 
the proportion of accurately anticipated positive observations to all positive obser-
vations. Recall is the proportion of accurately predicted positive labels to all of the 
positive labels combined. The weighted average of recall and precision is known as 
the F1-score:
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Precision= 
TP 

TPþ FP ð33:14Þ 

Recall= 
TP 

TPþ FN ð33:15Þ 

F1- Score= 
2× Recall× Precisionð Þ  
Recall þ Precision

ð33:16Þ 

The simplest performance metric is accuracy, which is just the proportion of 
properly predicted observations to all observations. True positives (TP), true nega-
tives (TN), false positives (FP), and false negatives (FN): 

Accuracy= 
TPþ TN 

TPþ FPþ FNþ TN
ð33:17Þ 

33.4.2 Results Comparison 

This section compares the performance of classifiers using two benchmark datasets 
and four metrics. In Table 33.1, the metrics of the two datasets are compared. The 
accuracy attained by SVM, CNN, and ECNN is shown in Table 33.1 and Fig. 33.2. It  
is evident that the ECNN performs better than other algorithms in terms of accuracy. 

Figure 33.5 shows the precision results comparison of classifiers such as SVM, 
CNN, ECNN, DAE, and MDAE with respect to ISL and ASL datasets. From the 
results it concludes that the proposed MDAE classifier gives better results of 
95.92%, and 96.54% for ISL and ASL dataset. The other methods such as SVM, 
CNN, ECNN, and DAE give lesser value of 89.18%, 90.62%, 91.98%, and 93.36% 
for ISL dataset (see Table 33.1). 

Recall results comparison of classifiers such as SVM, CNN, ECNN, DAE, and 
MDAE with respect to ISL and ASL datasets are illustrated in Fig. 33.6. From the 
results it concludes that the proposed MDAE classifier gives better results of 
90.63%, and 92.83% for ISL and ASL dataset. The other methods such as SVM,

Table 33.1 Precision of classification methods vs datasets 

Dataset ISL – Results (%) ASL – Results (%) 

Iterations/ 
Classifier SVM CNN ECNN DAE MDAE SVM CNN ECNN DAE MDAE 

20 85.30 87.15 89.13 91.28 93.85 86.51 88.64 90.36 92.00 94.29 

40 86.10 88.00 90.00 92.11 94.65 87.09 89.91 91.38 93.48 95.11 

60 87.21 88.78 90.21 92.63 95.41 88.25 90.63 91.63 93.91 95.63 

80 88.52 90.25 91.51 92.93 95.63 89.63 90.84 91.72 94.42 95.82 

100 89.18 90.62 91.98 93.36 95.92 90.56 91.66 92.61 94.91 96.54



CNN, ECNN, and DAE give lesser value of 82.36%, 84.43%, 85.36%, and 86.47% 
for ISL dataset (see Table 33.2).
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Fig. 33.6 Recall comparison of SLRS classifiers vs datasets 

SVM, CNN, ECNN, DAE, and MDAE with respect to ISL and ASL datasets via 
F1-score results are illustrated in Fig. 33.7. The proposed MDAE classifier gives 
better results of 93.27%, and 94.68% for ISL and ASL dataset. The other methods 
such as SVM, CNN, ECNN, and DAE give lesser value of 87.12%, 88.63%, 
89.78%, and 92.54% for ISL dataset (see Table 33.3).
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Table 33.2 Recall of classification methods vs datasets 

Dataset ISL – Results (%) ASL – Results (%) 

Iterations/ 
Classifier SVM CNN ECNN DAE MDAE SVM CNN ECNN DAE MDAE 

20 79.56 81.32 82.94 84.78 86.24 80.66 82.71 84.68 86.28 88.38 

40 80.34 82.00 83.64 85.22 87.37 81.05 83.82 85.33 87.46 89.19 

60 81.63 83.12 84.32 85.69 88.42 82.22 84.41 85.82 88.63 89.63 

80 81.82 83.78 84.93 85.92 89.47 82.82 85.02 86.42 89.41 91.39 

100 82.36 84.43 85.36 86.47 90.63 83.68 85.61 86.95 90.18 92.83 
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Fig. 33.7 F1-Score comparison of SLRS classifiers vs datasets 

Table 33.3 F1-score of classification methods vs datasets 

Dataset ISL – Results (%) ASL – Results (%) 

Iterations/ 
Classifier SVM CNN ECNN DAE MDAE SVM CNN ECNN DAE MDAE 

20 82.43 84.23 86.03 88.03 90.04 83.58 85.67 87.52 89.14 91.33 

40 83.22 85.00 86.82 88.66 91.01 84.07 86.86 88.35 90.47 92.15 

60 84.42 85.95 87.26 89.16 91.91 85.23 87.52 88.72 91.27 92.63 

80 85.17 87.01 88.22 89.42 92.55 86.22 87.93 89.07 91.91 93.60 

100 85.77 87.52 88.67 89.91 93.27 87.12 88.63 89.78 92.54 94.68 

ISL and ASL datasets via accuracy results of SVM, CNN, ECNN, DAE, and 
MDAE classifiers are illustrated in Fig. 33.8. The proposed MDAE classifier gives 
better results of 96.78%, and 97.71% for ISL and ASL dataset. The other methods



such as SVM, CNN, ECNN, and DAE give lesser value of 91.63%, 92.63%, 
93.47%, and 95.28% for ISL dataset (see Table 33.4). 
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Fig. 33.8 Accuracy comparison of SLRS classifiers vs datasets 

Table 33.4 Accuracy of classification methods vs datasets 

DATASET ISL – RESULTS (%) ASL – RESULTS (%) 

Iterations/ 
Classifier SVM CNN ECNN DAE MDAE SVM CNN ECNN DAE MDAE 

20 86.85 88.90 90.13 92.19 94.72 87.65 89.49 90.87 92.61 94.91 

40 88.02 89.50 91.00 93.29 95.41 88.57 90.21 91.52 93.85 95.77 

60 89.25 90.72 92.25 94.32 95.89 89.82 91.55 91.93 94.62 96.45 

80 90.18 91.18 93.15 94.69 96.26 90.75 91.92 93.42 95.45 96.95 

100 91.63 92.63 93.47 95.28 96.78 92.51 93.17 93.95 96.75 97.71 

33.5 Conclusion and Future Work 

In this paper, disability in patient discussion is introduced to categorise and identify 
both ISL and ASL with signs (A–Z) and numbers (0–9) by the MDAE classifier. The 
proposed SLRS is worked out depending on the SURF features from the image. It 
has the advantage of rapid computation and it is strong adjacent to rotation, orien-
tation, etc. This proposed SLRS system is also capable of handling the issue of 
background dependence by continuing the camera at rest. MDAE can be thought of 
as a single-hidden-layer neural associator that uses an image as its input and outputs



the sign of the input with optimised weight and bias from mutation. From the results, 
it is concluded that the proposed MDAE classifier gives the highest precision, recall, 
F1-score, and accuracy of ISL and ASL datasets. The proposed MDAE classifier 
gives 95.92%, 90.63%, 93.27%, and 96.78% results for precision, recall, F1-score, 
and accuracy for the ISL dataset. Future additions to the collection could include 
additional signs from many languages and nations, creating a more powerful system 
for real-time applications. Simple words and expressions can be formed using the 
method for constant and isolated recognition tasks. Increasing response time is the 
key to developing apps that are really real-time. 
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Chapter 34 
The Security Constructions 
and Enhancements of Smart Wearable 
Devices in Modern Technologies and Health 
Monitoring System 

B. Jansi and V. Sumalatha 

34.1 Introduction 

With smart wearable devices, the concept of health management has become more 
focused on by the general public. According to a study from Stanford University, 
data collected by wearable devices can predict diseases, and people improving their 
health outside of fitness will become a new trend. In the global market, in the first 
half of 2020, in the wake of COVID-19, global total exports of smart wearables 
increased by another 20% per year. This shows that after experiencing an infection, 
people become more focused on their health and on the heart, drastically increasing 
the need for blood oxygen monitoring, exercise and fitness, and related equipment 
[1]. Counterpoint, a market research firm points out that the future growth of the 
smart wearable market will focus on fitness and healthcare applications. 

Therefore, monitoring the blood oxygen concentration is seen in the production 
activities of many innards of smart intercepts this year. In medicine, blood oxygen 
concentration is an important indicator for diagnosing heart and lung health and 
overall health. Measurement data of blood oxygen concentration can be used to 
monitor the health status of patients’ lung function. Smart health wearers play a 
significant role in COVID-19 infections. Koch has developed a “Coronet Data 
Donation” application that allows users to upload health data monitored by a sports 
band or smart wearable. Heart rate, sleep, amount of exercise, body temperature, and 
other physical symptoms monitored by sports innersoles and other devices can 
change significantly for those with severe respiratory illnesses [2]. The data can
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reflect the condition of the affected individuals and will assess the development of 
epidemics in Germany based on this data. As can be seen from the above, the value 
of health data collected by smart innersoles and other devices is starting to show. But 
the health data monitored by thousands of smart devices is huge and fragmented, and 
still worth more to cut. In the future, if smart wearables and other wearable devices 
offer only one health monitoring service, their competitiveness will not be enough. 
Only when they are integrated with health management, insurance, and medical 
ecology can they open up an increasing market for competitive flood health services.
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Wearable devices or wearable technologies are accessories or clothing that have 
specific additional functionality. The main advantage of wearable computers, also 
called these electronic devices, is their complete integration into the user’s daily life 
[3]. A person and a smart device are constantly communicating, but the gadget itself 
does not attract much attention and fits in harmoniously with reality. Typically, high-
tech wearable devices are controlled by a specific operating system and fitted with 
several standard technologies that provide their functionality. Classic technologies 
used include Global positioning system (GPS), Bluetooth, Wi-Fi, Global system of 
mobile communication (GSM), 3G, accelerometer, compass, thermometer, chrono-
graph, etc. Wearable devices will always multitask. For example, a smartwatch can 
not only show the time but also count the number of steps taken, announce incoming 
messages and calls, and track the user’s location. 

34.2 Literature Survey 

In Liu et al. [4], they discussed the sensor-based activity recognition techniques in 
smart wearable devices. This means that the continuous operation of the sensor 
systems fitted on the smart devices will constantly monitor the wearer. So, even 
small changes that occur there will be recorded. Even the small things that are 
created on a daily basis can be factors that affect their efficiency [5] designed a 
chemical-based sensor unit for monitoring biofluids and Bandodkar et al. [7] 
discussed wearable chemical sensors. Different chemicals were identified and dif-
ferent performance matrices were analysed. Here, the chemical reactions are keenly 
monitored by the given methods. Fang et al. [6] discussed wearable devices for 
elderly people. It is also important to measure its ability to design and perform 
radiation functions for adults. This allows adults to wear these devices without fear. 
Park et al. [8] discussed the heart rate monitoring sensor and wearable devices. 
Doctors generally advise people with heart disease to be careful not to damage their 
hearts. These wearable devices can constantly monitor their heart rate by monitoring 
their heart rate and other cardiac functions. Al Hemairy et al. [9] discussed the health 
monitoring systems in the smart health care industry. Furthermore, these technolo-
gies combine with IoT technology to enable their applications to monitor the 
patient’s activities as if they were a physician.
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The key factor here is that wearable devices are commonly worn devices because 
of their sensors. While their enhanced capability is a combination of all types of 
inputs and enhances its experiments, small changes in it can have a large impact on 
the coda. The use of some centres that are highly sensitive to these wearable devices 
fitted into the body can have some kind of impact on the human body. Thus, it is 
necessary to meticulously weave some of the tips that occur in its design. 

34.3 Wearable Devices 

Wearable devices are accessories or clothing with a built-in microcomputer and 
interfaces and sensors that provide specific functions [10]. The main advantage of 
such a solution is its full integration into the daily life of the user. One person and 
wearable devices are in constant contact, but the latter does not attract unnecessary 
attention and complements reality harmoniously [11]. High-tech wearable devices 
operate under special operating systems and are equipped with a set of built-in 
sensors and interfaces. The latter includes a cellular module and wireless adapters for 
Bluetooth, Near field communication (NFC), and Wi-Fi. Depending on the purpose, 
the gadget can be equipped with a GPS receiver, accelerometer, electronic compass, 
thermometer, barometer, heart rate monitor, chronometer, etc. Modern wearable 
devices are multi-functional [12]. For example, a “smart” watch can not only show 
the time and date but also calculate the number of steps taken by the user, announce 
incoming messages and calls to the connected smartphone via Bluetooth, and track 
the user’s location. 

34.3.1 SmartWatch 

Since the appearance of smartphones, to make them easier to manage, they have a 
kind of assistant device, an additional device for the smartphone: the SmartWatch. 
People wanted to make watches rather than toy watches to show time and date. Now 
“smartwatches” are integrated into mobile devices based on features and software, a 
notable example of which is the watch. However, the definition of a “smartwatch” is 
highly controversial [13]. A proper smartwatch is not defined by any international 
standards. In Japan, the first true “smartwatch” has been released, and it was created 
by Sony. The Sony SmartWatch acts like a traditional watch and, when linked to a 
compatible smartphone, offers a plethora of features, including access to real-time 
information like news and text messages, as well as alerts and reminders [14]. Of 
course, numerous smaller companies had already come up with their own versions of 
such devices before Sony unveiled its SmartWatch. Even before the Japanese 
electronics review [15], Chinese manufacturers had created timepieces that could 
make phone calls and connect to the Internet. Despite their high quality and 
dependability standards, these gadgets have already implemented the notion of



“smartwatches” [8] that can make and receive phone calls, send and receive text 
messages, process information, perform computations, and connect to the Internet. 
In addition, several makers of consumer electronics are wrapping up production on 
their own versions of this kind of smartwatch. Apple, for instance, has filed for a 
patent on an “iWatch” in Japan and other countries. In September, Qualcomm plans 
to release the Zola SmartWatch. Rumour has it that Intel is testing a comparable 
product. Samsung has revealed they are working on a smartwatch right now. 
Similarly, Google is rumoured to be working on an Android-powered clock [16]. 
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However, the Android OS–powered smartwatch that can receive calls and take 
images is reported to be the first of its kind to be introduced to a group of Indian 
students [17]. The Androiduli is a $150 Indian smartphone that supports Bluetooth. 
GPS and Wi-Fi are all supported. The Pebble, MotoActv, and WIMM One watches 
are a few others worth mentioning. The Pebble Watch is a popular Kickstarter 
project [18]. The 1.26-inch LCD display can provide 144 by 168 pixels. With a 
600 MHz OMAP3 ARMv7 processor, 256 MB of RAM, 8 GB of memory, and 
Bluetooth connectivity, the MotoActv is Motorola’s take on the smartwatch. The 
FM Tuner and Android power this wristwatch. WIMM One has a 220 × 176 pixel 
[13] display with a screen size of 1.6 inches. They are powered by an altered version 
of Android and have a see-through display, a magnetometer, an accelerometer, and 
Bluetooth, Wi-Fi, and USB connectivity [19]. 

34.3.2 Computer Glasses 

Google Glasses introduced a new era of wearable technology. Yes, before “good 
review”, similar devices were offered many times, but none of them. Google Glass 
seems to have installed a new type of consumer electronics [20]. Glass differs from 
other similar devices by its small size and many features, such as “augmented 
reality”, a camera, Internet access, and voice-based communication. Google Glass 
is not only a wearable computer but also an “ubiquitous” computer, meaning that it 
may be used in both an active and passive capacity. The device has a 5-megapixel 
camera with a bone transducer sensor, Wi-Fi, Bluetooth, a gyroscope, an acceler-
ometer, a magnetometer, and a touchscreen control panel. Android powers Google 
Glass, which is powered by a dual-core OMAP 4430 processor. It is believed that 
more companies, inspired by Google Glass, will soon introduce similar products to 
the market. Scope Technologies, which has collaborated with Epson on the devel-
opment of computer glasses, the Spark of Cypriot, whose glasses make it possible to 
see and study tiny objects, and Innova, which creates breakthrough computer lenses, 
are all involved in the Vuzix project. Despite claims that it is a major rival to Google 
Glass, not much is known about this product at this time.
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34.3.3 Wearable Computers 

Wearable computers are less cumbersome and difficult to operate presently. Small, 
high-capacity batteries perform well enough to power wearable electronics. Modern 
devices with high-quality displays make using them much more straightforward. We 
have greatly improved the system’s touch input, so it is much more sensitive to your 
touches. The CPUs also perform better without getting too hot. They are currently 
impregnated with dust and even water-proof tiles. The sensors themselves are 
compact. Who would have guessed that something as thin as 7.9 mm could house 
an infrared camera, accelerometer, barometer, thermometer, proximity sensor, 
pedometer, and gyroscope? As battery manufacturers compete to produce the most 
energy-efficient products, things are looking brighter. For example, the Koreans 
claim to have created a flexible battery similar to flexible displays. File Sharing can 
easily be shared outside network via removable media. Offering access to digital 
information or resources. In addition, hydrophobic technology is so advanced that 
devices no longer need to be sealed to be waterproof. 

34.3.4 Medical Gadgets 

A smartphone-sized device that detects cancer and infections within 20 minutes. 
This gadget is based on the research of the British review Quantum. The Q-Poc 
Alpha is now in the testing phase, and the finished product will not appear until 
2018, as promised by the developers. Drug abuse causes 125,000 deaths a year in the 
United States. To rectify the situation, US review AdhereTech has developed a tablet 
box with sensors that read the number of container openings [21]. The smart system 
reminds you to take medications with sounds, LEDs, phone calls, and text messages 
sent to the patient’s phone. The lipstick level test microscope allows you to inde-
pendently determine the amount of ovulation by the concentration of salt in the 
saliva sample. To do this, apply a drop of saliva on the lens, let it dry for 5–-
10 minutes, and then evaluate the result on the eyelids. To accurately determine the 
phase of the cycle, you need to compare what you see with the checklist. An 
inexpensive miniature device, such as a USB flash drive, connects to the human 
body using four Velcro electrodes, reads data about the work of the heart, and sends 
it to a cardiologist via the Android app. Most likely, everything will come to this. 
Technologies are evolving towards smart clothing. But there are several important 
technical limitations here. First, direct skin contact is required to accurately capture 
heart rate and other data. That is, the sensors must fit snugly against the body, which 
means smart clothing must be tight. It may not be very comfortable to wear such 
clothes every day. Some techniques will help, which will allow taking data at a 
distance of 2–3 cm from the body. 

On the other hand, even if a person measures his parameters only 2–3 times a day 
for 5–10 minutes, the data obtained is sufficient to establish a diagnosis and make 
recommendations. You can take a cardiogram in a relaxed state, and based on this,



doctors will tell you whether or not to change your lifestyle. Who is it for? For 
example, those who have a heart attack, as a rule, have a risk of recurrence. 
Therefore, they should regularly take a cardiogram and send information to doctors. 
There are already devices that pierce the fingers in a non-invasive way (laser). In 
general, insulin pumps are now widespread abroad; they are a box in the body that 
holds an automatic insulin injection device depending on the blood sugar level. This 
is a very important device for patients with type 1 diabetes. They are forced to take a 
basic dose (called long insulin) in the morning and the right dose (short insulin) 
during the meal. Long-acting insulin is more harmful than short-acting insulin 
because it raises blood sugar. These pumps allow the short-lived insulin to dispense 
automatically as the sugar level changes. In Russia, such devices are not made: they 
are very expensive. Instead, they use insulin injections, which are provided free of 
charge by the Ministry of Health. All automatic injectors must be imported. 
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34.4 Modern Technology 

It has become customary to see people wearing smart devices that can be worn. 
Typically, these smartwatches or electronic straps are used to monitor fitness. Due to 
the advanced technology of sensors, wearable devices are starting to encourage more 
people to be more active. They help people set and achieve goals, as well as provide 
a sense of motivation and reward when achieving these goals. As technology has 
advanced so much, new limitations on wearable devices are helping people improve 
their fitness. Here is a range of wearable accessories that can get you started on a 
healthy lifestyle. 

34.4.1 Fitbit Smart Wearable 

Fitbit dominates the wearable device market. Its simple design, usability, and 
affordability make it an impressive wearable device. Continuous heart monitoring 
means that your activity is constantly being recorded. Keep track of how many 
calories you are burning, as well as make sure you are working at the right intensity. 

34.4.2 Jawbone Smart Wearable 

The Jawbone is a device for fashion-conscious fitness enthusiasts. If you do not want 
to wear a bold smartwatch and want something that looks beautiful, Jawbone offers a 
wide variety of stylish and elegant accessories. Jawbone UP2 monitors your activity, 
sleep, and food intake. The smart trainer provides you with customised insights to 
help you achieve your fitness goals.
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34.4.3 Microsoft Smart Wearable 

Microsoft has jumped on the bandwagon of wearable devices and has developed a 
device that can detect heart rate, exercise, calorie-burning, and sleep quality. 
Microsoft, as a device, connects the user to email, text, and calendar. The band 
has 11 sensors, such as a barometer, an ultraviolet monitor, and GPS. 

34.4.4 Activated Steel Smart Wearable 

The Activated Steel looks pretty cool on this list. If you have always moved but want 
a sophisticated wearable device, the Activated Steel is the device to buy. It monitors 
daily activities such as running, walking, sleeping, and how many calories you burn. 
It is water-resistant up to 50 metres, which means you can use it to monitor your light 
swimming. This device requires charging as the replaceable battery lasts up to 
8 months. 

34.4.5 Apple Smart Wearable 

Apple has acquired smartwatches for those who want to get a piece of wearable 
functionality. Apple Watch has released the Sport for fitness enthusiasts. With the 
silicone band, the Apple Watch Sport is lightweight and comfortable on the wrist 
while in operation. The clock includes a heart rate monitor and an accelerometer that 
monitors activity throughout the day. If you are an avid Apple user and want to sync 
everything with your iPhone, this is the device. 

34.4.6 Samsung Smart Wearable 

The Samsung Gear S2 is similar to the Apple Watch. It can perform the functions of 
a regular smartwatch, but this device emphasises fitness within the design. The straps 
are made of a silicone-like material, which is dustproof and water-resistant up to 
3 metres. The application monitors your activity throughout the day and changes the 
application accordingly. The quick access to information from the gear screen. There 
is a built-in heart rate monitor to monitor your heart rate before and after the 
procedure. You can buy the Samsung Gear S2 with leather straps, which will look 
like a regular watch if not the one that catches your attention. Samsung is proud to be 
one of the first wearable devices to be compatible with most Android phones.
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34.4.7 Moto Smart Wearable 

With the success of the first generation of the Moto 360, Motorola has acquired the 
Moto 360 Sport. It has IP67 dust and water resistance, making it durable for heavy 
workouts. The Moto 360 Sport has seven sensors, including a heart rate monitor, an 
accelerometer, and an ambient light sensor. Lightweight silicone pads are available 
in black, white, and flame orange. Even with high usage, the battery will last for a 
whole day. You can add your Moto 360 Sport with a wireless charging dock. 

34.5 Security Measurements 

The increase in the number of smartphones in 2007 is being monitored by various 
businesses. Security arrangements that began to enter inside in some way have now 
reached the prime location. Devices that monitor physiological fitness changes, such 
as the Fitbit and Jawbone UP, are currently in high demand. These are designed to 
store your health data on smartphones and thereby provide information about your 
health. In particular, the smartwatches of companies like Apple have the most 
sophisticated improvements. Its GPS module is capable of tracking anyone from 
wherever you are. There are security flaws in such sophisticated achievements. 

Usually, these wearable devices are connected to your mobile phones. Hence, 
activities like attacks or hacking on them can also affect the exposure of your 
wearable devices. The process by which these functions affect the functionality of 
your wearable devices is called a “weak connection problem”. Its problems are going 
to be left to you alone. Your wearable devices can also affect the product company. 

A skilled hacker can even access that company’s server settings via your wearable 
devices. Most wearable devices have a very small design. Also, these can be easily 
stolen if their data is connected to a smartphone or computer. Hence, start using it 
only after you know how to handle it before you use the wearable device. Companies 
are constantly updating data to escape from these problems and often store the data 
securely on the cloud server and erase the data and temp information on the local 
server. 

34.6 Inference and Discussions 

Highly sensitive sensors fitted to enhance your daily life will not only amaze you but 
also ensure your safety. Scientists have even begun to design clothes made with 
smart devices. These dresses, which were initially seen as a big deal, are now 
becoming more commonly available on the market. Its rise is to be loved and 
worn by everyone, from children to adults. Rather than simply replacing digitally 
made jewellery, smart sensors are integrated into your body and monitor your entire



body. And with the advanced technology in them, you can easily find yourself 
wherever you go and save yourself in times of danger. Communication will be 
easier for you if you have wearable clothes instead of jewellery. Wearable devices 
that are usually traditionally made are upgraded based on certain health benefits. 
Using it for a short period and throwing it away is a simple process, but jewellery is 
not like that. You may always be compelled to wear it. Its special feature is that the 
smart clothes designed in this manner are comfortable to wear and easy to wash. And 
for some, as a baby gets older, he or she will outgrow this. The needs of elegant 
fabric designers and technicians will be very important in designing this. This 
technology is considered feasible in terms of fabric smart sensors and biometric 
smart sensor speeds. 
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The detection of certain significant health conditions in most smart clothing 
technologies is considered to be the key factor in improving their design. Diabetes 
is considered to be the most important problem at present. Smart devices are 
designed to constantly monitor this and help keep patients constantly monitored. It 
also constantly monitors the patient’s body changes and conditions of injuries and 
constantly raises the appropriate conditions to perform medical first aid accordingly. 
In this process, it is important to test the physical well-being of the diabetic patient in 
advance. The cause of skin allergies is a rise in elemental temperature. Thus, the 
increase in the temperature of the feet indicates a large number of ulcers occurring in 
that area. Smart wearable socks are designed with this in mind. High-pressure sensor 
devices are attached to these socks. Thus, there is no need to connect any other 
devices to monitor body temperature and diabetes. The use of these socks alone is 
sufficient. 

The Wearable-Socks are only available for a limited time; in freezing tempera-
tures, they leave you wanting to snooze in style. Intelligent socks would assist 
wearable electronics to move toward digital human for diversified applications. 
The submission gives foot cleanliness marks and warns the client to correct the 
occupation and/or consult a health-care expert if desired. Clients who are equipped 
with this novel knowledge can change their utility by self-surviving their skin 
warmth. This procedure can be included in the daily routine to make sure glucose 
stage. 

34.7 Future Work 

We discovered how to build Wearable 2.0 to be good-looking and functional. For 
example, OM-signal from Canada has designed a game spinner for women that can 
detect heartbeat and inhalation and provide personalised flow recommendations. 
Consumer bio-sensors embedded in the inner lining of clothing collect consumer 
information at the foundation of movement (rather than wrist measurements) to 
provide more precise advice. These smart devices are put together with an iPhone 
application, which over time becomes accustomed to the user’s body and allows 
them to supply more reliable preparation. AIQ-Smart Clothing is considered to be



another thing that combines wearable clothes with technological devices. Its sensi-
tivity is further enhanced by the fact that it is sewn directly into fabrics with stainless 
steel threads. As a result, it does not require plating with copper or silver materials 
also developing into an advanced technology that further enhances the production of 
gloves on devices that operate in touch panel mode. In this, a special thread of light-
penetrating nature is attached to the fingertips. Its sensitivity is high, so its use in the 
fashion sector is enhanced. This type of clothing for kids can be designed and styled 
more elegantly. Some specialised sensor systems can be set up to detect the baby’s 
body temperature and oxygen levels. The baby’s heart rate can also be accurately 
monitored. Thus, the sensor systems will immediately report any discomfort from 
the child’s grief and its safety deficiencies. Based on these measurements, the team 
plans to make appropriate arrangements for the user to easily use or carry the smart 
devices we plan to build. 
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34.8 Conclusion 

Generally, the smart wearable device technologies with advanced technology cur-
rently being designed should be helpful to most humans. Users will trust and buy 
those wearable devices only if their functionality is fast and of high quality. In many 
of the leading companies, these types of wearable device technologies are automat-
ically developed and implemented to the extent that they are given artificial intelli-
gence to collect the data for the given jobs and check and make their own decisions. 
The only real problems are when it comes to security management. These wearable 
devices cannot do the right amount of work if data is altered or stolen. And the 
accuracy of the results makes it difficult for users to choose. Therefore, the size and 
strength of its security improvements measure not only the buyers but also the value 
of the companies that make them. 
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Chapter 35 
Hinokitiol Attenuates LPS-Induced 
Arthritic Inflammation: A Preclinical 
Perspective 

S. M. Gunjegaonkar , S. L. Nargund , A. A. Joshi , 
and A. V. Bhalerao 

35.1 Introduction 

In 1936 a Japanese chemist Tetsuo Nozoe discovered hinokitiol (β-thujaplicin) and 
isolated the essential oil as a monoterpenoid from Taiwanese hinoki heart wood 
belonging to the family Cupressaceous [1]. In Japan, “Hinoki” is referred to as a 
slow-growing tree that mainly contains tropolone hence the name Hinokitiol 
(Hinoki + tropolone) [2]. Hinokitiol is commonly incorporated in oral, skin care 
products, and food additives. It is also used as construction wood for long-standing 
buildings and temples. Hinokitiol plays a crucial role in plant survival by its ability to 
repel insects, pests, and moulds for years. In recent years hinokitiol has been 
profoundly considered and revealed its noteworthy broad-spectrum activities. 
Hinokitiol has been reported for its various in vivo and in vitro activities like 
antimicrobial and anticancer activity [3], antifungal [4], antiviral [5], 
antiproliferative [6], anti-inflammatory [7], and antiplasmodial activity 
[8]. Hinokitiol did not show any carcinogenic effect on rats [9]. Arthritis is highly 
prevailed in developing and developed countries. Studies have advocated that joint 
diseases are one of the greatest reasons for work disabilities and compromised 
performance [10]. Furthermore, these lead to mental stress and economic burden 
on the patient and caretaker [11]. The patient seeks pharmacotherapy as the symp-
toms like pain, inflammation, swelling, stiffness, and redness of joints become
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unbearable and limit day-to-day activities. The current pharmacotherapy involves 
symptomatic treatments through NSAIDs, corticosteroids, and disease-modifying 
antirheumatic drugs (DMARDs) [12]. However, these drugs are providing relief to a 
certain extent and need to be taken chronically. Several studies reported that long-
term consumption of NSAIDs is associated with hepatic and nephrotoxicity, GI 
bleeding, etc. [13]. Corticosteroids cause suppression of immunity and provoke 
chances of acquired infections, hyperglycaemia, fluid retention, hypertension, and 
disturbed hormonal balance [14]. DMARDs are advised in rheumatic arthritis with 
caution as their chronic consumption leads to liver and kidney damage and GI 
disturbances [15]; taking into consideration the limitations of currently available 
pharmacotherapy for arthritis, it is considered extremely necessary to find out the 
more effective and safe anti-arthritic candidate. Hence, the present research was 
carried out to tap the prospective anti-arthritis effect of hinokitiol in experimental 
animals [16].
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35.2 Material and Methods 

35.2.1 Chemicals, Pieces of Equipment and Instruments Used 

Hinokitiol was procurement from Sigma Aldrich, Shimadzu UV-1800 spectropho-
tometer was used for assay readings, and semi-auto-analyser was used for marker 
enzyme estimation using marketed kits (Asritha Diatech). All chemicals used for 
experimental work were of analytical grades. 

35.2.2 Preparation of Hinokitiol 

The selection of dose and preparation of hinokitiol was performed by referring to 
earlier studies. As hinokitiol was provided in the form of a solid in the quantity of 
5gm considering the same, the stock of it was prepared in dimethyl sulfoxide 
(DMSO). The dose of hinokitiol dose was reported in the range of 0.1–0.5 mg/Kg 
in the rat, and based on that, two doses of it were selected. The 0.2 and 0.4 mg/kg of 
hinokitiol was designated as H-1 and H-2, respectively [17]. 

35.2.3 Preparation of Lipopolysaccharide (LPS) 

Phosphate-Buffered Saline (PBS) buffer (pH 7.4) was prepared and sterilized by 
autoclaving (20 min, 121 °C). The LPS was dissolved in PBS buffer to get a 
concentration of 5 mg/ml. 1 mg/Kg LPS doses were selected for arthritis induction. 
The LPS was stored in a deep freezer at -20 °C temperature when not required 
[17–19].
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35.2.4 Preparation of Indomethacin 

The standard drug (indomethacin) was obtained from the institutional store. 1% 
acacia was prepared, and indomethacin was added to obtain a 100 mg/ml concen-
tration. A dose of 30 mg/Kg orally was used for the study [18, 19]. 

35.2.5 Experimental Protocol 

Before the commencement of animal experimentation, the Intuitional Animal Eth-
ical Committee (IAEC) approval for the said study was obtained (Ref. No. JSPM/ 
CCOPR/2018-19/04). After a specified period, the animals were indiscriminately 
allocated into 5 groups of 6 animals. Each experimental group has 6 animals, and the 
allocation of animals is carried out by random method. Vehicle control group 
animals received water orally. Arthritic control animals received LPS 1 mg/ml/Kg 
intra-plantar on day 0. Standard treated animals received indomethacin 30 mg/Kg 
orally for 7 days and LPS 1 mg/ml/Kg intra-plantar on day 0. H-1 treated animals 
received hinokitiol 0.2 mg/Kg IP for 7 days and LPS 1 mg/ml/Kg intra-plantar on 
day 0. H-2 treated animals received hinokitiol 0.4 mg/Kg IP for 7 days and LPS 
1 mg/ml/Kg intra-plantar on day 0. 

35.2.6 In Vivo Evaluation of the Severity of Arthritic 
Inflammation 

35.2.6.1 Change in Paw Volume and Arthritis Index 

A mercury plethysmometer was used to measure the change in paw volume. The 
circular mark was made with the permanent marker on the right hind paw at the 
tibiotarsal junction. The change in paw volume was noted before treatment and after 
treatment in respective groups with intervals of 7 days for a period from 0 to 28 days. 
The change in paw volume was expressed in millilitres of mercury [20]. The change 
in the arthritic index is directly proportional to the severity of arthritis. The arthritic 
index was determined per day using the following formula [19]: 

Arthritis Index=Hind paw vol: Finalð  Þ
- hind paw vol: Initialð  Þ=Hind paw vol: Initialð  Þ× 100



476 S. M. Gunjegaonkar et al.

35.2.6.2 Change in Paw Thickness 

The arthritis severity was investigated by measuring alters in paw thickness using 
calibrated Vernier calliper [19]. The ipsilateral paw thickness was measured before 
and after treatment with intervals of 7 days for a period from 0 to 28 days. The 
percent change in paw thickness was determined on the 7th, 14th, 21st, and 28th day 
using the following formula [19, 21]: 

Final paw thickness- Initial paw thickness=Initial paw thickness × 100 

35.2.6.3 Change in Body Weight 

The calibrated digital weighing balance of 1Kg capacity was used to determine the 
change in animal weight in all the groups [22]. The weighing of all animals was 
carried out on 0 and 7 days of treatment protocol between 9:00 am and 10:00 am. 
The following formula was used to determine the change in body weight [19, 22]: 

Change in mean body weight ¼ Animal weight in gmsðFinalÞ 
– Animal weight in gmsðInitialÞ= 
Animal weight in gmsðInitialÞ × 100 

35.2.7 Estimation of Serum Marker Enzymes 

The blood was collected from the eye (orbital plexus) by retro-orbital plexus on the 
28th day. About 1 ml of blood sample was collected in the clean and sterilized in 
Effendroff’s tubes and kept aside for clotting. The collected blood sample was 
subjected to centrifugation for 15 min at 3000 g. The serum was separated using a 
micropipette and kept in the refrigerator for further investigation of serum marker 
enzymes, namely, serum glutamic-oxaloacetic transaminase (SGOT), alkaline 
phosphatase (ALP), serum glutamic pyruvic transaminase (SGPT) and antioxidant 
enzymes. The estimation was carried out using a semi-autoanalyzer as per the 
procedure given by the manufacturer. 

35.2.8 Tissue Preparation 

As per the previously reported method, the articular tissue was prepared briefly  as  on  
the 28th day of the treatment protocol, animals were subjected to scarification using 
the cervical dislocation method, and the tibia-tarsal bones were gently removed. The



tissue was cut into small pieces and subjected to homogenization with Tris-HCl 
buffer (50 mM) pH 7.4. Further, the homogenate sample was triturated with NaCl 
(0.1 M) Triton X-100(0.1%) using a conventional mortar and pestle and put for 
sonication for 5 min. The resulting sample was subjected to homogenization at 
3000 g for 5 min. The resulting aliquots were used for the estimation of superoxide 
dismutase (SOD), catalases (CAT), glutathione Peroxidase (GPx), myeloperoxidase 
(MPO), cathepsin D (CAT D), and elastase (ELA) enzyme activities [18, 19, 23]. 
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35.2.9 Estimation of Antioxidant Enzyme Activity 

The activity of SOD is measured by inhibition of auto-oxidation of pyrogallol by 
measuring absorbance at 420 nm. The sample contains 50 mM Tris-cacodylic acid 
buffer with pH 8.5 with 0.2 mM pyrogallol and 1 mM diethylene-triamine penta 
acetic acids. The reaction mixture was subjected to incubation for 90 s at 25 °C. 
The rate of inhibition of pyrogallol auto-oxidation by 50% by SOD is used for the 
estimation of enzyme activity [19, 24]. The CAT activity was estimated using the 
method reported by Gunjegaonkar 2018 & Nam et al. 2006 [19, 25]. The method 
involves the rate of decomposition of a substrate (H2O2) at 240 nm to determine the 
CAT activity. The procedure briefly involves a reaction mixture of 10% homogenate 
(in buffer 0.1 M), phosphate buffer (0.01 M and pH 7.0), and distilled water. The 
mixture was incubated at 37 C with the addition of H2O2 (0.2 M) and terminated 
with dichromate: acetic acid reagent (1:3) for 1 min. Further, the test mixture was 
boiled for 15 min and at 1500 g for 10 min [19]. The index of inhibition of lipid 
peroxidation (GPx) was determined as per previously reported methods. The 
reaction mixture consists of H2O2, an articular sample (prepared in 0.1 M 
Tris-HCl buffer solution with pH 7.2), 1 mM Glutathione (GHS), and 0.2 mM 
NADPH. The reaction mixture was kept for 5 min at 25 °C. The consumption of 
NADPH for peroxidation of GSH was estimated by reading the absorbance at 
340 nm [19, 25, 26]. 

35.2.10 Estimation of Cartilage Degrading Enzymes 

The MPO concentration was evaluated after homogenising tissue in 20 mM potas-
sium phosphate buffer (pH 7.0) for 30 min at 20,000 g and 4 °C. The supernatant 
containing 0.5% hexadecyl-tri methyl ammonium bromide in 50 mM potassium 
phosphate buffer, pH 6, was isolated. After 60 s of sonication, the reaction mixture 
was centrifuged at 20,000 g for 30 min at 4 °C. H2O2 and o-dianisidine-
dihydrochloride were added to the supernatant. MPO activity fluoresced red at 
405 nm as U/g of protein [18, 23]. Calculating cathepsin D concentration 
[18, 27]. A 0.3 ml homogenate and 1 ml buffered substrate were incubated at 45 ° 
C for 2 h. We stopped the reaction by adding 10% TCA and waiting 30 min at room



temperature. The centrifuged reaction mixture was then analysed. After combining 
supernatant, sodium hydroxide, and phenolic reagent, 620 nm absorbance was 
measured. The standard curve for CAT-D activity was plotted using 40–200 
nanomoles of tyrosine [18, 27]. ELA activity correlates with synovial polymorpho-
nuclear (PMN). Homogenized tissue samples and 20 mM potassium phosphate 
buffer, pH 7.0, are mixed 1:10 (w/v). Separating the components took 20 min at 
10,000 g and 4 °C. Aliquots of each sample were treated in 0.1 M Tris-HCl buffer 
(pH 8.0) containing 0.5 M NaCl and 1 ml M N-methoxysuccinyl-Ala-Ala-Pro-Val 
p-nitroanilide at 37 °C for 24 h (specific substrate for ELA). ELA’s activity was 
measured by p-nitroanilide emitted at 405 nm [18, 23]. 
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35.2.11 Estimation of Blood Cell Count and Erythrocyte 
Sedimentation Rate (ESR) 

The numbers of RBCs were determined by using the haemocytometer method 
reported by Ghai et al. [28]. The Hayme’s reagent fluid was prepared, and the 
blood sample was sucked in the Thoma red cell diluting pipette up to 0.5 marks. 
The Hayme’s diluting fluid was sucked up to the 101 marks to get a 1:200 dilution of 
a blood sample. The fluid was filled in the numbers counting chamber and viewed 
under the compound light microscope. The RBC count was expressed as the number 
of erythrocytes present per cubic mm of the blood. The WBC count procedure was 
briefly discussed as a blood sample was sucked in WBC diluting pipette to the mark 
0.5. HCl acid 1.5% was filled up to mark 11 in the diluting pipette. The resulting 
dilution is 1:20 of the blood sample. The fluid was filled in the numbers counting 
chamber and viewed under the compound light microscope. The WBC count was 
expressed as the number of erythrocytes present per cubic mm of the blood 
[28]. Measurement of ESR was carried out by the reported Westergren method. 
The mixture consists of 2 ml of blood mixed with 3% sodium citrate. Westergren-
Katz tube was used, and blood was drawn into it to the 200 mm mark. The sample 
tubes were kept vertically for 1 h. The rate of cell sedimentation was expressed as 
millimetres per 1 h, which is the ESR [20]. 

35.2.12 Statistical Analysis 

Statistical analysis was performed using the trial version (9) of GraphPad Prism 
software. One-way analysis of variance (ANOVA) and Dunnett’s multiple compar-
ison tests was used to analyse the data. Values were reported using a mean and 
standard deviation format, and there were (n) six, an asterisk (*) denotes significance 
at the P 0.05 level.
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35.3 Results 

35.3.1 Change in Paw Volume and Arthritis Index 

The treatment groups did not differ significantly (P > 0.05) in terms of the volume of 
the animals’ paws on day 0. Subsequent day increases in paw volume and arthritic 
index were statistically significant (P 0.05) in LPS-treated animals. The paw volume 
and arthritis index of H-1 and H-2-treated rat were significantly lower than those of 
LPS-treated animals on days 7, 14, 21, and 28 (P > 0.05) (Fig. 35.1a, b). 

35.3.2 Change in Paw Thickness and Percent Change 

On the 0th day of the treatment protocol, there was no significant (P > 0.05) 
difference noted for change in paw thickness in all treatment groups. LPS-treated 
animals show a significant increase (P < 0.05) in paw thickness and percent change 
on subsequent days. Animals administered with H-1 and H-2 showed a significant 
decrease in paw thickness and percent change (P < 0.05) in a dose-dependent 
manner on days 7, 14, 21, and 28 when compared with LPS (Fig. 35.1c, d). 

Fig. 35.1 Effect of Hinokitiol on the severity of arthritis. The comparison was made as Control 
compared against LPS Treated; LPS Treateda compared against Standard treated; LPS Treateda 

compared against H-1d ; LPS Treateda compared against H-2e ; number of observations = 6; values 
are expressed in mean ± S. D.; P< 0.05 is considered as the level of significance and denoted with *
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Fig. 35.2 Change in body wt, antioxidant enzymes and haematological parameters. The compar-
ison was made as Control compared against LPS Treated; LPS Treateda compared against Standard 
treatedc ; LPS Treateda compared against H-1d ; LPS Treateda compared against H-2e ; number of 
observations = 6; values are expressed in mean ± S. D.; P < 0.05 is considered as the level of 
significance and denoted with * 

35.3.2.1 Change in Body Weight 

Zero-day mean body changes were not statistically significant (P > 0.05) across all 
treatment groups. On future days, LPS-treated rat lose significantly more weight than 
control group animals (P 0.05). On days 14, 21, and 28, animals given H-1 and H-2 
had significantly increased body weight compared to LPS-treated rat (P 0.05) 
(Fig. 35.2a). 

35.3.3 Serum Marker Enzymes 

The levels of SGOT, ALP, and SGPT in the control group are all within the normal 
range; however, in the LPS group, all three are significantly elevated (P 0.05) in 
comparison to the control group. On day 28, serum marker enzyme levels were 
significantly lower in the H-1, and H-2 treated group than in the LPS treated group 
(P 0.05) (Table 35.1).



Treatment Control LPS Treated H-1 H-2
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Table 35.1 Effect of H-1 and H-2 on serum marker enzymes 

28th Day Control LPS Treated Standard Treated H-1 H-2 

SGOT 60 ± 1.67b 105 ± 3.44a* 69 ± 2.99ac* 78 ± 4.42ad* 76 ± 3.7ae* 

ALP 89 ± 4.5b 167 ± 7.8a* 110 ± 4.89ac* 130 ± 3.98ad* 127 ± 4.5ae* 

SGPT 55 ± 3.44b 98 ± 5.46a* 63 ± 4.5ac$ 74 ± 3.9ad* 70 ± 5.5ae* 

The comparison was made as Controlb compared against LPS Treateda ; LPS Treateda compared 
against Standard treatedc ; LPS Treateda compared against H-1d ; LPS Treateda compared against 
H-2e ; number of observations = 6; values are expressed in mean ± S. D., P < 0.05 is considered as 
the level of significance and denoted with * and P < 0.005 is denoted with $ 

Table 35.2 Effect of H-1 and H-2 on cartilage degradation enzymes 

Standard 
Treated 

MPO (U/g) 0.45 ± 0.1b 3.21 ± 0.5a* 0.92 ± 0.1ac* 1.53 ± 0.1ad* 1.20 ± 0.1ae* 

CAT-D 
(μmol/ 
100 mg) 

6.22 ± 0.5b 23.11 ± 1.3a* 9.05 ± 0.1ac* 13.45 ± 1.0ad* 11.05 ± 1.2ae* 

ELA 
(μmol/ 
100 mg) 

24.11 ± 1.3b 52.11 ± 2.4a* 29.21 ± 2.2ac$ 33.85 ± 1.6ad* 31.44 ± 2.1ae* 

The comparison was made as Controlb compared against LPS Treateda ; LPS Treateda compared 
against Standard treatedc ; LPS Treateda compared against H-1d ; LPS Treateda compared against 
H-2e ; number of observations = 6; values are expressed in mean ± S. D.; P < 0.05 is considered as 
the level of significance and denoted with * and P < 0.005 is denoted with $ 

35.3.4 Effect on Antioxidant Enzymes 

A significant reduction (P < 0.001) in the SOD, CAT, and GPx activity was 
observed in the LPS-treated animals. Animals treated showed significant restoration 
of antioxidant enzyme activity and inhibited lipid peroxidation when compared to 
LPS-treated animals. The effect of Hinokitiol is dose-dependent (Fig. 35.2b). 

35.3.5 Effect on Cartilage Degrading Enzymes 

The MPO activity of LPS-treated rats was substantially higher than that of the 
control group (P 0.001). Animals given H-1 or H-2 have significantly lower MPO 
activity (P 0.001). This is a significant difference from LPS-treated rat, indicating 
significantly less neutrophil infiltration at the site of inflammation. A dose-dependent 
reduction in MPO activity (Table 35.2). Treatment with LPS results in significant 
increases in CAT-D levels (P 0.001), while treatment with H-1 and H-2 results in a



significant decrease in CAT-D activity (P 0.001) (Table 35.2). As an indicator of 
PMNs’ accumulation at an inflamed site, ELA is a useful metric to track. Animals 
treated with LPS had significantly higher ELA levels (P 0.001), while those treated 
with H-1 and H-2 had significantly lower ELA levels (P 0.001) (Table 35.2). 
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35.3.6 Effect on Effect on Blood Cell Count and ESR 

The LPS-treated animals show significant increases in white blood cell count and 
ESR (P 0.001). When compared to LPS-treated animals, the WBC count and ESR of 
H-1 and H-2-treated animals are much lower. Compared to animals not treated with 
LPS, those given H-1 and H-2 have a dramatic rise in their red blood cell count 
(Fig. 35.2c). 

35.4 Discussion 

This research was conducted to learn whether or not hinokitiol could mitigate the 
arthritic inflammation triggered by LPS in rat. Bacterial endotoxins such as LPS 
[18], monoiodoacetate (MIA) [29], Fraud’s adjuvant [30], squalane [31], liquid 
paraffin [32], quinolones [33], etc., have been proposed as effective tools for 
inducing arthritis in experimental animals. Still, arthritis triggered by LPS has 
proven to be a reliable model of inflammation. Pathophysiological alterations com-
parable to those seen in illness can be induced and mimicked by LPS. In the cell wall 
of Gram-negative bacteria, you will find lipopolysaccharides that are unlike any 
other in the living world. The cascades of inflammatory reactions are triggered when 
LPS is given to a patient because it stimulates their own immune system [34]. Host 
immune cells, including macrophages and neutrophils, play a key role in mediating 
these through the elaborate manufacture of inflammatory mediators such as IL, 
TNF-, and matrix proteases [35]. 

LPS is also capable of creating oxidative stress by an increased generation of free 
radicals and contributes to secondary inflammation [36]. The intraplantar injection 
administration of LPS leads to inflammation and swelling. The assessment of the 
severity of arthritis can be done using direct measurement of paw volume and 
thickness [19]. Treatment H-1 and H-2 show a reduction in paw volume, arthritic 
index, and thickness, possibly due to its anti-inflammatory effect. The arthritic index 
is related to percent change in paw volume; treatment with H-1 and H-2 shows a 
significant decrease in the arthritic index. It has been reported that the inflammatory 
cascades are responsible for the alteration of normal metabolic, absorption of 
essential nutrients, etc., which pose for inflammation-associated weight 
reduction [37].
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Alteration in the metabolic activities of the diseased group is an underlying cause 
for a reduction in body weight. Earlier investigations advocated that the decrease in 
body weight during inflammation is caused due to deprived absorption of essential 
nutrients through the gastrointestinal tract. The result of the current study revealed 
that LPS-induced inflammation in rats leads to a significant reduction in body weight 
as compared to control group animals. However, animals treated with hinokitiol 
show a significant restoration in body weight which can be correlated with its anti-
inflammatory effect. Estimation of MPO activity expresses PMN cell infiltration in 
the synovial tissues [38]. Administration of LPS initiates the inflammatory events 
and increases the PMN infiltration, which is in disparity to hinokitiol-treated ani-
mals. Cathepsins are a class of lysosomal enzymes and are involved in several 
inflammatory diseases, including arthritis. They are primarily responsible for carti-
lage and bone turnover. Elevated levels of CAT-D are found in arthritic patients 
[39, 40]. 

The current result indicates that treatment of hinokitiol reduced the CAT-D levels 
and limited the cartilage damage. ELA from PMN is a class of serine proteinases and 
is greatly involved in cartilage damage [41]. Increased levels of ELA are found in 
LPS-treated animals as compared to hinokitiol treated and limit the destruction 
mediated by ELAase. Clinical investigation of arthritis/joint-related diseases 
involves the assessment of marker enzymes, specifically SGOT, ALP, and SGPT. 
The activity of these enzymes indicates the severity of arthritic conditions [42]. In 
the current study, LPS, inducing inflammation, and associated cartilage damage 
significantly increase the levels of SGOT, ALP, and SGPT as compared to control 
group animals. The treatment of hinokitiol shows a significant decrease in marker 
level activity due to its anti-inflammatory activity. As discussed earlier, LPS induces 
the synthesis of inflammatory factors as well as oxidative stress through elaborating 
ROS/free radical generations [18, 19]. 

Normally these free radicals are eliminated through the endogenous antioxidant 
system and protect the cellular components from their harmful effects. In an 
uncontrolled generation of free radicals, the endogenous antioxidant gets deprived 
and leads to oxidative stress. These free radicals cause interference in normal cellular 
processes, damage to important cell components, including DNA, peroxidation of 
lipids, etc., leading to the death of cells [43]. To encounter the effect of free radicals 
and associated oxidative stress, external antioxidants are useful to protect the cells. 
In the current investigation, it was found that LPS significantly depletes the store of 
endogenous antioxidant enzymes like SOD and CAT GPx and induces oxidative 
stress [18]. Administration of LPS causes the abundant generation of ROS mainly 
from deference cells like macrophages and infiltration of neutrophils. In the present 
study, we found that SOD levels of LPS-treated animals are significantly decreased 
as compared to control animals. SOD, CAT, and GPx are the most important 
antioxidants present in the joint cartilage, and their scarcity would lead to enhanced 
free radicals mediated damage to important extracellular matrix components (carti-
lage, synovial tissue, and subchondral bone) [44]. 

Studies have revealed that decreased antioxidant enzyme levels were found in 
arthritic patients [45]. We observed that administration of hinokitiol in experimental 
animals significantly restores the levels of the antioxidant enzymes. This effect of



hinokitiol would be due to its antioxidant and anti-inflammatory action. Several 
studies reported that haematological investigations are an important consideration 
for propagating the underlying cause and severity of disease conditions. 
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The estimation of RBC, WBC, and ESR are important parameters for accessing 
inflammatory conditions. A fall in RBC count was noted in chronic inflammatory 
conditions, and it is correlated with iron deficiency and interferes with erythropoietin 
synthesis, which alternately affects the erythropoiesis process [46]. This fall in RBC 
is noted in LPS-treated animals, whereas animals treated with hinokitiol show a 
significant restoration in RBC count, which could be due to a reduction in inflam-
mation. WBCs are prime cells involved in the host defence system. These cells are 
meant to fight against invaded foreign particles, including viruses, bacteria, and 
several other microorganisms. Chemotaxis cascades lead to infiltration of WBC, 
specifically neutrophils, at a site of inflammation which leads to phagocytosis of 
invaded foreign particles [47]. Enhanced inflammatory events are observed due to 
the release of interleukins, histamine, prostaglandins, etc. [19]. It was observed that 
WBC count is significantly increased in LPS-treated animals, which confirms the 
severity of inflammation. The group of animals treated with hinokitiol shows 
minimum infiltration of WBC, which can be correlated with the reduction in 
inflammation induced due to LPS. Assessment of the sedimentation rate of the 
erythrocyte is a simple, convenient, and reliable method for understanding the 
severity of arthritic inflammation. Increased ESR is observed in chronic inflamma-
tory conditions [48]. 

35.5 Conclusion 

The result advocated that LPS administration leads to fast sedimentation, whereas 
the group of animals treated with hinokitiol shows decreased ESR. This effect can be 
due to a reduction in inflammation induced by LPS. The current investigation reveals 
that hinokitiol attenuates LPS-induced arthritis by a reduction in paw volume, 
arthritis index, paw thickness, and improved body weight. Significantly decreased 
marker enzymes, namely, SGOT, SGPT, and ALP, were observed in hinokitiol-
treated animals. Hinokitiol significantly restores the antioxidant enzyme levels and 
decreases the cartilage damage mediated by MPO, CAT-D, and ELA. The 
haematological assessment addressed a significant decrease in WBC count and 
ESR, and RBC count is significantly improved by the administration of hinokitiol. 
However, additional screenings are essential to identify the consequence of 
hinokitiol on the expression of inflammatory mediators and the precise underlying 
mechanism for its anti-arthritic effect. 
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Chapter 36 
Development of Release-Modulated 
Oxaceprol Topical Niosomal Gel: 
Assessment of Formulation Parameters 
and Performance Aspects 

Kalyani Patil , Rameshwar S. Cheke , Sachin D. Shinde , 
and Vikram Nimbalkar 

36.1 Introduction 

Topical drug delivery is implemented to deliver drugs toward the surface as well as 
underneath the skin. The main benefit of the topical drug delivery system is that it 
avoids the negative effects of first-pass metabolism, gastrointestinal pH, gastric 
enzymes, gastric emptying, etc. [1, 2]. Topical medication delivery systems have 
several benefits, but the existence of the stratum corneum limits them to the outer 
layers of the skin. In the case of topical formulations, only a negligible fraction of the 
medicine is absorbed into the bloodstream after application [3]. To get around these 
restrictions, a unique drug delivery mechanism is used to regulate medication release 
within the body. In contrast to the more common direct administration routes, which 
rely on needle-based injections, topical medication delivery through the skin has 
become one of the most fully investigated routes of noninvasive drug delivery into 
the body. In several medical fields, including pain management, hormone therapy, 
and the treatment of cardiovascular and central nervous system disorders, topical
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medication administration has made a significant impact. It is the goal of novel drug 
delivery to continue drug activity at a predetermined rate or to maintain a generally 
constant effective drug level in the body while minimizing undesired side effects [4].
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The vesicular drug delivery system shows a firm mechanism to improve the 
delivery and effectiveness of drugs. Drug-containing vesicles deliver the drugs in a 
sustained release manner that prolongs in vivo drug action, decreases drug metab-
olism, and reduces the side effects of the drug. Drug carriers such as microparticles, 
microcapsules, bicells, lipoproteins, liposomes, niosomes, Nanocochleates, and 
transferosomes could be formulated by tailoring them to degrade slowly, to be 
stimuli-responsive, and to target specific sites [5]. 

When treating diseases, nano-carriers, including liposomes, polymersomes, 
niosomes, micelles, and polymer-based vesicles, can be employed to transport 
therapeutic chemicals to specific areas. Nanocarriers are of interest to scientists 
because of their potential to improve drug delivery in a variety of ways. For example, 
by optimizing their components or creating a multi-functional surface, nanocarriers 
can increase the half-life of drugs in serum, prevent their uptake by reticuloendo-
thelial systems (RESs), and lessen the amount of non-specific adsorption. They can 
also protect the drug from becoming bad while it is being stored or administered to 
people. Nano vesicles are commonly used as carriers in the delivery (or co-delivery) 
of chemical medicines, protein drusen, and other therapeutics. Carbopol 934P 
(CP) is a mucoadhesive polymer that has been studied as a bioadhesive drug delivery 
adjuvant. However, because the medication release rate from the solid formulation 
of CP is sluggish, using the polymer’s mucoadhesive feature in the oral administra-
tion of fast-acting pharmaceuticals is challenging. Between the formulation of CP 
and the bulk release media, CP produces a swelling gel layer that acts as a drug 
release barrier. 

The model drug Oxaceprol belongs to the class of drugs treating burn infections, 
as it shows regeneration of tissue in the burned area by stimulating the uptake of 3H-
glucosamine and 3H-proline and its incorporation in the macromolecular structure of 
the matrix of cartilage which is responsible for the activity of regeneration of tissue. 
It acts as a better candidate for treating first and second-degree type of burns and 
burns infections [6, 7]. The blood circulation in the burned area is impaired, and if 
medication is taken orally, the drug will not reach the damaged area in sufficient 
measure. Hence, niosomal gel can provide a higher and more durable localized drug 
action as well as prolong retention time at the site of application of the gel. Thus, it 
could reduce the frequency of dressing, which in turn reduces pain, and discomfort 
and ultimately increases patient compliance. In addition to this, formulating the 
niosomal gel is advantageous as it shows an affinity to penetrate through the skin, 
which acts as a barrier for the permeation of drugs delivered through the topical 
route.
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36.2 Materials and Method 

36.2.1 Materials 

Oxaceprol was generously gifted by Glenmark Pharma, Sinner, Nashik, India. 
Carbopol was procured from Choral Pharma, Gujarat. Span (20, 40, 60, 80), cho-
lesterol, chloroform, methanol, potassium dihydrogen phosphate, sodium chloride, 
and tetra-ethanolamine were purchased from Modern Lab, Nashik; all other 
chemicals were of analytical grade and used as received. 

36.2.2 Method for Preparation 

36.2.2.1 Preparation of Niosomal Dispersion 

Oxaceprol niosomes were prepared by thin-film hydration technique, and the model 
drug was loaded using the passive loading method. The method, in brief, involves 
weighing accurate quantities of surfactant and cholesterol and subsequently 
dissolving them in chloroform and methanol in a 3:1 ratio in a round bottom flask. 
At 60 °C and under a vacuum, the resulting dispersion was allowed to evaporate until 
dry. This video was then maintained under a vacuum for a further 2 h. After drying, 
the resulting thin film was rehydrated with a drug solution (1 mg/mL) in distilled 
water, 10% sucrose, or phosphate buffer at 60 °C for 1.5 h while rotating at 
120 revolutions per minute. The resulting vesicular suspension underwent an addi-
tional 1 h of bath sonication [8, 9]. 

36.2.2.2 Formulation of Topical Niosomal Gel 

The niosomal gel was prepared by the cold method. Wherein, Carbopol 934 (2 g) 
was dissolved first in 100 mL of cold water and kept for 12 h. for complete soaking 
of polymer. Formulated niosomal dispersion was added to this gel base as per the 
quantity calculated based on the entrapment efficiency (%EE) of that niosomal 
dispersion. Subsequently, a blend of preservatives (Methyl Paraben 0.2 g and Propyl 
Paraben 0.02 g) was added in the above preparation. A particular ratio of surfactant: 
cholesterol, and chloroform: methanol, was selected for the processing, as men-
tioned in Table 36.1.
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Table 36.1 Formulation batches of oxaceprol niosomal gel 

Formulation 
code 

Drug 
(mg) 

Surfactant 
(mg) 

Cholesterol 
(mg) 

Chloroform 
(ml) 

Methanol 
(ml) 

F1 100 Span 20 80 20 14 6 

F2 100 Span 20 60 40 7 3 

F3 100 Span 40 80 20 14 6 

F4 100 Span 40 60 40 7 3 

F5 100 Span 60 80 20 14 6 

F6 100 Span 60 60 40 7 3 

F7 100 Span 80 80 20 14 6 

F8 100 Span 80 60 40 7 3 

36.2.3 Analytical Method Development 

The analytical UV method was developed and validated as per the ICH guidelines to 
quantify the drug content in niosomal gel. The drug was initially dissolved in 
phosphate buffer solution (PBS) of pH 6.8 value and analysed further using UV 
visible spectrophotometric method (Shimadzu 2450, Japan at 222 nm). 

36.2.4 Compatibility Study 

Drug and excipient compatibility studies were carried out to establish potential 
physicochemical interaction between the drug and the excipient used in the formu-
lations. The compatibility was carried out preliminarily using differential scanning 
calorimetric (DSC) and Fourier transform infrared (FTIR) spectroscopy [10, 11]. 

36.2.5 FTIR 

The FTIR spectrophotometer was utilized to analyse compatibility (Shimadzu, 
8400S, Japan). During this experiment, both the unadulterated medication and a 
physical mixture of the drug and polymers were used. A month’s worth of physical 
mixes was made and stored at 400 degrees Celsius. Oxaceprol, as well as a physical 
mixture of Oxaceprol and polymers, has its infrared absorption spectrum recorded 
with KBr from a wavenumber of 4000 to 400 cm-1 [12].
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36.2.6 DSC 

DSC analysis was performed using Shimadzu thermal analyser (DSC 60) by taking a 
formulation quantity of less than 5 mg of an equivalent amount of the drug. The 
sample was hermetically sealed in an aluminium pan and heated with a nitrogen gas 
flow rate of 50 mL/min conducted over a temperature range of 30 to 150 °C under a 
nitrogen flow of 2 bar pressure. Thermo-gram was obtained by heating the sample at 
a constant rate of 10 °C/min. A dry purge of nitrogen gas was used for all runs. The 
melting point and the peak maxima were recorded in the DSC graph [13, 14]. 

36.2.7 Preliminary Studies for the Preparation of Trial 
Batches 

36.2.7.1 Optimization of Drug Concentration 

The niosomes were prepared by using a thin-film hydration method. The amount of 
drug to be added was a very crucial parameter to be determined. For the determina-
tion of the strength of drugs to be incorporated, there was only one way to prepare 
trial batches of niosomes with different strengths of the drug. Next, it was put 
through a percent EE estimation, and the drug’s strength was chosen accordingly. 
To do this, seven batches of niosomal dispersion were formulated with drug con-
centrations of 20, 40, 60, 80, 100, 120, and 160 mg and their percent EE was 
calculated. 

36.2.7.2 Characterization of Oxaceprol Niosomal Dispersion 

The influence of surfactant: cholesterol and chloroform: methanol ratio was studied 
on Oxaceprol entrapment is noisome. For determination of particle size and shape of 
vesicles, size and scanning electron microscopy (SEM) evaluation were carried out. 

36.2.7.3 Physical Appearance 

The physical appearance of prepared niosomal dispersion was assessed visually. It 
was evident that the concentration of lipids could affect the size of the niosomes. The 
colour of the dispersion was whitish to opaque.
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36.2.7.4 Entrapment Efficiency (%EE) 

The %EE was determined by using the dialysis method. Wherein a dialysis bag 
(2–3 cm) was soaked in PBS till the bag gets opened, it was sealed at one end, and 
1 mL of niosomal dispersion was placed in the bag, followed by sealing it from 
another end with the help of thread. This bag was then tied from both ends to the 
magnetic bead. 50 mL of PBS was added to 250 capacity beakers, followed by 
placing the magnetic bead in this beaker along with the dialysis bag. This set-up was 
assembled on a magnetic stirrer and stirred at 120 rpm for 30 min. The bag was 
withdrawn after 30 min, and 1 mL of an aliquot was collected from the PBS 
and scanned using UV spectrophotometer; the %EE was calculated by using the 
formula [9]: 

EE %ð Þ= 
Total drug- Free drug 

Total drug 
× 100 

36.2.7.5 Particle Size and Shape Analysis 

The formulation batches with high %EE were selected and subjected to their particle 
size and shape. The mean particle size analysis was determined with the help of a 
zeta sizer (Malvern). The morphological characteristics of niosomes were observed 
under SEM [15, 16]. 

36.2.7.6 Zeta Potential Analysis 

An optimized batch was subjected further for zeta potential estimation. Zeta poten-
tial helps to determine charges on noisome and its magnitude, which has a significant 
impact on drug delivery through the skin site. Zeta potential was analysed by using 
0.5 to 1 mL of sample diluted by 10 mL of double-distilled water, and then the zeta 
potential was determined by a laser scattering analyser [8]. 

36.2.8 Characterization of Gel 

36.2.8.1 Physical Parameter 

36.2.8.1.1 Clarity and pH 

We visually evaluated the clarity of each formulation, and we measured the pH with 
a digital pH metre. The pH readings were taken soon after the food was prepared.



In order to prevent skin irritation and itching, a tiny amount of tri-ethanolamine was 
added to the gel (if necessary) to bring the pH level to 5.5–7.4 [17, 18]. 
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36.2.8.2 Rheological Study 

36.2.8.2.1 Viscosity 

Gel rheological properties were measured by a Brookfield viscometer, spindle 
LV-64, type DV-II + PRO. At 370 C (room temperature) and for a range of shear 
speeds, the formulations’ viscosity was measured. The viscosity of the gel at 
respective rpm and torque (shear rate) was determined, and the graph was plotted 
as shear rate vs viscosity. The gel was evaluated for its flow characteristics, like 
plastic or pseudoplastic flow [19, 20]. 

36.2.8.3 Drug Content 

For evaluating the drug content, a weighed amount of gel equivalent to 10 mg of 
drug was placed in a 100 mL beaker; containing 100 mL of PBS of pH 6.8. An 
aliquot of 01 mL from this solution was diluted up to 10 mL with water to get the 
final concentration of 10 μg/mL. The absorbance of the prepared solution was 
measured at 222 nm by using a UV-visible spectrophotometer, and the calculation 
of the drug content was done using a formula [21]: 

Drug Content %ð Þ= 
Practical Yield × 100 
Theoretical Yield 

36.2.8.4 Spreadability 

They chose two glass slides of the typical size. Slides were used, with gel put to one 
side and another placed on top. There was a need to displace any air. Therefore, the 
slides were stacked on top of one another. We balanced the slides on the platform 
such that the lower slide was held firmly by the opposite fangs of the clamp while the 
higher slide could freely glide off under the weight of the 125-pound shackle. 
Spreadability was determined by timing how long it took for the top slide to 
disengage from the bottom slide [22, 23]: 

S=m:l=t 

where S = Spreadability, m = Weight, l = Length of glass, t = Time
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36.2.8.5 In Vitro Release Study 

It was carried out by using a Franz diffusion cell using a cellulose dialysis mem-
brane. A section of the membrane was cut, measured, and placed on the receiver 
compartment. The niosomal formulation (1 g of gel) was placed in the donor 
compartment, and freshly prepared 20 mL of PBS (6.8) was placed in the receptor 
compartment. The whole assembly was placed on the magnetic stirrer at 37 °C at  
300 rpm. A 0.5 mL of sample was withdrawn from the receiver compartment after 
1 h up to 12 h and diluted up to 10 mL if necessary, and the same volume of fresh 
medium was added to maintain a sink condition. The sample was diluted and 
analysed at 219.50 nm [13, 23]. 

36.2.8.6 Ex Vivo Permeability Study 

A comparative ex vivo permeability study on isolated goat skin was carried out to 
check the difference in the release rate of the developed niosomal gel and the 
conventional gel. The study was performed in a Franz diffusion cell. A cm section 
of goat skin was selected; in one section, noisome gel of 1 g was placed, and in 
another section, 1 g of conventional gel was placed. Both sections were considered 
donor compartments. In the receptor compartment, PBS of pH 6.8 value was kept. 
The whole set-up was done on a magnetic stirrer, and the study was continued for 
around 12 h. The sample was withdrawn after an interval of 1 h. 0.5 mL of the 
sample was withdrawn at each time interval, and an equal amount of fresh PBS was 
introduced to the receptor compartment to maintain the sink condition. The samples 
were scanned under UV visible spectroscopy, and further, the flux and permeability 
coefficient was calculated [24, 25]. 

36.2.8.7 Stability Studies 

Physical properties such as colour, clarity, pH, viscosity, and drug concentration 
were assessed at regular intervals for 1 month for each formulation, following ICH 
standards [26].
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36.3 Result and Discussion 

36.3.1 Compatibility Study 

36.3.1.1 Fourier Transform InfraRed (FTIR) Spectroscopy 

The FTIR spectra of the physical mixture of drug and excipients show similar peaks 
as that of the drug spectra. The characteristic peaks of the drug were also present 
unchanged in the spectrum of all drug-polymer combinations, as shown in Fig. 36.1. 

Oxaceprol’s unique absorption bands are due to the groups contained in its 
chemical structure. The purity of the donated Oxaceprol sample was confirmed by 
the existence of absorption bands that matched those of the functional groups found 
in the molecule’s structure. According to Table 36.2, the dominant peaks in the IR 
spectra of the medications reveal that there was no appreciable interaction between 
the pharmaceuticals and the polymer. 

36.3.1.2 DSC 

The DSC curve of Oxaceprol shows a sharp endothermic peak at 131.56 °C, which 
was near the melting point of the drug. As no significant difference was observed in 
the melting points of the drug and formulation, we led to conclude that the drug was 
compatible with the excipients used in the formulation of niosomal gel as well as no
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Fig. 36.1 Infrared spectrum of oxaceprol with polymers 

Table 36.2 Interpretation of the infrared spectrum of drug and polymer 

Peaks 

Observed frequency cm-1 Stranded frequency cm-1 

CH3-C=O (Aldehyde) 2862.36 2900–2700 

2 OH-C=O (Carboxylic acid) 2931.80 3400–2400 

3 C-N (Amine) 1342.46 1350–1000



Sr. no. Sample Enthalpy

undesired reaction occurred during the formulation process. The DSC thermogram is 
shown in Fig. 36.2, and the corresponding readings are reported in Table 36.3.
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Fig. 36.2 DSC thermogram of oxaceprol niosomal gel 

Table 36.3 DSC thermogram data for oxaceprol and oxaceprol niosomal formulation 

Onset 
temperature 

Peak 
temperature 

End set 
temperature 

1 Oxaceprol -224.99 J/g 126.22 133.25 138.68 

2 Oxaceprol 
niosomal 
formulation

-177.37 J/g 124.21 131.56 136.56 

36.3.2 Formulation and Development of Oxaceprol 
Niosomal Gel 

36.3.2.1 Preliminary Studies for the Preparation of Trial Batches 

36.3.2.1.1 Optimization of Drug Concentration 

The different batches were evaluated for the acceptable concentration of the drug, 
that is, Oxaceprol; it was observed that a maximum of 100 mg of drug dose could be 
loaded into the formed niosomes. So, these concentrations were finalized for formu-
lating further batches, which were then evaluated to decide the optimized batch with 
desired properties. It was observed that batch F5 had the highest %EE (Table 36.4);



code Surfactant (mg) (mg) Methanol

hence, a 100 mg dose of the drug can be considered suitable for the formulation of an 
optimized batch. Batches F6 and F7 also showed an increase in %EE, but it is not up 
to the desired level. They did not demonstrate a significant increase in %EE as in the 
case of the F5 batch. The reason behind this might be the vesicles can entrap only 
100 mg of the drug in its core, and more amount of the drug cannot be entrapped in 
the core of the vesicles. Hence, further batches were formulated by taking the drug 
concentration as 100 mg, which was kept constant for all the batches. 
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Table 36.4 Trial batches for optimization of drug concentration 

Batch 
Drug dose 
strength 
(mg) 

Surfactant Cholesterol Chloroform: 
Entrapment 
efficiency 
(%) 

F1 20 Span 20 60 40 7:3 75.96 

F2 40 Span 20 60 40 7:3 77.72 

F3 60 Span 20 60 40 7:3 78.2 

F4 80 Span 20 60 40 7:3 78.43 

F5 100 Span 20 60 40 7:3 82.46 

F6 120 Spam 20 60 40 7:3 82.66 

F7 160 Span 20 60 40 7:3 82.7 

36.3.2.2 Characterization of Niosomal Dispersion 

36.3.2.2.1 Physical Appearance 

The physical appearance of prepared niosomal dispersion was assessed visually. All 
the batches obtained were found to be spherical in shape. The shape and size of the 
particle depend on the concentration of the lipid and cholesterol. As the amount of 
the lipid gets increased, the particle size was also found to be increased. It was 
observed that the 80 mg concentration of Span 20 solution could generate a larger 
size of niosomes than the 60 mg concentration. Therefore, it was observed that as the 
lipid concentration increases, it could affect the size and shape of niosomes. Fur-
thermore, as the particle size increases, the drug release from that particle could also 
get affected. As the particle size increases, the drug release is found to be decreased. 

36.3.2.2.2 Entrapment Efficiency (%EE) 

Oxaceprol %EE was found to be 83.2% and 82.6% of F1 and F2 batches, respec-
tively. Depending on this criterion, they were considered an optimized batch. After 
preparing niosomal dispersion, the amount of entrapped drug was evaluated from its 
%EE by the dialysis bag method. The entrapment of drugs in niosomal vesicles 
depends on the capacity of the vesicle to entrap the drug molecule in its core. As the 
particle size was increased, the core size of the particle also increased, and the drug



oxaceprol, a hydrophilic drug, was entrapped in that core of the vesicle. The particle 
size depends on the increased concentration of lipids. The results are reported in 
Table 36.5. The batches showing good %EE were further subjected for evaluation of 
fit particle size and shape. 
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Table 36.5 Entrapment effi-
ciency of oxaceprol niosomes 

Batch no. Entrapped drug % 

F1 83.2 ± 0.2 
F2 82.46 ± 0.02 
F3 79.71 ± 0.06 
F4 76.65 ± 0.02 
F5 77.19 ± 0.04 
F6 79.02 ± 0.02 
F7 76.1 ± 0.3 
F8 76.2 ± 0.3 

36.3.2.2.3 Particle Size and Shape of Vesicles 

(A) Mean Particle Size 
The batches showing the highest %EE were evaluated for their particle size. 
The F1 and F2 batches were selected for particle size analysis as they revealed 
the highest %EE. The particle size depends on the concentration of lipids. As the 
lipid concentration increases, the vesicle size increases, and this can be deter-
mined by the %EE. If the lipid concentration is more, then the entrapment of the 
drug and the particle size will also be more. The mean particle size was done 
with the help of a zeta sizer. The average mean particle size was calculated. The 
average mean diameter of F1 and F2 was recorded, and it was found that the F1 
batch had a large particle size (shown in Figs. 36.3 and 36.4) than that of batch 
F2. The reason behind this is the concentration of lipids. The more the concen-
tration of lipid, the more will be the particle size. But the particle size should be 
in the standard niosomal size range; otherwise, it could demonstrate an unde-
sirable effect on the drug release profile. The F2 batch had an optimum particle 
size range, that is, within 10 to 1000 nm, which is the standard particle size 
range of niosomal dispersions. Hence, the F2 batch was selected for the 
morphological evaluation, that is, SEM studies. 

(B) Particle Shape 
SEM analysis was used to investigate the morphological characteristics of 

the particles. That brass might be found in the scanning microscope. The needles 
were dried for a short time in a dryer before being coated in gold using an ion 
sputter. Noisome images were captured using a random scan of the stab and 
count. About 30 niosomes were photographed, and their diameters were mea-
sured. The final mean diameter of 49 nm was determined. A single membrane is 
present in each vesicle. Figure 36.5 shows a photomicrograph from a scanning
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Fig. 36.3 Particle size of F1 batch 

Fig. 36.4 Particle size of F2 batch



electron microscope (SEM) of the optimized batch (F4 batch), which clearly 
shows that the niosomes have a round, spherical shape.
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Fig. 36.5 SEM image of noisome of F4 batch 

36.3.3 Zeta Potential 

The zeta potential of the batches of the formulation that achieved the optimal particle 
size was calculated. The optimized batch had a zeta potential of -34.5. Due to the 
low likelihood of aggregation, which is reflected in the high zeta potential value, the 
formulation is stable. Because both the formulation and the skin have negative 
charges, the net repulsion may be responsible for the reduced aggregation. Drugs 
delivered topically may be absorbed more effectively through negatively charged 
formulations because of this. A small negative charge can also be seen in the skin. 
Since the optimized gel has a negative zeta potential, the electrostatic repulsion 
between the skin’s surface and the gel may contribute to better penetration through 
porcine skin. Peak zeta potential is shown in Fig. 36.6, and the data may be found in 
Table 36.6.
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Fig. 36.6 Zeta potential of F2 batch 

Table 36.6 Zeta potential 
and PDI of F2 batch 

Formulation 
batches 

Polydispersity Index 
(PDI) 

Zeta potential 
(mv) 

F2 0.746 -34.5 

36.3.4 Evaluation of Niosomal Gel 

36.3.4.1 Physical Parameter 

36.3.4.1.1 Clarity 

All of the manufactured topical gel formulations were examined under a microscope 
against a black and white background and were confirmed to be completely free of 
dispersed particle matter. Appearance-wise, all of the formulations passed muster. 
There was no visible particle matter or uneven texture in any of the gels, and the 
clarity test confirmed that all of the manufactured niosomal gels were clear of 
microbial contamination.



RPM Torque
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Table 36.7 pH values of 
formulations 

Sr. no Formulation code Observed pH (±S.D.) 

1 F1 6.5 ± 0.2 
2 F2 6.6 ± 0.2 
3 F3 5.9 ± 0.3 
4 F4 6.3 ± 0.2 
5 F5 5.9 ± 0.2 
6 F6 6.1 ± 0.3 
7 F7 5.9 ± 0.3 
8 F8 6.3 ± 0.3 

Table 36.8 Viscosity of formulations at a different shearing rate 

Viscosity (Cp) 

F1 
batch 

F2 
batch 

F3 
batch 

F4 
batch 

F5 
batch 

F6 
batch 

F7 
batch 

F8 
batch 

15 13.6 5429 5219 3243 4012 1330 3827 4110 1801 

20 18 5387 5024 3099 3881 1309 3393 3891 1710 

30 28 5379 4961 3047 3610 1240 3010 3808 1680 

40 36.3 5340 4482 2929 3325 1215 2945 3328 1692 

50 44.9 5249 3133 2915 2825 1161 2919 2831 1545 

60 50.8 5049 3325 2879 2582 1103 2799 2530 1440 

100 76.2 4577 2813 2834 2132 1032 2513 2146 1400 

150 92 3721 2561 2801 1836 1088 2417 1838 820 

200 97 3125 2180 2739 1335 922 2328 1337 799 

36.3.4.1.2 pH 

pH values of formulations were measured, and it was discovered that F1–F8 all have 
pH values between 6.5 and 6.8. (Table 36.7). The pH of the topical gel needs to be 
between 5.5 and 8.0 to reduce the likelihood of side effects. 

36.3.5 Rheological Study 

Gel rheological properties were measured by a Brookfield viscometer, spindle 
LV-64, type DV-II + PRO. At 370 C (room temperature), a range of shear rates 
was used to measure the formulations’ viscosity. It was found that the gel’s viscosity 
increased with increasing rpm and torque (shear rate). The graph was plotted as shear 
rate vs viscosity. The gel was also evaluated for its flow properties, that is, plastic or 
pseudoplastic flow. All the gel formulations showed pseudoplastic behaviour 
(Table 36.8). From the results, it was observed that as the torque/shear rate increases 
with rpm, viscosity decreases. Hence, it could be concluded that the prepared 
niosomal gel has a pseudoplastic flow property.
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36.3.6 Drug Content 

The % drug content of all the formulations was calculated, and the highest drug 
content was found to be 95.02 and 92.76% in F1 and F2 batches, respectively. The 
drug content of each formulation was measured to observe the total amount of drug 
present in the whole prepared gel formulation, as well as to predict the optimum 
release pattern at the site of application at the desired time interval. The drug content 
of Oxaceprol niosomal formulations is shown in Table 36.9. 

36.3.7 Spreadability 

The spreadability of batches F1 to F8 is shown in Table 36.10; the F1 batch has the 
highest spreadability, 15 ± 1.5. 

36.3.8 In Vitro Drug Release Study 

The purpose of this study was to determine the amount of the drug released from the 
vesicles with respect to the time so that the release of the drug can be studied in a 
detailed manner. The formulations could be categorized in different releasing dosage

Table 36.9 Percent drug 
content of niosomal gel 

Sr. no. Batch code Drug content (%) ± S.D. 

1 F1 95.02 ± 0.02 
2 F2 92.76 ± 0.02 
3 F3 86.50 ± 0.04 
4 F4 81.01 ± 0.01 
5 F5 79.70 ± 0.02 
6 F6 82.62 ± 0.03 
7 F7 49.97 ± 0.02 
8 F8 78.80 ± 0.02 

Table 37.10 Spreadability Sr. no. Batch code Spreadability ± S.D. (g.cm2 /sec) 

15  ± 1.5 
11  ± 1.5 
12  ± 2 
14  ± 2 
10  ± 2 
13  ± 1.5 
14  ± 1 
11  ± 1



forms such as sustained release, control release, immediate release, etc. The readings 
of in vitro drug release are reported in Table 36.11. From the results, it was observed 
that the F2 batch had a better release pattern than that of other batches. The reason 
behind his mechanism might be the particle size of the niosomes. The F1 batch had a 
large particle size; hence it may restrict the release of the drug. The drug release was 
performed for 12 h of the study, and it was found to be in a sustained manner. From 
this study, it was observed that the F2 batch had the best-sustained release effect. So, 
it also helps in increasing the retention time of the dosage form on the skin surface, 
reduces the frequency of dosing, and is graphically represented in Fig. 36.7.
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36.3.9 Optimization 

Considering all evaluation data, it was observed that all the niosomal gel formulation 
batches prepared by using non-ionic surfactants such as Span 20 showed optimum % 
EE, drug release, and other parameters. The reason behind this could be the 
Hydrophilic–lipophilic balance (HLB) value of Span 20, which is in the range of 
8.6, so it may have better hydrophilicity as well as better lipophilicity. Hence, it 
might be a deserving candidate for formulating all niosomal gel batches. Moreover, 
the F1 and F2 batches were compared, and it was observed that the F1 batch 
containing a high concentration of surfactant and cholesterol had a large particle 
size and less drug release than that of the F2 batch. The batch showing high 
entrapment, high drug content, optimum viscosity, better spreadability, as well as 
optimum particle size and shape was considered to be an optimized batch. As the F2 
batch fulfilled the desired criteria of all the evaluation parameters, it was considered 
to be an optimized batch. 

36.3.10 Ex Vivo Permeability Study 

This study’s results revealed that the conventional gel has a high drug release rate in 
less time, that is, rapid drug release profile, whereas the niosomal gel could release 
the drug up to 12 h, that is, it shows the sustained-release effect (Table 36.12). The 
reason behind this is clear, that is, the vesicles could hold the drug for a longer period 
in its core and the polymer used to prepare the gel may control the release pattern of 
the drug. Thus, the formulation is assumed to have a prolonged retention time on the 
skin surface and may sustain the drug release for localized effect (Table 36.13). 
Results are graphically summarized in Fig. 36.8.
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Fig. 36.7 In vitro drug release profile 

Table 36.12 % Drug release 
of oxaceprol gel and 
oxaceprol niosomal gel 

% Drug release 

Oxaceprol gel Oxaceprol niosomal gel 

0  

60 2.3 ± 0.02 2.30 ± 0.02 
120 14.9 ± 0.03 5.38 ± 0.03 
180 39.4 ± 0.03 37 ± 0.02 
240 54.4 ± 0.02 54.4 ± 0.03 
300 66.38 ± 0.04 66.38 ± 0.04 
360 78.34 ± 0.03 73.56 ± 0.02 
420 85.52 ± 0.02 79.5 ± 0.02 
480 98.68 ± 0.02 83.1 ± 0.03 
540 98.68 ± 0.04 88.5 ± 0.02 
600 98.68 ± 0.04 92.10 ± 0.03 
660 98.68 ± 0.03 95 ± 0.04 
720 98.68 ± 0.02 98 ± 0.02 

Table 36.13 Permeability coefficient of both formulations 

Gel Flux Permeability coefficient (μg/cm2 /h) 

Oxaceprol Gel 0.552 552 × 10-4 

Oxaceprol Niosomal Gel 0.0884 884 × 10-5 

36.3.11 Stability Study 

Table 36.14 displays the results of a stability analysis conducted at 25 °C on the 
optimized F2 batch to determine its shelf life.
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Table 36.14 Stability study of F2 batch 

Sr. no. Observations Before stability testing Stability testing after 1 month 

1 Clarity Clear Clear 

2 Visual Appearance Transparent Transparent 

3 Ph 6.6 ± 0.02 6.5 ± 0.02 
4 Drug Content 92.76 ± 0.02 92.72 ± 0.02 

36.4 Conclusion 

The present investigation revealed that the niosomal gel could have a better thera-
peutic potential than conventional dosage forms upon topical application. The 
fundamental difficulty in using topical medications is that the skin itself acts as a 
barrier, preventing the majority of pharmaceuticals from penetrating the skin. This 
research demonstrated that niosomal gel, due to its nanoscale size and elastic nature, 
can operate as the best vesicles in cutaneous drug administration. Because of the 
various lipid components, they have the potential to serve as drug carriers by 
transporting the enclosed drug molecules into or through the skin. They might be 
more effective at penetrating the stratum corneum and subsequently changing the 
intercellular lipid lamellae found there. The improved therapeutic efficacy at the 
afflicted site at lower doses of pharmaceuticals included in the niosomal gel formu-
lation was demonstrated in in vitro and ex vivo trials, providing an intriguing 
association between the improved permeability capabilities of niosomal gel and 
conventional dosage forms.
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Chapter 37 
Using ICT Technologies, Open-Source 
Software Affects DHH Healthcare Issues 

S. Malathi and A. Chitra 

37.1 Introduction 

When used as a noun, “ICT” (information and communication technology) means 
that one has acquired the skills necessary to use data and communication systems. 
The nature of the teaching and the aptitude of the students both influence the content 
covered. Students are prepared for their future use of ICT in education, work, and 
civic engagement. ICT [1, 2] functions as a supporting tool for task creation, 
information collection, documenting, and disseminating and directing research. 
ICT is a means of educating and learning that also suggests that it is a tool for 
teaching and learning on its own, serving as a platform for both student and teacher 
learning. It shows up in various structures, like drill and training, recreations, and 
instructive organizations. ICT [3, 4] abilities are somewhat important for involving 
ICT in training. Increased dedication, increased effort, and concise writing is only a 
few of the many specific benefits [5] that are listed. The main downside of using 
social networks in the class as a result of integrating the technology into learning 
including secured concerns, the knowledge curve, managing big groups of students, 
and it’s incapable to manage a variety of advanced systems, including animation 
videos, text documents, accounting sheets, introductions, and so forth. Its two main 
components in education are as follows. 
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37.1.1 Facilitated Individualized Education 

A personalized learning environment that is adapted to each student’s unique 
characteristics, like mobility, interest, pace, and understanding level, may be pro-
vided via innovation. Additionally, it engages students to their full potential by 
giving them the support and challenge they need to stay engaged, convinced, and 
motivated. 

37.1.2 Superior Community Association 

Innovation can guide guardians along with local area individuals’ association in 
understudy learning by utilizing strategies, for example, sites, email, sites, text-
informing, and so forth, to keep intrigued people mindful and occupied with the 
framework. 

37.1.3 Advantages of Open-Source

• Do not need to reinvent the wheel
• Free as in “freedom”

• Source code are easily available
• Can pick extra support
• Can correct bugs and adapt to changes in requirements and technology
• Costs significantly less than proprietary rivals 

37.2 Background 

Microsoft, creator of Windows and Microsoft Office, and other software businesses 
have long backed this economic model, while Microsoft’s general manager for 
interoperability Jean Paoli said in August 2010 that the company “loves open 
source” and that its anti-open-source stance was a mistake. Trust, acceptance, 
cooperation, and quality are benefits of such a structure. The FOSS paradigm allows 
capable persons to examine and edit a product’s source code. However, most code is 
not in the public domain (Fig. 37.1). 

Non-free licences limit fundamental liberties, say free software advocates. A 
copyleft licence protects the “four software freedoms” by explicitly providing 
them and banning redistributing the package or using its code to produce derivative 
works without the same licencing restrictions. Some agreements allow redistributors 
to eliminate the four software freedoms, sometimes called permissive software 
licencing.
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Fig. 37.1 Open-source 
technologies healthcare 
issues 

The FreeBSD License is an example of such a licence, as it allows for the 
distribution of derivative software as a closed source so long as the original devel-
opers are credited. 

37.3 Software from Open Sources for Healthcare Issues 

The tools that are frequently used in educational systems include books, teachers, the 
foundation, and to a lesser extent open-source software (OSS) [6, 7]. In terms of 
open-source programming, it is becoming increasingly important to prepare for the 
future. The copyright holder has granted access to and authorization for the use of 
OSS [8], a PC application that allows anybody, for any reason, to study, modify, and 
transmit comparable material for free. Individuals or client groups work together to 
build OSS. According to a Standish Group analysis from 2008, the use of open-
source programming techniques has resulted in an annual increase of $60 billion in 
investment money for purchasers. Researchers Casson and Ryan [9] highlighted a 
variety of arrangement-based factors, particularly the higher offer from open-source 
in comparison to constrictive designs in the following classifications: security, 
moderation, simplicity, endurance, between operability, and adaptability [10]. 

The GNU General Public License (GPL), which allows designers to freely appropri-
ate their work but imposes the restriction that all future developments and applications be 
covered by a similar license, is the most well-known example. The source code of a 
product can be made publicly available through open-source distribution, and licensing 
provides the developer with the freedom to tweak something comparable. 

Software that has been created by and for the user community is known as free 
and open-source software (FOSS). Developers have fantastic possibilities to collab-
orate, contribute, and, most importantly, learn through open-source projects. Con-
tributing does not just entail coding; in fact, every project calls for a diverse set of



abilities. Companies have had to rethink and optimize how they produce, deploy, 
and use software assets or even rethink their whole IT infrastructure in order to find 
novel and innovative methods to do business. As a result, open-source ushers in 
improved quality, more dependability, more flexibility, reduced prices, and an end to 
proprietary lock-in. Open source is, therefore, ultimately advantageous for business. 
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Fig. 37.2 Accessing of open source for deaf or hard-of-hearing (DHH) healthcare issues 

The “www.opensourceteaching.org” server, which is secured by a firewall, hosts 
open-source learning resources. 

Subject to a few limitations, anybody may read, copy, or use it. This is known as 
copyleft.

• Any organization, business, or person may build up a delivery system to utilize 
any of the information on the websites in any way they see fit, absolutely free of 
charge, with the exception of copyleft restrictions. 

They can only charge for the value contributed, and the cost of distribution; any 
modifications to the original content must be recognized; and how the material is 
provided, how much is utilized, or what value is added depends on the end user’s 
intended use (Fig. 37.2). 

Use anything you want without breaking pricey contracts, adhering to the ven-
dor’s restrictions, shelling out outrageous fees, or working at their pace. You make a 
choice, not the product’s seller. You are free to use whatever version or build of the 
software and hardware that you require. Anytime you want to improve, you can. In 
order to work with as many different software products as possible, OSS aims to be 
as compatible as it can. Many people appreciate having the opportunity to switch 
between systems and, more crucially, connect to other users, companies, and 
computers. Everyone can see open-source code.

http://www.opensourceteaching.org
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37.4 Open-Source Government 

To allow any interested citizen to participate in the development of policy, like with 
a wiki document, proponents of open-source governance (also known as open 
politics) advocate for the merging of democratic principles with the open-source 
and open-content movements. The general public is democratically given access to 
legislation, utilizing their pooled expertise to strengthen democracy and the 
decision-making process. By comparing these methods to software code, some of 
their proponents call for a “central codebase” in the form of a collection of regula-
tions that are constantly updated in a public registry and infinitely repeatable. 
Distributions of this policy-base are made available (periodically or dynamically) 
for usage by locations, where they may be customized using “patches”.

• Microsoft’s legal method for distributing software source code is known as 
“shared source”. A variety of technologies and licenses are included in 
Microsoft’s Shared Source Initiative, which was introduced in May 2001.

• After completing the necessary requirements, the majority of its source code 
offers are made available for download.

• The licenses affiliating the offers range from being closed-source, permitting just 
reading of the code for reference, to permitting it to be updated and redistributed 
for both commercial and non-commercial reasons. 

37.5 Proposed Work 

According to the personnel’s or the design students’ areas of interest, the proposed 
first stage of hard of hearing preparation/learning would be supplied. Open-source 
programming that is unavailable in the academic emphasis may be introduced by the 
certified workforce and design students. They may be viewed as additional courses 
that return the subject to academic emphasis, allowing for unlimited application of 
the concept in geological fields. The purpose is that the students will use the video 
lectures’ instructional activities for self-directed learning [11]. If they have any 
questions after self-learning, they may ask them in the asset community by getting 
in touch with the staff and the centre’s certified design students. This style of 
teaching combines the instructor’s  [11] instruction of a class with the students’ 
independent viewing of video lectures, allowing them to grasp the concept more 
effectively and without the need for outside funding. The several levels of the 
dynamic learning environment are shown. Thus, the general people will greatly 
benefit from the educative learning process that makes use of OSS.
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37.6 Design for Open Source

• People with backgrounds in both software and hardware frequently engage in 
conflicting arguments when debating the merits of open hardware design.

• One reason for this is that the term “software” encompasses both source code and 
executables, but “hardware” and “hardware design” clearly refer to two distinct 
concepts.

• The terminology listed below has all been used in discussions on this issue 
(Fig. 37.3).

• Using the phrase “hardware” as a shorthand for both design and the actual thing is 
a recipe for misunderstanding.

• It does not mean that the design cannot be sold or that any hardware implemen-
tation of the design will be free of charge. Free hardware design refers to a design 
that may be freely reproduced, disseminated, updated, and fabricated. 

37.7 Method for Hard of Hearing 

For various client-produced material and innovations, like OSS development, 
Wikipedia, open access distribution, and so on, the open-source standards have 
been modified. In order to make the classroom a conducive learning environment, 
it will be advantageous to think about employing open-source programming. Some 
of the programming tools and approaches that are available may be used for self-
learning, including: 

Email, Facebook, Twitter, LinkedIn, Google, and other social media sites, as well 
as text and video messages. 

They called this cycle a studio, and one needs to enlist for something similar at 
liberated from cost. Following their participation in the online assessment test and 
receipt of certificates based on the presentation, members who have learned from the 
video addresses may be eligible to apply for jobs in the relevant industries. For 
mutants, the method will be as illustrated in Fig. 37.4.
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Fig. 37.4 Education among DHH 

OSS quickly fixes any bugs, because a larger population will result in quicker 
response times. The majority of the time, we observe the reverse in the proprietary 
sector. Patching vulnerabilities frequently take weeks or even months for major 
corporations like Oracle or Microsoft, for instance. Consider which software suite is 
most likely the superior one. There is no hidden code. If you want to alter a specific 
section of the software to suit your needs, you may do so by simply changing, 
adding, or removing code. A lot of the time, proprietary software bans you from 
making any modifications at all or makes it extremely difficult to do so. We take this 
service extremely seriously because it’s one of our main lines of business. Make use 
of all the open-source products’ paid support options at costs that are still far less 
than those associated with purchasing proprietary software. This is frequently 
erroneously cited as the sole factor, albeit an important one, why a business should 
convert to OSS. This is because OSS no longer requires required proprietary fees. 
Most importantly, you get to choose what you need and can obtain it for less money 
and higher quality. 

37.8 ICT for Hearing Impairment 

The PC is currently regularly alluded to as a media gadget and can introduce data in 
an assortment of ways. Disc ROMS use text, still, and moving pictures and sound to 
pass on data. Word processors permit you to blend text and pictures to give extra 
importance to composed material. Text can be made from letters, words, and 
expressions, as opposed to being developed letter-by-letter – this can assist with 
peopling focusing on the importance and stream of their composition. Video “cuts” 
of marking can be added to other programming or joined into sight and sound 
introductions. With overlay consoles and software, for example, Inclusive Writer, 
Clicker and Writing with Symbols 2000 can interface messages and images to give 
various composition, spelling, and sentence development exercises (Fig. 37.5). 

Pictures and graphics becoming all the more remarkable where many program-
ming includes mixed media approach. Now and again, a more straightforward 
methodology is better, and there are many projects that utilize pictures and designs. 
My World: My World 3 and its broad scope of asset packs offers exercises utilizing 
designs that cover numerous educational programme regions, ages, and capacity 
levels.
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Fig. 37.5 ICT learning for DHH 

37.8.1 IntelliTools 

IntelliTools programming can be utilized to make language and graphical exercises 
reasonable for a wide age and capacity range. 

37.8.2 Language Advancement 

First Keys 2 purposes pictures, liveliness, discourse, and sound to build up effective 
finishing of errands. Action screens can be printed to follow-up work away from the 
PC. At the point when an action is finished, a basic record sheet can be shown or 
printed to use as a prize or to assist with observing advancement. 

37.8.3 Image Software 

Programs that have been intended to involve images for language and correspon-
dence purposes can be utilized to make picture and image exercises on-screen and 
are likewise valuable for making paper-based assets. Boardmaker has been intended 
to make correspondence diagrams and overlays utilizing broad image libraries.
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37.8.4 Marking CD-ROM 

The Sign Now – BSL CD ROM (Forest Bookshop) gives a broad library of signs and 
addresses the capability of interactive media for the introduction of learning and 
available material for the hard of hearing. 

37.8.5 E-Learning 

A helpful instrument that has helped facilitate education for individuals all around 
the world is e-learning. Deaf persons need to have access to e-learning since they 
have trouble studying in traditional classroom settings. For instance, when lecturers 
demonstrate on the board, they often face the wall, making lip-reading impossible. 
Additionally, students will not be able to take notes and listen to the lecturer, 
interpreter, or lip-speaker at the same time if they do not have a note-taker. Jordan 
has a large population of deaf youngsters. Due to the absence of educational 
infrastructure, resources, and specialized services, they confront even greater diffi-
culties. Inequalities in education and impediments to effective learning and teaching 
are targeted by contemporary inclusive educational practices. Due to this, it is 
essential to diversify instructional tools and content utilizing ICT in order to ensure 
that all students, including those with disabilities, have access to education. The 
purpose of this essay is to outline several cutting-edge interactive tools for teaching 
deaf and hard-of-hearing (DHH) pupils (Fig. 37.6). 

DHH kids’ education is becoming more and more reliant on technology. This 
chapter examines two ways that technology is utilized for the education of these 
students as well as two ways that it is used to enable communication access for DHH 
students (real-time captioning in classrooms and messaging and associated technol-
ogies to allow conversation in small groups) (multimedia materials for the develop-
ment of literacy and online tutoring). Real-time captioning and multimedia resources 
are effective in the instruction of DHH pupils, according to a number of studies. The 
scant research to date on online tutoring and messaging to enhance group commu-
nication with DHH and hearing students shows that these topics have the potential to 
be significant since they meet the unmet requirements of DHH students. 

37.9 Characteristics of Effective Instructors for ICT-Based 
Teaching for Mutants 

The field of study known as “moral philosophy”, or ethics, is concerned with what is 
morally good and evil as well as morally right and wrong. Ethics is founded on moral 
principles that may be justified as good and bad, and that suggest what people should 
do. Any idea or system of good values or principles can also be included under this 
umbrella phrase (Fig. 37.7).
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It is notable that these profoundly successful instructors can have an improving 
impact on the day-to-day routines as long-lasting instructive and vocation desires. 
Long periods of exploration on educator quality help the reality that viable instruc-
tors [12–14] not just cause understudies to feel great about learning. It has been 
confirmed that a variety of personal and professional characteristics are associated 
with greater degrees of understudy success. Important qualities of effective 
instructors:

• Have official teacher agreements prepared.
• Possess a certificate or equivalent (standard, elective, or temporary) and are 

qualified in their specialities
• Have at least three years of education.
• Show compassion, fairness, and awareness.
• Enhance instruction by using a variety of instructional strategies, assignments, 

and exercises.
• Pre- and post-assessments can be used to monitor how well students are 

progressing. Students who didn’t achieve success can then receive more 
instruction.

• The availability of source code as a source of inspiration when creating comple-
mentary systems is one of the common advantages of all shared source 
applications.

• In addition, having access to the source code enables security inspection and 
review, which some big businesses and governments are now requiring.

• A few shared source licenses incorporate numerous open-source license 
advantages.

• Other shared source licenses are proprietary rather than open source, which 
typically entails the voluntary waiver of many of the author’s rights. This allows 
the copyright holder to maintain tighter control over the usage of their work. 

37.9.1 Assessment of Student Learning 

The method used to assess learning is another concern with using understudy 
learning appraisals in the educator’s [15, 16] assessment process.

• The precision of reviewing methodology.
• Arrangement of accomplishment tests with the educational programme.
• The demonstrative worth of one or the other methodologies for informative 

improvement.
• Single-moment nature of these pointers. 

A much more precise proportion of what an understudy has realized would be 
reflected by an evaluation that is educational plan adjusted and directed both toward 
the start and year’s end.



524 S. Malathi and A. Chitra

37.9.2 Meaningful Input for Informative Improvement 

Input as appraisal information offers an important device for oversight 
[17, 18]. Assessment prompts proficient development, which expects instructors to 
genuinely look at their own assets and shortcoming. The motivation behind self-
assessment is restricted because of the absence of objectivity. Essentially, criticism 
from associates in view of a couple of study hall visits is similarly restricted in light 
of the fact that it gives a thin inspection of conduct. Appraisal information and 
information technology of understudy learning over a period can give sufficient 
input on understudies’ general comprehension of the subject. Additionally, more 
thorough testing of the educator’s impact on students’ in the mastery of the concepts 
and skills that are been taught. Information investigation has been utilized as a 
method of observing achievement and guaranteeing responsibility for distinguishing 
the objectives of the whole system. Review of the data revealed that for improved 
results and to understand the gaps in understudies’ their routine observation is done 
to ensure their abilities and needs. 

37.9.3 Teaching Techniques 

Provide the student and interpreter with a list of any new words or terms that will be 
used while discussing unfamiliar technical vocabulary. It is challenging to under-
stand unfamiliar terms. Students who need interpreters learn things a few seconds 
later than the rest of the class. Give the student adequate time to speak with the 
interpreter and obtain the necessary information before asking for assistance. Ask the 
students to raise their hands when they have an answer rather than just shouting it 
out. The pupil who has hearing loss will be able to participate as a result. Before 
answering, rephrase the class’s first inquiries. A student utilizing an academic 
language development (ALD) should keep in mind that they can only hear what is 
coming from the microphone and will miss anything else. Do not read aloud so 
rapidly that the student who is hard of hearing or deaf and their interpreter cannot 
follow along with the rest of the class. Keep in mind that hearing-impaired and deaf 
pupils rely on visual signals such as body language and expressions that elicit data. 

37.10 For Hard of Hearing 

The instructive advantages of web-based entertainment might be most articulated 
when they sway gatherings of students who are in a difficult situation in traditional 
up close and personal settings. Among such impeded bunches are the DHH [19] 
understudies who might encounter new open doors with the assistance of virtual 
entertainment. The utilization of virtual entertainment has filled extensively lately,



spreading to different everyday issues, like training. Despite the fact that the writing 
is later and gives important suggestions toward conquering these difficulties, 
because of the quick advancement of virtual entertainment they might change 
consistently. Therefore, partners may not know about the proper translation of 
these proposals. Subsequently, the section gives an extensive understanding of the 
utilization of online entertainment and technology [20] among the hard of hearing 
and nearly deaf, alongside the advantages and difficulties being used. Existing 
suggestions for conquering the difficulties are explored, and approaches for the 
plan of virtual entertainment and its productivity use are proposed. 
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37.11 Conclusion 

Open-source programming is utilized as a significant instrument for instructing 
understudies as well as different members at no expense. For understudies and 
networks who are unaware of this asset, courses, talks, and workshops are necessary 
for a deeper grasp of the value of open-source understanding. Regarding the 
selection of various open-source programming sources, one should use caution. 
With the speed at which technology is developing, many educators are incorporating 
cutting-edge methods into their classrooms. These kids are required to follow the 
teacher’s instructions only with their eyes. Interactive whiteboard (IWBs) and sound 
amplification equipment are being added to the classrooms created, especially for 
deaf pupils, in order to transfer knowledge more effectively. Anybody, at any time 
and wherever, appeared to be able to benefit from the market and technologies. 
Online education is not, however, completely inclusive. This is because one of the 
assumptions underlying online learning models conflicts with the hearing impair-
ment of DHH pupils. 
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Chapter 38 
Clinical Intelligence for Cloud Services 
Resource Scheduling Using RNN 

B. Aarthi , S. Sridevi, Pallavi Ashok, and Yusra Naeem 

38.1 Introduction 

Customers are increasingly using public cloud applications to efficiently process big 
data or extensive data, primarily from social media, e-commerce platforms, and 
search engines. In general, these data are unevenly distributed, that is, data provided 
by different customers have different sizes and processing times. Understanding and 
using complex, elevated, and diverse biological data continues to be a major obstacle 
in the transformation of health care. Digital health records, neuroimaging, -omics, 
sensor data, and text, all of which are complicated, heterogeneous, infrequently 
described, and generally disorganized, all have been growing in contemporary 
biomedical research. Feature engineering is often required in classical, big data, 
and statistically learning methods before building prediction or clustered models on 
top of the aspects to generate useful and so more robust attributes from the data. 

Nevertheless, effectively training a deep learning model is a challenging under-
taking because they usually involve a huge number of parameters. As a result, 
the Long Short-Term Memory Algorithm, which is considerably more effective 
than the current one, a deep learning network, is introduced in this project to show 
the workload. Deep learning excels at forecasting cloud workload for industrial 
processing, even though it is the most significant intelligence infrastructure in 
contemporary computation. One of the most significant areas to be focused on in 
distributed computing has been distributed storage management, data security, and 
workload prediction [1]. 
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This chapter is structured as follows: Several literature reviews are discussed in 
Section 38.2. The description of the issue is illustrated in Sect. 38.3. The current 
system, its flaws, and the current algorithm are covered in Sect. 38.4, and the 
proposed method and algorithm, as well as their respective benefits, are covered in 
Sect. 38.5. The different modules utilized are detailed in Sect. 38.6. The outcome 
analysis which includes graphs, a system requirement diagram, and an architectural 
diagram is illustrated in Sect. 38.7 and conclusion is discussed in Sect. 38.8. 

The development of the proposed system was aided by comparisons of existing 
models, approaches, surveys, and analyses of current methods [2–5]. To develop an 
efficient system, the prioritization approaches in various types of testing, and the 
various test case generation methods [2, 6, 7] were thoroughly understood. To 
understand the practical applications of testing, the various applications of software 
testing processes [2, 8–11] were also studied. 

38.2 Related Works 

Islam and his partners propose a Spark service allocation framework to provide an 
effective service allocation for any big data app to maximize efficiency and reduce 
costs. When the big data application is running on all nodes in the Spark collection, 
app crashes occur. To address this, dividing algorithms were developed by Gounaris 
and others. These algorithms mimic the performance of the Spark app during use in 
order to minimize app usage by rotating a small amount of operating time. Chen and 
colleagues have proposed a split algorithm in the Spark framework to reduce data 
communication costs and increase data usage training by improving data similarity 
and work compatibility. To address the problem of single machine-induced killings 
in a separate Spark collection, Yang and his colleagues predicted the remaining work 
time based on a variety of conditions, finding time-consuming jobs. Islam and its 
allies have investigated the Spark deadline-based distribution of large data requests. 
They have created a new resource allocation plan by showing the cost of employee 
requests and completion times. In their diagram, the value is determined by the 
number of builders and the time taken to complete the application. Wang and Khan’s 
study predicted application time by collecting execution times from various stages of 
the application. Wang and colleagues used DAG-based memory analysis forums to 
model the application performance of the application. Spark confirmed their 
methods again. Gibilisco and its partners have many polynomial retrieval models 
based on in-app data to predict big data processing time with anonymous setup 
settings. Chen and Wang have introduced entropy-based online-based editing in the 
Spark collection to provide QoS confirmation of Spark’s online analysis. Resources 
are sorted by entropy in their algorithm, and tasks are sent in the sequence of 
resources.
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38.3 Problem Description 

Job scheduling is the main factor in achieving the high-performance goal in exten-
sive data analysis. Nominally clever planning strategies to achieve performance can 
be impacted by energy, regionality, equity, and synchronization issues. Processing 
data requires a lot of energy and sharing of resources among workers, and appro-
priate action is necessary when planning work. Another issue with considerable data 
planning is the locality of the data. Finally, we need to aim to reduce the cost of 
processing time for order planning in comprehensive data analysis. In other words, 
scheduling seeks to minimize the response time by using the best procedures for 
scheduling, with better resource utilization and to make jobs faster in processing. Big 
data processing runs on any framework cluster by separating a job into lesser tasks 
and classifying the load to the worker nodes, as shown in Fig. 38.1. The main point 
in analyzing big data is how these tasks are assigned to agent nodes with two 
different types of prioritization within the cluster. Usually, the controller node is 
responsible for distributing the charges to the agent nodes and making the best 
scheduling techniques execute. 

Load Dataset from CSV 
Data Preprocessing Feature Selection Select weighted Feature 

Classifier 1 

Model Creation 

Classifier 3Classifier 2 

Model Evaluation 

Hyper Parameter 

Fig. 38.1 Architecture diagram
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38.4 Existing System 

38.4.1 Apache Hadoop 

Apache Hadoop is an open-source software program framework for keeping datasets 
in a cluster of commodity hardware for large-scale processing. A Hadoop cluster 
contains a primary node and various agent nodes. The primary node encompasses 
four units; a JobTracker, TaskTracker, Data node, and Name node. JobTracker’s 
primary role is to control the task trackers and is a node that manages the execution 
of the job. TaskTracker also delivers the reports to JobTracker. MapReduce operates 
double functions: Map and Reduce operations. Scheduling mechanisms are being 
shared with Hadoop jobs. 

38.4.1.1 Disadvantages of Apache Hadoop

• Hadoop will fail if you need to access small files in bulk. These tiny files 
surcharge the NameNode and make it difficult to work.

• Hadoop is a framework written in Java that makes it less secure because cyber 
criminals can easily abuse Java.

• By default, security features are not available in Hadoop. Hadoop uses Kerberos 
for security features that are not easy to manage.

• Hadoop has other restrictions, such as some constraints in Map and reduced steps 
when the significant data pipeline is executed. Hadoop is not efficient for 
performing extensive data pipelines. To overcome the shortcomings of Hadoop, 
Spark came out to do and expand the MapReduce framework. 

38.4.2 Existing Algorithm: Deep Belief Network 

The deep belief network (DBN) was invented as an answer to the troubles that occur 
when coaching usual neural networks with deep trust networks, such as it is sluggish 
to learn, poorly chosen parameters, and requires a lot of coaching datasets. Hence, it 
stays at a nearby minimum. This algorithm uses a layer-by-layer strategy to examine 
all top-down processes and key generative weights. These related weights decide 
how all variables in a layer rely on different variables in the layer above. Except for 
the first and remaining layers, every layer in the DBN serves two roles: a hidden 
layer for the preceding node and an enter layer for subsequent nodes. Some purposes 
in deep trust networks are image, video sequence, action capture information 
detection, clustering, and generation. 

1. The architecture of DBN: DBN consists of a sequence of limited Boltzmann 
machines linked in sequence. Each layer of the Boltzmann desktop is educated to 
converge and then freeze. The effects of the machine’s output layer are fed as
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inputs to the subsequent Boltzmann system in the sequence and are skilled to 
converge on their very own till the whole section is deployed. 

2. Disadvantages of using DBN: Despite being vastly less expressive than a deep 
neural network, DBNs impart significant restrictions on their weight connections, 
outperforming them on tasks for which sufficient input data is available. Even in 
their prime, DBNs were rarely used in direct application. Instead, they were used 
as a pre-training step: a DBN with the same overall architecture as a 
corresponding DBN is denied and trained. Its weights are then taken and placed 
into the connected deep neural network, then fine-tuned and applied. It eventually 
fell out of favor because they are just a particular case of autoencoders, which 
were more broadly flexible and helpful for pre-training and other applications. 

For another thing, introducing more sophisticated optimizers, learning late sched-
ulers, and dropout techniques have dramatically alleviated the vanishing gradient 
problem in practice. Increased data volumes and computing power have made direct 
deep neural network applications to problems more tractable. 

38.5 Proposed System 

38.5.1 Apache Spark 

Apache Spark is an open-source processor that is used for many loads of facts. Dash 
analysis questions at points of any scale are the use of memory retention and 
prepared questionnaires. Provides advanced APIs in Java, Scala, Python, and R to 
help re-use code for a number of tasks such as bulk processing, responsive questions, 
real-time analysis, computer learning, and format processing. With Spark, perfor-
mance is faster with just one step: uploading data to memory, performing the 
process, and writing back results. Spark also uses the memory repository to process 
data, which speeds up machine learning algorithms that cost tasks to the same 
database over and over again. Data re-use achieved through the Data frames and 
abbreviated over resilient distributed datasets (RDDs). A collection of archived 
material is re-used in all Spark operations, which greatly reduces delays, especially 
when it performs machine learning and interactive analysis. 

38.5.1.1 Features of Apache Spark 

Swift Processing: one can obtain about one hundred instances quicker facts 
processing velocity in reminiscence and ten more instantaneous statistics processing 
rates in a disk. This is feasible by lowering the range of examining/writing accesses 
to the challenging disk. 

In-Memory Computation: one can use in-memory processing to pace up 
processing. This is where the records are cached, so you do not have to fetch the



statistics from the disk every time. Therefore, it saves time. Spark is quicker because 
it has a DAG execution engine that allows in-memory computation and non-circular 
data. Supports a couple of languages – Spark offers a built-in Java, Scala, or Python 
API. Therefore, you can write functions in one-of-a-kind languages. 

532 B. Aarthi et al.

Advanced Analytics: Spark does more significant than help Map and Reduce. It 
additionally allows SQL queries, streaming data, desktop studying (ML), and layout 
algorithms. 

Multilingual Support: Several languages such as Java, R, Scala, and Python are 
supported by Spark. Therefore, it presents dynamism and overcomes Hadoop’s 
hindrance of being capable of constructing functions solely in Java. 

Real-Time Stream Processing: Spark has a real-time move processing function. 
Previously, the trouble with Hadoop MapReduce was once the capacity to system 
and manner current data; however, instead of real-time data, you ought to use Spark 
Streaming. 

38.5.1.2 Ecosystem of Apache Spark 

SparkCore forms the basis of the platform. Spark SQL can connect to a data source 
and convert query results to RDDs in Java, Scala, and Python programs. This is 
because it contains the API responsible for these transformations. SQLContexts can 
create DataFrames to provide complex operations on datasets. DataFrame is consid-
ered a programming abstraction. Spark Streaming for real-time analysis is used to 
implement and process live data streams, such as sensor data that tracks weather 
conditions and log files. 

Spark MLlib contains many techniques and algorithms used in the machine-
learning process. It provides algorithms for building regression, clustering, and 
classification models, as well as multiple techniques for evaluating the resulting 
model, enabling MLlib to run faster with iterative calculations. 

Spark GraphX is a library for performing parallel graph computation and manip-
ulating graphs. GraphX is generated with a special RDD of vertices and edges. 
Supports a library of combined graph algorithms. Iterative graphing algorithms and 
the fastest graphing systems make GraphX more powerful while maintaining. 

38.5.1.3 Advantages of Apache Spark

• Spark analytics software can also accelerate jobs on Hadoop data processing 
platforms.

• Spark provides jobs in short bursts of 5 s or less, excluding micro-batch as an 
alternative to MapReduce.

• Spark’s library is designed to complement the types of processing jobs investi-
gated more intensively in the latest commercially supported Hadoop 
deployments.

• Apache Spark provides a robust API that allows developers to interact with Spark 
through their applications.
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38.5.2 Proposed Algorithm: Long Short-Term Memory 
Algorithm 

38.5.2.1 Architecture of Long Short-Term Memory Algorithm 

LSTM networks have special features. LSTMs have the ability to store data 
sequences. There is another section focused on deleting new information. Textual 
data always contains many details that LSTMs can eliminate to reduce computa-
tional time and cost. By removing unused information and saving sequences of data, 
LSTMs become a powerful tool for text classification and other text-based tasks. 

38.5.2.2 Advantages of Long Short-Term Memory Algorithm

• Improved traceability
• Have well-understood formal properties
• Simple, fast, and less complex
• Minimizes the workload on infrastructures
• Effectiveness for distributed optimization
• Achieve a well-balanced tradeoff among various parameters 

38.6 Modules 

38.6.1 Module 1: Data Evaluation 

Exploratory data analysis relies heavily on data visualization and graphical interpre-
tation. Statistical modelling provides a simple low-dimensional representation of the 
relationships between variables but generally requires a high degree of knowledge of 
statistical methods and mathematical principles. Visualizations and charts tend to be 
much easier to interpret and create, so one can quickly explore various aspects of 
your dataset. The final goal is to create an easy data summary that informs the query. 
This is not the final destination in the pipeline but an important destination. 

38.6.1.1 Characteristics of Exploratory Graphs 

Charts generated by exploratory data analysis (EDA) are different from all charts. 
When you analyze a dataset, you usually create dozens, if not hundreds, of search 
charts. You can post one or two of these graphics in the final format. One of the 
purposes of EDA is to deepen a personal understanding of the data. Therefore, all 
code and graphics need to be tuned for that purpose. Exploratory graphics do not 
require any essential details that you might add when publishing your graphics. EDA



is a method for analyzing data and its regularity based on the actual data distribution 
by using visual techniques. The human eye and brain have strong structural recog-
nition capabilities and occupy an important position in data exploration. Visual 
analysis is also designed to reproduce different human models with the processing 
power of a unique way of displaying data. Analysts always recommend and suggest 
performing exploratory data analysis of the data. First, you need to select the 
structure size or stochastic size mode. Exploratory data analysis can also show 
unexpected deviations that are not possible with regular models. 
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38.6.2 Module 2: Feature Engineering 

Information capture IG measures how much information is provided to make a 
classification decision for a class, with or without terminology. If the document 
belongs to each category and the time is on the paper, the IG will reach its maximum. 
The discriminator selection method assigns a more important score to the discrim-
inator and lowers the score to an irrelevant trait. The ambiguity scale (AM) feature 
selection method gives high scores to items that are consistently displayed in a 
selected category. The AM score is calculated for the individual features. A thresh-
old is specified, and based on the criteria set, the ability of the AM score to fall below 
this scale is modified, and the ability of the AM score to exceed this threshold is used 
during the learning phase. The feature information gain calculates the difference in 
whether entropy occurs in the text. The wider the information obtained, the more 
meaningful the contribution of the trait to the reader. Select a function with high 
information gain as a function. Dimensionality reduction is a widely used 
pre-processing in the analysis, visualization, and modelling of high-dimensional 
data. Feature selection is used to reduce dimensions. Only input dimensions are 
selected, which contain the pertinent information to resolve the problem at hand. 

38.6.3 Module 3: Model Prediction and Evaluation 

The algorithm uses gradient descent to build a backpropagation neighborhood for 
supervised read errors. This type of neural network (NN) is made up of neuron-like 
elements called nodes. The node is built into the layer. NN sends the input file to the 
secret layer node and the secret layer information to the output node using the 
activation properties between the layers and vice versa. The final result can be 
received at the output layer. The NN neighborhood consists of two parts: forward 
propagation and reverse propagation. The scaled data is sent to the input layer grid. 
At the start of training, the connection weights are initialized with a large amount of 
small random data. In previous propagation, the land of neurons in individual layers 
can completely affect subsequent connecting layers. There are no connections 
between neurons in the same layer. If the output layer no longer receives the intended



output, then the tutorial reverses the backpropagation process in case of an error 
between the neighborhood output and the expected output. Evaluation of predictive 
models needs to predict unknown future energy consumption. Therefore, we used 
the data for 1 week as the training dataset and the records for the other week as the 
test dataset. View different training examples or examples. Also, choose to normal-
ize the intervals before training the data. 
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38.7 Modules 

38.7.1 Analysis 

Various header files like Numpy, Pandas, Tensorflow, and Keras are used to work 
with the dataset. Here we are training an empty model and creating the empty model; 
Tensorflow and Keras are used. The data is then split for training and testing. Using 
the MinMaxScaler, the values are set, like 1 s and 0 s. To read the data set, we run the 
following command (Tables 38.1, 38.2, and 38.3), 

train = pd.read_csv(‘train_1.csv’).fillna(0) 
page = train[‘Page’] 
train.head() 
train.tail() 
train.sample(9) 

We also check for null values in the dataset and sum the number of null values. 
We drop to page 1, which contains the country names and different languages, using 
the command below, since we just need the values in the dataset to train our 
algorithm. 

train = train.drop(‘Page’,axis = 1) 

We use the following command to split the dataset. It is split into two: training 
and testing. 

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 
0.3, random_state = 0 

30% of the dataset is used for testing, and the remaining 70% is taken for training. 

y_pred = model1.predict(inputs) 
y_pred = sc.inverse_transform(y_pred)
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Fig. 38.2 Traffic workload prediction 

Now that the training part is over, we predict the data next. Using the above 
command. We plot a graph using the command below for the predicted workload 
and the actual workload. 

plt.figure 
plt.plot(y_test, color = ‘red’, label = ‘Real Cloud Traffic Workload 
View’) 
plt.plot(y_pred, color = ‘blue’, label = ‘Predicted Cloud Traffic 
Workload View’) 
plt.title(‘Cloud Traffic Workload View Forecasting’) 
plt.xlabel(‘Number of Days from Start’) 
plt.ylabel(‘Cloud Traffic Workload View’) 
plt.legend() 
plt.show() 

In Fig. 38.2, the red line shows the Real Traffic Workload View Forecasting. At 
the same time, the blue line shows the Predicted Cloud Traffic Workload View 
Forecasting. 

38.8 Conclusion and Future Work 

Deep learning techniques are potent tools that enhance conventional machine learn-
ing and enable computers to gain knowledge from the data in order to find ways to 
develop smarter applications as well as for healthcare. Many industries, particularly 
in natural language and computer vision interpretation, have already exploited these



methods. In this paper, we present the structure of the hybrid cloud computing 
model. Structured workload management technology allows users to build a new 
design with a hybrid cloud computing model. A dedicated service arena handles the 
primary service load, while a separate and shared service platform deals with the 
maximum amount from the ash crowd. Cloud services are being used to extend 
existing infrastructure due to the expansion of the cloud foundation. In the future, we 
have planned to add a reactive engine to the architecture that can act as a second 
defense against degraded QoS by compensating for prediction errors with ad hoc 
dynamic deployment decisions. 
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Chapter 39 
The Capability of Observing Performance 
in Healthcare Systems 

Vivek Basavegowda Ramu and Ajay Reddy Yeruva 

39.1 Introduction 

Healthcare systems have to be designed more robustly as they host customer PHI 
(protected/personal health information) data. Similar to other sectors, customers in 
healthcare also expect seamless service and a website loading experience. In fact, it 
becomes even more crucial for the healthcare system to be performance efficient as 
someone could be accessing it to find the nearest medical facility, medication, or 
doctor, and someone’s life could be dependent on it. With this responsibility comes 
the added pressure of architecture designing and performance reliability so that 
healthcare systems are accessible at any time of the day. Initially, not many 
healthcare applications adopted cloud technology because of concerns over data 
and security. With time, as cloud computing matured and hybrid-cloud and multi-
cloud became more reliable, healthcare systems have slowly adopted cloud comput-
ing. Like cloud computing, many technological advancements have happened in 
recent years, like microservice architecture, containerization, container orchestra-
tion, etc.; along with this comes the challenge of monitoring the different compo-
nents at once and more. Most importantly, they monitor the most important aspects 
of the healthcare system to ensure performance is maintained at an optimal level. 
Reasons to implement and enforce full stack observability in healthcare are also 
discussed. 
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39.1.1 Background and Key Issues 

39.1.1.1 Increased Use of Healthcare Systems 

As the population grows day by day, healthcare subscriptions are bound to increase, 
and especially after the pandemic, more users are interested in knowing about 
healthcare options and coverage. With access to smartphones and high-speed Inter-
net users accessing healthcare provider applications more frequently, high applica-
tion processing power is required to meet the demand and to serve all customers. In 
the event of any issue with the application, it should be fixed and ready to serve 
within the blink of an eye to avoid any impact on reputation and revenue. 

39.1.1.2 Raise of IoT Devices 

IOT is one of the emerging technologies that has seen maximum growth in recent 
years, and as shown in Fig. 39.1, 18% growth is expected in the year 2022 for IoT 
devices, which will result in 14.4 billion active connections [1]. It is more relevant in 
healthcare because of the smartwatches, smart devices, and smart monitors that can 
track vital human health measurements and automatically trigger help requests in 
medical emergencies. Additional overhead is added by these devices for healthcare 
systems to process requests and maintain application uptime. 

Fig. 39.1 Number of global active IoT connections in billion
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39.1.1.3 Forecasting Trends to Meet Demand 

Healthcare trends are one of the hardest to predict. As an example, the recent 
COVID-19 pandemic could not have been forecasted, resulting in a worldwide 
shutdown and the need for new vaccines to be developed and clinical trials 
conducted, manufactured, distributed, and implemented. Even without a pandemic, 
the forecasting for vaccine supplies, staffing, the spread of viruses, etc., is a mam-
moth task [2]. 

39.2 How Healthcare Systems Differ from Non-healthcare 
Systems 

39.2.1 Sensitive Data 

Unlike other fields, healthcare data is highly sensitive in nature as it keeps account of 
patient information along with address, phone number, SSN, bank/payment details, 
medical history, medications, etc. This data should be very securely stored and 
processed. Any breach in security or if anyone hacks the system, then it will be a 
disaster. Healthcare data is also challenged by:

• Data stored in multiple locations and devices
• Structured and unstructured data
• Different formats of data
• The constant change in regulatory requirements for data 

39.2.2 Architectural and Functional Complexities 

Healthcare systems are typically equipped with multiple functionalities ranging from 
subscriber data storage, bill processing, data encryption/decryption, applying dis-
counts, membership ID generation, and claims processing; each will have one or 
many frontend and backend calls triggered to fulfil the requests. The architecture 
should be robust to handle the load and also account for future technology changes, 
user increases, and year-end processing to scale the infrastructure accordingly. 

39.2.3 Multiple Components 

Healthcare systems have many components to maintain, and each of them works in 
its own ecosystem, infrastructure, application development process, communication 
complexities, etc. Some of the major components are as follows:
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– Customer Data 
When a new customer is onboarded, all customer-related information, along 

with other dependents who are availing of service, is captured. A specific rate will 
be quoted based on the combination of customer data, location, and medical 
history. 

– Billing and Invoicing 
Customer bank/payment information will be maintained, monthly customer 

bills will be generated, and the relevant invoice will be sent to a physical address 
or delivered electronically. 

– Payment Processing 
Whenever an additional payment has to be processed as part of an insurance 

premium or claim, the payment processing system will handle it. 
– Medical Facility and Service Details 

In healthcare, tie-ups with medical service providers are constantly changing; 
new providers will be added, a few will be removed, and the preferred list of 
services will change, as well as the cost of medical services. 

– Claims Processing 
When a medical service is utilized, the provider will submit a claim. 

Depending on the type of insurance, the service may be fully covered, require a 
co-pay, or have a partial payment that will be determined and processed 
accordingly. 

– Fraud Detection 
Many times, fraud claims are filed. Healthcare systems have fraud detection 

checks in place, and, with the help of AI/ML models, any claims suspicious of 
fraudulent claims are further investigated. 

– Third-Party Applications 
Along with the existing web of internal applications and processing, the 

healthcare system should also be available for approved third-party applications 
to provide data, services, and payment information. 

In Fig. 39.2, the hierarchy of the healthcare provider components at a high level is 
represented. 

Fig. 39.2 Healthcare provider hierarchy



39 The Capability of Observing Performance in Healthcare Systems 545

39.3 Performance Observability 

39.3.1 Performance Monitoring 

Monitoring is a process of collecting data on the performance of an existing 
application. It is generally used to identify the bottlenecks causing performance 
issues when either modifying the existing hardware or improving software 
execution [3]. 

Healthcare application performance monitoring is a way of ensuring the applica-
tion is stable and in optimal condition to process users’ requests. This can be 
achieved by monitoring the key performance indicators (KPIs), such as:

• Server CPU utilization
• Server memory utilization
• Throughput
• Transactions response time
• Garbage collection
• ThreadPool
• Error rate
• Latency 

Monitoring is basically collecting and analyzing data from the system. Issues are 
usually observed after they have occurred. Even though monitoring is crucial to 
understanding the application’s current state to maintain the high uptime of the 
application, monitoring is not sufficient as it cannot help in predicting and resolving 
issues ahead of time. If the architecture is running on multi-cloud, Kubernetes, 
docker, etc., then monitoring at multiple levels and places should be done to reach 
a meaningful conclusion. 

39.3.2 Performance Observability 

Observability is the development of monitoring into a process that provides great 
insight into software applications, accelerates innovation, and increases customer 
experience. All applications should leverage observability to extend current moni-
toring capabilities, processes, and approaches to deliver these benefits [4]. 

Performance observability brings multiple component monitoring under one roof 
and goes beyond traditional monitoring of KPIs. Observability has the ability to 
access the internal system state based on the data it is producing, which will help in a 
deeper understanding of the application, proactively identify vulnerabilities, analyze 
issues, and resolve them. Observability is based on the 3 pillars – logs, metrics, and 
traces. 

Figure 39.3 highlights the difference between monitoring and observability 
scope [5].
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Fig. 39.3 Observability vs monitoring [5] 

39.3.3 Reasons to Implement Full Stack Performance 
Observability in Healthcare

• Physical and mental health is now tied closely with apps, consumer expectations 
are at a peak, and with this, performance has become even more critical.

• For healthcare apps, issues such as slow page response, website crashes, and bad 
connectivity are all causes for concern. This is because an issue with a healthcare 
app could result in a patient not receiving the necessary care.

• Patients must be able to connect to the website information, required medication, 
full service, or nearby physician that they require; it is no longer sufficient to 
simply maintain a positive user experience in order to prevent customers from 
switching to a different healthcare provider; rather, this must now be a primary 
concern.

• Observability, with a particular emphasis on the complete stack, needs to be 
placed front and center in terms of IT strategy in healthcare and hospital settings 
because the flawless operation of applications is of the utmost importance.

• The IT department is able to identify the source of the problem and mitigate it 
even before the user is even aware that there is a problem because of full-stack 
observability. This enables patients to obtain the care they need faster and more 
efficiently in the short term, but in the long run, it has the potential to develop 
profound trust between doctors and patients by removing additional barriers to a 
process that is already stressful.
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• The observability of the full stack has a natural tie to security. Security is essential 
in the healthcare industry, where HIPAA compliance and the privacy of the 
patient are of the utmost significance. This makes the need for security in the 
healthcare industry extremely pressing. Full-stack observability inherently 
requires the collaboration between CIOs and CISOs to ensure that applications 
have the highest level of security possible, starting with the applications them-
selves and extending to the network. 

39.4 Healthcare System Performance Observability 

39.4.1 KPIs 

Healthcare system observability should be set up to view components at a minute 
level and also from different areas. Observability helps in eliminating some key 
existing issues in the application, like data silos, high velocity of raw data, and high 
troubleshooting time. Some of the metrics which will help with the full-stack 
performance observability of the system are as follows:

• Log analysis
• Distributed tracing – End-to-end request tracking across multiple components 

and services
• End-user experience metrics 

39.4.2 Solution Providers 

Many traditional monitoring and profiling tools like Dynatrace, Splunk, and New 
Relic have come up with observability options. Dashboards can be built for the 
system with observability metrics to view holistic application performance. 

39.4.3 AI Model to Boost Observability 

Observability coupled with an AI model can do wonders for healthcare systems. 
Instead of relying on humans to analyze and take steps to mitigate risk, an AI model 
can learn from past experience and analyze the raw/collected data, predict the 
occurrence probability, and also take proactive steps to resolve the issues.
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39.4.4 Future Directions 

Despite the increasing complexity in the healthcare infrastructure, companies are yet 
to adopt observability, and some are in very early stages. Further awareness and 
study are required to create a standard observability approach along with AI models 
so that a system can be developed that can be deployed and co-exist with observ-
ability practice to mitigate issues. The healthcare system should maintain 99.9% 
uptime to create a better healthcare environment. 

39.5 Conclusion 

The article has argued the rationale for performance observability needed in the 
healthcare system, and how it can help to analyze the issues proactively and take 
measures to mitigate them to ensure healthcare application uptime is maintained at 
the highest level. With the current healthcare infrastructure evolution and technology 
in modernization, just by monitoring the system, it is impossible to ensure high 
availability for the end users. As healthcare infrastructure is expected to become 
even more complex and high volume processed in coming years, full-stack observ-
ability should be implemented as a standard practice, and further relevant AI models 
should be developed to take a proactive approach. 
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Chapter 40 
Prediction of Lung Cancer from Electronic 
Health Records Using CNN Supported NLP 

K. Jabir and A. Thirumurthi Raja 

40.1 Introduction 

Since the beginning of time, writing and speaking have been crucial tools for 
individuals in expressing and articulating their understanding of a wide range of 
complex abstract and real-world circumstances, and they continue to be so today. 
There is increasing agreement that written narratives are important sources of 
knowledge that may be used for decision-making in a wide range of sectors, and 
this consensus is developing. Due to the explosion of unstructured data from the 
origin of the Internet, data analytics using natural language processing (NLP) has 
hence appeared as a crucial technology to deal with experience and complex tasks, 
including machine translation, automated search, opinion mining, and question 
answering [1]. Natural language processing (NLP) is becoming increasingly impor-
tant in a variety of fields, including healthcare, education, and government. The 
increasing use of electronic health records (EHRs) leads to increasing data volumes 
that contain numerous text documents that are found available over different 
healthcare networks. This has led to research and development of new clinical 
NLP solutions that can help improve patient outcomes and clinical care across the 
healthcare consortium [2]. 

Over the past few years, electronic medical records (EMR) have grown in 
popularity, and they are currently used to document patient treatment in the vast 
majority of developed countries. Except for the fact that EMRs ease the exchange of 
data between patient care and healthcare practitioners, this EMR data can thus be 
utilized as a piece of knowledge on real-world evidence and epidemiological 
research in the healthcare field. When it comes to electronic medical records, on
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the other hand, they frequently only record a limited amount of information about 
patients in case notes or text fields in specified areas. Unstructured EMR data makes 
it hard to organize clinical research [3].

550 K. Jabir and A. Thirumurthi Raja

With enough application of advanced data analytics techniques, including text 
mining and machine learning (ML) methodologies [2–4], unstructured electronic 
medical record data can be more efficiently utilized for finding the relevance of 
disease in the case of medical research [2]. Modification of development of algo-
rithm in relation to the classification of features from the EHR is found beneficial, 
and this is found to provide solutions or diagnosis of the disease [5]. 

Smoking status has been classified in the majority of research [5–7] using 
secondary data sources, which is common practice. Another study on oral health 
records conducted in the United States recently developed a model that is similar to 
the one described here, except that it was centered on tobacco use rather than alcohol 
consumption [8]. As a result, despite recent breakthroughs in the case of ML and 
NLP approaches, researchers are still having difficulty finding the unstructured data 
that exists from different EHRs, including smoking. The construction of a text 
mining model to categorize the smoking mannerism of individuals was accom-
plished through the use of machine or deep learning (DL) techniques, and the best 
ML model was evaluated in comparison to a rule-based model [9]. People read this 
paper to see how an ML model and a manual classification method compare [10]. 

DL techniques have been shown to be better than traditional ML techniques at 
things like language modelling, point-of-sale tagging, and paraphrase identification 
[11]. These unique clinical documents include the non-standard clinical jargon and 
acronyms by healthcare providers, the inconsistency of document structure and 
organization, the need to rigorously de-identify and anonymize patient data in 
order to keep it safe, and so on [12]. 

The more clinical research and development we do, the more useful clinical 
applications we can make, such as clinical text summarization, patient group iden-
tification, clinical decision support, engagement support, and pharmacovigilance, if 
we can get past these barriers. 

In this study, lung cancer is retrieved and forecasted from input information using 
DL architecture and NLP. With this text mining approach, it is possible to predict 
cancer cases from input datasets in a fully automated fashion. Testing of the model is 
done in a number of contexts to confirm that DL and NLP are compatible with one 
another. When compared to the current approaches, there was a considerable 
increase in the accuracy of the predictions made. It can be good for research into 
lung cancer because the model is very durable, according to the results of the 
simulation.
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40.2 Related Works 

Examples of CNN applications include identifying cancer as in Araujo et al. [13], 
and this includes training the testing of the expression from the various representa-
tions of the text documents via the extraction of temporal relations. There are articles 
that relate to the relevance of modelling the search query, finding the interaction or 
relations between the protein–protein pairs, and interaction or extraction of drug– 
drug pairs from biomedical articles [14]. 

The application of CNN-based models to code radiological findings in accor-
dance with the ICD-10 coding scheme has also been demonstrated [14], 
outperforming standard ML classifiers. A new semi-supervised CNN architecture 
for automatic ADE detection in social media has been proposed, which was moti-
vated by the success of CNNs in a variety of clinical NLP applications, as previously 
described. In contrast to conventional systems, the proposed techniques utilize ML 
or lexicon approaches. These models rely entirely on expert annotations for the 
generation of the large volume of labelled data to train the supervised ML models for 
the detection of lung cancer. This model learns effectively from the increased 
volumes of data that consist of unlabelled data in association with labelled sets. 
They explored the utilization of CNN architecture for the classification and detection 
of clinical events, including treatments, disorders, adverse medication, and tests, 
from different text EHRs. These architectures have been shown to be effective for 
the detection of disease, tests, treatments, and medication events. Bidirectional 
RNNs and LSTMs can be used for a variety of tasks, including modelling contextual 
and relational similarities between the labelled entities to gain insights that can be 
used to make appropriate treatment recommendations, extracting clinical informa-
tion or insights from EHR, and named entities, among others [15]. 

Recently, it was revealed that the use of knowledge graph embeddings in LSTM 
transducers to detect hazardous pharmaceutical reactions in social media data could 
be effective. Using word- and character-level embedding data, RNNs and CNNs are 
combined to create sickness name and recognition models. Because of these past 
investigations, we developed a bidirectional RNN architecture based on attention 
that can be used inside an encoder-decoder-based CNN framework for the detection 
of disease from the clinical text [16]. 

Unlike domain-specific clinical paraphrasing that had relied on several 
unsupervised or semi-supervised models with word embedding for the extraction 
of medical synonyms, the proposed method developed an architecture based on a 
neural network that is capable of modelling a character or word sequences for 
addressing essentially the issues raised earlier. To train medical image caption 
generation models that exceeded their contemporaries in a benchmark evaluation 
assignment, we use CNNs. The result was a model that outperformed its colleagues 
in the benchmark assessment test. 

Memory network variants allow for greater versatility in using knowledge 
sources for NLP jobs requiring more complex reasoning and inference, such as 
answering questions, by exploiting information sources in a more flexible manner. A



novel network architecture has been developed in order to infer clinical diagnoses 
from several clinical unstructured documents. The use of CNN-trained models on 
unstructured clinical documents is hence proposed for the classification and diag-
nostic purposes. This model was trained on unstructured clinical documents to find 
probable diagnoses. 
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Reinforcement learning-based CDS tasks are currently restricted to medical 
imaging and a small number of domain-dependent clinical investigations and use 
cases in the area. It has been demonstrated to be beneficial for a variety of tasks in the 
past. For example, playing games and extracting entities have both been found to 
benefit from deep reinforcement learning techniques in the past. 

40.3 Proposed Method 

Using EMRs and natural language processing, Fig. 40.1 demonstrates the workflow 
of CNN analysis in the diagnosis of lung cancer. It was decided to use the text format 
of the EMRs on lung illnesses, which was retrieved from the healthcare management 
system, to store the syndromes, symptoms, and other relevant data. The diagnosis 
and syndrome components are retrieved from the database and thereafter saved in 
accordance with the distinct code allocated to each patient and the related pattern 
diagnosis. 

Fig. 40.1 Workflow of 
proposed CNN detection 
model

EHR Database 

Medical Text 

Preprocessing 

Text Extrac�on 

Word Embedding 

Vectoriza�on 

CNN Classifier 

Model based 
reasoning 

Performance 
Evalua�on 
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The mapping of syndrome and lung cancer sign content from the texts obtained 
from the computability vectors is developed via word embedding. CNN is used for 
the classification models, which are composed of syndrome vectors and lung cancer 
sign information, as well as elements or patterns of syndromes or patterns of 
syndromes. 

40.3.1 Input Representation 

Words, named objects, and fragments of speech are all examples of natural language 
inputs to consider. In some cases, it is feasible to express the words or text meaning 
by employing methodologies such as bag-of-words (BOW) modelling, which is 
described below. It is possible to generate a fixed-length vector representation using 
BOW modelling, which compares the word (i.e., presence or absence) in a phrase 
within a corpus. 

The score from “Term Frequency-Inverse Document Frequency” (TF-IDF) is a 
method for producing vector representations of input text that can be used as an 
alternative to the TF-IDF score. Because each word in the corpus/vocabulary can be 
represented as an n-dimensional vector when encoded using one-hot vector 
encoding, it is possible to represent each word in the corpus/vocabulary as an 
n-dimensional vector in the corpus. In this method, the ten-word vocabulary is 
hence mathematically represented as an n-dimensional vector with a point set. A 
one-hot encoding method, like BOW, does not take word order into account, which 
makes the representation sparse because the dimension is based on vocabulary size. 

Building a co-occurrence matrix for a corpus can help to reduce some of the limits 
stated above. Singular value decomposition (SVD) can be used to compress the 
dimensions even further, alleviating the size and sparsity issues that still exist. 
However, SVD has a higher computational cost and has a more difficult time 
absorbing new words and documents into the corpus that is being researched than 
the other two algorithms. Using a corpus of words to directly learn low-dimensional 
word vectors could be a viable method. Instead of counting co-occurrences between 
words, the primary idea behind this strategy is to either forecast the surrounding 
words (Skip-gram model) or each individual word (Continuous BoW or CBoW 
model) depending on the surrounding words (Continuous BoW or CBoW model that 
uses Word2Vec embedding). When you use stochastic gradient descent (SGD), you 
can use a feedforward neural network design that minimizes loss functions like 
hierarchical softmax and cross-entropy to learn representations of the corpus. 

CNN architectures are used for learning the high-dimensional representations of 
the vector from the characters, phrases, words, documents, or sentences, as well as 
their associations (referred to as embeddings). A bag-of-words model is not very 
good at complex NLP mechanisms like dialogue generation and machine translation. 
This architecture is better because it can learn vector representations of fixed-length 
for different text structures of variable length through a CNN, which makes it easier 
to train for these tasks.
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40.3.2 CNN Classifier 

For example, in CNN, at least one of its levels employs convolution rather than 
matrix multiplication, instead of matrix multiplication. CNNs automatically learn the 
filter values based on the tasks they are given to perform (kernels). Each filter 
processes the input through the use of a sliding window function in order to encode 
lower-level information. When it comes to CNNs, there are two critical aspects that 
must be addressed in order for them to be effective: location invariance (considering 
the features rather than their specific location as important) and compositionality, 
(i.e., encoding of features at lower-level into the representations at higher-level when 
the data goes via higher layers). 

When a linear activation is generated by the convolution layer, which applies 
numerous convolutions in parallel, the detector layer uses a nonlinear activation 
function. An output from one or more sublayers is transmitted up to a higher layer, 
which then uses the output as an input to do further processing. Later layers can 
utilize that value as an input to their own calculations. To make it simpler to view the 
model weights, W1, W2, and W6 are all shown in the same color to make them stand 
out more. 

CNNs can be used to perform classification tasks, including spam detection, 
sentiment analysis, and subject classification, since they operate in a manner that 
is similar to BOW principles in nature. Because location invariance is analogous to 
the absence of care for word order, we can say that data can be submitted to a number 
of filters and kernels, which can then be used to extract different features from the 
original data. Thus, each filter has the capability of encapsulating important charac-
teristics of the words under consideration in an array that may be represented in two 
dimensions (also known as a channel). 

By focusing on certain words within a range of window widths, a number of 
filters can be utilized to capture distinct parts of the corpus that would otherwise be 
missed. Using a sentiment analysis filter, it is possible to detect negative aspects in 
sentences, such as “not extraordinary” from the line “the product is not outstanding.” 
Because of their location invariance and local compositionality characteristics, 
CNNs, on the other hand, are unable to distinguish between “not amazing” and 
“amazing not.” 

From Eq. (40.1), an input vector obtained from the word wi(t) that is extracted 
from a sentence s, a bias vector b, a weight matrix, and the activation function is 
hence formulated as: 

σ W � xi tð Þ þ  bð Þ 40:1Þ 

It is possible for all neurons in a layer to use the model parameters W and b, which 
can be learned by practicing with a labelled data set. A nonlinear activation function 
such as
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f xð Þ= tan h xð Þ= max 0, xð Þ ð40:2Þ 

This can be used to compute higher-layer abstractions in the same way that the 
hyperbolic tangent or tanh(x) can be used to compute higher-layer abstractions. 
Finally, the output layer uses a linear classifier for the prediction of the label for 
any classification job based on the features that have been learned. 

40.4 Results and Discussions 

On the basis of an EHR and NLP data set, the study uses CNN techniques for the 
detection of lung disorders and further lung cancer diagnosis. The dataset is obtained 
from the MIMIC-III Clinical Database [17] that contains several EHR. The large 
volumes of real-world data from previous studies were used to train CNN in the field 
of integrative medicine. These researchers were able to construct models that could 
be used by a computer to interpret real numbers by using real-world medical records 
from clinical scenarios. In order to accurately diagnose lung disease, proposed 
approaches rely primarily on the high performance of CNN algorithms, which are 
capable of automatically extracting features from word vectors. The application of 
NLP and DL is to investigate the proposed methods for the diagnosis of lung cancer 
from large data sets. Such decision-making systems and integrated medicine diag-
nostic tools have a variety of applications. There may be substantial ramifications 
from this research for the incorporation of artificial intelligence into medical 
practice. 

In the field of detection and diagnosis, the discovery of the high efficacy 
(Figs. 40.2, 40.3, 40.4, and 40.5) of proposed techniques for the diagnosis of 
syndrome patterns is a promising development. The best Word2Vec CNN proposed 
technique was utilized to find symptom patterns in the development and external 
data sets, with an accuracy score of 0.95 (Fig. 40.2), respectively. The use of word 
embedding and CNN has sincerely contributed to the system’s increased efficiency.

The use of word embedding enables the mapping of words with computability 
vectors, and this makes it possible to conduct quantitative analysis of textual 
information. Using CNN, it is possible to automatically extract characteristics 
from medical literature in order to improve the CNN. Once a diagnosis in modern 
medicine has been determined, reasoning can be used to make a more accurate 
diagnosis of a syndrome pattern because the information related to diagnosis from 
modern medicine is hence added as a knowledge corpus. 

In order to assess the accuracy of CNN algorithms, an association study was 
performed, in which the number of different syndrome pattern types was compared 
to the sample sizes of the various groups. A linear regression analysis with an 
accuracy of 0.95 was also carried out to evaluate the linear association between 
the syndrome pattern and the sample size found in each group of participants. There 
were just a few studies that looked at the statistical link between the two variables.
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Fig. 40.4 Recall 
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Fig. 40.5 F-measure



Only two syndrome pattern types were included in the CNN with Word2Vec, and 
hence each group is required to have at least 800 sample sizes in order to contain all 
ten syndrome pattern types. The Word2Vec CNN accuracy method was 0.95. 
Following the recommendations of a linear model, the Word2Vec CNN technique 
with at least 1200 samples per group outperformed the control group in a syndrome 
pattern with 20 types, as shown in the linear model. Systemic integrative internal 
medicine includes 400 common symptom patterns that have been classified into 
20 systems. By incorporating the Word2Vec CNN algorithms into an integrative 
system, the algorithms were capable of satisfying a large volume of medical records 
that have an accuracy of 95% in the case of lung cancer cases. 
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The study finds that the proposed techniques perform remarkably well when 
utilized to diagnose symptom patterns in patients. Utilizing the Word2Vec CNN 
algorithms, along with information on current medical diagnoses, an accuracy of 
0.9559 was achieved in corpus 2 using the Word2Vec CNN methods. When 
compared to the existing CNN methods, this reasoning method offered clinicians a 
more comprehensive understanding of lung disorders, according to the researchers. 
Furthermore, it was better suited to integrative medicine practitioners and their 
patients than the previous version. In healthcare contexts, hybrid reasoning is often 
preferred over traditional reasoning. Incorporating data and expertise into CNN has 
resulted in hybrid reasoning that poses sincere advantages of reasoning that is found 
understandable to physicians. 

40.5 Conclusions 

In this paper, we use CNN and NLP to extract and forecast lung cancer from the 
datasets. A relationship was discovered between the parameters associated with 
sample size, symptom pattern, and clinical symptoms. With this text mining 
approach, it is possible to predict cancer cases from input datasets in a fully 
automated fashion. Testing of the model is done in a number of contexts to confirm 
that DL and NLP are compatible with one another. When compared to the current 
approaches, there was a considerable increase in the accuracy of the predictions 
made. It can be good for research into lung cancer because the model is very durable, 
according to the results of the simulation. A novel methodology for the development 
of finding the patterns in EHR in finding lung cancer is hence used in this work, 
despite the fact that it has a few disadvantages. In part, we were able to reduce our 
search to only ten syndrome pattern categories because there were no clinical case 
records for the other ten syndrome pattern categories. Future research should make 
use of entire patterns of the syndrome in diseases of the lungs or other organ systems 
as a result of this discovery. Because it was too small, it could not include all of the 
Chinese words for lung disease or other special terms. This is because it was too 
small.
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Chapter 41 
Challenges and Opportunities for IoT 
Deployment in India’s Healthcare Sector 

Navaneethakumar V., Vinoth Kumar V., Ravishankar S. Ulle, 
and Yogananthan S. 

41.1 Introduction 

Internet of Things (IoT) has been a buzzword in the current technological era due to 
its presence in all devices that are getting used. Recently, the usage of many latest 
technologies, such as the Blockchain, enabled medical recording and monitoring 
systems, smart devices, watches, mobile applications, biosensors, virtual voice 
assistants, and other electronic-based wearables. These technologies are slowly 
penetrating the healthcare sector to bring a major impact on the industry in the 
form of easy access to personal health data. Using the various sensors, the data can 
be linked with a mobile application which can be used to read, monitor, and interpret 
according to various parameters. The information is sent straight to our persons as 
well as medical facilities to handle any urgent situations. According to a survey by 
Grand View Research Inc., the healthcare sector’s IoT growth is presently estimated 
at $409.9 billion USD. Technavio forecasts a CAGR of almost 37% for the world-
wide healthcare IoT industry. Patients with diabetes mellitus (diabetes) have a great 
need for smart medical devices that allow them to self-monitor their condition, and 
these reports detail some of the current efforts in this area. Other gadgets, including 
as digital pill containers, inhalers, and syringe pens, are likewise anticipated. 

These smart devices can be used or implemented in healthcare through bio-
sensors, which are a crucial part of IoT implementation in healthcare. A wide variety 
of biosensors are part of the continuing digital change in the healthcare industry and 
can wirelessly communicate medical data to smartphones and web apps. Thus, 
doctors or health consultants can monitor the patient’s health and provide relevant 
treatment even from a remote location. The biosensors can help the users on a daily
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basis, gathering information about all activities starting from mobility, sleep, and any 
unusual symptoms. These biosensors help people in checking their heart rate, 
glucose levels, blood alcohol levels, arterial pressure, oxygen level, and pulse rate 
and thus transmit information in concurrent time and inform the consumers [1, 2].
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The most advantageous concept of this technology is the effective communica-
tion part. These devices can communicate with each other by sharing the test results 
and monitoring the status of patients on a real-time basis. This adaptation will create 
drastic growth in the healthcare industry. There are developments in diverse types of 
patient health portals (PHP) that play a significant part in connecting the healthcare 
supply chain by providing real-time services for patients and improving patient 
satisfaction. Also, it is able to provide easy access to hospital employees and 
caregivers to follow the procedures needed immediately. The doctors and specialists 
can check their patients online and provide consultation for suggesting tests and 
prescribing medicine. This will also enable the patients to fix appointments with 
doctors, process their payments, enable health-related discussions with other patients 
through communication forums, chat, discussions, and advice about healthy life-
styles, and thus make it easier for them to satisfy the services provided by the 
healthcare providers. These changes will be very useful in reducing unnecessary 
occupancy in hospitals and resource utilization for basic requirements [1]. 

We have witnessed a constant increase in the introduction of new health moni-
toring applications in the past two decades. This is due to constant demand in the 
market for easy access to healthcare support. Many pharmacy and healthcare 
organizations are investing in new research and development of these health mon-
itoring applications. Many projects have been developed and suggested for remote 
and personal health monitoring devices like wearables and implants. These projects 
are majorly based on sensors and wireless technologies that can link through IoT. 

Projects have been developed with a lot of suggestions for remote personal health 
monitoring achieved through implantable wearables and other solutions that can be 
handled through wireless technologies and sensors at less cost. Wearable of ubiqui-
tous monitoring environment and implantable sensors [2] is one kind of project that 
addresses people with arrhythmic heart disease. This project is intended to track 
heart operation securely through defined parameters of wearable, or portable sensor, 
mobile/wearable sensor systems. Their proposed system consists of a personal 
computer (PC), processor(s), web server(s), patient database(s), and body sensor 
network (BSN) nodes. Additional sensors, such as wireless-fidelity electrocardio-
gram (ECG) and pulse-oximetry (SpO2) sensors, can be added to the mix and 
mounted on dedicated Wi-Fi playing cards to complete the BSN loop. The warnings 
are received on a tiny flash card that can also act as a router between the BSN and the 
central server over a wireless-fidelity or cell community (Wi-Fi/GPRS) for PDAs, 
allowing for easier monitoring and analysis. The PC host interface can recognize and 
handle the patient sensor data as it arrives. Using the custom-built, all-encompassing 
software, relevant medical staff can be notified of any relevant updates immediately. 

The transfer of ECG data information to a databank system is proposed [3]. ECG 
information can be transferred over ZigBee to a main Internet server. The central 
database lets health workers view data. In this setting, the ECG pulse oximeter needs



more data [4]. The ZigBee-based system is also designed to track the patient’s 
movement and gather ECG readings. The transmitter can be placed on the patient’s 
neck, and the receiver on a PDA can be monitored by nurses/doctors using wireless 
and contact mics. In this setup, a ZigBee network collects ECG and pulse rate in a 
central database. The system uses triggered queries to the main databank, where the 
error rate is 5.97% or less. 
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Based on these types above, current implementation and innovation in IoT has 
enhanced the improvement of the far-off affected person monitoring functions and 
many features and extra complicated structures overlaying outsized ranges. The 
influence of IoT in the healthcare sector is going to change the way we are currently 
experiencing health care, like delivery of medication, precautionary diagnostic 
systems, early intimation of terminal disease, and emergency services to operate 
patients. Also, the integration of hospital management, like the availability of 
resources, inventory, maintenance, and medical equipment details, can all be tracked 
for efficient planning of the healthcare service. The Ege University hospital [5] has a 
comprehensive depiction and investigational outcomes of an application that was 
prototyped and tested the major components in the design of a medical IoT system. 

41.2 IoT in the Healthcare Industry 

Before the introduction of the IoT, patient–physician interactions were limited to 
visits, telecommunications, and texts. There was no way for doctors and hospitals to 
continuously monitor a patient’s health and make recommendations accordingly. 

Thinking of the IoT only as smart devices in homes/factories that communicate 
with each other to enable people to educate is a much narrower and simplistic 
definition. The idea is powerfully linked to the intrinsic capability of these compo-
nents to function in refined ways via various communication technologies. IoT will 
bring innovation to all areas of modern society, not just homes and industries. 
Among them, the healthcare sector is the most likely candidate. IoT enables imme-
diate and continuous real-time monitoring of patient conditions. This is especially 
important for many patients, such as those with chronic diseases [6]. 

Using the definitions provided in Gope and Hwang [1] and Catarinucci et al. [7], 
we can identify the following key areas in which IoT technologies are having an 
impact on the healthcare industry: peripheral healthcare and monitoring and surveil-
lance services; assisted living and geriatric care; early detection and treatment of 
chronic diseases; patient-centric medicine; reduced emergency room wait times; 
monitoring of hospital resources, staff, equipment, and safety; guaranteed critical 
evaluations of medical devices. 

IoT devices enables peripheral healthcare nursing, unlocking the potential for 
patient safety, wellness and empowering physicians to deliver superior care. It also 
improved patient engagement and satisfaction as interactions with doctors became 
easier and more efficient. In addition, remote monitoring of patient health can extend 
hospital stays and prevent readmissions. IoT will also have a significant influence on



significantly declining healthcare costs and humanizing patient outcomes. The IoT is 
certainly changing the healthcare business, defining again the realm of components 
and how individuals interact in bringing healthcare resolutions. IoT has a medical 
implementation that benefits patients, people, medical practitioners, healthcare units, 
and indemnity organizations. 
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41.3 Review of Literature 

IoT technology has recently advanced, making it possible for medical equipment to 
perform real-time analyses that were previously impossible for doctors to perform 
(Fig. 41.1). Additionally, it has helped healthcare facilities serve a larger population 
at once and do it at a low expense. The applications using cloud computing and Big 
data have also improved and streamlined doctor–patient communication, reducing 
the patient’s financial burden while increasing the patient’s engagement in the 
healing process. The development of healthcare IoT applications, which include 
health monitoring, disease detection, earlier detection of chronic disease, and per-
sonal care for young and senior citizens, is being aided by the significant influence of 
IoT that has been seen in recent years. 

The author of the paper [8] has presented an activity identification system that 
incorporates wearable gadgets into a wireless sensor network for remote patient 
monitoring. Healthcare charting, which clinicians currently perform physically 
during the patient review, physical examinations, patient monitoring, and registra-
tion of patients’ medical history and medicines, is a crucial activity. 

Medical professionals may now concentrate more on patient care and other 
medical tasks thanks to Augmedix’s IoT-based technology, which has helped them 
eliminate time-consuming and redundant tasks. With Augmedix, practitioners may
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Fig. 41.1 IoT-based application, users, and their usage 



record patients and input data into a hands-free platform using encrypted data that 
has been HIPAA-certified using smart glass technology similar to Google Glass. The 
technology eliminates the possibility of information leakage or misunderstanding by 
allowing for speedy data collection as well as safe transmission and storage of 
information. In a related study, the author [9] created an IoT-enabled health moni-
toring tool with embedded sensors for blood pressure, body temperature, and heart 
rate that enables remote health monitoring. 
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In order to extract the patient’s essential information, biosignals like electrocar-
diogram (ECG) and electromyography (EMG) signals were also examined with the 
aid of IoT-enabled wearable systems [10]. A cooperative IoT-based medical network 
was established in Wang [11] to offer rural areas healthcare monitoring. Various 
procedures for authentication and permission were used to provide a secure connec-
tion between the networks. 

In a household or other public service setting, this personalized customer 
approach system uses mobile apps to evaluate metabolic activity [12]. It is envisaged 
in the system that numerous users communicating with the same or separate 
healthcare facility use an IoT-based glucose meter. The glucose meter is registered 
in the IoT server using a personal mobile device. Once the glucose level has been 
measured using the glucose meter, the system recognizes a legitimate registered user 
and sends the data to the diabetes center at the medical center. The following uses of 
the same glucometer can take the measurement in a similar manner and send the 
information to a different medical facility. Consequently, even though the 
glucometer is used for personal measurement, the data can be shared with medical 
organizations for personalized healthcare with safe data transfer [13]. An algorithm 
that is constructed on the basis of a double moving average was used in the IoT 
architecture in another work for the detection of the blood glucose level. It is 
important to note that optical sensors, like near-infrared photodiodes and infrared 
LEDs, have also been used to assess glucose levels. Here Sunny and Kumar [14], the 
light signal received from the human body is utilized to calculate the body’s glucose 
level. 

41.4 Implementation of IoT for Patients 

With implantable glucose monitoring systems, diabetics can have units with sensors 
implanted simply underneath the skin. Additionally, it also lets the subject by 
intimating the probability of getting hypoglycemia in the future and present.
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41.4.1 Implementation of IoT for Physicians and Hospitals 

41.4.1.1 Medical Alert Systems 

Individuals may wear what appear to be ornaments – but are intended to caution 
people in situations of crisis. In the event of a fall, the person designated to respond 
to the emergency will be notified via smartphone that immediate assistance is 
required. 

41.4.1.2 Consumable Sensors 

People can now consume sensors like pills. Once the sensor is ingested, the 
information is relayed to the patient’s mobile app to help maintain the correct dosage 
of medication. Most medications are not taken as recommended owing to absent-
mindedness or the human tendency to forget due to stress and work conditions. This 
ingestible sensor ensures that patients are consuming the right medication at appro-
priate time durations and in the correct dosages. Few consumable sensors are 
additionally being used to extra precisely detect patients with stipulations such as 
colon cancer and also irritable bowel syndrome. 

41.4.1.3 Medication Dispenser 

The device can now be implanted in patients who are on regular doses of medication 
during the day. Patients are advised when their medication needs refilling. Medical 
practitioners can additionally remind you of neglected doses for the duration of 
regular check-ups. 

41.4.1.4 Portable Sensor 

Portable sensors are utilized in laboratories and in cold storage in healthcare units to 
confirm that samples of blood, refrigerated medicines, and additional biomedical 
materials are continuously at the appropriate temperature. 

41.4.1.5 Identifiable/Trackable Inhaler 

Trackable/identifiable inhalers inform patients about the situation or going through 
to cause an asthma attack, informing them on their smartphone or tablet. The data 
received can also be shared with a medical practitioner. An associated inhaler tells 
the patient appropriately about the medication.
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41.4.1.6 Wearables for Anti-depression 

Apple Inc. has developed an application for the Apple Watch that aids people with a 
tendency of anxiety/depression to cope with it. The application helps to track the 
patients’ conduct, outdoor schedules, appointments, screen cognitive and temper 
functions. 

41.4.1.7 Connectable Contacts 

Connectable contacts now measure blood sugar levels in diabetics. But quickly, you 
will be in a position to fix your eye’s focal point and enhance your vision. 

41.4.1.8 Position Services 

Things such as defibrillators, wheelchairs, nebulizers, scales, pumps, and observing 
devices are mapped and connected with IoT sensors so they can be easily found by 
healthcare workers. Physical devices are often out-of-place or difficult to find in 
time, but with the help of IoT sensors, staffs know where they are placed and where 
their position is. 

41.4.1.9 Remote Monitoring 

Medical professionals can use IoT devices to monitor people who have just under-
gone surgical procedures or are moving to outpatient care. The healthcare profes-
sional will be notified when a patient is in a serious condition that needs to be 
attended immediately. In the past 5 years, the innovation in IoT-based healthcare is 
increasing. There is much more application in the healthcare division that could be 
highlighted. 

This capacitance takes into account all of the impacts from the touch screen 
components, such as the interactions between the sensor pad, overlay, and ground or 
the pin capacitance from the controller. Thus, CP represents the complex electric 
field produced by all of the components. 

41.5 Data Analysis of IoT Implementation 

The following category and area of applicants data were collected as listed in the 
table for further analysis, and the results were found as discussed in Table 41.1:
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Table 41.1 Between-sub-
jects factors 

Value label N 

Category of applicants 1.00 Student 4 

2.00 Doctor 4 

3.00 Industry 4 

4.00 Sports person 4 

5.00 Geri care 4 

Area of applications 1.00 Fitness 5 

2.00 Health care 5 

3.00 Style 5 

4.00 Work-related 5 

Table 41.2 Dependent variable: usage level of IoT 

Source Type III sum of squares df Mean square F Sig. 

Model 12805.300 8 1600.663 1.281 0.337 

Category of applicants 25.700 4 6.425 0.005 1.000 

Area of applications 478.800 3 159.600 0.128 0.942 

Error 14992.700 12 1249.392 

Total 27798.000 20 

41.5.1 Two Way ANOVA Table 

The influence of IoT on the medical field is tested through this research by collecting 
data from different categories of applicants. Two-way Anova (Table 41.2) i  
employed with the following hypothesis. 

41.5.2 Null Hypothesis 

H01: All the categories are using the same level of IoT 
H11: All the categories are not used equally 

41.5.3 Alternative Hypothesis 

H02: All the fields have an equal level of application 
H12: All the fields are not equally applied 

Accepted 

H11: All the categories are not used equally 
H12: All the fields are not equal
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Table 41.3 Descriptive statistics table 

Dependent variable: IoT usage level 

Category of applicants Area of applications Mean Std. deviation N 

Student Fitness 10.0000 . 1 

Health care 15.0000 . 1 

Style 70.0000 . 1 

Work-related 5.0000 . 1 

Total 25.0000 30.27650 4 

Doctor Fitness 15.0000 . 1 

Health care 45.0000 . 1 

Style 10.0000 . 1 

Work-related 30.0000 . 1 

Total 25.0000 15.81139 4 

Industry Fitness 10.0000 . 1 

Health care 5.0000 . 1 

Style 0.0000 . 1 

Work-related 90.0000 . 1 

Total 26.2500 42.69563 4 

Sports person Fitness 69.0000 . 1 

Health care 6.0000 . 1 

Style 5.0000 . 1 

Work-related 20.0000 . 1 

Total 25.0000 30.12197 4 

Geri care Fitness 15.0000 . 1 

Health care 75.0000 . 1 

Style 1.0000 . 1 

Work-related 0.0000 . 1 

Total 22.7500 35.50000 4 

Total Fitness 23.8000 25.39094 5 

Health care 29.2000 30.30182 5 

Style 17.2000 29.77751 5 

Work-related 29.0000 36.12478 5 

Total 24.8000 28.55945 20 

This reveals the results that all the categories were not used IoT applications 
equally in all the fields. Further, to get clarity, the mean values and standard 
deviations were also calculated for the data collected in the study area and listed 
below. 

Mean and standard are found for the study area data and listed in Table 41.3. 
The above table reveals the mean and standard deviations of each category from 

others; the following results were observed: 

1. Though students are using IoT applications, most are using them as fashion, and 
standard deviation also reveals high fluctuation.
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Fig. 41.2 Healthcare industry uses IoT applications 

2. Doctors were using profession-related applications with fewer standard devia-
tions than any other category. 

3. Medical industry uses 90% of IoT applications. 
4. Sports persons using fitness purpose with high fluctuations. 
5. Geri people also use almost 75% of applications toward health. 

The same result is shown in the chart (Fig. 41.2). 
The chart reveals the fact that the healthcare industry uses IoT applications more 

than any other industry, considerably on the high side. 

41.6 Conclusions and Future Work 

The research paper is intended to identify the IoT implementation in the area of 
healthcare industry. It discusses thus projects and implementations carried over in 
the recent timeframe and focuses on their practical application. The scope of this 
research is based on the responses received from various profiles from Bangalore, 
India. The category of a profile is given as students, medical professionals, industry 
practitioners, sports, and Geri care. At the same time, the area of IoT applications is 
given as lifestyle, fitness, healthcare, and work-related. The impact of the IoT on the 
healthcare industry is examined in this article. It also discusses the opportunities and 
threats that IoT technology presents to the health industry. Furthermore, it identifies 
the area that needs more attention for further implementation of this kind of project. 
This will help both technology innovation and the healthcare industry to work 
together to increase the level of investment needed. Though the recent impact of



healthy lifestyles among people has increased, this study denotes that the majority of 
the requirement comes from doctor professionals for healthcare requirements. 
Hence, the IoT application and implementation will be required more in this area 
in the near future, and it will lead to an efficient healthcare operation. 
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Chapter 42 
WADET: A Novel Approach to Chronic 
Kidney Disease Detection and Analysis 

S. Mohammed Imran and N. Prakash 

42.1 Introduction 

Chronic kidney diseases reflex the health condition of human kidneys in a timely 
basis. If the kidney cannot filter the bloodstream, it gets rid of metabolic activity 
because the waste stages are in the kidney. The infections inside the kidney take 
longer to reflect; hence one of the critical chronic diseases identified by the diagnosis 
is kidney disease. Large millions of people all over the world are affected by kidney 
diseases, including chronic kidney diseases. It requires previous healthcare records 
of the patients to analyze the chronic kidney diseases. Predictive healthcare analytics 
supports various healthcare segments of life, aiming to provide diagnostic steps 
more accurate and precise to the relevant disease criteria. In an effort to raise 
awareness on health transformation impacts of lifestyle habits on chronic diseases, 
various diseases hit humans with various new symptoms until the critical condition 
of the disease abstract the normal will be in people are not taking care of it. Chronic 
kidney disease is one of the most common diseases with a high-risk impact. 

The kidney is the fundamental organ that purges the circulatory system and 
disposes of metabolic waste. Constant kidney sickness demonstrates the condition 
where the human kidney is versatilely harmed. Constant kidney sickness tainted 
organs by shifting the circulatory system and disposing of metabolic wastages. 
Constant kidney illness can be treated by examining the verifiable records of kidney
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disorders [1]. The strength of the kidney relies upon different factors, for example, a 
healthy way of life, food propensities, race, age, and sort of constant medical 
problems and so forth. If kidney sicknesses are not treated in the early phase, 
constant kidney illnesses smother the kidney’s working in the long haul. Ineffective 
clinical treatment and untreated kidney problems lead absurdly to serious kidney 
give. Continuing mechanical development has made numerous strategies for diag-
nosing kidney problems in the beginning phases. Understanding the verifiable 
treatment and working boundaries of the kidney is useful for the individual to treat 
the issue successfully [2]. Chronic kidney diseases (CKD) analysis should be limited 
to several tests to cover the populace. CKD can be investigated through clinical well-
being records, CT pictures, and determination tests [3].
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Figure 42.1 shows the general process of healthcare data analysis using data 
analytics [5]. The computational intelligence of existing record analysis made 
doctors and technology experts decide on certain therapies. Several studies impact 
the usage of machine learning algorithms to analyze patients’ clinical records 
regarding chronic kidney diseases to make relevant decisions. 

• The proposed approach focuses on developing a robust methodology in which the 
feature extraction and classification processes are highlighted. In terms of han-
dling the big dataset, the challenge in handling the multivariable nonlinear data is 
focused.

Fig. 42.1 General process 
involved in healthcare data 
analysis [6]
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• Here multivariate feature extraction technique is utilized using an exploratory 
data analysis window. Further preprocessor data is split into training data on 
testing data to make a pattern verification process.

• A novel wide and deep ensemble technique is developed here in which three 
regression algorithms come together. Linear gradient regression (LGR), random 
forest regression (RFR), and sparse greedy regression (SGR) techniques are 
proposed to form ensemble techniques that capture the highest correlation factor.

• Utilizing the statistical evaluation based on correlation factors further system is a 
validator. The process validation is achieved using the K-fold cross-validation 
method using a deep aggressive network (DAN). 

The performance of the overall system is validator using accuracy (ACC), 
precision (P), recall (R), sensitivity (S), and Matthew’s correlation coefficient 
(MCC). The rest of the chapter is formulated as a detailed background study in 
Sect. 42.3. This is followed by system tool selection and problem identification of 
the existing system in Sect. 42.4. Further, in Sect. 42.4, the system design method-
ology is developed. Results and discussions are obtained with Sect. 42.5. Conclusion 
and future enhancement follow. 

42.2 Background Study 

D. Chicco et al. [6] presented a machine learning algorithm using medical records of 
chronic kidney disease–infected patients. The severe cases of chronic kidney dis-
eases and the normal patients with chronic kidney data are combined to form a 
predictive analysis method. The presented approach achieves Mathew’s correlation 
coefficient of 0.499, and in the formal cases, the main value achieved is 0.469. Due 
to various lifestyle habits, smoking, food habits, and lack of water intake, chronic 
kidney diseases are developed. Diabetes is also one of the reasons for chronic kidney 
diseases. The methodology is introduced in the presented system using the feature-
based ranking method. Various parameters such as age, creatine, blood rate, and 
diabetics level are included to make the analysis. 

Bhaskar et al. [7] have approached a new urea level discussed in the presented 
paper. The author collects various information on RAW signals, collects the urea 
level of saliva, and normalizes the data. Using one-dimensional convolutional neural 
network architecture, this process incorporated with support vector machine and 
ensemble approach is developed to make the classification. The proposed approach 
achieved the classification of 98.04%. 

G. Chen et al. [8] utilization deep learning methods and adaptive deep learning 
mechanism for helping to make the early prediction of kidney diseases effectively. 
Any kind of classification methodology and its accuracy is based on the effective 
utilization of collector data. Most classification algorithms focus on feature extrac-
tion tricks to enhance the accuracy of the classification process and reduce the 
feature extraction time. The presented chapter developed the supervised tissue 
classifier methodology, which classifies the input features into two categories; 
hence the dimensionality is reduced.
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A. Ogunleye et al. [9] presented an artificial intelligence algorithm for chronic 
kidney disease detection using the XGboost regression process. The model is created 
with optimal training inputs and achieves the highest feature extraction technique 
using CKD optimizers. The presented chapter achieves the highest accuracy of 
100% for static data with the highest sensitivity of 1. The reduced model with few 
features is desirable until the highest performance is achieved. 

J. McAllister et al. [10] presented a predictive control system is compared with 
the standard model in detecting kidney disorders. The predictive model approach 
iteratively adjusts the weight of the desired input to the training input. Computational 
prediction of that optimization for anemia in chronic kidney disease is discussed in 
which zone model predictive control is utilized. 

Hoi et al. [11] presented a joint learning hidden algorithm for electronic 
healthcare records. The proposed approach transforms the given data into graphical 
convolutional data that combines various statistical measures to make a pattern 
comparison. The proposed approach consistently outperforms comparing with the 
previous approaches and achieves the accuracy of greater than 90% for general 
purpose representation of learning algorithms. The proposed approach analyzes 
various electronic health records based on classification. 

S. M. M. Elkholy et al. [12] presented an artificial intelligence (AI) classification 
approach and a predictive analysis method using a deep belief network (DBN). In 
order to obtain the maximum information on kidney diseases for the given dataset, a 
categorical cross entropy method is used for the loss function. The proposed 
approach achieves the highest accuracy of 98.5% sensitivity of 87.5% and comfort 
with various data for approaches. As mentioned in the proposed paper, utilizing deep 
learning techniques in clinical data analysis provides early prediction of chronic 
kidney diseases. Early renal disease prediction helps to prevent the advancement of 
kidney illnesses and the life-shortening effects of kidney damage. 

42.2.1 Summary of Findings

• The challenges existing frameworks face are complexity in multivariate data, 
handling the nonlinear dataset, and similarity issues. The false sensitive data need 
to be removed from the dataset. Data normalization needs to be focused on.

• The cumulative data on a single formulation creates more propagation delay in 
analysis; hence, the wise sparse approximation is recommended. 

42.2.2 System Design 

The proposed model is developed using Python IDE 3.8 35-level computing envi-
ronment for complex numerical computations and scientific implementations. It 
consists of libraries that enable automated numerical operations and scientific



computing key points within the integrated environment. The graphical representa-
tion of the presented method is evaluated with the Google collaborator window. It 
consists of recalling the Python libraries in an automated way that reduces the time of 
experimental setup. 
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42.2.3 Problem Identification 

The current lifestyle changing habits, obesity, and hypertension act as one of the 
common criteria for people’s problems. Numerous medical issues are the root kidney 
diseases because of family history, a hierarchical record of people having kidney 
transplantation problems, kidney disease medicines that cause severe kidney disor-
ders, most of the pain killers, and age and race, such as old people and certain racial 
groups who have a high chance of developing kidney diseases. Kidney disease 
diagnosis of early stage helpful for the patients to save their life with the protocol 
provided by the health experts. The pattern of medical records, healthcare records, 
and habitual records are gathered and evaluated using multivariate exploratory data 
analysis in the promising field of study on chronic kidney disease. Chronic the major 
challenge in data analysis is handling a large amount of data that occurs in a 
nonlinear pattern. In order to make the early prediction and develop a prediction 
algorithm, handling the data set in the future extraction process is vital. 

42.3 Methodology 

42.3.1 System Architecture 

Figure 42.2 shows the system architecture of the proposed chronic kidney disease 
detection system using the novel wide and deep ensemble tree (WADET) method.

42.3.2 Data Preparation 

The data preprocessing enables the Kaggle datasets CKD dataset to read, resize into 
fixed frames of blocks, etc. These data are processed block-wise and further utilized 
for the multivariate feature extraction (MVFE) technique.



578 S. Mohammed Imran and N. Prakash

Kaggle 
CKD 

Dataset 

PRE-
PROCESS 

Nelder-Mead 
Algorithm(NMA) 

Training 
Data 

Testing data 

WADET 
Pedictive Analysis 

k-Fold Cross 
Validation 
(DAN) 

Kidney Disease 
Classification 
Acc, Prec, 
Recall, 
Sensitivity, 
MCC 

PAM on Chronic 
Kidney Disease 
Detection 

Feature 
Selection 
MultiVariate 
feature 
extraction 
(MVFE) 

Data 
preparation 

Fig. 42.2 System architecture

42.3.3 Feature Analysis 

Data visualization is graphically visualizing the data to analyze the patterns, decide 
on repeated patterns, etc. Most of the data visualizations are divided into three types 
of categories. Univariate analysis is where the data type contains only one variable, 
and it looks like a simple analysis format that deals with one quantity change 
throughout the data. This version is simple, attaining your good pattern from the 
data within the existing graph. By various analyses, this type of data involves two 
different variables utilized to impact the data set. The relationship between the two 
impacts data is also important for the pattern process. In the case of multivariate 
analysis, the data have different pattern generation where the challenge is to make a 
unique pattern with a certain relationship between the data. This kind of multi-
Manually checked notes for variance data not automated methods. 

42.3.4 Proposed Novel WADET Model 

In the LGR model, the target is to make the best fit to the regression line where the 
given data value of x is compared and trained with the database value of Y. Some 
statistics are behind the two data sets, such as root means the square error is utilized



to make the true prediction value are false value. The lower the cost function then, 
the higher the correlation. To minimize the cost function, the model must be trained 
between higher iterations and randomly with recursive updates to the data. By order 
for the final update of the hypothesized equation for non-linear data, Data predictive 
score should be one according to the formula given below. 
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42.3.4.1 Linear Regression Cost Function 

RFR is a supervised learning algorithm in which combined learning of regression 
methodologies has recently been utilized to make multiple decisions for a single 
model. These regression algorithms help make multiple decisions in a data tree 
where the aggregation focuses on the highest co-correlated decision. Using Multi-
variate data analysis techniques, different forms of data in algorithm End point. 
These data are split into blocks of frames, and each has a certain decision achieved 
by the random for a. The majority of voting is achieved if it has a major value related 
to the correlation date. The regression problem is further solved by making the 
decisions related and non-related to the zero value. 

The greedy spas regression algorithm effectively approximates the multivariate 
data given by the chronic kidney disease data set (Fig. 42.3). Due to the scattered 
patterns of multivariate nonlinear data, it requires large titrations of learning to 
format the data to the best pattern. A set of features is selected from diversity. 
A feature extraction technique for selecting a subset of features for a learning 
mechanism has been created. A best-pass regression algorithm adjusts the weight 
of each frame It can be adjusted with a specific data frame to create a subset. In the 
case of no subset, the values match the existing subject, which are then modelled as a 
different subset. At the end of the result, the learning algorithm demonstrates the
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Fig. 42.3 Random forest regressions



robustness of fat signal recovery using the cluster data of feature extracted chronic 
kidney values. The Nelder–Mead algorithm explains this step by step below. The 
sparse greedy algorithm works with finding the greedy solution of the probability 
weight p until the maximum iteration runs over time. The number of weights 
initiated to zero is further incremented to the next hydration, and the weights are 
incremented. The data is normalized, and the evaluation matrix is parallel calculated. 
If the accuracy means in the assessment matrix, such as the accuracy means 
calculated during the iteration, it should reach the maximum value. For example, 
the accuracy should be high, and the main square error should be low (Fig. 42.4).
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Fig. 42.4 SGR process 

42.3.5 WADET Pseudocode Using Nelder–Mead Algorithm 

Input: Get dataset, make convergence thresholds 
Output: W optimized weights of each column 
Mm, d1 = number of rows 
W = Null Vector, length d 
P = Null vector of length Mm 
S = 0; Initially 

While (Conv<0)do 
S = s  +  1;  

For j = 1:d1, perform 
X[j] = metric(y,(P + z(:,j)/s)); 

End 
Max(j) = argmax(x(j)); 
P = p + x(:,jmax). 
W(jmax) = wjmax+1; 
End 
Return process w/s;
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Fig. 42.5 Proposed 
WADET model 
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42.4 Formulation of WADET Model 

Figure 42.5 shows the aggregate fusion of LGR, RFR, and SGR and their weights 
accumulation to enable the final prediction. Each model has a unique way of 
statistical analysis window to act on the prediction mechanism. The proposed 
model WADET is created to the aggregate result of each model. 

42.5 Results and Discussion 

42.5.1 MVFE for Feature Mapping 

Figure 42.6 shows the MVFE process where various chronic kidney disease features 
are formulated as unique attributes. These attributes are manually encoded before 
fetching into the analysis models.

42.5.2 Classification Result 

Figure 42.7 shows the classification result of CKD and non-CKD data from the data 
analysis. Further, the independent analysis is discussed in Fig. 42.8.
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42.5.3 Performance of Independent Models 

Figure 42.8 shows the accuracy of three independent models, LGR, RFR, and SGR, 
plotted as performance metrics.
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Fig. 42.9 Comparison of independent model with aggregate fusion model (WADET) 

42.5.4 Comparison of Independent Model with Aggregate 
Fusion Model (WADET) 

Figure 42.9 shows the comparison of independent models with an aggregate fusion 
model called WADET. The independent accuracy of LGR, RFR, and SGR is 
separately shown in Fig. 42.7. The fusion aggregated result combines the prediction 
benefit of each model and validates the result further to make an accurate decision on 
chronic kidney disease. 

Table 42.1 shows the comparison of existing methods and the proposed WADET 
model.
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Fig. 42.10 Comparative metrics 

Table 42.1 compares chronic kidney disease detection systems with various 
existing state of heart approaches discussed here. The author discusses the 
convolutional neural network with a support vector machine algorithm for the 
physiological data collected from the patients. The system achieves 98.04% using 
real-time data. The author utilized the random for our algorithm as a universe data in 
which the UCI dataset is combined. The random forest achieves the highest of 
85.5%. A deep belief network is considered one of the robust methodologies for 
making complex decisions with complex input samples. The chronic kidney disease 
data of various patients combined with the physiological data. The author achieves 
an accuracy of 98.5% using the belief network with a low error rate. 

Figure 42.10 shows the comparison results of various existing implementations 
on chronic kidney diseases to the proposed WADET model. The nonlinear data 
analysis is carried out with the MVFE process before fetching it into the aggregate 
fusion WADET model. 

Using artificial intelligence algorithms and internal frameworks, chronic kidney 
disease detection and data analytics techniques are improved. Using the end-stage 
renal disease (ESRD) data set, the author presented an XGboost algorithm for 
making the classification of chronic kidney diseases (Fig. 42.11). The highest 
occurrence of 95% is achieved using the HG boost algorithm. The proposed frame-
work on novel wide and deep model combines the benefit of the random forest 
algorithm, linear regression algorithm, and the SGR algorithm to form the highest 
correlation factor. The final decision-making on the proposed chronic kidney disease 
data set has arrived using the Nelson-made algorithm. The proposed approach is the 
highest circular of 99.3 percentage and compared with the existing state of the heart.



586 S. Mohammed Imran and N. Prakash

0.75 

0.80 

0.85 

0.90 

0.95 

1.00 

CN
N

-S
VM

 

Ra
nd

om
 F

or
es

t 

DB
N

 

XG
BO

O
ST

 

W
AD

ET
+D

AN
 

[4] [6] [2] [7] Proposed 

0.99 

0.85 

0.98 

0.95 

0.99 

Accuracy 

Precision 

Recall 

Sensi�vity 

Fig. 42.11 Various comparative metrics 

42.6 Conclusion 

Currently, exploratory data mining of health records provides predictive estimates of 
essential diseases that cause life-altering difficulties. Due to various reasons, chronic 
kidney diseases are developing among millions of people around the globe, and they 
should be treated as early as possible. The proposed framework on novel wide and 
deep model combines the benefit of the random forest algorithm, linear regression 
algorithm, and the SGR algorithm to form the highest correlation factor. The final 
decision-making on the proposed chronic kidney disease data set has arrived using 
the Nelson-made algorithm. The proposed approach is the highest circular of 99.3 
percentage and is compared with existing state-of-the-art approaches. Further, the 
system needs to be improved using a deep and generalized adversarial network to 
enhance the prediction performance to the next level. 

References 

1. Arjun, A. S., & Chandavarkar, B. R. (2021). Predictive analytics and data mining in healthcare. 
In 2021 12th International Conference on Computing Communication and Networking Tech-
nologies (pp. 1–7). 

2. Mangat, P. K., & Saini, K. S. (2021). Health CARE prediction using predictive analytics. In 
2021 10th International Conference on System Modeling & Advancement in Research Trends 
(SMART) (pp. 64–70).



42 WADET: A Novel Approach to Chronic Kidney Disease Detection and Analysis 587

3. Singh, S., Mukherjee, S., Dewan, R., & Ajala, J. A. (2019). Predictive analysis in health care. In 
2019 International Conference on Computational Intelligence and Knowledge economy 
(pp. 467–470). 

4. Nithya, B., & Ilango, V. (2017). Predictive analytics in health care using machine learning tools 
and techniques. In 2017 International Conference on Intelligent Computing and Control 
Systems (ICICCS) (pp. 492–499). 

5. Antony, L., et al. (2021). A comprehensive unsupervised framework for chronic kidney disease 
prediction. IEEE Access, 9, 126481–126501. 

6. Chicco, D., Lovejoy, C. A., & Oneto, L. (2021). A machine learning analysis of health records 
of patients with chronic kidney disease at risk of cardiovascular disease. IEEE Access, 9, 
165132–165144. 

7. Bhaskar, N., & Manikandan, S. (2019). A deep-learning-based system for automated sensing of 
chronic kidney disease. IEEE Sensors Letters, 3(10), 1–4. 

8. Chen, G., et al. (2020). Prediction of chronic kidney disease using adaptive hybridized deep 
convolutional neural network on the internet of medical things platform. IEEE Access, 8, 
100497–100508. 

9. Ogunleye, A., & Wang, Q.-G. (2020). XGBoost model for chronic kidney disease diagnosis. 
IEEE/ACM Trans Comput Biol Bioinf, 17(6), 2131–2140. 

10. McAllister, J., Li, Z., Liu, J., & Simonsmeier, U. (2019). Erythropoietin dose optimization for 
anemia in chronic kidney disease using recursive zone model predictive control. IEEE Trans-
actions on Control Systems Technology, 27(3), 1181–1193. 

11. Hoi, E., Xu, Z., Li, Y., Dusenberry, M., Flores, G., Xue, E., & Dai, A. (2020). Learning the 
graphical structure of electronic health records with graph convolutional transformer. Proc 
AAAI Conf Artif Intell, 34(01), 606–613. 

12. Elkholy, S. M. M., Rezk, A., & Saleh, A. A. E. F. (2021). Early prediction of chronic kidney 
disease using deep belief network. IEEE Access, 9, 135542–135549.



589

Index 

A 
Accuracy, 5, 13, 14, 16, 18, 32, 33, 38–40, 42, 

43, 45, 68, 78–80, 82–84, 91, 95, 99, 
120–122, 129, 149, 151, 153, 154, 158, 
162–164, 166, 170–173, 179–187, 192, 
195, 213, 216–219, 222, 225, 230, 247, 
250, 251, 263, 264, 268, 280, 284, 
290–292, 294, 296–299, 315, 319–322, 
395, 402, 416–419, 421, 423, 433, 446, 
448, 453, 454, 456–458, 470, 550, 555, 
556, 558, 575, 576, 580, 582–585 

Adaptive sailfish optimization (ASFO), 58, 62, 
64–68, 73 

Advanced technology, 466, 469, 470 
AGS cell lines, 410 
Airborne infections, 47–53 
Air quality during COVID-19 in prediction 

system, 415–428 
AlexNet, 99, 100, 315, 318 
Anomalies, 61, 98, 255, 313, 391–398 
Arthritis, 230, 438, 473–476, 479, 482–484 
Artificial intelligence (AI), 49, 58, 77, 

79, 82, 89–91, 94, 95, 108, 137–139, 
141, 144, 145, 183, 187, 202, 239–251, 
387, 447, 470, 544, 547, 548, 555, 576, 
585 

Artificial intelligence for IT Operations 
(AIOps), 239–251 

Artificial neural network (ANN), 5, 39, 59, 120, 
121, 149, 163, 167, 182, 202, 392, 394, 
397, 426–428 

Assessment of formulation parameters, 508 
Autism spectrum disorder (ASD), 177–188 

© European Alliance for Innovation 2023 
F. J. J. Joseph et al. (eds.), Computational Intelligence for Clinical Diagnosis, 
EAI/Springer Innovations in Communication and Computing, 
https://doi.org/10.1007/978-3-031-23683-9 

B 
Bag of visual words (BOVW), 450 
BC classification, 124 
Biochip, 303, 306 
Blockchain, 89, 338–350, 561 
BOA and PM2.5, 166, 169, 170 
Brain tumor, 201 
Breast cancer, 22, 23, 61, 69, 117–122, 127, 

130, 191–193, 216, 269, 279, 280, 301, 
302, 310 

C 
Cancerous, 1, 79, 118, 194, 195, 215, 301, 303, 

307–309 
Cardiac disease, 102, 104, 290, 291 
CBIS-DDSM, 62, 67 
Central nervous system (CNS), 1, 239–251, 489 
Chronic kidney disease, 573–586 
Churn analytics, 364, 366, 369, 372, 373 
Classification, 2, 5–7, 10, 13, 14, 16, 23, 24, 

26–34, 39–42, 44, 45, 59, 78, 80–82, 84, 
87, 101, 102, 119–122, 130, 139, 
145–154, 158, 162, 163, 165–169, 173, 
179–182, 184–187, 215, 221, 241, 246, 
253–264, 268, 269, 291, 292, 314, 315, 
318–321, 341, 394, 397, 416, 417, 420, 
423, 428, 445, 446, 448, 451, 452, 454, 
456, 457, 515, 532–534, 550–555, 
574–576, 581, 582, 585 

Clinical intelligence, 527–540 
Cloud, 98, 111, 112, 139, 146, 242, 250, 350, 

353–361, 468, 527, 539–541, 564

https://doi.org/10.1007/978-3-031-23683-9#DOI


590 Index

Clustering, 11, 91, 121, 122, 146, 164, 182, 
215–222, 225, 256, 269, 364, 418, 450, 
451, 530, 532 

Computed tomography (CT), 2, 5, 25, 26, 94, 
98, 192, 201–206, 210, 211, 253–264, 
574 

Computer-aided diagnosis (CAD), 57, 185, 
253–255, 264, 268, 313 

Consensus protocols, 337, 342 
Contrast-limited adaptive histogram 

equalisation (CLAHE), 58–61, 65, 67, 
69–71, 73, 280, 281, 283–285 

Contourlet fusion technique, 204, 205, 213 
Convolution neural network (CNN), 78–84, 93, 

99, 102, 103, 118–122, 129, 130, 163, 
164, 182, 186, 245, 314, 315, 318, 320, 
416, 418, 420, 421, 423–425, 447, 
453–457, 551–556, 558 

COVID-19, 47–53, 337, 350, 353, 355, 361, 
363–365, 372, 415–419, 421, 426, 428, 
461, 543 

C-reactive protein, 228, 231–234 
CT images, 254, 256, 257, 264, 269 
CTSS, 135–140 
Cyst, 267–277, 313 

D 
D-α-tocopheryl succinate, 401–411 
Datacenter, 358 
Data grouping, 138, 416, 420, 421, 426–428 
Data mining (DM), 77, 84, 98, 99, 145, 215, 

216, 221 
Deaf/hard-of-hearing (DHH), 516, 519–522, 

524, 525 
Decentralization, 337, 342, 350 
Deep learning (DL), 34, 78, 79, 83, 89, 92–107, 

112, 113, 118, 119, 121, 162, 173, 180, 
181, 240, 245, 255, 291, 315, 319, 322, 
393, 415–420, 425, 527, 539, 550, 558, 
575, 576 

Detection, 3, 4, 24, 26, 33, 38, 58, 61, 80, 93, 
98, 101–103, 108, 118, 120–122, 126, 
130, 140, 143–145, 147, 149, 152, 
182–184, 218, 229, 239, 245, 253–256, 
269, 274, 280, 302, 310, 315, 316, 
391–398, 434, 437, 446, 449, 469, 530, 
544, 551, 554, 555, 563–565, 576, 577, 
581, 585 

Development of release, 489–509 
Diabetes detection, 144, 145, 147 
Diabetic retinopathy (DR), 144, 145, 147 
Digital mammography, 57, 58, 61, 280, 283, 

286 

Disability in patient discussion, 457 
Disease classification, 44, 77–84, 104 
Dorsopathy, 227–237 

E 
Emotional intelligence, 325–334 
Employee, 50, 228, 326–328, 330, 363–373, 

528, 562 
Employee turnover, 364–367, 369–373 
Engagement, 177, 364, 366, 367, 369, 

371–373, 513, 550, 563, 564 
Enhancement, 3, 13, 52, 59, 62, 64, 65, 68, 71, 

72, 124, 254, 268, 280, 284, 316, 422, 
461–470, 575 

Ensemble, 62, 79, 120, 152, 162, 164, 289, 292, 
299, 313–322, 416, 417, 419, 420, 575, 
577 

Ensemble deep classifier (EDC), 420, 426–428 
Entropy, 8, 59–61, 64, 65, 207, 283–286, 366, 

423, 434–442, 528, 534, 576 
Equalization, 57–74, 123–124, 126, 316, 317 

F 
Fault rate, 357 
Feature optimization, 162, 165, 166, 171, 173, 

320 
Fibrinogen, 227, 228, 230, 231, 237 
Fuzzy C mean (FCM), 102, 119, 123 

G 
Gel, 197, 314, 490–492, 495–497, 502–506, 

508, 509 
GoogLeNet, 315, 318, 322 

H 
Hand sign recognition, 446 
Hard of hearing, 517–519, 521, 524, 525 
Healthcare, 22, 26, 47–53, 80, 87–89, 93, 95, 

97, 99, 106–108, 110, 112, 113, 143, 
216, 246, 250, 349, 363–373, 393, 398, 
432, 461, 539, 541–550, 558, 561–571 

Healthcare informatics, 87–113 
Healthcare issues, 515, 516, 522 
Healthcare management, 49, 51, 552 
Health departments, 49 
High contrast-limited adaptive histogram 

equalization (HCLAHE), 281, 282, 
284–286 

Hinokitiol, 473–484 
HIV/AIDS, 375–388



Index 591

Honeybee, 353–361 
Hospital management, 52, 563 
Hyperthyroidism, 25, 37, 38, 40, 77, 78, 81 

I 
Image enhancement, 67, 70, 255, 256, 269, 302 
Image fusion, 202–204, 206–208, 210 
Immutability, 337–339, 341, 342, 344, 349 
Indian and Australian sign languages (ISL and 

ASL), 445–458 
Inflammation, 227, 228, 231–233, 237, 409, 

473, 481–484 
Inflammation markers, 227, 237 
Information and communication technology 

(ICT), 96, 239, 513–525 
Infrastructure-as-a-Service (IaaS), 354, 358 
Intelligence for healthcare, 391–398 
Interleukin-1β, 228, 230, 234–236 
Internet of Things (IoT), 134, 141, 391–398, 

542, 561, 563, 570 
Interoperability, 107, 337, 338, 341, 349, 350, 514 

K 
K-means, 91, 123, 185, 215–225, 451 
K-medoids, 215–225 

L 
Learning skill, 182 
Lesion part, 255, 269, 270, 315 
Light gradient boosting, 292, 418 
Lipopolysaccharide (LPS), 474, 475, 479–484 
Load, 13, 124, 184, 250, 273, 308, 354–358, 

417, 421, 529, 531, 540, 543 
Local contrast enhancement, 58 
Logistic regression, 37–45, 79, 103, 180–183, 423 
Lung cancer, 101, 216, 549–558 

M 
Machine learning (ML), 5, 27, 31, 38, 40, 45, 

77–79, 83, 91, 92, 101, 102, 118, 120, 
145, 151, 162–164, 170, 179, 181, 183, 
184, 186–188, 239–251, 255, 262, 
289–292, 294, 296–299, 349, 364, 395, 
397, 398, 415–418, 531, 532, 539, 544, 
550, 551, 574, 575 

Magnetic resonance image (MRI), 2, 3, 5–7, 15, 
96, 98, 110, 117, 118, 122–125, 130, 
181, 192, 193, 201–205, 210, 302 

Mammography, 57, 58, 60–62, 117, 
119–122, 191–193, 279, 280, 282, 283, 
286 

Mass density, 255, 258, 260, 264, 267–277 
Medical diagnosis, 113, 558 
Medical image fusion, 203, 207 
Medical image processing, 202, 279 
MEMS sensor, 302 
Micro automator, 305 
Micro-heater, 303, 304 
Modulated oxaceprol topical niosomal, 

489–509 
Monitoring, 78, 98–99, 107, 119, 161, 163, 

253, 310, 332, 353, 360, 365, 372, 398, 
415, 418, 425, 426, 428, 461–470, 541, 
545, 547, 548, 561–565 

MRI in diagnosing, 15 
MTT assay, 403 
Multimodality medical images, 203 
Mutant, 453, 518, 521, 523, 524 
Mutation denoising autoencoder (MDAE), 

445–458 

N 
Natural language processing (NLP), 93, 95, 97, 

423, 431, 549–553, 555, 556, 558 
Neural network, 33, 39, 77–84, 89, 91–93, 95, 

97–100, 104, 105, 112, 113, 118, 120, 
121, 145, 149, 162, 163, 166, 168, 169, 
173, 245, 313, 315, 318, 319, 322, 398, 
418, 419, 424, 452, 530, 531, 551, 553, 
575, 585 

Neuro-fuzzy, 38, 162, 165, 166, 168, 172, 173 
Non-invasive, 119, 198, 466 

O 
Observability, 239–251, 545–548 
One-vs-one approach, 10–12 
Open-source software (OSS) and free 

programming, 517, 525 
Operations, 5, 58, 59, 103, 104, 239, 242, 

268–270, 337, 339, 425, 462, 467, 530, 
532, 546, 562, 571, 576 

Oral cancer and R programming, 221, 222 
Oxidative stress, 401–411, 482, 483 

P 
Pandemic, 47–51, 53, 94, 184, 325–334, 337, 

353–361, 364, 365, 542, 543 
Pandemic situation, 326, 332, 361 
Performance, 13, 24, 27–29, 31–34, 38, 40, 45, 

60–62, 69–72, 74, 79–81, 84, 92, 99, 103, 
107, 118, 120, 122, 127, 149, 151, 158, 
162, 164, 167, 170, 172, 179, 181, 183, 
184, 192, 195, 201, 216–218, 225,



239–251, 262, 282, 290, 299, 314, 
318–320, 322, 326, 332, 345–349, 366, 
368, 369, 372, 373, 394, 396, 422, 423, 
425, 426, 453, 454, 462, 473, 528, 529, 
531,541–548,555,575,576,582,583,586 

592 Index

Performance aspects, 505 
Performance observability, 545–548 
Performance testing, 249, 250 
Precision, 32, 33, 38, 39, 44, 45, 82–84, 99, 

103, 112, 113, 120, 121, 145, 151, 166, 
181, 182, 187, 218, 263, 298, 396, 447, 
453–455, 458, 523, 556, 584 

Preprocessing, 101, 162, 163, 170, 179, 205, 
279, 280, 282, 286, 416, 417, 419, 420, 
425, 446, 448–450 

Q 
QoS, 361, 528, 540 

R 
Random forest (RF), 60, 91, 103, 120, 122, 145, 

148, 153, 162, 171, 172, 179–183, 186, 
187, 228, 245, 246, 290, 298, 364, 579, 
581, 582, 584–586 

Reflection coefficient, 254, 258, 260, 264, 
267–277 

Region of interest (RoI), 58, 61, 64, 121, 122, 
255–258, 316 

Regulation, 53, 103, 230, 517 
Religion, 375–388 
Remote monitoring, 563 
ResNet, 186, 315, 318 
Resource management, 563 
ROS, 483 

S 
SARS-CoV-2, 51, 53, 363 
Security challenges, 103–107 
Segmentation, 4–7, 13, 15, 22, 58, 101, 117, 

118, 122–124, 185, 254–256, 269, 
313–322, 419, 446–448, 450 

Shannon information, 435, 436 
Single photon emission tomography (SPECT), 

202–205 
Skin lesion segmentation, 322 
Smart device, 462, 466, 468–470, 542, 561, 563 
Social work, 375–388 
Software, 108, 111, 124, 129, 240, 242, 243, 

247, 273, 315, 344, 445, 463, 478, 
514–520, 522, 528, 530, 532, 545, 562 

Sonomammogram, 267–277 
Spatial, 5, 7, 8, 50, 64, 68, 119, 162, 165–171, 173, 

195, 201–203, 268, 281, 417, 418, 447 
Speeded up robust features (SURF), 450, 457 
Supervised machine learning algorithms, 91 
Support vector machine (SVM), 5, 9–11, 13, 

16, 33, 38–45, 59, 60, 77–84, 91, 102, 
120–122, 145–146, 151, 162, 171, 172, 
179–183, 185–187, 202, 245, 248, 256, 
262–264, 269, 290, 291, 298, 417, 418, 
446, 453–457, 575, 585 

SVM classifier, 6, 38, 78, 83, 120, 122, 183, 
186, 247, 264, 447 

T 
T-CNN and Bi-LSTM, 416, 420, 424–428 
Technology, 48, 49, 77, 87–90, 97, 107, 111, 

118, 123, 124, 144, 158, 163, 192–194, 
201, 240, 242, 243, 246, 253, 254, 264, 
301–310, 313, 333, 337–350, 355, 361, 
364, 375–388, 394, 398, 461–470, 
513–515, 517, 518, 521, 524, 525, 
540–543, 548, 549, 561–565, 570 

Temporal, 107, 123, 161–173, 272, 415–418, 
420, 423, 424, 447, 551 

Text mining, 550, 558 
Thermography, 120, 192, 195, 198 
Thyroid, 22, 23, 25, 26, 29, 37–41, 44, 45, 77–84 
Thyroid cancer, 21–34, 38, 80 
Thyroid disorder, 39, 41, 77, 78 
Tissue impedance, 260 
TNF-α, 405, 408, 409, 411 

U 
Urinary tract infections (UTIs), 133–141 
‘Useful’ conditional entropy, 441 
‘Useful’ Kullback–Leibler divergence, 438 
‘Useful’ Mutual information, 441 

V 
Virtual machines (VMs), 355–357 

W 
Wavelet fusion technique, 201–213 
Wearable gadgets, 185, 564 
Women, 22, 24, 38, 57, 118–120, 135, 141, 

153, 192, 193, 195, 228, 269, 279, 291, 
302, 310, 375–379, 381, 385–387, 469 

Workload prediction, 527


	Preface
	Acknowledgments
	Contents
	About the Editors
	Chapter 1: A Novel Approach for Multiclass Brain Tumour Classification in MR Images
	1.1 Introduction
	1.1.1 Pre-processing
	1.1.2 Feature Extraction
	1.1.3 Segmentation
	1.1.4 Post-processing

	1.2 Related Work
	1.2.1 Proposed Algorithm
	1.2.2 Feature Extraction Methods
	1.2.3 Gray-level Co-occurrence Matrix (GLCM) (Texture)
	1.2.4 Gabor Transform (Texture)
	1.2.5 Wavelet Transform (Texture)
	1.2.6 Support Vector Machine (SVM)

	1.3 One-against-one Approach
	1.3.1 Fuzzy C Means (FCM)
	1.3.2 Fuzzy C-Means Algorithm

	1.4 Simulation Results
	1.5 Conclusion and Future Work
	References

	Chapter 2: Chicken Swarm-Based Feature Selection with Optimal Deep Belief Network for Thyroid Cancer Detection and Classificat...
	2.1 Introduction
	2.2 Related Works
	2.3 The Proposed Thyroid Cancer Diagnosis Model
	2.3.1 Pre-processing
	2.3.2 Process Involved in CSOFS Technique
	2.3.3 DBN Classification

	2.4 Performance Evaluation
	2.5 Conclusion
	References

	Chapter 3: Efficient Method for the prediction of Thyroid Disease Classification Using Support Vector Machine and Logistic Reg...
	3.1 Introduction
	3.2 Literature Review
	3.3 Proposed Methodology
	3.3.1 Dataset Description
	3.3.2 Pre-processing
	3.3.3 Feature Selection
	3.3.4 Classification
	3.3.5 Support Vector Machine

	3.4 Results and Discussions
	3.5 Conclusion
	References

	Chapter 4: Optimization of Management Response Toward Airborne Infections
	4.1 Introduction
	4.2 Literature Review
	4.3 Background and Key Issues
	4.3.1 Proposed Conceptual Framework

	4.4 Conclusion
	4.4.1 Future Directions

	References

	Chapter 5: Adaptive Sailfish Optimization-Contrast Limited Adaptive Histogram Equalization (ASFO-CLAHE) for Hyperparameter Tun...
	5.1 Introduction
	5.2 Literature Survey
	5.3 Proposed Methodology
	5.3.1 Histogram Equalization
	5.3.2 Clipped Histogram Equalization
	5.3.3 Adaptive Sailfish Optimization (ASFO)-CLAHE Algorithm

	5.4 Performance Measures
	5.5 Performance Measures
	5.6 Conclusion and Future Work
	References

	Chapter 6: Efficient Method for Predicting Thyroid Disease Classification using Convolutional Neural Network with Support Vect...
	6.1 Introduction
	6.2 Literature Review
	6.3 Materials and Methods
	6.3.1 Dataset Description
	6.3.2 Convolutional Neural Network
	6.3.3 Support Vector Machine

	6.4 Results and Discussions
	6.5 Conclusion
	References

	Chapter 7: Deep Learning in Healthcare Informatics
	7.1 Introduction
	7.1.1 Healthcare Informatics
	7.1.2 History
	7.1.3 Need of Healthcare Informatics
	7.1.4 Growth of Health Informatics

	7.2 Deep Learning in Healthcare Informetric
	7.2.1 Artificial Intelligence
	7.2.2 Machine Learning
	7.2.3 Deep Learning
	7.2.3.1 Working of Deep Learning
	7.2.3.2 Types of Neural Networks


	7.3 Deep Learning Applications in Electronics Healthcare Report
	7.3.1 Deep Learning for COVID-19 Pandemic
	7.3.2 Deep Learning for Predicting Diagnosis in Patients
	7.3.3 Deep Learning for Predicting Chances of Heart Diseases

	7.4 Application of Deep Learning in Medical Tourism
	7.4.1 Medical Tourism
	7.4.2 Electronic Health Records
	7.4.3 Electronic Health Card
	7.4.4 Telemedicine
	7.4.5 Virtual Social Network
	7.4.6 Data Mining and Knowledge Discovery
	7.4.7 Medical Tourism Recommender System (RS) and Decision Support System (DSS)

	7.5 Deep Learning Techniques Used in Health Informatics
	7.5.1 Real-Time Monitoring of Patient Health Information Simulation
	7.5.2 Convolutional Neural Networks for Multimedia Medical Image Retrieval
	7.5.3 Medical Big Data Optimization Through Deep Learning Techniques
	7.5.4 Melanoma Detection and Staging Can Be Automated Using Deep Learning in Histopathological Image Analysis
	7.5.5 Deep Learning-Based Approach in Identification of Cardiac Disease

	7.6 Security Issues and Challenges in Healthcare Informatics
	7.6.1 Control of Security Issues in Deep Learning
	7.6.1.1 Evasion Attacks Defense
	7.6.1.1.1 Detecting Adversarial Examples
	7.6.1.1.2 Adversarial Training
	7.6.1.1.3 Defensive Distillation


	7.6.2 Poisoning Attack Defense
	7.6.3 Deep Learning Privacy Preserving Techniques
	7.6.3.1 Homomorphic Encryption (HE)
	7.6.3.2 Garbled Circuits (GCS)
	7.6.3.3 Goldreich Micali Wigderson (GMW)
	7.6.3.4 Differential Privacy (DP)
	7.6.3.5 Share Secret (SS)

	7.6.4 Challenges and Opportunities

	7.7 Future of Health Informatics
	7.7.1 Voice Dictation
	7.7.2 Predictive Analytics
	7.7.3 EHR Alert Optimization
	7.7.4 Syndromic Surveillance
	7.7.5 Secure Texting
	7.7.6 Clinical Image Capture
	7.7.7 Shift to the Cloud

	7.8 Conclusion
	7.8.1 Future Directions

	References

	Chapter 8: Detection of Breast Cancer Diagnosis Algorithm Based on TWCNN Technique
	8.1 Introduction
	8.2 Literature Survey
	8.3 Proposed System
	8.3.1 Histogram Equalization (HE)
	8.3.2 TWCNN
	8.3.3 TWCNN Classifier

	8.4 Result and Discussion
	8.5 Conclusion
	References

	Chapter 9: Internet of Things (IoT) and Artificial Intelligence (AI) to Detect Urinary Tract Infections
	9.1 Introduction
	9.2 Symptoms
	9.2.1 Causes

	9.3 CTSS Operating Precepts
	9.4 Modeling and Simulation of a CTSS
	9.4.1 Setting the Testing for the CTSS Test
	9.4.2 Data Acquisition Layer
	9.4.3 Data Pre-processing

	9.5 Categorization of Information
	9.5.1 Antimicrobial Susceptibility Testing (AST)
	9.5.2 Biosensor for Diagnosing UTIs

	9.6 Conclusions
	9.6.1 Future Work

	References

	Chapter 10: Early Detection and Analysis of Diabetics and Non-diabetics Using Machine Learning
	10.1 Introduction
	10.2 Background and Key Issues
	10.2.1 Machine Learning Models for Diabetes Detection
	10.2.2 SVM
	10.2.2.1 Advantages
	10.2.2.2 Disadvantages

	10.2.3 Fuzzy C-Means
	10.2.3.1 Advantages
	10.2.3.2 Disadvantages

	10.2.4 PCA (Principal Component Analysis)
	10.2.4.1 Advantages
	10.2.4.2 Disadvantages

	10.2.5 Naive Bayes Classifier
	10.2.5.1 Advantages
	10.2.5.2 Disadvantages

	10.2.6 Decision Trees
	10.2.6.1 Advantages
	10.2.6.2 Disadvantages

	10.2.7 Random Forest
	10.2.8 Neural Network
	10.2.8.1 Advantages
	10.2.8.2 Disadvantages

	10.2.9 Nearest Neighbor

	10.3 Hybrid Classification Algorithm System
	10.3.1 System Flow
	10.3.2 Working Principle
	10.3.3 Hardware Requirements
	10.3.4 Implementation Steps

	10.4 Results
	10.5 Conclusion
	References

	Chapter 11: An Intelligent Air Quality Prediction System Using Neuro-Fuzzy Temporal Classifier with Spatial Constraints
	11.1 Introduction
	11.2 Literature Survey
	11.3 System Architecture
	11.4 Proposed Work
	11.4.1 Feature Optimization
	11.4.2 Data Classification
	11.4.2.1 Neural Classifier
	11.4.2.2 Fuzzy Logic
	11.4.2.3 Temporal Constraints
	11.4.2.4 Spatial Constraints
	11.4.2.5 Proposed Neural Classifier


	11.5 Results and Discussion
	11.5.1 Evaluation Metric
	11.5.2 Dataset Description
	11.5.3 Experimental Results

	11.6 Conclusion and Future Works
	References

	Chapter 12: An Analysis of the Use of Machine Learning in the Diagnosis of Autism Spectrum Disorder
	12.1 Introduction
	12.1.1 Diseases on the Autism Spectrum
	12.1.2 Autistic Disorder
	12.1.3 Asperger´s Syndrome
	12.1.4 Childhood Disintegrative Disorder (CDD)
	12.1.5 Rett´s Disorder
	12.1.6 Pervasive Developmental Disorder-Not Otherwise Specified (PDD-NOS)
	12.1.7 Characteristic Features of ASD
	12.1.8 Machine Learning Techniques

	12.2 Related Work
	12.3 Result and Discussion
	12.4 Conclusion
	12.4.1 Future Scope

	References

	Chapter 13: A Cost-Effective, Agar-based Phantom for Thermogram- Guided Malignancy Analysis
	13.1 Introduction
	13.1.1 Imaging Modalities for Malignancy Screening
	13.1.1.1 Mammography
	13.1.1.2 PET/CT Imaging
	13.1.1.3 Ultrasound
	13.1.1.4 Magnetic Resonance Imaging (MRI)
	13.1.1.5 Phantom Development


	13.2 Proposed System
	13.2.1 Experimental Procedure
	13.2.2 Datasets Used
	13.2.3 Image Acquisition of Phantoms

	13.3 Result and Discussion
	13.4 Conclusion
	References

	Chapter 14: Multimodality Brain Tumor Image Fusion Using Wavelet and Contourlet Transformation
	14.1 Introduction
	14.1.1 Pixel-Level Method for Image Fusion

	14.2 Review of Literature
	14.3 Proposed Work
	14.3.1 Pre-processing
	14.3.2 Fusion Technique
	14.3.3 Discrete Wavelet Transform (DWT)
	14.3.4 Contourlet Transform
	14.3.5 Transformation Stage
	14.3.6 Laplacian Pyramid Algorithm
	14.3.7 Directional Filter Bank Algorithm
	14.3.8 Decomposition Stage
	14.3.9 Low Pass Sub-band Fusion

	14.4 Implementation
	14.5 Conclusion
	References

	Chapter 15: Performance-Based Analysis of K-Medoids and K-Means Algorithms for the Diagnosis and Prediction of Oral Cancer
	15.1 Introduction
	15.2 Related Works
	15.3 Materials and Methods
	15.3.1 Dataset
	15.3.2 Methods
	15.3.3 K-Means Clustering Algorithm
	15.3.4 K-Medoids Clustering Algorithm

	15.4 Experimental Results
	15.5 Conclusion
	References

	Chapter 16: Comparative Correlation of Markers of Inflammatory Metamorphism in the Peripheral Blood of Patients with Dorsopath...
	16.1 Introduction
	16.1.1 Purpose of the Study

	16.2 Materials and Research Methods
	16.2.1 Determination of Fibrinogen Concentration

	16.3 Discussion
	16.4 Conclusion
	References

	Chapter 17: AIOps Observability and Performance Impact of AI and ML Applications for Central Nervous System Drug Discoveries
	17.1 Introduction
	17.1.1 Research Studies Review: Specific Procedures Employing AI and ML in Drug Discovery
	17.1.1.1 Target Identification


	17.2 Background
	17.2.1 Essentially, There Are Two Principal Types of AIOps
	17.2.2 Target Identification with AI/ML
	17.2.3 Drug Targets
	17.2.4 Targeting
	17.2.5 Analysis of Disease Genes
	17.2.6 Druggability
	17.2.7 Target Fishing
	17.2.8 AI/ML Applications for Lead Discovery
	17.2.9 QSAR Prediction
	17.2.10 Extended Multi-dimensional Uses of AI and ML Applications

	17.3 Methodology
	17.3.1 Drug Discoveries for Central Nervous System (CNS) Employing AIOps Software and Advanced AI/ML Applications
	17.3.2 Predicting BBB Permeability
	17.3.3 Neurological Disorders: Schizophrenia
	17.3.4 AI/ML for Depression-Related Drugs
	17.3.5 The Role of AI/ML in Treating Parkinson´s Disease
	17.3.6 AI/ML Applications for Anesthesia and Pain Treatment
	17.3.7 Performance Testing of AI and ML Models
	17.3.8 Non-functional Requirements
	17.3.9 Performance Testing and Tuning
	17.3.10 Bid Data Processing

	17.4 Conclusion and Results
	References

	Chapter 18: Prediction and Classification of Aerosol Deposition in Lung Using CT Scan Images
	18.1 Introduction
	18.1.1 Proposed Work

	18.2 Work Principle
	18.3 Methodology
	18.4 Related Work
	18.4.1 Pattern Recognition
	18.4.2 Image Extraction
	18.4.3 Image Acquisition

	18.5 Experimental Setup and Results
	18.5.1 Image Binning
	18.5.2 Measurement and Plot of Reflection Coefficient
	18.5.3 Measurement of Mass Density
	18.5.4 Plot of Reflection Coefficient and Mass Density
	18.5.5 Measurement and Plot of Tissue Impedance
	18.5.6 Fuzzy C-Means Thresholding
	18.5.7 3D Projection
	18.5.8 SVM Classification

	18.6 Conclusion
	References

	Chapter 19: 3D Cyst Sonomammogram Projection Using Reflection Coefficient and Mass Density in Python
	19.1 Introduction
	19.2 Related Work
	19.3 Proposed System
	19.4 Results and Discussion
	19.5 Conclusion
	References

	Chapter 20: Contrast Enhancement of Digital Mammograms Based on High Contrast-Limited Adaptive Histogram Equalisation
	20.1 Introduction
	20.2 Literature Review
	20.3 Research Methodology
	20.3.1 CLAHE
	20.3.2 Proposed HCLAHE Method
	20.3.3 Performance Criteria
	20.3.4 Absolute Mean Brightness Error (AMBE)
	20.3.5 Entropy

	20.4 Dataset
	20.4.1 Image Acquisition

	20.5 Experimental Results
	20.6 Conclusion
	References

	Chapter 21: A Pipelined Framework for the Prediction of Cardiac Disease with Dimensionality Reduction
	21.1 Introduction
	21.2 Related Work
	21.3 Proposed Methodology
	21.3.1 Attribute Description and Dataset
	21.3.2 Proposed Framework

	21.4 Results
	21.4.1 Comparative Study

	21.5 Conclusion
	References

	Chapter 22: Dispensable Microsystem Technology for Cancer Diagnosis
	22.1 Introduction
	22.2 Methodology
	22.2.1 Fabrication of the MEMS Sensor
	22.2.2 Setting up the Breast Tissues
	22.2.3 Experimental Ambiance

	22.3 Results
	22.4 Conclusion
	References

	Chapter 23: Segmentation of Attributes of the Skin Lesion Using Deep Ensemble Models
	23.1 Introduction
	23.2 Related Works
	23.3 Proposed Method
	23.3.1 Contrast Stretching
	23.3.2 Ensemble Voting Classification

	23.4 Results and Discussions
	23.4.1 Datasets to Evaluate the Effectiveness of Enhanced Convolutional Neural Network (ECNN)

	23.5 Conclusions
	References

	Chapter 24: The Role of Emotional Intelligence During a Pandemic Crisis
	24.1 Introduction
	24.2 Literature Review
	24.2.1 Importance of Emotional Intelligence
	24.2.2 Theoretical Approach

	24.3 Bar-On´s EI Competencies Model
	24.3.1 Mayer, Salovey, and Caruso´s EI Ability Model

	24.4 Materials and Methods
	24.5 Research Philosophy
	24.5.1 Research Design
	24.5.2 Research Approach
	24.5.3 Data Collection and Data Analysis
	24.5.4 Ethical Consideration

	24.6 Result and Discussion
	24.7 Conclusion
	References

	Chapter 25: Efficient Maintenance of Hospital Records by Entrusted Proof of Work Algorithm in Block Chain Technology
	25.1 Introduction
	25.1.1 Interoperability Ascendancy of Blockchain
	25.1.2 Immutability Ascendancy of Blockchain
	25.1.3 Effects of Blockchain in the Health Care Ecosystem
	25.1.4 Recent Breaches Review

	25.2 Related Work
	25.2.1 Organization

	25.3 Proposed Model
	25.3.1 System Architecture
	25.3.2 Module Deployment

	25.4 Performance Evaluation
	25.4.1 Graphic Evidence
	25.4.2 Performance Complexity
	25.4.3 Analysis of the Proof-of-Work Algorithm

	25.5 Discussion
	25.6 Conclusion
	References

	Chapter 26: Promethean Utilization of Resources Using Honeybee Optimization Techniques in Cloud Computing with Reference to Pa...
	26.1 Introduction
	26.2 Related Work
	26.3 Proposed RAHBO Algorithm Implementation
	26.3.1 The Pseudocode Shows the Core Processes of RAHBO

	26.4 Experimental Result Consistent with the Effect of the Parameters
	26.5 Conclusion
	References

	Chapter 27: Healthcare Operational Intellectual Ability in Analysing the Factors Affecting Employee Churn
	27.1 Introduction
	27.2 Literature Review
	27.3 Objectives
	27.4 Methodology
	27.4.1 Analysis and Interpretation

	27.5 Findings
	27.6 Conclusion
	References

	Chapter 28: Impact on Social Work Practice and Research of Technology, Religion, and HIV/AIDS in India
	28.1 Introduction
	28.1.1 The Rationale of the Study
	28.1.2 Women and HIV/AIDS
	28.1.3 Impact of Religion

	28.2 Methodology
	28.2.1 Part I - Quantitative Study
	28.2.1.1 Demographic Details of the Respondents
	28.2.1.2 Not Disclosing the HIV/AIDS Status
	28.2.1.3 Acceptance of Family Members After HIV/AIDS Status
	28.2.1.4 Involvement in Religious Practices
	28.2.1.5 Respondents Association with Religious Group or Organisations
	28.2.1.6 Religion Has Given Them the Power to Live in Hope and Face Any Kind of Obstacles
	28.2.1.7 Religion Has the Power to Change Your Wellbeing


	28.3 Part II - Qualitative Study
	28.3.1 Case Study - 1
	28.3.1.1 Care System

	28.3.2 Case Study - 2
	28.3.2.1 Care System

	28.3.3 Case Study - 3
	28.3.3.1 Care System


	28.4 Discussion
	28.4.1 Implications for Social Work Practice
	28.4.2 Application of Artificial Intelligence

	28.5 Conclusion
	References

	Chapter 29: Detection of Anomalies in Internet of Things (IoT) Network Using Artificial Neural Intelligence for Healthcare
	29.1 Introduction
	29.2 Background
	29.3 IoT Stream Data Detection Framework in Healthcare
	29.3.1 Service Selection Model
	29.3.2 Feature Extraction
	29.3.3 Data Patterns Representations in Intelligence for Healthcare

	29.4 Performance Analysis
	29.4.1 Explanation of the Figure and the Findings

	29.5 Conclusion
	References

	Chapter 30: Evaluation of Antiulcer Potentiality of D-Alpha-Tocopheryl Succinate by Inhibition of Oxidative Stress and Proinfl...
	30.1 Introduction
	30.2 Resources and Techniques
	30.2.1 Chemicals and Tissue Growth
	30.2.2 Test for Treated Cells
	30.2.3 Evaluation of D-α-Tocopheryl Succinate´s Anti-Oxidant Properties in Induced Inflammation Cytotoxicity in AGS Cells
	30.2.4 Prostaglandins in the Stomach Mucosa Are Measured E2
	30.2.5 Gastric Oxidative Stress Assessment and Enzymatic Antioxidant Function
	30.2.6 Assessing of Gastric Apoptosis
	30.2.7 Determination of Gastric Cellular Levels of Inflammatory Markers
	30.2.8 Factoid Evaluation

	30.3 Result
	30.3.1 Effect of D-α-Tocopheryl Succinate Regarding the Indomethacin-Induced Apoptosis in AGS Cells
	30.3.2 Effect of D-α-Tocopheryl Succinate on PGE2 Levels in AGS Cells
	30.3.3 Effects of D-α-Tocopheryl Succinate on Gastric Cellular Level Lipid Peroxides
	30.3.4 Effect of D-α-Tocopheryl Succinate on Indomethacin-Induced Apoptosis in AGS Cells
	30.3.5 Role of D-Alpha-Tocopheryl Succinate on Gastric Cellular Levels of Inflammatory Cytokines

	30.4 Discussion
	30.5 Conclusion
	References

	Chapter 31: An Intelligent Air Quality During COVID-19 Prediction and Monitoring System Using Temporal CNN-LSTM
	31.1 Introduction
	31.2 Literature Survey
	31.3 System Architecture
	31.4 Proposed Model
	31.4.1 Data Grouping Process
	31.4.2 T-CNN
	31.4.2.1 Convolutional Layer
	31.4.2.2 Pooling Layer
	31.4.2.3 Fully Connected Layer
	31.4.2.4 Soft-Max Layer

	31.4.3 Bi-LSTM
	31.4.4 Proposed T-CNN-Bi-LSTM

	31.5 Result and Discussion
	31.5.1 Datasets
	31.5.2 Evaluation Parameters
	31.5.3 Sub-Headings

	31.6 Conclusion and Future Works
	References

	Chapter 32: Implementation of a `Useful´ Information Measure for Healthcare Decision Making
	32.1 Introduction to Information Theory
	32.2 Information Content and Entropy
	32.3 Diagnostic Tests and `Useful´ Relative Entropy
	32.4 Binary Outcomes and Shannon Entropy
	32.5 Prioritize Laboratory Tests by Information Theory
	32.6 Conclusion
	References

	Chapter 33: Indian Sign Language Recognition Using Surf Feature Extraction and MDAE for Patient Disability Discussion
	33.1 Introduction
	33.2 Literature Review
	33.3 Proposed Methodology
	33.3.1 Dataset Collection
	33.3.2 Preprocessing
	33.3.3 Feature Extraction
	33.3.4 Mutation Denoising Autoencoder (MDAE) for Classification

	33.4 Experiment and Results
	33.4.1 Quantitative Analysis
	33.4.2 Results Comparison

	33.5 Conclusion and Future Work
	References

	Chapter 34: The Security Constructions and Enhancements of Smart Wearable Devices in Modern Technologies and Health Monitoring...
	34.1 Introduction
	34.2 Literature Survey
	34.3 Wearable Devices
	34.3.1 SmartWatch
	34.3.2 Computer Glasses
	34.3.3 Wearable Computers
	34.3.4 Medical Gadgets

	34.4 Modern Technology
	34.4.1 Fitbit Smart Wearable
	34.4.2 Jawbone Smart Wearable
	34.4.3 Microsoft Smart Wearable
	34.4.4 Activated Steel Smart Wearable
	34.4.5 Apple Smart Wearable
	34.4.6 Samsung Smart Wearable
	34.4.7 Moto Smart Wearable

	34.5 Security Measurements
	34.6 Inference and Discussions
	34.7 Future Work
	34.8 Conclusion
	References

	Chapter 35: Hinokitiol Attenuates LPS-Induced Arthritic Inflammation: A Preclinical Perspective
	35.1 Introduction
	35.2 Material and Methods
	35.2.1 Chemicals, Pieces of Equipment and Instruments Used
	35.2.2 Preparation of Hinokitiol
	35.2.3 Preparation of Lipopolysaccharide (LPS)
	35.2.4 Preparation of Indomethacin
	35.2.5 Experimental Protocol
	35.2.6 In Vivo Evaluation of the Severity of Arthritic Inflammation
	35.2.6.1 Change in Paw Volume and Arthritis Index
	35.2.6.2 Change in Paw Thickness
	35.2.6.3 Change in Body Weight

	35.2.7 Estimation of Serum Marker Enzymes
	35.2.8 Tissue Preparation
	35.2.9 Estimation of Antioxidant Enzyme Activity
	35.2.10 Estimation of Cartilage Degrading Enzymes
	35.2.11 Estimation of Blood Cell Count and Erythrocyte Sedimentation Rate (ESR)
	35.2.12 Statistical Analysis

	35.3 Results
	35.3.1 Change in Paw Volume and Arthritis Index
	35.3.2 Change in Paw Thickness and Percent Change
	35.3.2.1 Change in Body Weight

	35.3.3 Serum Marker Enzymes
	35.3.4 Effect on Antioxidant Enzymes
	35.3.5 Effect on Cartilage Degrading Enzymes
	35.3.6 Effect on Effect on Blood Cell Count and ESR

	35.4 Discussion
	35.5 Conclusion
	References

	Chapter 36: Development of Release-Modulated Oxaceprol Topical Niosomal Gel: Assessment of Formulation Parameters and Performa...
	36.1 Introduction
	36.2 Materials and Method
	36.2.1 Materials
	36.2.2 Method for Preparation
	36.2.2.1 Preparation of Niosomal Dispersion
	36.2.2.2 Formulation of Topical Niosomal Gel

	36.2.3 Analytical Method Development
	36.2.4 Compatibility Study
	36.2.5 FTIR
	36.2.6 DSC
	36.2.7 Preliminary Studies for the Preparation of Trial Batches
	36.2.7.1 Optimization of Drug Concentration
	36.2.7.2 Characterization of Oxaceprol Niosomal Dispersion
	36.2.7.3 Physical Appearance
	36.2.7.4 Entrapment Efficiency (%EE)
	36.2.7.5 Particle Size and Shape Analysis
	36.2.7.6 Zeta Potential Analysis

	36.2.8 Characterization of Gel
	36.2.8.1 Physical Parameter
	36.2.8.1.1 Clarity and pH

	36.2.8.2 Rheological Study
	36.2.8.2.1 Viscosity

	36.2.8.3 Drug Content
	36.2.8.4 Spreadability
	36.2.8.5 In Vitro Release Study
	36.2.8.6 Ex Vivo Permeability Study
	36.2.8.7 Stability Studies


	36.3 Result and Discussion
	36.3.1 Compatibility Study
	36.3.1.1 Fourier Transform InfraRed (FTIR) Spectroscopy
	36.3.1.2 DSC

	36.3.2 Formulation and Development of Oxaceprol Niosomal Gel
	36.3.2.1 Preliminary Studies for the Preparation of Trial Batches
	36.3.2.1.1 Optimization of Drug Concentration

	36.3.2.2 Characterization of Niosomal Dispersion
	36.3.2.2.1 Physical Appearance
	36.3.2.2.2 Entrapment Efficiency (%EE)
	36.3.2.2.3 Particle Size and Shape of Vesicles


	36.3.3 Zeta Potential
	36.3.4 Evaluation of Niosomal Gel
	36.3.4.1 Physical Parameter
	36.3.4.1.1 Clarity
	36.3.4.1.2 pH


	36.3.5 Rheological Study
	36.3.6 Drug Content
	36.3.7 Spreadability
	36.3.8 In Vitro Drug Release Study
	36.3.9 Optimization
	36.3.10 Ex Vivo Permeability Study
	36.3.11 Stability Study

	36.4 Conclusion
	References

	Chapter 37: Using ICT Technologies, Open-Source Software Affects DHH Healthcare Issues
	37.1 Introduction
	37.1.1 Facilitated Individualized Education
	37.1.2 Superior Community Association
	37.1.3 Advantages of Open-Source

	37.2 Background
	37.3 Software from Open Sources for Healthcare Issues
	37.4 Open-Source Government
	37.5 Proposed Work
	37.6 Design for Open Source
	37.7 Method for Hard of Hearing
	37.8 ICT for Hearing Impairment
	37.8.1 IntelliTools
	37.8.2 Language Advancement
	37.8.3 Image Software
	37.8.4 Marking CD-ROM
	37.8.5 E-Learning

	37.9 Characteristics of Effective Instructors for ICT-Based Teaching for Mutants
	37.9.1 Assessment of Student Learning
	37.9.2 Meaningful Input for Informative Improvement
	37.9.3 Teaching Techniques

	37.10 For Hard of Hearing
	37.11 Conclusion
	References

	Chapter 38: Clinical Intelligence for Cloud Services Resource Scheduling Using RNN
	38.1 Introduction
	38.2 Related Works
	38.3 Problem Description
	38.4 Existing System
	38.4.1 Apache Hadoop
	38.4.1.1 Disadvantages of Apache Hadoop

	38.4.2 Existing Algorithm: Deep Belief Network

	38.5 Proposed System
	38.5.1 Apache Spark
	38.5.1.1 Features of Apache Spark
	38.5.1.2 Ecosystem of Apache Spark
	38.5.1.3 Advantages of Apache Spark

	38.5.2 Proposed Algorithm: Long Short-Term Memory Algorithm
	38.5.2.1 Architecture of Long Short-Term Memory Algorithm
	38.5.2.2 Advantages of Long Short-Term Memory Algorithm


	38.6 Modules
	38.6.1 Module 1: Data Evaluation
	38.6.1.1 Characteristics of Exploratory Graphs

	38.6.2 Module 2: Feature Engineering
	38.6.3 Module 3: Model Prediction and Evaluation

	38.7 Modules
	38.7.1 Analysis

	38.8 Conclusion and Future Work
	References

	Chapter 39: The Capability of Observing Performance in Healthcare Systems
	39.1 Introduction
	39.1.1 Background and Key Issues
	39.1.1.1 Increased Use of Healthcare Systems
	39.1.1.2 Raise of IoT Devices
	39.1.1.3 Forecasting Trends to Meet Demand


	39.2 How Healthcare Systems Differ from Non-healthcare Systems
	39.2.1 Sensitive Data
	39.2.2 Architectural and Functional Complexities
	39.2.3 Multiple Components

	39.3 Performance Observability
	39.3.1 Performance Monitoring
	39.3.2 Performance Observability
	39.3.3 Reasons to Implement Full Stack Performance Observability in Healthcare

	39.4 Healthcare System Performance Observability
	39.4.1 KPIs
	39.4.2 Solution Providers
	39.4.3 AI Model to Boost Observability
	39.4.4 Future Directions

	39.5 Conclusion
	References

	Chapter 40: Prediction of Lung Cancer from Electronic Health Records Using CNN Supported NLP
	40.1 Introduction
	40.2 Related Works
	40.3 Proposed Method
	40.3.1 Input Representation
	40.3.2 CNN Classifier

	40.4 Results and Discussions
	40.5 Conclusions
	References

	Chapter 41: Challenges and Opportunities for IoT Deployment in India´s Healthcare Sector
	41.1 Introduction
	41.2 IoT in the Healthcare Industry
	41.3 Review of Literature
	41.4 Implementation of IoT for Patients
	41.4.1 Implementation of IoT for Physicians and Hospitals
	41.4.1.1 Medical Alert Systems
	41.4.1.2 Consumable Sensors
	41.4.1.3 Medication Dispenser
	41.4.1.4 Portable Sensor
	41.4.1.5 Identifiable/Trackable Inhaler
	41.4.1.6 Wearables for Anti-depression
	41.4.1.7 Connectable Contacts
	41.4.1.8 Position Services
	41.4.1.9 Remote Monitoring


	41.5 Data Analysis of IoT Implementation
	41.5.1 Two Way ANOVA Table
	41.5.2 Null Hypothesis
	41.5.3 Alternative Hypothesis

	41.6 Conclusions and Future Work
	References

	Chapter 42: WADET: A Novel Approach to Chronic Kidney Disease Detection and Analysis
	42.1 Introduction
	42.2 Background Study
	42.2.1 Summary of Findings
	42.2.2 System Design
	42.2.3 Problem Identification

	42.3 Methodology
	42.3.1 System Architecture
	42.3.2 Data Preparation
	42.3.3 Feature Analysis
	42.3.4 Proposed Novel WADET Model
	42.3.4.1 Linear Regression Cost Function

	42.3.5 WADET Pseudocode Using Nelder-Mead Algorithm

	42.4 Formulation of WADET Model
	42.5 Results and Discussion
	42.5.1 MVFE for Feature Mapping
	42.5.2 Classification Result
	42.5.3 Performance of Independent Models
	42.5.4 Comparison of Independent Model with Aggregate Fusion Model (WADET)

	42.6 Conclusion
	References

	Index



