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Preface

The International Conference on Interactive Collaborative Robotics (ICR) was first
started in 2016 and the 7th International Conference on Interactive Collaborative
Robotics was held in Fuzhou, China, during December 16–18, 2022. The conference
brings together experts and scholars fromdifferent fields to discuss the use and challenges
of human-robot collaboration in different industries such as manufacturing, healthcare,
and education. The conference focuses on foundations andmeans of collaborative behav-
ior of one or more robots physically interacting with humans in operational environ-
ments configured with embedded sensor networks and cloud services under conditions
of uncertainty and environmental variability.

ICR is highly recognized and supported by experts in the field internationally, there-
fore, this year’s conference was co-hosted by Tsinghua University and the St. Petersburg
Federal ResearchCenter of theRussianAcademy of Sciences, with committee chairs and
members from all over the world. The Honorary Chairs of the conference were Hong
Qiao, Academician of the Chinese Academy of Sciences, China, and Igor Kalyaev,
Academician of the Russian Academy of Sciences, Russia.

During the conference, academicians, industry experts, and scholars from academia
and business at home and abroad were invited to share their ideas and discuss cutting
edge technologies, industrial products, and industry trends, making it a highly influential
event in the robotics industry.

ICR 2022 was organized by Tsinghua University (Beijing, China), St. Petersburg
Federal Research Center of the Russian Academy of Sciences (St. Petersburg, Russia),
Fuzhou University (Fuzhou, China), and Gaitech Intelligence (Zoucheng, China), and
held jointly with the 7th International Conference on Cognitive Systems and Information
Processing (ICCSIP 2022). More information can be found on the conference website:
https://icr2022.gaitech.net/.

This volume contains a collection of 25 papers presented at ICR 2022, which were
thoroughly reviewed by members of the Program Committee consisting of more than
20 top specialists in the conference topic areas. The papers were selected from 45 sub-
missions in an single blind peer review process, with each submission receiving at least
3 reviews. Theoretical and more general contributions were presented in oral sessions.
Problem oriented sessions as well as discussions then brought together specialists in
specific problem areas with the aim of exchanging knowledge and skills resulting from
research projects of all kinds.

Special thanks are due to the members of the Program Committee and Organizing
Committee for their tireless effort and enthusiasmduring the conferenceorganization.We
express our gratitude to all participants for their valuable contribution to the successful
organization of ICR 2022. We look forward to meeting you at the next International

https://icr2022.gaitech.net/
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Conference on Interactive Collaborative Robotics in 2023. More details are available at:
http://icr.nw.ru/.

November 2022 Andrey Ronzhin
Roman Meshcheryakov

Zhen Xiantong

http://icr.nw.ru/
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Gesture Control System for Desktop Robotic
Arm

Yunhan Li1(B) , Jingjing Lou2 , Xiyuan Wan2 , Qingdong Luo2 ,
and Pengfei Zheng2,3

1 Huzhou College, Huzhou 313000, Zhejiang, China
lizjuee@outlook.com

2 Yiwu Industrial and Commercial College, Yiwu 322000, Zhejiang, China
3 Zhejiang Provincial Key Laboratory of Third Generation Semiconductor Materials and

Devices, HC Semitek Corporation, Yiwu, Zhejiang, China

Abstract. As an important human-machine interaction method, gesture control
attracts lots of researchers’ concentration in recent years. Different from other
literatures on industrial manipulator, this paper presents the possibility of using
Leapmotion gesture sensor to control a desktop robotic arm’smovement bymeans
of gestures. It describes the system framework and control algorithm of robot
control. A Leapmotion senser, a desktop robotic arm and one computer are used to
construct the system. In the control flow of the system. Coordinate transformation
between the palm position detected by Leap motion gesture sensor and the tool
center point (TCP) of the desktop robotic arm is calculated using the method of
spatial mapping. Themapping data can be used to control the desktop robotic arm.
To filter the noise and smooth the gesture signal acquired by the sensor, mean filter
and Kalman filter are applied. The program for the system is developed in Python
languagewith Leapmotion Python SDK and xArmPython SDK. The experiments
show that the system can operate stably and can control the movement of the
desktop robotic arm accurately in real time by human palm’ gesture.

Keywords: Desktop robotic arm · Palm gesture · Leap motion · Gesture
control · Coordinate transformation

1 Introduction

Gesture recognition plays an important role in human-machine interaction. In the process
of human-machine interaction, the user can control or interact with the device through
gesture recognition to achieve specific tasks. As shown in Fig. 1, there are several types of
gesture recognition implementation methods. (1) Simple gesture sensors, gesture recog-
nition sensor modules such as PAJ7620U2 are relatively inexpensive and can recognize
a certain number of gesture actions. For example, PAJ7620U2 can recognize 9 kinds of
gestures, including up, down, left, right, front, and back, but its detection area is relative
small; (2) The method based on Kinect sensor [1–5], which uses Microsoft Kinect sen-
sor for detection, can detect human movements such as arms and expressions, and has
a large detection range, but cannot detect changes of palms and fingers; (3) The method

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. Ronzhin et al. (Eds.): ICR 2022, LNCS 13719, pp. 1–11, 2022.
https://doi.org/10.1007/978-3-031-23609-9_1
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of using RGB camera has the advantage that the processing of two-dimensional image
information is relatively simple, but ordinary cameras are greatly affected by lighting
conditions, it can only recognize limited gestures, and cannot detect motion information
such as position and direction [6–10]; (4) Depth camera based method(such as Intel
realsense, ZED Stereo Camera, etc.) [11–15], these methods need to fuse image infor-
mation and depth information, and their accuracy depends to a certain extent on whether
the fusion algorithm used is appropriate. (5) Radar method [16, 17], this type of method
essentially judges the movements of the arm through the overall posture of a person, and
can detect the movements at a longer distance, but it is difficult to obtain the position of
the palm or fingers; (6) Method of gesture-sensing wearable devices (such as armbands
or wristbands) [18–21], this contact-based methods require a specific gesture-sensing
wristband (such as Myo bracelet) to be worn on a person’s forearm or wrist, the gestures
are judged by the EMG signals or the acceleration direction of the hand sensed by the
different movements of the human hand, and the gestures that can be judged are less, and
the signals of the wristband need to get in touch with the skin; (7) The method based on
Leap motion gesture sensor [22–26], the advantage of this type of method is that it can
identify information such as palms, fingers and finger-like tools, and the identification is
accurate, but its detection range is relatively small; (8) Multi-sensor fusion method [22,
24, 27], this method use two or more sensors for detection, which can detect a larger
range and obtain more detailed information, but the difficulty of fusing sensor data also
increases.

(a) PAJ7620U2 (b) webcam (c) lidar (d) Myo

(f) Kinect (g) realsense (h) leap motion

Fig. 1. Common gesture recognition sensors/modules.

Prior studies on gesture control related to robotic arms aremainly about the control of
industrial robotic arms and collaborative robotic arms, it is rare to use gestures to control
desktop robotic arms. The main research content of this paper is to use Leap motion
gesture sensor to detect the position of a single palm then use the signal to control the
movements of a four-joint desktop robotic arm in cartesian coordinate system.

Subsequent sections of the paper are organized as follow:

• Section 1. System structure, including the functions and characteristics of each
component of the system;

• Section 2. Control flow, describe the control process in detail;
• Section 3. Test results, test the designed system, analyze, and discuss the results in

detail;
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• Section 4. Conclusion, summarize the research of this paper and look ahead to the
next step research work.

2 System Structure

The designed system includes a Leap motion gesture sensor, a four-joint desktop robotic
arm and a PC, the composition is shown in Fig. 2.

Gesture 
information

Control signal Control signal

Status 
information

Leap motion

Computer uArm swift pro

Fig. 2. System composition.

Leap motion sensor is an optical gesture tracking module from Ultraleap, it can
quickly and accurately capture the movements of hands and tools, and the data list it
can track includes hands, fingers and tools with endpoints, fingers, tools, and gestures.
The response time is 4ms, the typical detection distance is between 0 and 60 cm, and the
typical detection range is a 140° × 120° area centered on the center point of the Leap
motion sensor. The plan view of detection area is shown in Fig. 3 [28].

Fig. 3. Plane diagram of the detection area of Leap motion.

The controlled object of this work is a four-joint desktop robotic arm which call
uArm swift pro. Its arms span is between 50 mm and 320 mm, and the accuracy is 0.2
mm. The working area of it is shown in Fig. 4 [29].
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Origin

R346

180
132

87

346

318

261

66

27 55

132
164

309

Fig. 4. Working area of uArm swift pro.

Use a computer installed with Windows 10 operating system as control center. The
programming language is Python, the Python version is 3.8.6. Leap motion Python 3
compatibility package [30] and uArm Python SDK [31] need to be installed.

3 Control Flow

Use Leap motion to detect gestures, and then control the movement of uArm swift pro,
which requires corresponding coordinate transformation. Set the origin of Leap motion
coordinates as OL = [

xLO, yLO, zLO
]
. Because the detection area of Leap motion is

different from the working area of uArm swift pro. For better control result, assume
that the center position of the palm of the current ID detected by Leap motion (the
ID will change when the palm reenter the detection area) is the new coordinate origin
O

′
L = [x′

LO, y
′
LO,Z

′
LO] (Fig. 5).

OL X

Y

Z

OL X

Y

Z

OA X

Z
Y

X

Z

Y
OA

Fig. 5. Schematic diagram of the origin of coordinates.
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uArm swift pro coordinate origin is OA = [
xAO, yAO, zAO

]
, new coordinate origin is

O
′
A = [x′

AO, y
′
AO,Z

′
AO], where,

⎧
⎨

⎩

x
′
AO = (max(xA) − min(xA)/2) = 115.5
y

′
AO = 0
z

′
AO = max(xA)/2 = 154.5

. (1)

Place Leap motion gesture sensor horizontally so that its x-axis direction is the same
as that of uArm swift pro. In the form of homogeneous coordinates, the center position

of the palm PL = [
xLP, yLP, zLP

]
based on the coordinates O

′
L =

[
x

′
LO, y

′
LO,Z

′
LO

]

is converted to the coordinates of the tool center point of the uArm swift pro PA =[
xAP, yAP, zAP

]
based on:

PA = PLT1T2, (2)

where

T1 =

⎡

⎢⎢
⎣

−1 0 0 0
0 −1 0 0
0 0 −1 0
x

′
LO y

′
LO y

′
LO 1

⎤

⎥⎥
⎦; (3)

T2 =

⎡

⎢⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 0
x

′
AO y

′
AO y

′
AO 1

⎤

⎥⎥
⎦ (4)

So PA can be described as:

PA =
[
xLP yLP zLP 1

]
⎡

⎢⎢
⎣

−1 0 0 0
0 −1 0 0
0 0 −1 0
x

′
LO y

′
LO y

′
LO 1

⎤

⎥⎥
⎦

⎡

⎢⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 0
x

′
AO y

′
AO y

′
AO 1

⎤

⎥⎥
⎦. (5)

When programming, initialize the new coordinate origin of uArm swift pro first, set
the desktop robot arm mode to 0 (suction cup mode), then start the Leap motion sensor.

Set a flag to obtain the palm center positionO
′
L detected by Leap motion at one time.

When entering the loop detection state, set the palm center position obtained for the first
time as O

′
L, and set the flag to 0 when the process is complete.

Use formula (2) to calculate PA, then use the set position function in the uArm swift
pro Python SDK to control the robotic arm to move to PA. PAC = [

xAC yAC zAC
]
is

the current position of the tool center point of the robotic arm obtained by using the get
position function. The specific process:
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4 Testing Results

4.1 Experimental Setup

The test platform is built according to the hardware structure shown in Fig. 2, and the
physical hardware is shown in Fig. 6. According to the wait parameter of Ture and
False in the set_position function of uArm swift pro respectively, experimental tests are
conducted, each test is 500 times cycle, typical speed parameter is 20000 and speed factor
is 0.0005(use these parameters uArm swift pro will not run too fast or too slow). The
results of four of these experiments were randomly selected for analysis. The position
tracking error (error) and the response delay time (delayTime) of position tracking are
calculated for each cycle. The position tracking error is the spatial distance between
the position point PA calculated according to formula (2) and the actual position point
acquired using PAC after executing the motion command. Calculated by formula (6),
and the position tracking response delay is the time difference from the beginning of
acquiring the palm position to the end of the current cyclic motion command.

error = distance(PAC ,PA) =
√
(xAC − xAP)2 + (yAC − yAP)2 + (zAC − zAP)2. (6)
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Fig. 6. Test platform.

4.2 Experimental Results

Table 1 records the corresponding data of the four tests. The data include the minimum
error (min_error), maximum error (max_error), and average error (avg_error) as well
as the minimum delay (min_delay), maximum delay (max_delay), and average delay
(avg_delay) for each test. From the statistical data, when the wait parameter is False, the
maximum value of the position tracking error of the four selected tests is more than 5
mm, among which three tests are more than 10 mm. The error of each test that more than
1mm is shown in Fig. 7, it is obvious that the difference between the position tracking
error under the two parameters is large. When the wait parameter is True, the maximum
error and average error of position tracking are small, but the average tracking response
delay is about twice as when the wait parameter is False, and the robotic arm runs with
a significant lag in gesture movement, its real-time performance is not ideal.

Table 1. Position tracking error and tracking response delay of 4 tests.

Times error(mm) delayTime(ms)

min_error max_error avg_error min_delay max_delay avg_delay

T F T F T F T F T F T F

1 0.33 0.18 21.18 26.09 0.62 1.45 90.4 59.52 383.52 184.01 159.9 77.65

2 0.3 0.29 1.0 12.95 0.63 2.25 93.89 70.71 731.96 184.79 141.96 79.49

3 0.41 0.1 1.19 6.46 0.75 1.17 73.22 60.27 763.27 202.78 161.27 77.32

4 0.31 0.14 1.16 12.43 0.57 1.27 75.79 71.58 643.85 162.68 155.31 76.86

Without filtering, the robot’s motion trajectory is unsmooth, and the jitter is relatively
large, so mean filter and Kalman filter are added to compare with the raw data. The mean
filter method is as follows, O

′
E(j) represents the filtered value in j step,

{
QO

′
E(j) = ∑i=j

i=0 O
′
E(j)(j < 10)

QO
′
E(j) = ∑i=j

i=j−9 O
′
E(j)(j ≥ 10)

. (7)
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Fig. 7. Comparison of tracking error.

Fig. 8. Position tracking error.
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Kalman filter used here is a typical three-dimensional Kalman filter. The initial
estimate position is set to 0, other parameters of the filter are as follows:

{
P(0) = O
A = H = I

. (8)

Fig. 9. Position tracking response delay.

Figure 8a shows the error when the wait parameter is Ture and Fig. 8b shows the
error when the wait parameter is False. The horizontal axis of every graph is the number
of steps, and the vertical axis is the error (unit mm). When the wait parameter is Ture,
the position tracking error is gathered in the interval less than 1 mm, and when the
wait parameter is False, the error is larger than that when the parameter is True. That
is because in the True state, uArm swift pro will move to the target position before it
receive a new position signal. Similarly, in the False state, uArm swift pro will move to
the next target position even if it does not reach current target position when it receives
the signal of Leap motion sensor. This always happen because of Leap motion sensor’s
update frequency (less than 20 ms) is faster than the movement of uArm swift pro.

Figure 9 show the relationship between the number of steps and the tracking response
delay(ms) when the wait parameter is Ture and False. The tracking response delay is
longer when the wait parameter is Ture than when the parameter is False. Because when
the parameter is Ture, uArm swift pro needs to finish current movement, that takes longer
time. From the curves display in different color, we can see that Kalman filter can smooth
the trajectory of uArm swift pro to the greatest extent.
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5 Conclusion

This paper addresses the problem of using Leap motion gesture sensor to control the
movement of a desktop robotic arm (uArm swift pro), spatial mapping method is studied
andused to transform the palmcenter position detected by theLeapmotion gesture sensor
into the TCP of the desktop robotic arm. Through experimental tests, it is verified that
the tracking error of the method is within the acceptable range, and the tracking response
delay can meet the real time requirement when the wait parameter is False. However,
the control process is difficult to join other actions (such as making a fist position when
the palm moves to a certain position to trigger suction, because fist will make the palm
position detection inaccurate). Future research will consider this scientific question.
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Abstract. The task of supervision in a collaborative robotic system is an impor-
tant issue. Supervisory system is primarily necessary for the organization of safe
human-robot interaction. In this paper, another approach to the application of the
similar systems is considered. Two RGBD cameras are proposed for modeling
the human state and conditions and further organization of the dialogue between
robots and humans. This dialog is necessary to arrange the dynamic allocation of
tasks, validity of which depends on analysis of human behavior and intention. In
view of that, four algorithms based on neural networks are used: for face recog-
nition, body recognition, gestures recognition and tools recognition. The Python
library “face_recognition” provided by Adam Geitgey is applied to face recogni-
tion. The OpenPose library is applicable to body and hand key points detection.
Finally, the YOLOv5 model of convolutional neural network is used to train our
own dataset and recognize mechanical tools. These four algorithms were veri-
fied for accuracy and real-time performance respectively, and then constituted this
supervisory system. The simulation of this technological process is presented as
finite state machine based on ROS2 package. In conclusion, experimental results
demonstrate the effectiveness of proposed supervisory system.

Keywords: Human robot collaboration · Human robot interaction · Dynamic
task allocation

1 Introduction

Since Industry 4.0 was proposed in 2013, the development of collaborative robots has
become one of the trends in the field of manufacturing [1]. Therefore, human-robot
collaboration (HRC) and human-robot interaction (HRI) have become popular topics
among researchers in recent years. In order to achieve HRC in a collaborative robotic
cell, vision-based supervisory systems are wildly used to perform many tasks including
safety ensuring, speculation of human intentions and decision-making.

According to [2], three levels of visual understanding are integrated into supervisory
system: object-level, human-level and environment-level. Object-level mainly refers to
identification and localization [3–5] of objects such as workpieces and tools, which exist
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in shared workspace. Human-level means recognition and prediction of human inten-
tions including gesture and pose recognition via body [6–8] and hand [9, 10] detection.
Environment-level, which is 2D or 3D representation of the environment [11], is not
considered in our work. From [3–10], we can see that massive studies have used these
supervisory systems, which have reached high accuracy in detection and recognition of
objects and human intention, as well as achieved on-site communication and collision
avoidance. Furthermore, in this paper we hope to contribute to human robot collabora-
tion beyond previous researches by providing a new perspective: application of dynamic
task allocation in specific industrial scenarios [12–14]. Therefore, task allocation is an
important issue in multi-agent systems. In human-robot collaboration, what we need to
consider is how to assign tasks to human and robot to minimize overall completion time
and maximize efficiency.

Task allocation is usually divided into three steps. Thefirst step is task decomposition.
In some simple assembly tasks, the overall task can be directly decomposed into different
subtasks [15], sub-processes [16], and sub-phases [17]. In complex assembly tasks,
Hierarchical Task Networks can be used to decompose the overall task [18]. Some
researchers use AND/OR graph to complete task representation of assembly plan [19].

The second step is to allocate tasks to robots and humans. It is first necessary to
determine the capabilities of humans and robots, measuring the advantages of each and
the types of tasks for which they are better suited [16]. Likewise, we need performance
metrics such as completion time, safety, ergonomics, and accuracy to describe the prop-
erty of each subtask [17]. In [15] the author defined positive and negative resources
in the environment. After synthesizing these factors, result of allocation will be more
feasible. In [17] they adopted decision tree, which takes various criteria as input, and
outputs which tasks are suitable for humans, and which are suitable for robots. In [19]
they adopted the POMDP model to plan subtasks.

The third step is dynamic allocation. After the planning in the second step, unpre-
dictable deviations may occur in the actual situation, such as changes in human abilities,
unexpected factors such as fatigue. For example, in the task of drilling and riveting air-
craft bodies, it is necessary to coordinate the movements of a robot and a person in real
time [20, 21] and redistribute tasks between humans and robots according to current
state of the process. Therefore, adaptive planning and real-time optimization are more
challenging, but [15, 16, 18] do not consider this step. Only [17] uses the average time
when calculating the completion time of each operation, so the tasks are reassignedwhen
there is a large time deviation in the actual process. However, there are other possibilities
of deviation, which should be paid more attention.

The purpose of this paper is to develop a vision-based supervisory system using
convolutional neural networks to ensure human-robot interaction. Figure 1 shows our
general scheme of supervisory system. There are two RGBD camera sensors supervis-
ing the worker at the same time. While the robotic cell responds based on the image
information from the first RGBD camera, the mobile robot responds according to the
image information of the second RGBD camera. The supervisory system consists of four
algorithms: 1) algorithm for face detection, 2) algorithm for body detection, 3) algorithm
for hand gesture recognition, 4) algorithm for mechanical tools recognition. All these
tools are presented for use in the dynamic allocation of tasks.
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Fig. 1. Scheme of supervisory system.

2 Using Face, Body, Hand, and Gesture Recognition Systems
in Collaborative Robot-Human Interaction

2.1 Face Recognition Using Python Library Provided by Adam Geitgey

The face recognition algorithm is based on the Python library “face_recognition” pro-
vided by Adam Geitgey [22]. After simplifying the image with HOG [23] algorithm, he
completed face landmark estimation using OpenFace [24] provided by Brandon Amos.
With 128 measurements generated by the neural network ResNet-34 [25], he used a
SVM classifier to find the person’s name from encoding.

This algorithm allows a dynamic adapted face learning by adding automatic face
learning mode, if no matching exists. Nevertheless, we just need to confirm whether the
detection result is a registered worker. Therefore, we need to upload a frontal photo of
the worker before the detection starts, the supervisory system directly returns the name
of a most matching person or unknown otherwise.

While Fig. 2a is the photo of the tester, which is uploaded to the folder, Fig. 2b is the
result of face detection, which shows the correct name of the tester in a bounding box.

a) b)

Fig. 2. Example of face detection: a) photo of tester; b) result of face detection.
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2.2 Determination of Spatial Coordinates of Key Points of Body and Hands
Using OpenPose

There are four main deep learning-based pose estimation methods: OpenPose [26],
AlphaPose [27], DeepPose [28], DeeperCut [29]. Except for DeepPose, the other three
are open-source algorithms. A comparative experiment has proved that DeeperCut, the
improved version of DeepCut, is not as accurate as AlphaPose andOpenPose [30].While
the research team of AlphaPose focuses more on accuracy, OpenPose has the advantage
of running faster, which can achieve real-time multi-person 2D pose estimation using
PAFs. Although AlphaPose has made improvements in real-time running in the last
year, OpenPose is still more popular among researchers. In addition, OpenPose also has
excellent performance in the extraction of facial and hand key points, which provides
convenience for our future work. Therefore, OpenPose is chosen to gain coordinates of
key points of body and hands in our supervisory system. As mentioned in the repository
of OpenPose [31], hand detector is much more accurate when body detection is enabled.

After obtaining two-dimensional coordinates of key points, it is necessary to use the
aligned depth values of the depth camera channel and restore them to there-dimensional
coordinates. We propose to use a pinhole camera model with internal parameters fx, fy,
cx, cy corresponding to the focal length and optical center. This allows calculation of
the position of the point (i, j) in the resulting image with a known position of the body
(x, y, z)T using the formula (1):

π(i, j, 1) =
(
fxx

z
+ cx,

fyy

z
+ cy, 1

)
. (1)

Now it is possible to restore the three-dimensional point corresponding to pixel
(i, j)T ∈ R2 with depth z = Id (i, j), using the formula (2):

p(x, y, z) =
(

(i − cx)z

fx
,

(
j − cy

)
z

fy
, z

)T

. (2)

To calculate the internal parameters fx, fy, cx, cy, the camera calibration method is
used.

2.3 Hand Gesture Recognition

Understanding human intention plays a critical role in the maintenance of human-robot
collaboration. Human intention is expressed through hand gestures, body poses and
facial expressions, among which the most obvious way to send instructions is through
hand gestures.

Hand gesture recognition includes three parts: hand localization, pose estimation and
gesture recognition [32]. From 2.2 we have already obtained spatial coordinates of hand
key points, just gesture recognition is needed. Connecting hand key points with lines
turns into a skeleton image, which greatly simplifies the image feature. Among all the
recognition methods, commonly used methods are Hidden Markov Model (HMM) [33–
35], Convolutional Neural Network (CNN) [36–39], Support Vector Machine (SVM)
[40], k-Nearest Neighbors (k-NN) [41], etc.
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Since we only have two gestures: start and stop, it is very convenient to apply a
simple algorithm to derive the gestures on top of the segmented skeleton data. The state
of each finger is either bent or straight, determined by the cumulative angle of the joints.
We then recognize gestures by computing the state of a set of fingers. Figure 3 shows
the recognition results for both start and stop gestures, in addition key points of hands
and body are drawn on the original image captured by the camera.

Fig. 3. Results of hand gesture recognition: a) hand gesture “start”; b) hand gesture “stop”.

3 Mechanical Tool Recognition with YOLOv5 Neural Network

Compared to two-stage RCNN series algorithms, one-stage YOLO (You Only Look
Once) series algorithms have greater advantages in running speed. We used YOLOv5
to recognize mechanical tools in worker’s hands, which is the latest iteration of YOLO
series of object detection algorithms.

YOLOv5 models must be trained on labelled data in order to learn classes of objects
in that data. The dataset we chose is the existing mechanical tool data set on the Kag-
gle website [42]. In our supervisory system, we just used four categories: screwdriver,
hammer, wrench, and pliers. Figure 4 shows part of our customized dataset of just
four categories. Then we used platform Roboflow to label every image and automati-
cally export the dataset in YOLOv5 format. YOLOv5 does online augmentation during
training, so we just applied two preprocessing steps: auto-orient and resize.

Amongfivemodels,we selected the smallest and fastest pre-trainedmodelYOLOv5s
to start training. The biggest feature of YOLOv5 is that the size of its model is very small,
among which YOLOv5s 14 MB and YOLOv5l 89 MB, while the Darknet architecture
version of YOLOv4 is 244 MB in size. Then we specified batch-size 16, image size 640
and number of epochs 300.

Figure 5 shows the training results, we can see those values of loss functions drop
to a low level. We used three mechanical tools to validate the accuracy of our trained
model, and Fig. 6 presents returned image with bound boxes in ROS system. From left
to right, the first tool is detected as a screwdriver with similarity score 0.87, the second
tool is detected as pliers with similarity score 0.89, and the third tool is detected as a
wrench with similarity score 0.80.
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Fig. 4. Dataset of mechanical tools.

Fig. 5. Training results.

Fig. 6. Validation of accuracy.
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4 Simulation of Dynamic Task Allocation

Feasibility of dynamic task allocation depends on analysis of human behavior and inten-
tion, including extraction of key points of human body and recognition of tools held in
hand. Figure 7 shows the finite state machine of our supervisory system.

Fig. 7. Finite state machine of our supervisory system.

This state machine is based on ROS2 package SMACH. Before starting the initial
state, our supervisory system waits signal of human body detection. After identification,
the key points of the human body will be detected and then coordinates of these points
will be passed to the robot control system. For the accuracy of motion planning of
collaborative robots and the safety of human robot interaction, it is necessary to compute
the position and orientation of the worker. In the initial state of the workflow, the RGBD
camera detects human faces. If the detection result is a stranger, the supervisory system
will prompt that this is not your workplace, please leave, and then go back the initial
state. If the detected face belongs to a registered worker, the supervisory system will
move to the next state (Fig. 8).
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Fig. 8. State of face detection.

With the coordinates of the hand, the entire hand area is segmented so that the
supervisory system can continuously detect and recognize the hand gestures of the
worker, for example, stop or start (Fig. 9).

Fig. 9. State of hand gesture recognition.

Understanding the intention of the worker, the collaborative robot can either start
operation or finish. Likewise, the supervisory system will recognize mechanical tools
in the worker’s hands. The supervisory system can not only supervise workers to focus
on work without desertion, but also can decide how to help workers to complete tasks
according to the tools. If the tool held by the worker is screwdriver (Fig. 10), then the
robot starts working. If the tool held by the worker is not screwdriver, the robot will not
start working until recognizing the screwdriver. During robot operation, the robot pauses
if the worker shows a “stop” gesture (Fig. 11). All detection and recognition tasks are
done by RGBD camera. The video of this is available on YouTube (https://youtu.be/

https://youtu.be/f9ToAzfWSn4
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f9ToAzfWSn4). Figure 12 presents the overall system architecture, including program
modules and data streams, during human robot interaction.

Fig. 10. State of tool recognition.

Fig. 11. State of pause when recognizing “stop”.

https://youtu.be/f9ToAzfWSn4
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Fig. 12. The overall system architecture.

5 Conclusions

In this paper we presented four algorithms based on neural networks, specially selected
for the possibility of implementing dynamic task allocation. The first algorithm of face
detection is used to confirm the identity of the worker. The second algorithm of body
detection is used to compute the position of worker and his hands. The third algorithm
of hand gesture recognition is used to provide instructions to our supervisory system
in human-robot interaction. The fourth algorithm of mechanical tool recognition allows
the system to choose correct task type, for different tools are manifestations of human
intentions. The simulation of the technological process is shown that a set of presented
tools canparticipate in the supervisory system for the dynamic allocationof tasks.Theuse
of such technologies facilitates productivity and flexibility in human-robot interaction.

Further research will be aimed at carrying out experiments of assembly task in
real-world conditions in order to validate our proposed supervisory system. Another
appealing direction is to integrate and recognition of other forms of human intention in
our supervisory system, such as facial expressions and actions, as well as to add more
complex classifications in the training set. In the future, it is necessary to move on to
assessing the intentions of a person. For example, it is possible to extend face recognition
with gaze direction analysis and body recognition with body direction. Then, based on
the rotation of the person relative to the camera of the collaborative robot, it can be
concluded whether the person intends to interact with the robot.
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Abstract. Interactive docent robot is a novel and interesting service in modern
exhibition hall research. However, due to the complexity of human-robot interac-
tion, it is still a challenging to develop a tour assistant robot used in exhibition
halls that can naturally interact with visitors and guide them through the exhibits.
To fulfill these requirements for intelligent docent robots, this paper first analyzes
the basic functions that a service robot should have, and then develops a physical
anthropomorphic robotic head platform with soft skin, which can present facial
motions, for presentation and interaction. The service robot completes the func-
tions of multi-point navigation, autonomous obstacle avoidance and explanation
in the local embedded device through path planning algorithm. To achieve the
anthropomorphic interaction effect, an anthropomorphic robotic head for interac-
tion is designed to realize the facial action change in the process of explanation and
interaction. In addition, the functions of human-robot dialogue and facial recogni-
tion based on convolutional neural network are realized on the cloud platform. The
experimental results in navigation accuracy evaluation and human-robot interac-
tion show that the service robot designed in this paper can maintain stable motion,
accurate navigation, and natural interaction.

Keywords: Docent robot · Anthropomorphic ·Multi-point navigation · Cloud
platform · Human-robot interaction

1 Introduction

With the development of artificial intelligence, docent robots are widely used to assist
the visitors in the exhibition halls. The docent robots can provide navigation and human-
robot interaction services and enrich the experience of tourists [1]. In previous studies
on anthropomorphic robots, Park et al. [2] proposed that robots with anthropomorphic
appearance allow humans to remember more details of interactions and can provide
more engaging and credible interaction information. Thus, anthropomorphic docent
robots with precise navigation and natural human-robot interaction can act as intelligent
guides in the exhibition halls and provide better navigation and interaction services for
visitors.

Previous researches on docent robots mainly focused on path planning and visual
perception. For example, Choi et al. [3] proposed a position tracking compensation
algorithm for path search of exhibition hall-guided robots. Michaud et al. [4] proposed
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a distributed approach based on directional visual perception and inter-robot communi-
cation. These studies all provide references for the research of docent robots. However,
these studies are based on the powerful computing and storage capabilities of computers.
If these functions are deployed in the embedded devices of docent robots, it will cause
the problems of insufficient memory and high latency.

In previous studies,many literatures have reported the researchprogress of navigation
and interaction for docent robots.Nourbakhsh et al. [5] installed an affectivemobile robot
at the Carnegie Museum of Natural History. Ghosh et al. [6] described the development,
test, and analysis of a museum guide robot system to manage audiences. They both have
made an achievement in guidance, explanation, perception, and interaction. However,
none of them have used anthropomorphized robots. Studies on human-robot interaction
point out that the appearance of a robot is as important as its behavior [7], and a robot
with an anthropomorphic appearance has a stronger comprehensive ability, which can
shorten the distance between the robots and the tourists and realize natural human-robot
interaction.

To improve upon these deficiencies, this paper designs a docent robot for exhibition
halls. Theoverall design andhardware structure of the docent robot is shown inFig. 1.The
Raspberry Pi is used to build a grid map in indoor environment through lidar sensors and
perform real-time path planning and obstacle avoidance according to the coordinates of
the explanation points. In addition, to avoid the problems of high latency and insufficient
memory caused by deploying the convolutional neural network on the Raspberry Pi,
this paper implements the functions of human-computer dialogue and face recognition
in the cloud server. Service robots can quickly retrieve, and match based on cloud
knowledge base and face database, communicate naturally with tourists and welcome
important guests. Finally, the anthropomorphic head allows the docent robot to increase
the effectiveness of information transfer and intimacy with the visitor during navigation
and interaction.

Fig. 1. Overall design and hardware structure of the docent robot.
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2 Computation on the Edge

The navigation and explanation functions are deployed locally. The docent robot will
build a grid map in an unknown environment and navigate using Adaptive Monte Carlo
Localization (AMCL) algorithm. Global and local path planning algorithms are com-
bined to realize autonomous obstacle avoidance. Finally, the docent robot will make a
presentation after reaching the explanation points [8].

2.1 Mapping and Location

The docent robot will build a grid map in an unknown environment through the Lidar
sensor. The states of each gird in themap are classified as free, occupied and unknow.We
use p(f ) to denote the probability of Free and p(o) to denote the probability of Occupied.
Therefore, the state probability of each grid can be described as Eq. (1):

State(g|z) = log
p(o|z)
p(f |z) , (1)

where z is the observations of Lidar measurements. In the initial state, each grid is
unknow, where p(o) = p(f ) = 0.5, and State(g|z) = 0. Each time a Lidar scan is
obtained, the p(o) value of the grid at real obstacles in grid map will increase and p(f )
value will decrease. Thereupon then the state probability when the grid is occupied will
increase and approach to 1, while the state probability when the grid is free tends to 0.
Therefore, the probability distribution of the final grid map can be described as Eq. (2):

p(G|z1:t) =
∏

p(gi|z1:t), (2)

where the occupancy probability of each grid is described as Eq. (3):

p(gi|z1:t) = 1− 1

1+ eState(gi|z1:t)
. (3)

Figure 2 a shows the result of building the map in our laboratory, which is shown on
the Robot Visualization (RViz).

In this paper, the AMCL algorithm [9] is used to localize the docent robot in the
grid map. The particles distributed on the map are scored according to the map data
and the initial posture of the robot. The score determines the probability of the robot
being in a certain area. In the next round of particle generation, higher-scoring area have
more particles generated. Through continuous iterations, the particles will converge to
an area that is the best point for evaluating the position and posture of the docent robot. In
addition, the accuracy of the position estimation is determined by judging the aggregation
degree of particles. When the estimation is accurate, the maintained particles will be
decreased to reduce the computational cost of the algorithm. The positioning results are
shown in Fig. 2b.
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Fig. 2. Mapping and Location Results. a) Grid map created by the docent robot. b) ACML sample
distribution.

2.2 Navigation and Autonomous Obstacle Avoidance

Figure 3 is the structure of the robotic navigation system [10]. The navigation node can
get the navigation target from a topic published on RViz. The AMCL node provides
robot global position information by using the particle filter algorithm. The odometer
information serves two purposes, one is used to select the optimal path for local path
planner, and the other is to use the estimated pose information for positioning. The
odometer information is obtained from the encoder motor and gyroscope on the mobile
platform. The Lidar data is used to match the static map to correct the robot’s position
and get a more accurate position to compensate for odometer drift errors. In addition, the
grid occupancy map and cost map are built according to the Lidar data. The cost map is
divided into global cost map and local cost map, where global cost map is initialized via
the Static GridMap node. The local cost map includes ObstacleMap Layer and Inflation
Layer. The obstacles detected by Lidar are added to Obstacle Map Layer. The Inflation
Layer scales the obstacle to a user-defined expansion radius to ensure that the robot and
the obstacle will not collide.

The global path planner reads the global cost map for planning based on the input
start and target points. The local planner reads the local cost map and performs local
planning based on the tracked global path to make it conform to the global optimal path
and achieves real-time obstacle avoidance.

Fig. 3. Structure of the navigation system.
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3 Computation on the Cloud

In order to reduce the power consumption of the CPU and improve the real-time path
planning, we deployed the facial recognition, human-robot dialogue and voice-text con-
version function in the cloud. Then the local needs to send the data to the cloud and
receive the processed data from the cloud.

3.1 Human-Robot Dialogue

The docent robot supports an open and customized dialogue system. The docent robot
will save the dialogue as an audio file and send the audio file to the cloud for voice-text
conversion and human-robot dialogue. Questions can be quickly retrieved and matched
in the knowledge base in the cloud after word separation and feature extraction. Then,
a cosine similarity algorithm is used to calculate the matching scores of questions and
answers. Finally, the matching scores in conjunction with the thresholds are analyzed to
determine which answer is returned.

In addition, users can upload topics and corresponding responses to the cloud to
customize the dialogue system and enrich the robot’s knowledge base. The cloud server
will segment the new topic to determine where the topic is stored in the knowledge base
and create a reverse index of the topic. The classifier model is retrained to update the
knowledge base in the cloud. When a similar topic is received, the system can reply
by searching the knowledge base for an index that matches the topic based on the pre-
processed topic. In practice, this function can allow the robot to provide customized
language guidance and presentations depending on different exhibition halls.

3.2 Face Recognition

The camera embedded in the robotic head platform also enables facial recognition during
the human-robot interaction, which can be used to sign in, take attendance and welcome
important guests. Facial detection and recognition are realized in the cloud server. As
shown in Fig. 4, we use the Multi-task Convolutional Neural Networks (MTCNN) [11]
for facial detection, which combines three cascaded lightweight CNNs. Then, we use
faceNet [12] for facial recognition, which is tomap face images into amulti-dimensional
space and represent the similarity of faces by spatial distance. The spatial distance of
the same face image is small, and the spatial distance of different face images is large.

As shown in Fig. 5, we visualized the results of facial recognition. The results reflect
that if the Euclidean distance between the feature vectors is lower than the threshold,
the docent robot will receive the successful recognition signal and the corresponding
face information. Conversely, if the Euclidean distances calculated are all higher than
the threshold, the output will be set as a stranger and the docent robot will not react.

4 Experiments

To evaluate the performance of the robot, experiments for evaluating the navigation,
autonomous obstacle avoidance, and human-robot interaction have been conducted in
this section. During the test, a Lithium battery with 24 V and 100 Ah is used to power
the robot for about 24 hours of working.
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Fig. 4. The implementation process of facial recognition.

Fig. 5. The results of facial recognition.

4.1 Evaluation of Navigation Path and Explanation Points

In order to evaluate the precision of the navigation, we recorded the coordinates of the
docent robot when moving, and the position and posture data when it stops near the
explanation points. Figure 6(a) shows the top view of the grid map, which is built by
lidar in the experimental environment. In the grid map, the red dots are the explanation
points we set, and the blue line is the moving path planned by the global path planning
algorithm prior to navigation.

In terms of the precision of the navigation, the actual moving path of the docent robot
was recorded in real time. Meanwhile, the path predicted by the path planning algorithm
was also recorded. As shown in Fig. 6(b), we compared the similarity between the actual
docent robot movement path and the predicted path with our method. The results show
that the robot can move according to the path planning algorithm, which demonstrates
the reliability and stability of the mobile chassis.

The position and posture data of the docent robot were recorded when it reached
the explanation points. Then we compared the preset coordinates of the explanation
points and the posture of robot with the actual coordinates and posture when the docent
robot reached the explanation points. As shown in Fig. 6(c), P(x, y, z) represents the
position, O(x, y, z, w) represents the direction. Within the tolerance, the robot can reach
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the explanation points and adjust the orientation accurately. Even if the position of the
indoor object changes, the robot can still accurately reach the explanation points during
navigation.

Fig. 6. Evaluation of Navigation Algorithms. a) Moving path and explanation points of the
docent robot in grid map. b) Comparison of predicted path and actual path without obstacles.
c) Comparison of the coordinates and posture of the docent robot.

4.2 Evaluation of Autonomous Obstacle Avoidance

In order to evaluate the obstacle avoidance function of the docent robot, obstacles were
randomly placed in its path. As shown in Fig. 7, the blue dots represent the obstacles, and
the red dots represent the explanation points. When the docent robot detects an obstacle
within the detection range set by the local path planner, it will immediately react and
replan the path to the next explanation point to bypass the obstacle. The obstacle detection
range is determined by the incircle radius of the robot contour. The results reflect that our
docent robot can accurately and stably avoid obstacles in its moving path when guiding
the visitors.

4.3 Evaluation of Human-Robot Interaction

For the performance of human-robot interaction, the accuracy of facial recognition and
the rationality of human-robot dialogue were evaluated. In addition, we also evaluated
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Fig. 7. Moving path of docent robot with obstacles.

the effectiveness and interaction experience of robot head platform on human-robot
interaction.We conducted a between-subjects experimental study using the docent robot.

Twenty students were invited to participate in the experiment to interact with the
docent robot for facial recognition and human-robot dialogue. To verify the positive
effect of the anthropomorphic docent robot on the explanation and interaction process,
we divided the participants into two groups, one interacting with the docent robot with
the anthropomorphic appearance and the other interacting with the robot without the
anthropomorphic appearance. The facial information of each participant will be recorded
in the cloud prior to the experiment. Each participant first performed facial recognition
during the experiment and had ten simple conversations with the docent robot. At the end
of the experiment, participants were asked to fill out a questionnaire on the participants’
evaluation of the intimacy and interaction experience of the docent robot.

The results of the experiments were collected for statistical and analytical purposes,
where the evaluation of the rationality of human-robot dialogue was based on the logic
of daily conversation. The results show that the accuracy of facial recognition is 100%
and the rationality of human-robot dialogue is 90%. In addition, we also calculated
the mean value and standard deviation of the evaluation scores corresponding to the
participants, the results of the questionnaire are shown in Table 1. The results reflect that
the scores fromparticipants on the intimacy and interactive experience of the docent robot
with an anthropomorphic appearance are higher than that without an anthropomorphic
appearance, which indicates that the docent robot with anthropomorphic appearance can
indeed play a positive role in human-robot interaction.

Table 1. Evaluation on the effectiveness of information transmission.

Intimacy Interaction Experience

Robot with anthropomorphic head 4.2 (0.60) 4.0 (0.77)

Robot without anthropomorphic head 3.3 (0.46) 3.1 (0.54)
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5 Conclusion

This paper presents an interactive robot docent for exhibition, the robot can lead visitors
to visit different attractions in the exhibition hall and provide human-robot interac-
tion services. During the test, the mechanical structure of the robot is basically stable,
can stably perform lidar mapping and multi-point navigation, and effectively perform
autonomous obstacle avoidance during the navigation, perform vivid demonstrations at
the explanation point. In terms of interaction, face recognition and human-robot dialogue
were tested for interaction to verify the stability of human-robot interaction. The results
show that the robot can lead visitors to the exhibition hall and provide human-robot
interaction services without any malfunction. High-precision lidar can help robots navi-
gate and avoid obstacles autonomously, and sophisticated neural networks help explain
that robots interact with humans more naturally.

Further work can be focused on using a single-tube coupling system for low-power
autonomous wireless charging and the design and use of robotic arms. In addition, it
can further improve the problem of inaccurate repositioning of robots when the flow of
people is dense.
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Abstract. For visual-based robotic manipulation, it has always been a challeng-
ing task to perform real-time and accurate pose estimation of target objects under
cluttered background, illumination variations, occlusion, and weak texture, espe-
cially under severe occlusion conditions. In recent years, the RGB-based methods
based on vector field prediction are proved to be robustness on 6D object pose
estimation under occlusion. At the same time, network with attention mechanism
has achieved outstanding performance in 2D object detection. In this paper, we
propose an attention-driven 6D pose estimation method with multi-constraints
loss and pixel-wise voting. We calculate the distance weighted unit vector length
and included angle length based on prediction results to regularize unit vec-
tors prediction. Moreover, we introduce Dense Atrous Spatial Pyramid Pooling
(DenseASPP) and Channel-wise Cross Attention (CCA) mechanisms into the
network structure to improve the accuracy of output prediction. Experiments on
LINEMOD and Occlusion LINEMOD datasets manifest that our method outper-
forms state-of-the-art two-stage sparse 2D keypoints prediction methods without
pose refinement.

Keywords: 6D pose estimation · Attention mechanism · Multi-constraints loss ·
Pixel-wise Voting

1 Introduction

Efficiently and accurately estimating the 6D pose of an object relative to the camera is
a key step of the high-dimensional space manipulation tasks represented by robotic arm
grasping. The 6D pose refers to the (R;T ) transformation of the object coordinate system
relative to the camera coordinate system, R and T respectively represent the rotation
transformation and translation transformation between the two coordinate systems in
three degrees of freedom.

The traditional hand-crafted feature matching 6D pose estimation methods realize
accurate object pose estimation but decrease significantly under severe conditions such
as complex background, insufficient illumination, severe occlusion, and weak texture.
In response to the above problems, 6D pose estimation methods based on deep learning
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are proposed. It is difficult to obtain the RGBD information of images and the algorithm
reaches high demand for hardware. Hence, the RGB-based 6D object pose estimation
methods meet the requirements of practical applications.

Among RGB-based methods, deep learning end-to-end methods take RGB images
and label information as input, then directly output the 6D pose of objects. While, the
algorithm is inexplicable and overfitting always occurs during the prediction process.
In contrast, two-stage object pose estimation methods have stable generalization and
algorithm interpretability. The first stage predicts the 2D-3D corresponding information
of the target object through the deep neural network, the second stage uses the predicted
information to solve the Perspective-n-Point (PnP) [1] problem to obtain the 6D pose of
objects. Although two-stage methods are more affected by the occlusion of keypoints,
Pixel-wise Voting Network (PVnet) [2] achieves good results in solving the occlusion
problem by regressing unit vectors pointing to the sparse keypoints for each pixel in
RGB images and obtaining the predicted sparse 2D keypoints through Huffman voting.

Inspired by PVnet, this paper proposes a new network architecture. We adopt Unet
[3] like network backbone with two attention mechanisms to improve the accuracy of
output. The Dense Atrous Spatial Pyramid Pooling (DenseASPP) [4] module is intro-
duced after the end of the downsampling stage to effectively capture multi-scale feature
information by using the densely connected dilated convolution layer. In the upsampling
stage, Channel-wise Cross Attention (CCA) [5] module is added to eliminate the ambi-
guity of decoder features. Except for that, we add distance weighted unit vector length
and included angle length loss constraints into the loss function. Specifically, for pixels
far away from the keypoints, the small angle between the two direction vectors leads to
a large positioning deviation, distance weighted information helps regularize predicted
unit vectors and reduce voting deviation. The main work of this paper is as follows:

• We propose an occlusion robust network for 6D object pose estimation, which real-
izes more accurate unit vector field and segmentation predictions by introducing
DenseASPP and CCA attention modules.

• We add distance weighted unit vector length loss and included angle vector length
loss constraints into loss function to regularize unit vector field prediction.

• Our method is tested on public datasets and achieves the performance of state-of-
the-art compared with the most advanced RGB-based sparse 2D keypoints prediction
methods without pose refinement.

2 Related Work

In this section, we mainly review the RGB-based 6D object pose estimation methods of
deep learning RGB-based methods. Deep learning RGB-based methods are classified
into end-to-end regression methods and two-stage methods.

End-to-end regression methods. End-to-end regression methods input RGB
images, train the complete network, directly output the 6D pose of the object in the
form of regression or classification tasks. The 6D pose information includes transla-
tion matrix, Euler angle or quaternion. Xiang et al. [6] propose the end-to-end network
PoseCNN in which a symmetric loss function is proposed and Hoffman voting that our
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method adopts is used to predict the center point dealing with occlusion. SSD-6d [7] and
EfficientPose [8] design end-to-end architectures for 6D pose estimation by extending
the 2D target detection architectures. The advantage of such methods is high efficiency,
but inexplicability and the reliance on pose refinement with further computation limit the
development of this kind of methods in the field of 6D pose estimation and the practical
application of robot operation tasks.

Two-stage methods. The first type of two-stage methods are 2D–3D dense cor-
respondence methods. The first stage of such methods is to predict the intermediate
representation, and the second stage is to obtain the 6D pose through the depth network
or the pixel by pixel RANSAC PNP [1] method. Dense Pose Object Detector (DPOD)
[9] constructs a 2D–3D correspondence by predicting the UV graph as an intermediate
representation, then uses the discrete classification method to obtain 6D pose results.
Geometry-GuidedDirect RegressionNetwork (GDR-Net) [10] classifies the surface area
of target objects into 64 discrete segments and then trains another encoding-decoding
network to regress 6D pose. The 2D–3D dense correspondence prediction methods have
a large demand for computational power and need a long training time for another trained
network to obtain 6D pose.

In contrast, the second type of two-stage methods is 2D–3D sparse keypoints match-
ing methods which combine the advantages of traditional methods’ interpretability and
deep learning methods’ efficiency. Rad et al. [6] train depth network to regress 2D
coordinates of the eight vertices of objects’ bounding box and further calculate the 6D
pose with PNP. Peng et al. [2] solve the problems of occlusion and image outliers by
pixel-wise voting, while there is still much room to improve the accuracy of semantic
segmentation and unit vector field prediction. HybridPose [11] predicts edge vectors and
the intermediate representation corresponding to symmetry with predictions in [2] for
pose refinement. The added two intermediate representations greatly increase the net-
work parameters, and the method relies too much on the pose refinement. Our method
accurately and real-time estimates the 6D pose of the occluded object without post pose
refinement.

3 Proposed Approach

Our method takes RGB image as input and obtains 6D pose with two-stage keypoints
prediction. Our backbone is the Unet [2] like network with DenseASPP [4] module and
CCA [5] upsampling attention module. The output of our network are segmentation and
unit vector field predictions. In the process of back propagation of network, in addition
to two output loss, we add the distance weighted unit vector length loss and included
angle vector length loss into loss function. The four loss constraints jointly guide the
network to regularize unit vector prediction. Then, the position of sparse 2D keypoints
is determined by Hoffman voting and we obtain 6D pose regressed by EPNP [1]. The
overall structure of the method is shown in Fig. 1.

3.1 Network Architecture

The backbone of the downsampling network is a pretrained Resnet18 [12] network. The
images are downsampled to the size of H

8 × W
8 , and the subsequent downsampling layers
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Fig. 1. Overview of our framework.

of [12] are replaced by two convolution layers with dilated convolutions for dimension
raising operation. Then, the information is put into the DenseASPP module to extract
multi-scale and dense features. After the regularization processing of BN layer and Relu
layer, the information is unsampled to image size for three times which contain two
times of CCA module and regularization combination module.

DenseASPP attentionmodule.TheDenseASPP [4]module is an optimized version
of the ASPP [13] module. DenseASPP introduces different rate of atrous convolutions
and connects them in the form of dense connections to extract multi-scale dense infor-
mation of RGB images. We introduce the DenseASPP module containing the dilated
convolutions layers of rates = (3, 6, 12, 18, 24) to obtain larger receptive fields and
extract denser feature information in the form of dense connections at the same time.
Through ablation experiments, we confirm that the DenseASPP module we add helps
improve the accuracy of 6D pose estimation.

CCA attention module. The improved network UCtransnet [5] network based on
theUnet [3] structure has achieved amazing results in the field ofmedical image semantic
segmentation. We successfully introduce Channel-wise Cross Attention (CCA) module
after upsampling parts of our 6D pose network structure. CCAmodule is used to perform
feature fusion processing based on channel attention before the concat of the information
after bilinear interpolation upsampling and skip connection layer information. Because
of the bad performance in narrow channels, CCA module is ultimately added to the first
two of the three upsampling layers to improve the effect of 6D pose estimation.



Attention Guided 6D Object Pose Estimation 39

3.2 Multi-constraints Loss Function

The design of our loss function is inspired by [2]. In terms of the outputs of our network,
we still retain the two outputs of segmentation and unit vector field. The loss function
of [2] is described as:

L = Lseg + Lvf , (1)

where

Lseg = −
∑C

c=1
yclog(pc), (2)

Lvf =
∑

ki∈K

∑

p∈O
l1(ei|x) + l1

(
ei|y

)
, (3)

where the Lseg is the semantic segmentation loss, Lvf is the vector fild loss. K represents
the kepoints, O is the target object region and ei is the unit included angle vector. pc is
the predicted probability of the object category and yc is the ground truth probability of
object category.

However, the prediction of the unit vector ignores the actual distance between each
pixel and the 2D keypoints. For pixel points far from 2D keypoints, a little deviation
in direction leads to a large error in the intersection voting process. Therefore, we add
two additional regular terms weighted according to the distance information to the loss
function in our loss to regularize the unit vector field prediction. Specifically, the pixels
far from keypoints are also considered with the distance information, even a small,
included angle is punished. Our multi-constraints loss function is defined as:

L∗ = Lseg + Lvf + αLdis + βLgra, (4)

where

Ldis =
∑

ki∈K

∑

p∈O
l1(μ × (|ui|2 − |vi|2)), (5)

Lgra =
∑

ki∈K

∑

p∈O
l1(μ × |ei|2), (6)

where α and β are balance weights of loss function. μ is the distance weight matrix, ui
is ground truth unit vector and vi is predicted unit vector.

The regularization term Ldis is the distance loss between the length of the predicted
unit vector and the length of the ground truth unit vector. Because of the use of distance
compensation, the further calculation with distance weight is needed with smooth l1 loss
to ensure the implementation effect of Huffman voting strategy.

Lgra is the loss of distance weighted unit included angle vector length that directly
represents the distance information. On the basis of preserving Lvf , we add the length
of included angle vector as the regular term Lgra to the loss function and carry out back
propagation with Lvf , Lseg and Ldis to guide network in training. The overall principle
is shown in Fig. 2.
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Fig. 2. Motivation of multi-constraints loss.

Huffman Voting Strategy. With the predicted semantic segmentation and the unit
vectors from each pixel, we get the direction of each foreground pixel to the target
keypoint. Follow [5], for the combination of two vectors of foreground pixel points,
the intersection of vectors is taken as the hypothetical candidate keypoint. The specific
strategy is defined as:

wk,i =
∑

p∈OI
((

gk,i − p
)T

|gk,i − p|2 vk(p) ≥ θ

)
. (7)

4 Experiments

4.1 Datasets

We evaluate our experimental results on two benchmark datasets, LINEMOD [14] and
Occlusion LINEMOD [15].

LINEMOD is the reference dataset for 6Dobject pose estimation. It consists of 15783
images of 13 objects. The specific objects in each RGB image are annotated with image
number information, semantic segmentation coordinate information, object 3D model
information and camera internal parameter information K . LINEMOD is used widely
as testing dataset and training dataset for many challenging tasks including cluttered
background, non-textured objects and lighting changes.

Occlusion LINEMOD is created specifically for challenging tasks that the target
objects are severe occluded. It includes 1214 images of 8 objects, each of which is
severely occluded. The RGB images are generated by the additional annotation of some
object subsets in the LINEMODdataset. Occlusion LINEMOD is usually used as testing
dataset only to test the robustness of themodel trainedonLINEMODdataset to occlusion.

4.2 Evaluation Metrics

We use the most common metrics including 2D Projection metric [17] and average
3D distance of model points (ADD) metric [14] of 6D pose estimation to evaluate the
performance of our method.
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2DProjectionmetricmeasures the average distance between the 2Dprojection points
of the 3D model keypoints from the ground truth 6D pose and the 6D pose predicted by
our model.We regard the predicted pose with the average distance error of the projection
points less than 5 pixels as the correct pose.

ADD metric calculates the average distance of the overall 3D model point set.
According to the measurement standards of most models, we consider the error dis-
tance between the predicted 6D pose and ground truth 6D pose 3D model average point
set less than 10% of the model diameter as correct. For symmetric objects eggbox and
glue, we use the metric ADD(−S) to evaluate the prediction of the symmetric object
model and avoid the ambiguity of the model evaluation results.

4.3 Implementation Details

Preparing Training Dataset. We divide the real data in the LINEMOD [14] dataset into
two parts, of which 15% is used as the training dataset to train the model, 85% is used
as the testing dataset to evaluate model effect. Following [2] , we individually introduce
10 K synthetic images for each of the 13 objects in LINEMOD dataset as training data.
According to the “Cut and Paste” strategy proposed by [18] , these composite images
are generated by splicing the pictures in sun397 [19] dataset as the background and the
objects in LINEMOD as foreground part.

Training setting. We set the initial learning rate to 0.001 and it is divided by 0.5
every 20 epochs. We set the batchsize to 32 and train 200 epochs separately for each
object model with Resnet18 based network. For the regular term parameters α and β of
the multi-constraints loss function, we dynamically set them to make four loss terms in
the same order of magnitude. For filtering strategy, the direction parameter $\theta$ is
set to 0.99. For keypoints samplings, we use the farthest point sampling method (FPS)
to sample 8 keypoints on the surface of the object and regard the center point as another
one. The network architecture uses pytroch version 1.9 and is trained on the GPU of
RTX3090.

4.4 Comparison with State-Of-The-Art Methods

We compare our method with RGB-based state-of-the-art 6D object pose estimation
methods.

Results on LINEMOD dataset.We compare our method with the RGB-based two-
stage 6D pose estimation methods BB8 [6], Tekin [16], HybridPose [11], PVNet [2] and
DPOD [9] in terms of 2D projection metric and ADD metric as shown in Table 1 and
Table 2.

The results represent that without pose refinement, our method achieves state-of-art
performance in both indicators especially in ADD metric. After introducing attention
mechanisms, ourmethod is 2.55% higher than the current best method PVnet. Especially
in the small-scale objects “ape”, our ADD result increases by 17.05%. The adding of
multi-constraints loss further increases the average ADD result of all 13 objects to
90.83%. The results are shown in “ours with L∗”.

Results on Occlusion LINEMOD dataset. We compare our method with DPOD
[9], Oberweger [20], Single-Stage [21], SegDriven [22], HybridPose [11] and PVNet
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Table 1. 2D Projection metric on LINEMOD

Methods w/o refinement w/ refinement

BB8 [6] Tekin [16] PVnet [2] Ours (with L) Ours (with
L∗)

BB8 [6]

Ape 95.3 92.10 99.23 99.14 99.33 96.6

Benchvise 80.0 95.06 99.81 99.71 99.90 90.1

Cam 80.9 93.24 99.21 99.22 99.41 86.0

Can 84.1 97.44 99.90 99.80 99.80 91.2

Cat 97.0 97.41 99.30 99.90 99.90 98.8

Driller 74.1 79.41 96.92 98.51 97.61 80.9

Duck 81.2 94.65 98.02 98.97 98.59 92.2

Eggbox 87.9 90.33 99.34 99.44 99.44 91.0

Glue 89.0 96.53 98.45 98.84 99.32 92.3

Holepuncher 90.5 92.86 100.0 100.0 100.0 95.3

Iron 78.9 82.94 99.18 99.59 99.69 84.8

Lamp 74.4 76.87 98.27 98.18 99.27 75.8

Phone 77.6 86.07 99.42 99.62 99.62 85.3

Average 83.9 90.37 99.00 99.30 99.38 89.3

Table 2. ADD metric on LINEMOD.

Methods w/o refinement w/ refinement

BB8
[6]

Tekin
[16]

DPOD
[9]

PVnet
[2]

Ours
(with
L)

Ours
(with L
∗)

BB8
[6]

DPOD
[9]

HybridPose
[11]

Ape 27.9 21.62 53.28 43.62 60.67 66.19 40.4 87.73 63.1

Benchwise 62.0 81.80 95.34 99.90 99.71 100.0 91.8 98.45 99.9

Cam 40.1 36.57 90.36 86.86 91.96 92.16 55.7 96.07 90.4

Can 48.1 68.80 94.10 95.47 94.29 97.64 64.1 99.71 98.5

Cat 45.2 41.82 60.38 79.34 85.03 87.62 62.6 94.71 89.4

Driller 58.6 63.51 97.72 96.43 97.52 98.61 74.4 98.80 98.5

Duck 32.8 27.23 66.01 52.58 56.90 62.44 44.3 86.29 65.0

Eggbox 40.0 69.58 99.72 99.15 99.34 99.91 57.8 99.91 100.0

Glue 27.0 80.02 93.83 95.66 95.37 96.04 41.2 96.82 98.8

(continued)
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Table 2. (continued)

Methods w/o refinement w/ refinement

BB8
[6]

Tekin
[16]

DPOD
[9]

PVnet
[2]

Ours
(with
L)

Ours
(with L
∗)

BB8
[6]

DPOD
[9]

HybridPose
[11]

Holepuncher 42.4 42.63 65.83 81.92 83.73 85.92 67.2 86.87 89.7

Iron 67.0 74.97 99.80 98.88 98.98 99.28 84.7 100.0 100.0

Lamp 39.9 71.11 88.11 99.33 99.14 99.62 76.5 96.84 99.5

Phone 35.2 47.74 74.24 92.41 92.03 95.39 54.0 94.69 94.9

Average 43.6 55.95 82.98 86.27 88.82 90.83 62.7 95.15 91.3

[2] on Occlusion LINEMOD dataset in terms of ADD metric. The results are shown in
Table 3. The results show that our method improves the accuracy of ADD by 3.86%
compared with PVnet. It confirms the validity of attention mechanisms and constraints
strategy. The attention mechanisms improve the final 6D pose estimation results under
severe occlusion conditions. The qualitative results are shown in Fig. 3.

Table 3. ADD metric on occlusion LINEMOD.

Methods w/o refinement w/ refinement

Oberweger
[20]

SegDriven
[22]

DPOD
[9]

Single-Stage
[21]

PVnet
[2]

Ours
(with
L)

Ours
(with L
∗)

DPOD
[9]

HybridPose
[11]

Ape 17.6 12.1
——

19.2 15.81 25.21 26.32
——

20.9

Can 53.6 39.9
——

65.1 63.3 67.77 69.84
——

75.3

Cat 3.31 8.2
——

18.9 16.68 22.07 22.41
——

24.9

Driller 62.4 45.2
——

69.0 65.65 64.83 69.03
——

70.2

Duck 19.2 17.2
——

25.3 25.24 28.05 31.15
——

27.9

Eggbox 25.9 22.1
——

52.0 50.17 40.43 46.21
——

52.4

Glue 39.6 35.8
——

51.4 49.62 45.96 44.19
——

53.8

Holepuncher 21.3 36.0
——

45.6 39.67 45.44 47.85
——

54.2

Average 30.4 27.0 32.79 43.3 40.77 42.47 44.63 47.25 47.5
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Fig. 3. Some visualization results of predicted pose and mask of our method on Occlusion
LINEMOD comparing with PVnet.

4.5 Ablation Study

In order to compare the effects of different components in our proposed method, we
design ablation experiments then test them on LINEMOD and Occlusion LINEMOD.
The results are shown in Table 4.

Table 4. Ablation study on the combination of 2 attention modules.

Methods LINEMOD Occlusion
LINEMOD

PVnet [2] 86.27 40.77

Ours +
DenseASPP

88.01 41.96

Ours +
DenseASPP +
CCA

88.82 42.47

Attention mechanism ablation experiment. We design ablation experiments for
the synergistic effects of different attention mechanisms. The results prove that the best
effect is achieved by the simultaneous application of the two attention mechanisms.

As shown in the results in Table 4, the simultaneous application of the two attention
mechanisms to our network maximize the effect of 6D object pose estimation.
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The performance of the strategy acting on PVnet is shown in Table 5.

Table 5. Ablation study on multi-constraints loss function.

Methods LINEMOD Occlusion
LINEMOD

PVnet [2] 86.27 40.77

Ours(with L) 88.82 42.47

Ours(with L +
Lgra)

89.97 44.29

Ours(with L*) 90.83 44.63

Multi-constraints loss ablation experiment.Wedesign ablation experiment to eval-
uate the impact of the multi-constraints loss function. After adding the multi-constraints
loss function, the effect is significantly improved. It is verified that the multi-constraints
loss function improves the accuracy of 6D pose estimation.

5 Conclusion

We propose an attention guided multi constraint 6D pose estimation network based on
pixel-by-pixel voting. We introduce DenseASPP and CCA attention modules into the
appropriate positions of encoding-decoding structure network to improve the accuracy
of output predictions, add distance weighted unit vector length and unit included angle
vector length into the loss function to regularize the unit vector field prediction. Exper-
iments on LINEMOD and Occlusion LINEMOD show that our method has occlusion
robustness and reaches higher accuracy of 6D pose estimation than the most advanced
methods based on voting strategy without pose refinement.

Although our method improves the accuracy of 6D object pose estimation under
occlusion and other harsh conditions, it is very dependent on the annotation information
provided by the dataset, while the ground truth annotation information is difficult to
obtain under many conditions and our method cannot estimate the 6D pose of category-
level objects. Therefore, we will focus on exploring the performance of attention mech-
anisms and dense pixel voting methods in the field of pose estimation without CAD
model and category-level 6D pose estimation.
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Beijing Natural Science Foundation (4192010).
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Abstract. To ensure the high quality and stability of oral diagnosis and treatment
images. It is required that the position of the X-ray ball tube is accurate during
the shooting process. The artificial difference should be eliminated. In order to
avoid cross infection between doctors and patients, an overall solution of intra-
oral radiograph assisted robot (IRAR) was proposed, including face recognition,
camera calibration, end effector spatial positioning and robot-oral interaction. The
working environment and mechanism kinematics of IRAR were analyzed. Based
on the establishment of binocular vision calibration system, a face recognition
algorithm aided image method was proposed. The interaction model between vir-
tual image and robot pose was analyzed. By analyzing the function of the robot
end effector, the related parameter requirements of the end effector were estab-
lished. Finally, the imaging work area planning scheme of the imaging robot was
obtained. Through the interaction between the robot and the oral cavity, the non-
contact dental medical images were photographed and disinfected. The repeated
positioning accuracy of IRAR system shall not be greater than 1 mm. The average
error is 0.5 mm. The experiment proved that IRAR can finish the shooting task
smoothly and accurately.

Keywords: Face recognition · Intra-oral radiograph robot · Interactive
implementation · Visual positioning

1 Introduction

With the remarkable progress of robot system, medical robots have gradually become
professional service robots, playing an increasingly important role in hospitals, clinics,
families and other medical scenes [1]. The first medical surgical robot was produced in
the 1980s [2]. Since then, medical surgical robot technology has beenwidely recognized.
Extensive research and applications have been carried out in various fields of medicine.
After entering the 21st century,medical surgical robot technology can be roughly divided
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into four directions based on the development and application of robot technology. Med-
ical surgical robot technology was based on industrial robot platform, special medical
surgical robot technology [3], small modular medical surgical robot technology [4] and
telesurgical medical robot technology [5].

But now, did not focus on the research of oral medical robot technology to assist
in taking intra-oral radiograph. In order to promote the rapid development of intra-oral
radiograph process with more efficient, accurate and low-cost [6, 7]. Akhoondali [8]
proposed an automatic tooth segmentation method based on region growth. Keyhanine-
jad [9] proposed a level set model based on 3D regions to extract teeth. Keustermans
[10] proposed a method of interactive segmentation of three-dimensional teeth using a
graph cutting algorithm. Barone [11] proposed a new framework to simulate the three-
dimensional shape information of a single tooth in a CT image. This method did not
directly process the three-dimensional volume data, but outlined the two-dimensional
contours of the target teeth from a set of projection images. Then he used the contour
to perform 3D tooth modeling. And finally he got the tooth segmentation results. The
Renaissance robot manufactured by Israel Mazor Robotics company used the intraoper-
ative 2D image obtained by the C-arm X-ray machine to perform real-time registration
with the preoperative 3D graphics, which greatly improved the accuracy [12].

However, no auxiliary oral imaging diagnosis and treatment robot has been devel-
oped to reduce medical exposure. Therefore, the design and development of intra-oral
radiograph assisted robot is an important part of the research. Based on this, the robot
system is designed and analyzed, which can assist the medical process, expand the abil-
ity of medical personnel, reduce unnecessary human and resource investment. It can
improve the efficiency of the medical process or medical production process.

2 Design of Intra-oral Radiograph Robot System

2.1 Overall Design Scheme

The Intra-oral Radiograph Assisted Robot based on face recognition (IRAR) combined
robotic technology with the expert knowledge system of oral medical treatment. It could
realize the process of non-contact mechanized auxiliary function. It mainly included
patient face recognition, binocular camera calibration, lesion space location and robot
interaction.

The overall design of IRAR was proposed on the basis of oral medical treatment
and non-contact. First, the kinematics of IRAR was analyzed with the goal of operating
space accessibility and high movement flexibility. Then the calibration of the binocular
camera, the face recognition of the patient and the optimization of the position of IRAR
were completed. Finally, the stable interaction of the robot with the goal of stability and
reducing medical exposure were realized, as shown in Fig. 1.
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Fig. 1. IRAR overall structure composition.

2.2 Kinematics Model of IRAR

The end clamp of the mechanism has 6 degrees of freedom in space. When a certain
constraint is given, the degree of freedom of the object will be reduced accordingly.
But the remaining actual degrees of freedom are not completely free. In medical space
motion, the maximum number of independent motions of the end manipulator is six,
which are respectively rotated along three coordinate axes and about three coordinate
axes.

The completemotion of the IRARappears as an independent six-dimensionalmotion
in space. The basic unit of this six-dimensional motion is called the standard basis of
the degree of freedom of the mechanism. And it is represented by a screw as:

(1)

According to the definition and establishment method of the Jacobian matrix of the
tandem robot, the singularity type is studied. The IRAR speed Jacobian matrix can be
directly derived from the robot’s screw motion Eq. [12]. The quantity is expressed as:

(2)

where ri is an arbitrary point on the axis of rotation, si is a unit vector representing the
direction of the axis of rotation, and hi is the pitch.

When using the screw of a pair of motion to characterize, only kinematic equivalent
substitution is needed. For example, the cylindrical pair can be written as a combination
of a rotating pair and a coaxial moving pair.

Consider the IRAR is an open-chain system consisting of 6 degrees of freedom
consisting of 6 links connected in series to the base in sequence, as shown in Fig. 2.
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Fig. 2. Modeling of screw degrees of freedom in IRAR.

The relative motion between the 6 links can be represented by 6 angle line vectors:

For IRAR, the motion of the end manipulator can be considered as a linear
combination of the spirals of each kinematic pair:

(3)

Simplify Eq. (3) as:

( ) ,b bV J θ θ= (4)

where , . J b represents the Jacobian

matrix of the end effector in the tool coordinate system.
−→
V

b
represents the general-

ized space velocity of the end effector. θ̇ is the joint velocity. And is the Plucker
coordinate of the i joint in the current configuration.

2.3 Analysis of Motion Path for the IRAR

The posture of the IRAR is the position and posture of the end-sensitive camera. We can
use the angular displacement vector ω to describe the orientation of robot. Let θ be the
equivalent rotation angle of the Cartesian coordinate system around the instantaneous
axis. κ represents the unit vector of the instantaneous axis of rotation in the base system.
Angular displacement vector ω = θ · κ .

According to the definition of the screw, it can be proved that the orientation vector
of the equivalent angular displacement. Vector is the screw expressed as:

ω = ω + λ
−→
OA × ω = ω + λ

−→
OB × ω, (5)
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where
−→
OA and

−→
OB are the position of the initial point given on the displacement vector.

The origin of the base system O is the reference point of the rotation.
It is assumed that T is the total time required for IRAR to complete the overall

movement of the image capture from the start point to the end point. And t is the time
from the segmented motion trajectory. Make:

λ(t) = t

T
, (6)

where λ(t) ∈ [0, 1]. If within the time interval [0, t], the IRAR completes the imaging
of an oral lesion. The number of sampling points to be calculated on the entire working
track:

N0 = Int(
t

T
). (7)

The point A in the dual space where IRAR’s orientation screw ωi should be assumed
to move along a continuous trajectory:

ωi = f (q
∧

) = ωi + λS0i , q
∧ = q

∧[λ(t)], (8)

where q is a dual function of λ(t). The orientation vector ωi is the free vector on the
instantaneous axis of rotation. Only when the position of Ai point is determined. It will
be uniquely positioned on the axis. The positioning of ωi in space can be given by the
position vector rip of Ai on the instantaneous rotation axis, S0i = rip × ωi, then

ωi = [ωxi , ωyi , ωzi ]
⎡

⎣
i
j
k

⎤

⎦ + λ

⎡

⎣
i j k
xpi ypi zpi
ωxi ωyi ωzi

⎤

⎦, (9)

where xpi ,ypi and zpi are the coordinate vector ωi of the imaging camera at the end of the
IRAR relative to the coordinates of the Pi point on the axis relative to the base system.
The above formula is the orientation rotation of robot.ωxi ,ωyi and ωzi determine the
end-sensitivity of the robot. The camera’s orientation track is derived from xpi ,ypi and
zpi

The ideal position and posture trajectory of the patient’s oral lesions are set. More-
over, the posture screw of the robot in the dual space can be determined by substituting
in the above formula.

3 Image Visual Positioning of IRAR

3.1 Calibration of Parameters Inside and Outside the Camera

In order to determine the correlation between the three-dimensional geometric position
of a point on the patient’s oral tooth surface and its corresponding point in the image.
A geometric model of the camera imaging needs to be established. And the camera
parameters are solved for camera calibration. Camera calibration is to eliminate distor-
tion caused by camera lens. The parameters generated by calibration include camera
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internal parameters and camera external parameters. The accuracy directly affects sub-
sequent results. In order to obtain the unique solution of the internal parameters, multiple
calibration plate images are needed for joint solution [13]:

D(c) =
∑n

∑

j=1

∑m

i=1
‖Pi,j − Qi(pi, c)‖

2 → D(c)min. (10)

Pi,j is the central coordinate in the image coordinate system. Qi(pi, c) is the coor-
dinate calculated by projection. The first consecutive symbol on the right side of the
equation is for multiple calibration images.

The more images, the higher the accuracy. The second consecutive plus symbol is
for several marks on the calibration plate, using Euclidean distance. When calculating
this optimization problem, the initial values of the parameters in the camera need to be
provided. The initial values are determined according to the parameters of the camera
and the lens.

3.2 Binocular Vision Calibration

The calibration of IRAR binocular vision system is to obtain the pose matrix of the
robot coordinate system relative to the virtual image coordinate system. It is necessary
to establish the camera T, the robot base R, the end calibration plate coordinate system
C, the virtual image coordinate systemV and the oral calibration plate coordinate system
H, as shown in Fig. 3.

Fig. 3. IRAR system based on binocular camera calibration.

Binocular vision calibration mainly uses coordinate transformation to obtain
unknown parameters. Equivalent relationship of coordinate transformation:

R
V T = R

CT · CHT · HT T · TV T (11)

Among them, RV T described the pose relationship of the virtual image relative to the
robot in the real world, which was the quantity to be determined. RCT described the pose
relationship of the robot base relative to the end calibration plate. CHT described the pose
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relationship of the robot end relative to the oral calibration plate. HT T described the pose
relationship of the oral calibration plate relative to the camera, which was an external
parameter of the camera. TV T described the pose relationship of the camera relative to
the virtual image coordinate system.

In order to convert the pixel coordinates of oral medical images into spatial poses, a
series of coordinate transformations are required. During the calibration, the coordinate
system of the calibration plate in the first calibration image has been determined as
the reference coordinate system. Convert feature points in the image to points in the
reference coordinate system. The relative pose of the coordinate system of the oral
cavity and the reference coordinate system is determined. Use the calibration result to
perform coordinate transformation. Convert the end camera pose to robot coordinates
using the equivalent formula. The end pose is sent to the robot controller throughEthernet
communication. When the target pose of the robot is known, the joint angles of the robot
are obtained by inverse solution based on kinematics. The robot is guided to move to
the target position to work.

3.3 Facial Feature Recognition

Based on the deep learning algorithm, the functions of image preprocessing, patient face
detection, and patient face matching were realized.

Image preprocessing serves two purposes. On the one hand, it is to improve the
quality of the encoded video. On the other hand, the influence of environmental factors
can be reduced. Use themore efficient deep learningmodel YOLO to perform face target
detection on each frame of the video to prepare for subsequent face matching. YOLO
treats the detection task as a regression problem. Analyze image pixels to get bounding
box coordinates, image confidence and class probability.

With YOLO, each image can be quickly decomposed into faces and their positions
in the image. Then 68 key feature points were extracted. Similarity transformation was
performed based on the nose, eyes and lips feature points of the benchmark face. Align-
ment was performed on the basis of not changing the important features of the face.
After obtaining the feature points of each face, a rectangle was formed on the basis of
the feature points. This achieved accurate positioning and cropping of the face. Then
used the Resnet deep learning algorithm to obtain a 128-dimensional feature vector.

Finally, face matching was achieved by calculating the Euclidean distance between
feature vectors. If the distancewas less than the set threshold, thematchingwas successful
for the same face. Otherwise it did not match, for different faces. After matching, the
patient’s medical image information was automatically imported into the navigation
system, as shown in Fig. 4.
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Fig. 4. Face recognition algorithm flow.

4 Interactive Implementation

Cross-infection in dental clinics is mainly related to factors such as operating standards,
disinfection behavior, use of disposable instruments, and out-patient environment. The
medical operation equipment and treatment materials used will contact the patient’s oral
saliva, blood, and mucosal tissues, etc., on a larger and more frequent basis. These body
fluids contain a large number of pathogenic bacteria. There may also be pathogenic
bacteria in medical personnel and various treatment devices.

4.1 Multi-sensor Information Fusion Control

IRAR aims to cross integrate robot technology and expert knowledge system of oral
medicine. The process mainly includes spatial localization of oral lesions, ball tube
trajectory tracking and interaction between doctors and robots. The image aided robot
system is mainly composed of four parts: robot, vision system, control platform and
dental X-ray machine.

The vision system mainly obtains the patients’ maxillofacial spatial position. Use
the calibration plate to calibrate the patient’s maxillofacial region. Capture and locate
the patient’s maxillofacial region in real time. The maxillofacial position information
is transmitted to the control terminal. The control terminal processes and displays the
information are collected by the vision system.And it transmits themaxillofacial position
information to the manipulator. The mechanical arm clamps the ball tube of the X-ray
machine to the designated shooting position through track tracking control, as shown in
Fig. 5.
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Fig. 5. IRAR control operating system.

In terms of completing the practical system of IRAR, the degree of freedom of the
robot has reached 6 degrees of freedom. The task requires that the positioning error
accuracy is less than or equal to 1 mm. The average error accuracy is 0.5 mm after the
third-party test, meeting the project requirements.

4.2 IRAR Kinematics Experiment

Suppose that the time for IRAR to complete a routine positioning path is 120 s.
The experimental data are shown in Fig. 6.

Fig. 6. The kinematics of IRAR is analyzed. The left figure shows the speed analysis of each
joint. The right figure shows the acceleration analysis of each joint.

In the velocity image, the velocity of each joint is smooth and continuous. In the
acceleration image, the acceleration of joints 3 and 6 has a large abrupt change, while
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the acceleration of other joints is relatively stable. Since joints 3 and 6 bear the main
load torque, large acceleration mutation will not affect the stability of the robot. And it
meets the needs of task.

5 Conclusion

In this paper, the robot innovatively integrated image recognition, camera calibration,
face recognition and other technologies based on screw theory. The rapid identification,
precise positioning and flexible follow-up contact of IRAR were realized. It provides a
theoretical basis for the coordinated control ofmulti-sensor in the process of oralmedical
radiography. A visual and touchable motion planning systemwas established. The stable
interaction between the robot and the oral cavity was realized. And the patient receives
low radiation does to obtain accurate image. Finally, the velocity and acceleration data
of the robot were analyzed to meet the needs of oral medical radiography tasks.

The IRAR requires that the positioning error accuracy is less than or equal to 1mm.
The average error accuracy is 0.5 mm. It proves the engineering practical value of the
related technology research in this paper.
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Abstract. For intelligent moving agents, robots especially, it is important to be
aware of the surroundings to help analyze the situation and what might happen
in the future. Scene classification is a hotspot with the development of moving
agent. Different from the approach directly solving the problem caused bymoving
platform, our approach does the classification on object detection results from
YOLOv5, which is with meaningful and semantic information. Since YOLOv5
works on frames in video, with state of art detect speed and accuracy in area
of object detection, it can perfectly avoid performance degradation caused by
the moving platform. By further integrating with TF-IDF, five ways to train the
model are obtained, the semantic representation sequence is feed into LSTM to
handle the temporal relations among frames. Our dataset was consisted with three
parts: moving+ dataset: taken from a mobile robot platform, extension dataset:
downloaded from internet by keywords retrieval and mixed dataset: mix both of
them. Experiment results on three datasets prove the effectiveness of our approach
particularly in the moving+ dataset and mixed dataset, our approach shows a high
recognize accuracy up to 93% and 92%.

Keywords: Moving agent · Scene classification · YOLOv5 · LSTM · TF-IDF

1 Introduction

1.1 A Subsection Sample

For an intelligentmoving robot, scene information can help to analyzewhat the surround-
ing objects are and what might happen in the future. Robots can respond to the environ-
ment timely and intelligently with a fast scene recognition algorithm. An autonomous
mobile robot, for example, may pass through different places on the way to its desti-
nation, so it should change its actions to accomplish tasks or adapt to the dynamically
changing surroundings along the way. It can show more robustness than just remem-
bering its schedule. Scene recognition can provide some vital information about the
environment from an image or a video that helps the intelligent system to analyze the
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surroundings. It is also regarded as the prior knowledge for other advanced computer
vision tasks such as image retrieval and object detection.

Traditional scene recognition algorithm relies on some hand-crafted vision features
and has a low recognition precision and robustness. For the last few years, with the
significant breakthrough of deep learning networks in the field of computer vision,
researchers begin designing algorithms for the problem with deep learning network.

Object detector has made significant breakthroughs last few years like YOLO, but
the accuracy of scene recognition has not been so drastically improved [1]. On the one
hand, it is attributed to the semantic gap between traditional deep learning features and
the meaning of the scene. On the other hand, the spatial layouts and context get more
complicated in a scene recognition task, which means a higher robustness algorithm
is required. Human beings can categorize the scene of an image by catching some
high-level semantic information such as some discriminative objects and the high-level
meaning pertaining to the scenes [2]. Object information can represent a scene regardless
of the diversity of the perspective and the ray of an image and decrease the effect of
spatial layout. For example, as is shown in Fig. 1, we can find tables, chairs and service
windows from both perspectives and of course, the recognition result will be similar to
an object-based scene recognition algorithm.

Fig. 1. Canteen from different perspectives.

We focus on the scene classification of a moving agent, in which, the platform is
moving with an object in the scene may be also moving, that is the meaning of moving+
. In order to reduce the influence of moving platforms, such as camera shaking, we
propose a two-stage scene recognition scheme on object detection. Besides, a video
consists of a sequence of scene frames with temporal information and the capacity of
handling temporal information and a fast recognition speed is required.

In this paper, we follow the two-stage idea and propose a new video-based approach
for semantic scene classification on YOLOv5. Our contributions can be summarized as
follows:

1. We select YOLOv5 as an object detector in the first stage, not only for its fast speed
and high accuracy but also for its processing of video as frame sequence, which can
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minimize the influence of camera trembling and reduce the influence caused by the
variant perspectives as shown in Fig. 1.

2. Based on the object information as category likelihood, location and size of object
in each frame, we add a semantic embedding layer to fuse that information into
a representation vector. Additionally, TF-IDF is also considered in the semantic
embedding.

3. To capture the temporal information in the video, we further adopt LSTM as the
final classifier.

The pipeline of the proposed method is showed in Fig. 2.

Fig. 2. Pipeline of the proposed method.

2 Related Work

Scene recognition methods can be mainly classified into two categories: hand- crafted
feature methods and learning-based feature methods [3].

2.1 Hand-Crafted Method

Hand-crafted methods, inspired by prior knowledge, recognize scenes by some vision
features such as SIFT points and spatial envelope attributes.

Holistic feature method: In the early 2000s, the Holistic feature method is the main-
stream approach to scene recognition, which is conducted by some low-level visual fea-
tures of an image. Typical holistic feature method, such as GIST [4], semantic typicality
[5], CENTRIST [6], often has a fast inference speed but low accuracy. Although these
features build a direct and visualized relation between image and semantic knowledge,
these are not enough to generalize the whole scene and result a poor scene recognition
performance.

Local feature method: To improve the recognition performance, plenty of re-
searchers distracted their attention to local feature methods, especially after the pro-
posal of the Bag-of-Visual-words [7] framework which was introduced to integrate a
large number of local features into a fixed dimensions image representation. Local fea-
ture extractionmethods include SIFT [8], HOG [9], OTC [10]. It is believed that the local
features can provide more discriminative information and clues for scene recognition
and are more robust than holistic features. But these kinds of features are still at a low
semantic level and are hardly capable of scene recognition.
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2.2 Learning-Based Feature Representation

Although hand-crafted features are proven to represent an image effectively, they are at a
low semantic level [2]. The wide ‘Semantic gap’ between this feature and themeaning of
the scenes limits their performance and robustness. A deep learning network can extract
discriminative features adaptively and with the increase of the layer of the network, the
semantic level increase. Two board categories are contained: end-to-end network and
two-stage method.

• End-to-End network. An end-to-end network, which means we get the scene infor-
mation from the input image directly, has been proven to be an excellent method in the
field of object detection like YOLOv5 and SSD. But in the field of scene recognition
end-to-end networks, although there have been some large-scale scene datasets for
training, don’t perform so well, which is possible because of the long-tailed distribu-
tion of scene images, the uncertainty of scene concepts and existing overlap among
different categories [1]. In [11] proposed a CNN-based end- to-end scene recognition
algorithm FOSNet with a state-of-the-art performance is obtained in two sets: 60.14%
on Places 2 and 90.30% on MIT indoor 67%.

• Two-Stage method. The two-stages method is more a common approach. Usually,
the two-stage method is consisted of a feature extractor and a classifier. The fea-
ture extractor is a deep learning network that needs to be trained independently and
learn some features, such as spatial layout, discriminative region and object informa-
tion [1]. In [12] proposed a two-stage scene recognition algorithm, which includes
a encoder train by supervised contrastive learning to learning discriminative feature
and a classifier using re-sampling or re-weighting, and outperforms existing methods
that time.

3 Model Architecture

As shown in Fig. 2, ourmodel consists of three board parts: aYOLOv5model, a semantic
embedding layer, and a LSTM classifier as below.

4 YOLOv5

YOLOv5 is a popular and widely used algorithm [13]. Inspired by the success of
YOLOv5 [14], our model is based on YOLOv5, which can quick capture the object
information based on video frame and provide robust semantic information for scene
classification.

• Backbone: Focus+CSP1.YOLOv5 adopts focus and CSP1 to compose as backbone.
In Fig. 3, it is worth to note that the focus layer can reorganize the pixel’s order by
slice and concatenationwithout any information loss.Additionally, Cross Stage Partial
(CSP) is proposed to strengthen the network’s ability to fuse features. Two branches
of CSP structures as CSP1_x and CSP2_x are shown in Fig. 3, in which CBL means
convolution, BN and Leaky RELU respectively. Compared with CSP2_x, CSP1_x
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adopts residual structure to increase the gradient value of back propagation between
layers, which avoids the disappearance of gradient due to deepening of backbone
network, i.e., the first row in Fig. 3.

• Neck:CSP2+PANet.Neckpart inYOLOv5adopts path aggregation network (PANet)
structure based on CSP2_1, as shown in Fig. 4, which aims at boosting information
flow by bottom-up path augmentation.

Fig. 3. The first diagrammatic sketch shows Backbone structure in YOLOv5, which is a modified
FPN consisted of some CSP block, and the other shows two branch of CSP structure in YOLOv5
as CSP1_x and CSP2_x.

Fig. 4. Neck structure in YOLOv5 contains 3 outlets connected with up sampling for multi-scales
detection with focal loss function in Head of YOLOv5.

4.1 Semantic Embedding Layer

By YOLOv5, we can extract semantic information as object category likelihood, loca-
tion, and size of detected object. Since YOLOv5 works on frames in video, it can elimi-
nate the impact of movement caused by mobile platform. However, a side shortcoming
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as sparse problem turns up. For instance, our object categories come fromCOCO dataset
with 80 categories. While in one frame, only few objects can be found, and most cat-
egories are missed. This causes the sparse representation which is filled with zeros for
the missing objects.

We add a semantic embedding layer to solve the sparse problem, which keeps a struc-
ture as multi-layer perceptron (MLP). It is worth to note that our MLP with smaller out-
put than input, which also conducts a feature selection and compacts the representation
tightly.

Furthermore, we attempt to adopt term frequency–inverse document frequency (TF-
IDF) technique to reduce the effect noisy word, or noisy object. The key idea of TF-IDF
here is that, for the object appearing in every scene, its effect is not as important as those
objects that only appear in special scene.

TF represents the frequency of terms (objects) in the scene. The calculation formula
of TF is:

tfij = ni,j
∑

k nkj
, (1)

ni,j is the number of times the object i appears in the scene dj, and the denominator is
the sum of the number of all objects appearing in the scene dj.

The IDF for a particular object can be obtained by dividing the total number of
scenes by the number of scenes containing that object, and then taking the logarithm of
the quotient. If the number of scenes containing the object t is less, the IDF is larger. It
indicates that the entry has a good ability to distinguish scene categories. The calculation
formula of IDF is:

dfi = log
|D|

∣
∣
{
j : ti ∈ dj

}∣
∣
. (2)

TF-IDF is actually TF × IDF as in Eq. (3), which increases with the increase of
proportion in a certain scene and decreases with the increase of proportion in the total
scene.

TF − IDF = tfij × idfi. (3)

4.2 LSTM Classifier

As analysis above, each frame in the video can be represented as an embedding vector
and thus the whole video can be viewed as sequence information. By introducing input
gate, it , forget gate f t , output gate ot in a cell (shown in Fig. 2), long short-term memory
(LSTM) [15] provides an effective way to deal with sequence information. Through
the setting of these gates, LSTM effectively solves the problem of gradient vanishing
problem. This is the main reason to adopt LSTM as classifier here. The information
entering into LSTM can be judged whether it is useful according to cell state, as shown
below equation.

ct = ft × ct−1 + it × tanh
(
Wc · [

ht−1, xt
] + bc

)
, (4)
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where tanh is activation function, and {Wc, bc}. are parameters about cell state in LSTM.
From Eq. (4), it can be seen that the information of cell state passes from previous state
t − 1 to state t depending on forget gate ft , input gate it , last cell output ht−1 and input
xt . The forget gate in the LSTM will refine the cell state by absorbing information from
previous state ct−1. By this equation, temporal information can be transmitted by ct−1
and ht−1 with the variation of t. The last frame output hT seals all the information of
preceding frames.

5 Experiments

5.1 Datasets

• Moving+ Dataset. The dataset is taken from a mobile robot platform (RIA E100 and
RIA E100 system is based on ROS-kinetic on Ubuntu 16.04) shown in Fig. 5 with
a Viper camera by us. Four scenes are collected: basketball courts (BC), campuses
(CP), canteen (CT), a. laboratory (Lab). We record 68 videos, and each one length is
about 30 s. The detail numbers are: 21 campus’s videos, 14 laboratory’s videos, 18
basketball court’s videos and 15 canteen’s videos. Example from each scene is listed
in Fig. 6.

• Extending Dataset. This dataset downloads from internet by keywords retrieval.
There are 56videos, including 14 campus’s videos, 9 laboratory’s videos, 18 basketball
court’s videos and 15 canteen’s videos. Since most of video from internet are recorded
from static camera, pulsing ourmoving+ dataset, we verify our approach on the videos
from dynamic and static platform.

Fig. 5. RIA E100 and Viper camera.
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Fig. 6. Examples from moving+ dataset.

5.2 Implementation Details

We follow the setting in YOLOv5, which is as 640 × 400 pixels per frame, and the
scale of the output as 3 × 80 × 450. After detecting, the object confidence and the
centre coordinate {x, y} of the object provide meaningful semantic information, such as
what and where it is. This information is not influenced by moving platform, which is
important to our final accuracy. When more than one same object is detected, we only
use the one with maximum confidence, since it is believed that the maximum one shows
the more robustness than others.

5.3 Analysis and Comparisons

The experiments are conducted on moving + dataset, extending dataset and mixed
dataset, which put the former two datasets together.

We firstly verify the effectiveness of YOLOv5 on moving platform. Figure 7 shows
the middle object detection results on YOLOv5 for moving+ dataset. Since YOLOv5
converts video into a sequence of frame of image for detection, it can avoid the tremble
impact caused by the dynamic platform. Furthermore, YOLOv5 arewith quick speed and
high accuracy of object detection. From Fig. 7, it can be seen that even small basketball
in BC scene can be detected. It is a typical moving object taken by the moving platform.

Secondly, we prove the effectiveness of our approach on scene classification.
Table 1 lists the comparison of different datasets with distinct approaches.

The output of YOLOv5 contains class information, confidence and position infor-
mation of an object, which will utilized by followed semantic layer. Depending on
the relationship among TF-IDF, object confidence and position information, we ver-
ify five different combination effectiveness in following experiments, which are as: A1
with (confidence information × TF-IDF) ⊕ position information; A2 with confidence
information⊕ position information⊕ TF-IDF; A3 with confidence information⊕ TF-
IDF; A4 as confidence information ⊕ position information; A5 with only confidence
information ⊕ means concatenation operation.

From the first block in Table 1, we can obtain the accuracy on moving+ dataset.
By training and test on the same dataset, the performances of our approaches are about



Moving+: Semantic Scene Classification on YOLOv5 67

Fig. 7. Object detection results on YOLOv5 for moving+ dataset.

Table 1. Accuracy comparison among different combinations with distinct datasets

Moving+ datasetb Extending datasetb Mixed datasetc

CP Lab CT BC ALL CP Lab CT BC ALL CP Lab CT BC ALL

A1 1 1 1 0.75 0.93 0.29 0.67 0.67 0.83 0.63 1 0.83 0.83 0.71 0.85

A2 1 0.5 1 0.75 0.86 0.64 0.33 0.93 0.61 0.66 1 1 0.5 0.88 0.85

A3 1 0.75 1 0.5 0.86 0.14 0.56 0.8 0.5 0.5 0.88 1 0.89 1 0.92

A4 1 1 0.5 1 0.86 0.5 0.56 0.87 0.5 0.61 0.6 0.5 1 1 0.77

A5 0.75 1 1 0.75 0.71 0.29 0.22 0.93 0.78 0.52 1 0.5 1 1 0.92

aRandomly divided 80% and 20% as training data and test data separately.
bThe same model as moving+ dataset and extending dataset as test data.

90%, and the best one achieves to 93% by A1 combination. In this case, TF-IDF as
a weight vector can further improve the system performance, as shown in A1 and A2
results. It is worth to note that the intra- category difference is not vary large in moving+
dataset. Based on the semantic information from YOLOv5, our approach is proved to
be effective for moving platform.

Keeping the same training model, we verify the performance of our approach on
different test data. The second block on extending dataset shows the accuracy of different
combinations. With different test conditions, it can be seen that the performances are
mostly about 60%, which can prove the robustness of our approach to some extent.
Among those results, CT is with the sound performance compared with other scenes.
The main reason may be that the characteristic of CT is more distinctive than other
scenes. Once some special objects such as plates and servicing windows are detected,
it is easy to make the right decision. The best performance is achieved by A2, which is
with all information including TF-IDF weight.

We further conduct experiments on mixed dataset to avoid the overfitting problem
causedby limitednumber of videos inmoving+dataset. Thebest performance is achieved
byA3 andA5,which is 92%.However, comparedwith performance onmoving+ dataset,
it can be found that with the increasing of dataset scale, the performance is a little
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declining. It is because that the extra data from extending dataset is different from those
in moving+ dataset, which will cause the increasing divergence within category.

In summary, different combinations arewith different performances.On three dataset
conditions, the best combination is distinct. Advantage of TF-IDF does not meet our
expectation and the performance is not stable. It may be caused by that the objects in
each scene are not rich enough.

In order to analysis the details of best performance on each dataset, we give the
confusion matrix in Fig. 8 It can be seen that on moving+ dataset, few samples in BC
scene are misclassed into CP. The reason may be that there are some object list overlaps
between campus and basketball courts. While for mixed dataset, although the amount
of training data is increasing, the divergence also tends to expand. From subfigure (c)
in Fig. 8, it can be seen that except confusion between CP and BC, there are also few
misclassifications between Lab and CT. As for subfigure (b) in Fig. 8, the confusion is
sharpened. It is easy to understand these results since the test data are downloaded from
internet, in which the object list in each scene may be appear huge differences from
training data. Although the performance is not as good as expected, the advantage of
principal diagonal in confusion matrix is obvious.

Fig. 8. Confusion matrix of best combination in Table 1 on each dataset.

6 Conclusion

In this paper, we proposed a semantic scene classification approach on moving platform.
Based on YOLOv5 detection result, we can not only extract useful semantic informa-
tion, but also overcome the weakness caused by the moving platform. By a semantic
embedding layer, we combine the object confidence, location information with TF-IDF,
a weight to enhance the effect of some special objects. With the help of the tempo-
ral handling ability in LSTM, our approach can further seal the temporal information
into the final frame representation. On LSTM, our approach can identify a scene from
semantic level. Experiments on three datasets proved the effectiveness of our approach
for moving platform.
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Abstract. Service robotics is a promising area of commercializing robotic solu-
tions of various kinds, from education and medical services to entertainment and
advertisement. It might be useful to construct a series of different specialized ser-
vice robots that have a modular construction and share the same chassis. Such
approach allows to reuse encapsulated locomotion libraries instead of their devel-
opment from scratch for each model of a robot and easily add or replace particular
robotmodules dependingon a target task or anoperational environment. This paper
provides a tutorial on developing an omnidirectionalmecanumwheeled chassis for
a modular multipurpose robotic platform.We describe a chassis design, modelling
in Blender, selection of components, assembly process and basic locomotion soft-
ware development. We used Gazebo simulator for robot behaviour emulation due
to its support of the Robot Operating System (ROS). For control Raspberry PI 4
andArduinoMega2560modules were employed. The chassis model behavior was
validated in virtual environments of Gazebo and, after assembling, in real world
locomotion scenarios. The chassis will be further employed in development of
several new in-house mobile platforms, which could serve for particular purposes
within the service robotics field.

Keywords: Mobile robot · Mecanum wheels · Service robotics

1 Introduction

A rapid development of robotics provides new opportunities for integration of robotic
systems into many areas of a human life including manufacturing [1], autonomous driv-
ing [2], agriculture [3], medical services [4], search and rescue operations [5], and other
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areas. Service robotics [6, 7] is a promising area of commercializing robotic solutions
of various kinds, from education [8] and medical services [9] to entertainment [10] and
advertisement [11]. A special attention is paid for a human–robot interaction (HRI)
while collaborating in a shared workspace [12]. The purpose of a service robot is to
replace a person when performing routine or life-threatening tasks [13], which is espe-
cially important when a robot is located in an area that is inaccessible or dangerous for
a human [14].

Over the past decades, the use of service robots in medical services automation
scenarios [15] has become popular, including medication and vaccines delivery [16],
comprehensive patient consulting [17] etc. The pandemic has clearly demonstrated that
the medical field requires more workers, while performing simple but repetitive and
labor-intensive tasks takes a significant time and effort [18]. Service robots allow to
reduce a number of such routine tasks and free medical personal to perform more com-
plicated tasks [19]. It is desirable to implement a full-fledged robotic ecosystem for
a hospital environment considering disinfection robots, static patient health monitoring
robots, drug and food delivery robots, nurse robots, informant robots, smart wheelchairs,
and smart medical beds [20].

We are interested to develop a reliable, inexpensive, and multifunctional robotic
chassis on mecanum wheels. In limited space or a large number of people environments
each additional turn of a vehicle could lead to a collision, therefore the main advan-
tage of mecanum wheels is the ability to move the vehicle in all directions [21]. In [22,
23] kinematics of the four-wheel omnidirectional platforms and robot hardware were
described. In [24] a four mecanum wheels mobile platform for transportation of mate-
rials was equipped with Kinect, an IMU, a CCD camera, a laser rangefinder, bumpers,
ultrasonic and photoelectric sensors. An omnidirectional platform for balance analysis
IsiSkate was designed to reproduce a public transportation perturbation in a laboratory
environment [25]. IsiSkate was equipped with force and inertial sensors intended for the
evaluation of a human posture for static and dynamic equilibrium analysis of a human
subject standing on it. A development of a 3 DOFs in motion and one DOF in steering
omnidirectional wheels platform was described in [26]. Efficient omnidirectional wheel
arrangements, main navigation issues and approaches that play an important role in the
development of omnidirectional robots were reviewed in [27].

This article could serve as a tutorial on creating an omnidirectional robotic platform
chassis.Wedescribe a chassis design,modelling inBlender forGazebo simulator, assem-
bly process and basic locomotion software development. The robot software employs
RobotOperating System (ROS) [28]. The chassismodel behaviorwas validated in virtual
environments of Gazebo and, after assembling, in real world locomotion scenarios.

2 Multipurpose Chassis Design and Modelling

The goal of this project was to construct an omnidirectional mecanum wheeled chassis
for a modular multipurpose robotic platform, which could be further modified to serve
different particular purposes. The chassis consist of two levels: a first level is a driving
block, and a second level is a computational and sensory block. The first level contains
wheels, motors, and batteries. The second level contains locomotion controllers and sen-
sors. The idea behind was to encapsulated locomotion hardware and software libraries
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into this chassis so that it could be employed as a building block for further develop-
ments of new mobile robots. Such modular construction allows to reuse encapsulated
locomotion capabilities without their development from scratch. Using this chassis as a
locomotion block, we are currently developing several mobile robots for particular tasks:
a robot that has a capability to use elevators, a robot that has a capability to negotiate
with doors, a robot for medication delivery, an educational robot for studying navigation
and several others. For these robots a varying number of additional levels (one to three
levels) will be placed on the top of the proposed two-level chassis.

Building a simulation robot model is an important stage for testing robot behavior
and control algorithms in different environments [29, 30]. Varying sizes of robot part
models allows to choose an optimal robot configuration within a required environment.
The Blender modelling program was used to create a robot 3D model. In Blender model
editor each component of the model (e.g., a wheel) is easily configurable.

Figure 1 shows a motor and a mecanum wheel model for a virtual robotic platform.
A motor (Fig. 1 (left)) is 80 mm long with a diameter of 25 mm. A mecanum wheel
(Fig. 1 (right)) has a diameter of 100 mm and 45 mm thick. Figure 2 shows a four-
sided aluminum profile and an aluminum profilemounting bracket. Dimensions (length–
width-height) of an aluminum profile (Fig. 2 (left)) are 400× 40× 165mm. Dimensions
of a mounting bracket in Fig. 2 (right) is 30 × 30 × 30 mm.

Fig. 1. Virtual robot modelling: a motor (left) and an omnidirectional wheel (right).

Fig. 2. Virtual robot modelling: a four-sided aluminum profile (left) and an aluminum profile
mounting bracket (right).
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Fig. 3. Virtual robot modelling: assembled main part of the chassis.

Figure 3 presents an assembled 3D model of the omnidirectional chassis’ main
part, which contains four mecanum wheels, motors, fasteners for aluminum profiles and
aluminum profiles. To improve ergonomics of the basic chassis, we added a plastic hull
of a circular shape. It increases HRI safety and simplifies a path planning. Figure 4 (left)
shows a first level of the chassis, which contains the basic chassis encapsulated into
the hull. Two heavy high-capacity batteries are placed in an empty volume between the
motors. Figure 4 (right) depicts a second level of the chassis, where a microcomputer, a
microcontroller, USB hub connectors, a charging connector, power buttons and various
sensors are located. Figure 5 presents the chassis’ virtual 3Dmodel in Gazebo simulator.

Fig. 4. Chassis’ virtual 3D model with hull elements (left) and the second level (right).
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Fig. 5. Robot model in Gazebo.

3 Robot Construction

This section describes a real robot assembly process. The construction of the robot is
a rectangular aluminum platform on mecanum wheels equipped with a raspberry Pi
4 microcomputer, a motor controller based on ATmega2560, two dual-channel motor
drivers, one RC receiver, one remote controller and four DC motors with encoders
(Fig. 6).

A mecanum wheel is a wheel with nine rollers along its circumference, located at an
angle of 45 degrees to the axis of rotation of the wheel. This type of wheels allows the
robot to move forward and backward, to the right and left, diagonally and rotate around
Z-axis by changing the direction or speed of each wheel.

Raspberry Pi 4 model B was used as a microcomputer (Fig. 7 (left)). This low cost
1.5 GHz general-purpose computer has enough power to run ROS and compute sophis-
ticated algorithms such as real-time simultaneous localization and mapping (SLAM). It
has Quad core Cortex-A72 CPU with 8 GB of RAM and 4 USB ports for connection
with external devices (e.g., Hokuyo Laser rangefinder (LRF, [31])).

Fig. 6. Omnidirectional robot: a robotic platform (left), a mecanum wheel (right).
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MeBigDiv is a controller based on ATmega2560-16AU2 16 MHz with 8 KB of
SRAM (Fig. 7 (right)). It is used for sending commands to motor drivers and gathering
odometry from wheels. Two motor drivers (Fig. 8 (left)) are used to take a low-current
control signal and then turn it into a higher-current signal that can drive a motor (Fig. 8
(right)). Motor drivers have overvoltage and undervoltage protection circuits. AB dual
phase incremental encoders with basic pulse number 17 pulses per revolute (PPR) detect
rotation angle pulses and convert angular motion or position of a shaft into an analog or
digital code to identify a position ormotion. The control board based on theATmega2560
controller is connected via USB to the Raspberry Pi 4 microcomputer. The encoders are
connected with a 4-wire daisy chain to the ATmega2560 board—two wires carry phase
A and B signals, and the motor drivers are connected with a 10-wire daisy chain. The
motor drivers can be powered from 9 to 24 V. The wiring diagram is shown in Fig. 9.

Fig. 7. Robot control boards: Raspberry PI 4 (left), MeBigDiv ATmega2560 (right).

Fig. 8. A robot motor driver (left) and a motor with an encoder equipped (right).
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Fig. 9. Robot electrical circuit wiring diagram: Arduino ATmega2560 (left) Motor driver (right).

UbuntuMate 20.04 (Focal Fossa) is used as an embedded operating system in order to
install ROS onRaspberry Pi 4. UbuntuMate is optimized for Raspberry Pi 4 and provides
a stableMate desktop environment, which runs faster thanXubuntu or Kubuntu.We used
ROS Noetic version which runs under Ubuntu Mate. Packages rosserial arduino and
rosserial created necessary software environment for data exchange between MeBigDiv
and Raspberry Pi 4. A diagram of data exchange is shown in (Fig. 10).

Fig. 10. Data exchange between MeBigDiv and Raspberry Pi 4 in ROS environment.

4 Implementation of a Motor Controller

4.1 Forward Kinematics

The required linear and angular velocity of the robot are set using a ROS message
geometry msgs/Twist. The format of this message is as follows:

geometry msgs/Vector3::linear
float64 x



LIRS-ArtBul: Design, Modelling and Construction 77

float64 y
float64 z
geometry msgs/Vector3::angular
float64 x
float64 y
float64 z

To calculate a rotation velocity of each motor, the implemented controller uses 3
variables: linear.x, linear.y, angular.z. The obtained values x, y, z set the linear velocity
of the robot along the X ,Y axes and the angular velocity along the Z-axis. Due to the
design of thewheels, it is necessary to translate the received velocity values into the target
rotation velocity for each wheel. Translation is carried out according to the following
equations [32, 33]:

υLF = (1/Rwheel)
(
υx − υy − c · υz

)
, (1)

υRF = (1/Rwheel)
(
υx + υy + c · υz

)
, (2)

υLR = (1/Rwheel)
(
υx + υy − c · υz

)
, (3)

υRR = (1/Rwheel)
(
υx − υy + c · υz

)
, (4)

where υLF , υRF , υLR, υRR are velocities of left front, right front, left rear and right rear
wheels respectively, Rwheel is wheel radius, υx is a linear velocity along X -axis, υy is a
linear velocity along Y-axis and υz is an angular velocity along Z-axis.

c value is a robot-specific coefficient calculated as:

c = sRL
2

+ sFR
2

, (5)

where sRL is the distance between right and left wheels, sFR is the distance between front
and rear wheels.

There are 2 options for working with wheel velocities using encoders:

Converting the wheel velocity from rad/s to pulses/s;
Convert encoder values received per second from pulses/s to rad/s.

The obtained values of wheel velocities expressed in rad/s must be converted to
pulses/s.

υwheel = υ ′
wheel · PPR
2 · π

, (6)

where υ ′
wheel—velocity measured in rad/s, PPR—pulses per revolution of encoder.

In order to make the robot drive at a desired velocity we used PIDv2 PID controller
library. The library API takes an actual wheel velocity, a desired velocity and three
coefficients—proportional, integral, and derivative which should be tuned to get an
optimal response. The output is a PWM motor signal corrected by the PID correction
function.
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4.2 Odometry

Publishing odometry data over ROS system requires nav_msgs/Odometry. It is a spe-
cial data structure that consists of information about robot pose and orientation, and
coordinate frame names.

The default buffer size allocated by ROS for ATmega2560 controller is 512 bytes,
a nav_msgs/Odometry message size is at least 694 bytes. Creating and transferring
odometry data via rosserial_arduino on Arduino ATmega2560 requires increasing a
buffer size. This is quite a difficult task, since increasing a size of the buffer requires
recompilation of some ROS files due to ros.h changes. Moreover, changing an amount
of memory used for rosserial_arduino can cause ROS system to become unstable.

The solution is creating a separate ROS node that runs on Raspberry Pi 4. Arduino
code running onATmega2560 calculates and publishes only actual velocities of the robot
[34]:

υx = (υLF + υRF + υLR + υRR)/4, (7)

υ ′
x = 2 · π · Rwheel · υx

PPR
, (8)

υy = (−υLF + υRF + υLR − υRR)/4, (9)

υ ′
y = 2 · π · Rwheel · υy

PPR
, (10)

υz = (−υLF + υRF − υLR + υRR)/4 · c, (11)

υ ′
z = 2 · π · Rwheel · υz

PPR
, (12)

where υLF , υRF , υLR, are velocities of left front, right front, left rear and right rear wheels
respectiv. measured in pulses per second; υx, υy, υz are average of all velocities along
X , Y and Z axes respectively measured in pulses per second; υ ′

x, υ ′
y, υ ′

z are velocities
along X , Y and Z . axes respectively measured in metres per second; PPR are pulses per
revolution of encoder; Rwheel is wheel radius.

The separate ROS node running on Raspberry Pi 4 receives incoming calculated
linear and angular velocities from Arduino ATmega2560, performs real time calculation
(e.g., TF transformations) and publishes a nav_msgs/Odometry message.

The calculated X , Y and Z values are assigned to the corresponding elements
of a geometry_msgs/Vector3 message and then the message is published via rosse-
rial_arduino to the odometry ROS node.

5 Conclusions

Building of specialized service robots could benefit from having a modular construction
that shares the same chassis. A modular approach allows to reuse encapsulated locomo-
tion libraries instead of their development from scratch for each model of a robot. This
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paper provided a tutorial on developing an omnidirectionalmecanumwheeled chassis for
a modular multipurpose robotic platform. We described the chassis design, modelling
in Gazebo simulator, assembly process and basic locomotion software development.
The chassis model behavior was validated in virtual environments of Gazebo and, after
assembling, in real world locomotion scenarios. The chassis will be further employed in
development of several new in-house mobile platforms, which could serve for particular
purposes within the service robotics field.

Acknowledgements. The reported study was funded by the Russian Science Foundation (RSF)
and the Cabinet of Ministers of the Republic of Tatarstan according to the research project No.
22-21-20033.
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Abstract. Simultaneous Localization andMapping (SLAM) is a robot navigation
approach used to estimate a movement of a sensor in an unknown environment.
SLAM application examples include urban search and rescue operations in high-
risk environments, visual surveillance and service robotics. Compared to laser-
range finders, visual sensors are more light weight, have less power consumption
and provide more vast amount of environmental information. Visual SLAMmeth-
ods are based on visual information only and employmonocular, stereo or RGD-D
cameras as input sensors. Monocular SLAM methods are often preferred for a
robotic platform when cost, energy and system weight requirements are limited.
Calculation of errors and testing on ready-made datasets allow to check applica-
bility of an algorithm in real-world scenarios with less efforts than experiments
with a real robot. Verification of a sensor position and robot trajectory estimation
accuracy is achieved by measuring Absolute Trajectory Error (ATE), Relative
Pose Error (RPE) and Root Mean Square Error (RMSE). This article presents
analysis and comparison of the most widely used Visual SLAM monocular algo-
rithms built for Robot Operating System (ROS): ORB-SLAM2, ORB-SLAM3,
DSO and LDSO. The KITTI and Euroc MAV datasets were selected to evaluate
the algorithms’ performance.

Keywords: Computer vision · Visual SLAM · ORB-SLAM3 · ORB-SLAM2 ·
LDSO · DSO

1 Introduction

Recent advances in robotics provide new opportunities for integration of robots systems
into multiple areas of a human life including autonomous driving [1] and transportation
[2], agriculture [3], manufacturing [4] and warehouse management [5], medical services
[6], search and rescue operations [7], human-robot interaction [8] and other areas.Mobile
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robotics, its approaches and techniques play a significant role in all these areas, and one
of promising areas is Simultaneous Localization and Mapping (SLAM). In robotics a
SLAM method solves a major problem of finding a robot pose in an unknown envi-
ronment [9]. In order to localize a robot within an environment a SLAM method uses
only relative observations of environment landmarks to an incremental and real-time
map building [10]. The map is used to compute a bounded estimate of the robot location
within this map [11].

SLAM techniques use various sensors for gathering information of an unknown envi-
ronment and can be implemented for laser range finders (LRF), monocular vision, stereo
vision, and RGB-D cameras. SLAM is one on the key techniques that allowmobile robot
navigation and autonomy, therefore there exist a broad number of comparative studies
of various SLAM approaches, covering such cases as indoor environment navigation
[12] and in particular visual SLAM for an indoor environment [13], stereo visual SLAM
for planetary rovers [14], 2D and 3D SLAM for autonomous ground vehicles [15] and
others.

Today, a 2D LRF SLAM is the most widely used SLAM approach that employs
a LRF as a sensor together with wheel odometry data [16]. The high cost of LIDAR
technology and cumulative mapping error caused by LRF measurements are the main
drawbacks of 2D LRF SLAM [17]. Furthermore, robots can operate in rough and uneven
terrain that is not suitable for 2D SLAM techniques because of lacking wheel odometry.

Compared to a 2D SLAM, Visual SLAM (vSLAM) technique relies on only a visual
input from cameras [18]. vSLAMmap building technique uses a visual sensor or several
visual sensors, employing monocular, stereo or RGD-D cameras [19]. vSLAMmethods
rely on loop closure algorithm. The main goal of loop closure is to recognize a location
repeatedly visited by a robot in order to solve the problem of position displacement with
time [20]. A visual loop detection is mainly achieved by evaluating similarity between
images. vSLAM has a great advantage in loop detection due to a volumetric amount
of data obtained from images [21]. When the loop detection is performed successfully,
image feature detection and matching algorithms are executed. Feature detection and
matching techniques are used to detect features of target regions in image pairs (current
and previous) and to match identical features. An internal optimization algorithm can
reconfigure a trajectory and a map based on these data to reduce accumulated errors
[22].

Amonocular camera is a good visual sensor for vSLAM due to a sensor price, a light
weight and an ability to provide reach information about an environment [23]. This paper
presents a comparison of four modern and robust monocular vSLAMmethods that were
implemented in Robot Operating System (ROS): ORB-SLAM2, ORB-SLAM3, DSO
and LDSO. ORB-SLAM2 and ORB-SLAM3 are feature-based approaches, DSO and
LDSO are direct methods. The algorithms were evaluated on KITTI and Euroc MAV
datasets. Absolute Trajectory Error (ATE), Relative Pose Error (RPE) and Root Mean
Square Error (RMSE) metrics were used to validate sensor pose estimation accuracy and
robot trajectory precision [24]. This work extends our previous works on comparative
analysis of SLAM algorithms [11, 25, 26].
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2 Vision-Based Monocular SLAM Approaches

2.1 Visual Motion Estimation

Visual odometry (VO) describes sensor motion estimation from images captured by
a monocular camera. Existing VO methods can be classified into feature-based and
direct methods [27]. A feature-based approach is detecting image feature points and
matching them between subsequent frames. A direct method estimates a sensor motion
by minimizing a photometric error over all pixels.

Direct methods. A direct method directly operates with pixel intensity and uses an
alignment of two images byminimizing the photometric error [28]. This approach allows
to determine how much a robot (a visual sensor) is shifted between two image frames.
Direct methods are divided into three categories:

• Direct sparse data method does not require a calculation of descriptors and uses only a
few number of pixels. It is the fastestmap reconstructionmethod but can only calculate
a sparse map representation.

• Semi-dense direct method processes pixels with gradients and discard pixels with
non-obvious gradients.

• Dense direct method processes all image pixels.

This paper considers Direct Sparse Odometry (DSO) and Direct Sparse Odometry
with Loop Closure (LDSO) direct methods. DSO uses the direct sparse data method.
DSO partitions an image and selects pixels with different color intensities [29]. This
leads to evenly distributed tracked points throughout the entire image. The disadvantage
of DSO is a lack of the loop closure method [1]. LDSO method retains the main feature
of the DSOmethod of evenly distributing tracked points on a map, while extending DSO
by adding a loop closure algorithm and adding an ability to globally optimize the map
[30].

Feature-based methods. A feature-based method needs to select a certain number of
representative points from collected images. These points are called key or feature points
[31]. Feature points are used to gain a visual sensor pose in environment. This paper
considers ORB-SLAM2 and ORB-SLAM3 feature-based methods.

ORB-SLAM2 is a complete vSLAM system based on ORB feature point detection
[32]. The vSLAM system can calculate a camera trajectory in real time. The method
implementation also includes a real-time visual odometry estimation, a visual sensor
tracking and a loop closure detection. ORB-SLAM2 is suitable for monocular, stereo,
and RGB-D vision systems.

ORB-SLAM3 is an extension of ORB-SLAM2 and the most modern feature-based
vSLAMmethod. The developed versatile vSLAM system can performing visual, visual-
inertial and multi-map vSLAM that operates with a wide variety of sensors (monocular,
stereo and RGB-D cameras [33].

ORB-SLAM3 has introduced new features over ORB-SLAM2: a fusion of visual
and inertial sensors (so called visual-inertial vSLAM capability), a multi-map support
and a fisheye camera support [34]. ORB-SLAM3 visual odometry estimation result is
depicted in Fig. 1.
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Fig. 1. Example of running ORB-SLAM3 on EuRoC dataset.

2.2 Datasets

The dataset is a collection of related sets of environment information. In computer vision
field it is used for assessing the camera tracking accuracy within environments. For the
comparison of the algorithms we employed two of the most popular datasets for vision
testing: EuRoC and KITTI.

EuRoC dataset is visual-inertial data collected by onboard sensors of amicro-aircraft
(MAV) [35]. The dataset contains synchronized stereo images, IMU measurements and
accurate ground truth data. The EuRoC MAV dataset is a selection of eleven visual-
inertial sequences recorded in three different rooms by two monocular cameras of a
manually pilotedMAV. In each environment, sequences become qualitativelymore com-
plex as a sequence number increases including such features as faster motion or poor
lighting conditions (Fig. 2).

Fig. 2. The EuRoC dataset samples.

KITTI dataset is one of the most popular datasets used in mobile robotics and
autonomous driving [36]. It contains hours of traffic scenarios recorded with a vari-
ety of sensors including high resolution RGB, grayscale stereo cameras and a 3D laser
scanner. The KITTI dataset was labeled with eleven classes: building, tree, sky, car,
sign, road, pedestrian, fence, pole, sidewalk, and cyclist. The samples of KITTI dataset
is shown in Fig. 3.
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Fig. 3. The KITTI dataset samples.

2.3 Method Evaluation

We compared ORB-SLAM2, ORB-SLAM3, DSO and LDSO vSLAMmethods by con-
sidering their localization accuracy. ATE and RPE are the two most important metrics
used to evaluate the accuracy of vSLAM sensor pose estimation module. RPE is used
to calculate the difference of pose changes that show local accuracy. ATE calculates
the difference between a real value of a camera pose and a value estimated by vSLAM
system. RMSE is used to quantify the quality of an entire trajectory [37]. In order to
calculate evaluation metrics we used EVO utility [38].

EuRoC. EuRoC allows using absolute trajectory mean square error and relative position
standard deviation by using entire ground truth camera trajectories. The criterion is
RMSE of ATE that is a deviation of a trajectory estimate from a ground truth trajectory
for assessing the quality of vSLAM systems. ATE is calculated as:

ATErmse = (1/n
∑n

i=0
||Trans(Ei)||2)2, (1)

where Trans(Ei) represents a translation part of the ATE. Typically, mean, or median
values are calculated. ATErmse of the trajectory is the average deviation from the ground
trajectory per frame [39].

The relative pose error (RPE) measures the local accuracy of the trajectory over a
fixed time interval (�t). It is calculated as follows:

RPE(E1 : n,�t) =
(
1/m

m∑

i=1

||Trans(Ei)||2
)

. (2)

The RPEmetric combines rotational and translation errors into one dimension, while
ATE only considers translation errors. As a result, RPE is always slightly larger than
ATE. Rotational errors usually also show up in mistranslations and thus are indirectly
captured by ATE. From a practical point of view, ATE has a rather intuitive visualization.
However, both metrics are highly correlated [39].

KITTI.To evaluate the algorithms’ performance onKITTI dataset we used align RMSE.
The align RMSE represents a distance between two feature points. To calculate a square
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root of a squared error, we need to align a start and an end independently of each other
and to calculate two relative transformations.

RMSEalign =
⎛

⎝

√√√√
n∑

i=1

(yi − yi
∧

)2

⎞

⎠/n, (3)

where yi is an observed value, yi
∧

is a corresponding predicted value.
In our analysis the combined error and the alignment error were calculated. These

errors equally consider errors thatwere caused by a scale, a rotation, and a translation drift
over an entire trajectory. Translational RMSE of tracked and ground truth trajectories
was aligned to the start and end estimated points [28].

3 Comparative Analysis

3.1 EuRoC

We evaluated DSO, LDSO, ORB-SLAM2, and ORB-SLAM3 vSLAM methods on the
EuRoC dataset across all sequences for each of the two camera streams, which were
interpreted as single sequences with a same basis. Table 1 shows ATE RMSE (measured
inmeters) andRPERMSE(measured inmeters per second). Thebest results are indicated
in bold.

Table 1. vSLAM algorithms evaluation results for EuRoC dataset.

MH01 MH02 MH03 MH04 MH05
ORB-Slam2 ATE 0.041 0.035 0.041 0.074 0.054

RPE 0.491 0.458 1.095 0.560 0.589
ORB-Slam3 ATE 0.016 0.085 0.036 0.075 0.088

RPE 0.148 0.212 0.401 0.156 0.112
DSO ATE 0.054 0.063 0.209 0.173 0.169

RPE 0.132 0.134 0.711 0.632 0.199
LDSO ATE 0.044 0.044 0.090 0.136 0.127

RPE 0.131 0.131 0.706 0.642 0.198

Table 1. (continued).

V1.01 V1.02 V1.03 V2.01 V2.02 V2.03
ORB-Slam2 ATE 0.054 0.054 0.091 0.047 0.051 0.096

RPE 0.454 0.528 0.409 0.225 0.508 0.477
ORB-Slam3 ATE 0.033 0.019 0.034 0.036 0.022 0.081

RPE 0.198 0.070 0.186 0.140 0.205 0.066
DSO ATE 0.104 1.047 0.584 0.064 0.162 1.439

RPE 0.088 0.137 0.334 0.081 0.306 0.087
LDSO ATE 0.099 1.013 0.607 0.058 0.106 1.266

RPE 0.089 0.111 0.375 0.081 0.281 0.086
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For Table 1, a color representation of the measurements is shown in Fig. 4. These
color-coded maps give a clearer presentation of tabular measurements. Since the error
is calculated from the measurement data, color representations of error deviations are
shown for each line: the closest values to a benchmark are lighter, the greater the
deviation—the darker is a color tone.

Fig. 4. Color-coded evaluation results for SLAM algorithms performed on EuRoC dataset.

3.2 KITTI

Table 2 represents a comparison of alignATERMSE (inmeters) of ORB-SLAM2,ORB-
SLAM3, DSO and LDSO on KITTI dataset across all image sequence. For the direct
and feature-based vSLAM methods the ATE values that are closest to the benchmark
are highlighted in bold.

Table 2. vSLAM algorithms evaluation results for KITTI dataset.

00 01 02 03 04 05

ORB-Slam2 5.33 - 21.25 1.51 1.62 4.85

ORB-Slam3 1.259 10.15 4.58 1.332 0.211 0.855
DSO 126.7 165.03 138.7 4.77 1.08 49.85

LDSO 9.32 11.68 31.98 2.85 1.22 5.1

Table 2. (continued). 

06 07 08 09 10

ORB-Slam2 12.34 2.26 46.68 6.6 8.8

ORB-Slam3 0.667 0.503 3.858 1.967 1.09
DSO 113.57 27.99 120.17 74.29 16.3
LDSO 13.55 2.96 129.02 21.64 17.3

Color representation of Table 2 is shown in Fig. 5. The lightest tones show results
close to the benchmark, and the darkest tones show a high deviation. For example, the
result of KITTI dataset (00 sequence) evaluation with feature-based methods shows that
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the closest align ATE RMSE value to the benchmark is a value obtained from ORB-
SLAM3 method (highlighted in bold in Table 1). ORB-SLAM3 align ATE RMSE value
evaluated represents with a lighter shade than the value obtained from ORB-SLAM2
method.

Fig. 5. Color-coded evaluation results for SLAM algorithms performed on KITTI dataset.

3.3 Visual SLAM Features

In order to determine the most appropriate algorithm, we considered the features that
allow us to increase the reliability and the accuracy of algorithms that allow recreation
of images in real time using one or more cameras. For example, ORB-SLAM2 has the
ability to build a map in real time, has an implementation of the loop closing algorithm,
and also has the ability to receive data from one or two cameras. ORB-SLAM3 includes
all the features. DSOmethod has the ability to receive data from one or two cameras, and
LDSO, in addition to receiving data fromone or two cameras, also has an implementation
of the loop closure algorithm.

The brief information about vSLAM features considered is shown in Table 3. Real-
time mapping, Loop Closing, Multi Maps support and various sensor usage support are
considered.

The Table 3 shows that ORB-SLAM3 is the most complete SLAM system that
includes all these features.

Table 3. Comparison of vSLAM features.

Method Real-time
mapping

Loop
closing

Multi
maps

Mono Stereo Mono
IMU

Stereo
IMU

ORB-Slam2 + + - + + - -

ORB-Slam3 + + + + + + +
DSO − (only VO) – – + + – –

LDSO − (only VO) + – + + – –
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3.4 Guidelines and Virtualization

Providing a well-written documentation helps other researchers to understand, make use
of and contribute back to open source projects. Often vSLAMmethods depend on special
math and vision software packages and require a concrete version of Linux OS system.
A well-written documentation provides a detailed installation manual and includes a
getting started section that describes minimal reproducible tutorials.

Docker is an open source platform that enables developers to build and run containers
with necessary software. It can be useful for creating Linux OS with vSLAM compiled
with all necessary library dependencies. The container is properly configured and ready
to be run in the same operating system as its host.

Table 4 shows that all vSLAM methods include good documentation and examples
on how to use them on predefined datasets. But unfortunately, vSLAMmethods authors
do not provide ready-to-use Docker containers.

Table 4. Analysis of ROS-based monocular SLAM algorithms.

Method Documentation Examples of usage on datasets Docker

ORB-Slam2 + + –

ORB-Slam3 + + –

DSO + – –

LDSO + + –

3.5 Summary

Table 1 shows that ORB-SLAM3 system is more accurate than ORB-SLAM2 due to a
better recognition algorithm, which closes loops earlier and provides more intermediate
image feature matches. Considering both measurements on EuRoC dataset 1 and mea-
surements on KITTI dataset 2 the unambiguity of the results is clear (excluding some
examples). The results indicated a natural superiority of ORB-SLAM3 algorithm over
ORB-SLAM2 algorithm, which was the ORB-SLAM3’s predecessor.

DSO and LDSOmethods are highly accurate in the presence of complete photomet-
ric data and focused mainly on local accuracy. Therefore, DSO and LDSO are the most
suitable methods for short range tasks. Feature-based ORB-SLAM2 and ORB-SLAM3
methods outperform direct methods in a global accuracy, making them a versatile solu-
tion for most SLAM tasks that require a long-term performance with stable and reliable
results along all trajectories.

4 Conclusion

This article presented the comparison of four ROS-based open-source monocular Visual
SLAM algorithms. The analysis showed that the direct DSO and LDSO methods are
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highly accurate in a presence of complete photometric data, and focus mainly on a
local accuracy. Therefore, DSO and LDSO are the most suitable vSLAM approaches for
vision tasks related to working at short distances and requiring a high accuracy in a local
posture estimation. At the same time, feature-based methods ORB-SLAM2 and ORB-
SLAM3outperformdirectmethods in a global accuracy,making themaone-stop solution
for most SLAM applications that require a long-term work with stable and reliable
results throughout trajectories. Encounter detected objects ORB-Slam3 accuracy will
be higher than of ORB-SLAM2, and LDSO outperforms DSO, which was its historical
predecessor.

Acknowledgements. The reported study was funded by the Russian Science Foundation (RSF)
and the Cabinet of Ministers of the Republic of Tatarstan according to the research project No.
22-21-20033.
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Abstract. Simultaneous localization and mapping (SLAM) is one of the key
components of a control system that aims to ensure autonomous navigation of
a mobile robot in unknown environments. In a variety of practical cases, a robot
might need to travel long distances in order to accomplish itsmission. This requires
long-term work of SLAM methods and building large maps. Consequently, the
computational burden (including high memory consumption for map storage)
becomes a bottleneck. Indeed, state-of-the-art SLAM algorithms include specific
techniques and optimizations to tackle this challenge; still their performance in
long-term scenarios needs proper assessment. To this end,we perform an empirical
evaluation of twowidespread state-of-the-art RGB-DSLAMmethods, suitable for
long-term navigation, i.e. RTAB-Map and Voxgraph. We evaluate them in a large
simulated indoor environment, consisting of corridors and halls, while varying
the odometer noise for a more realistic setup. We provide both qualitative and
quantitative analysis of both methods uncovering their strengths and weaknesses.
We find that both methods build a high-quality map with low odometry noise
but tend to fail with high odometry noise. Voxgraph has lower relative trajectory
estimation error and memory consumption than RTAB-Map, while its absolute
error is higher.

Keywords: SLAM · RGB-D SLAM · RTAB-MAP · Voxgraph · Longterm
autonomy

1 Introduction

Making a robotic systems fully autonomous is an important problem for modern
researchers [1–4]. In order to operate autonomously, the system needs to know its posi-
tion on the map (environment). In case of indoor or underground environment, global
position estimation like GPS is unable to work, so a robotic system has to estimate its
position using its own sensors. If the environment is unknown, the map is also need to
be built. Therefore, for solving this problem, Simultaneous Localization and Mapping
(SLAM) techniques are need.

Traditional SLAM methods like ORB-SLAM [5] build a metric map of the envi-
ronment matching features extracted from input images or laser scans. They map only
feature coordinates, leading to building a sparse map. Path planning in such map is
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difficult because a planner may create path between feature points through unmapped
obstacles.

On the other hand, direct SLAM methods like LSD-SLAM [6] and learning based
methods like DROID-SLAM [7] build dense map but require high computational costs
to update the map, especially in large environments. So, using them in a real robotic
system for long-term navigation is highly restricted.

A possible solution for dense mapping a large environment is utilizing stereo or
depth information in feature-based methods and its reprojecting during SLAM process.
Such technique is implemented in RTAB-Map method [8]. RTAB-Map builds a graph
of key frames and involves a comprehensive memory management approach, which is
detailly described in Sect. 4.1. The key frames are stored at three levels of memory that
helps maintain large maps and effectively close loops.

Another technique of effective long-lasting SLAM and odometry error elimination
is building a graph of small submaps instead of keyframes. A submap is a map of a
short segment of the environment built by a SLAM algorithm. It has an anchor pose (e.g.
pose of the robot at the time of entering the submap, or pose of the submap’s centroid),
and these poses are structured in a graph. Pose graph and map correction could be done
using graph optimization and submap fusing techniques. Such strategy is implemented
in Voxgraph [9] algorithm. In this work, we do empirical evaluation of Voxgraph and
RTAB-MAP methods. We conduct a series of experiments in photo-realistic Habitat
simulator [10] in our university building model with 100 m corridor, halls and rooms.
We evaluate absolute and relative trajectory errors for both methods over trajectories of
length up to 1 km. We provide detailed experimental analysis in Sect. 5.

2 Related Work

2.1 SLAM Algorithms

Simultaneous localization and mapping has long history of study and is widely
researched. First SLAM methods [11] use extended Kalman filter (EKF) to estimate
robot’s trajectory from noised sensor data. More recent works [5, 12] extract features
from input images and track robot motion matching these features. Also these methods
use global optimization techniques like Bundle Adjustment [13] to perform loop clo-
sure (global trajectory and map optimization in case of re-visiting a previously visited
place). ORB-SLAM2 method [14] includes feature extraction, tracking, local mapping,
and loop closing parts, and achieves trajectory estimation error of approximately 1% on
KITTI dataset [15]. However, this method builds sparse map (only feature points are
mapped), which is not suitable for path planning.

Besides traditional feature-based SLAMmethods, deep learning-based methods are
also actively developing. In method [16] neural network is used for optical flow estima-
tion in order to accurately estimate robot’s position. In work [7] SLAM is performed by a
fully learning-based pipeline, including feature extraction and bundle adjustment. Both
these methods build dense map and have small error, however, they require powerful
GPU to operate, so use of these methods in a mobile robotic system is difficult.

One of the most common classical SLAMmethods is RTAB-Map [8]. It tracks robot
motion and builds the map matching features extracted from images. It builds dense
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map using depth information from RGB-D, stereo or lidar data. The map is stored in
3D point cloud format and projected into 2D occupancy grid, which is convenient for
path planning. In addition, RTAB-Map utilizes a complexmemorymanagement strategy,
which helps make effective mapping and loop closing even in large areas. We use this
method in our comparison.

For navigation in large environments, map decomposition into submaps is also used.
Such decomposition helps effectively optimize map and trajectory, significantly reduce
path-planning costs, and eliminate odometry error accumulation. In recent work [17] the
map is represented as a graph of submaps, one submap for each room or hallway. For
navigation, a graph of doors and passages is used. This approach reduces planning time in
two orders of magnitude (0.5 s vs 67 s) in comparison with global metric map. However,
despite planning effectiveness, this method requires high computational resources for
doors detection to divide the map into submaps.

Another submap-based approach is Voxgraph [9]. Submaps are switched in a fixed
period of time. For submap creation, Voxblox [18] method is used. Loop closure is
performed in two levels: local (in Voxblox, using ICP [19] method), and global, using
graph optimization methods. In work [20], Voxgraph managed to build proper map
during exploration of a large indoor area with severe odometry drift. We used Voxgraph
method in our experimental evaluation.

2.2 Navigation and Mapping in Large Areas

Navigation in large environments and mapping large areas is an important problem for
industrial and service robots. There are some works for building a map up to city-scale
size [21]. In work [21], pre-built point cloud maps and cloud global map data like
OpenStreetMap are used. In work [17], a hybrid metric-topological approach is used
to map large areas. With this approach, a robot successfully explored an indoor area
of 1137 m2 with 3 x memory reduction comparing with a metric SLAM approach.
Another metric-topological approach for large area navigation is proposed in work [22].
In that work, a global map is divided into submaps—cubes of fixed size. Each submap
is built by a conventional feature-based SLAM. During loop closure, only submaps with
significant changes are modified, the other submaps only change their position. Indoor
and outdoor tests on a robot with 600 m and 1200 m trajectories show that the method
is able to maintain and quickly update large maps.

2.3 Long-term SLAM Evaluation

SLAM quality estimation has prolonged history of study. There are many benchmarks
for SLAM evaluation, like TUM [23], EuRoC [24], KITTI [15]. With these benchmarks,
a lot of comparative analysis of SLAM systems is done [25–27]. However, most of these
works evaluate SLAM algorithms in short trajectories and small environments. There
are some benchmarks for long-term SLAM evaluation like OpenLORIS [28] and SLAM
robustness evaluation research like [29]. These works examinemostly SLAM robustness
to environmental conditions changes (like illumination, weather, etc.). In our work, we
evaluate SLAM memory and computational effectiveness and robustness to odometry
noise in case of long-term running.
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3 Problem Statement

Consider a robot equipped with an RGB-D and a noisy odometry sensor in large indoor
environment. It moves through the environment along certain trajectory. At each time
step t, passing through position pt , the robot receives image It , depth Dt , and odometry
estimation p̂ = pt + εt , where εt is odometry noise.

The task is to estimate precisely robot’s trajectory using noised odometry estimations,
images and depths:

p̃t = A
(
I0..t,D0..t, p̂0..t

);E(p0..T , p̃0..T ) → min,

where E is an error metric.
We use three error metrics in our evaluation: absolute trajectory error ATE, relative

translation error Etrans, and relative rotation error Erot :

ATE(p0..T , p̃0..T ) = 1

T + 1

T∑

t=0

||pt − p̃t ||2;

Etrans(p0..T , p̃0..T ) = 1

T

T∑

t=1

∣∣∣
∣∣∣M−1

pt−1
pt − M−1

p̃t−1
p̃t

∣∣∣
∣∣∣
2

||pt − pt−1||2
;

Erot(p0..T , p̃0..T ) = 1

T

T∑

t=1

�
(
M−1

pt−1
pt,M

−1
p̃t−1

p̃t
)

||pt − pt−1||2
,

where Mp is the transformation matrix which transforms zero position and orientation
into pose p; ||x||2 is L2-norm of x, and � (a, b) is the angle between vectors a and b.

4 Methods Overview

4.1 RTAB-MAP

RTAB-MAP [8] is a feature-based SLAM method, which takes stereo, RGB-D or laser
scan data and builds 2D occupancy grid map and 3D point cloud map. This method is
divided by odometry estimation, mapping, and loop closure. A scheme of the method is
shown in Fig. 1.

For odometry estimation, RTAB-Map extracts features from images using BRIEF
detector [30]. For memory and computational efficiency, RTAB-Map selects key frames
from the input flow. New keyframe is added when previous keyframe and current frame
has few feature matches (less than certain threshold). Robot motion is tracked by feature
matching between current and previous keyframes using PnP RANSAC algorithm [31].
Estimated camera position is corrected using Local Bundle Adjustment method [32] and
predictions from previous camera motion.

For mapping, local occupancy grids are used. These grids are received from input
depth maps or laser scans. Local maps are fused into global map using a voxel filter.
Global map is optimized with loop closures. The loop detection algorithm is based on
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Fig. 1. Scheme of RTAB-MAP algorithm (from [8]).

feature matching on input frames (RGB images or laser scans). Features needed for
loop closing are extracted using SURF algorithm [33]. The frames are stored as sets of
features organized into kd-trees. For effective loop closure, keyframes are organized as a
graph where links are constraints taken from keyframe neighborhood or loop detection.
In the loop closure stage, this graph is optimized using g2o graph optimization technique
[34].

To store the graph of keyframes, RTAB-MAP uses three levels of memory: working
memory (WM), short-term memory (STM), and long-term memory (LTM). WM con-
tains most useful frames, STM contains a sequence of last frames, and LTM contains all
frames. Frames that have maximum number of similar features are moved from STM
to WM. For loop closure, the frame, which is most similar to current, is used. The loop
closure scheme is shown in Fig. 2.

Fig. 2. Scheme of RTAB-MAP loop closure methodology (from [8]).

4.2 Voxgraph

Voxgraph [9] is a SLAM method, which takes odometry, and point cloud data as an
input and builds pose graph and global map in Truncated Signed Distance Field (TSDF)
format. A global map is building as a set of overlapping submaps. Different colors
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represent different submaps. These submaps are building as TSDFs by Voxblox [18]
method. New submap is generated with certain period of time, e.g. 20 s. An example of
submaps and resulting map is shown in Fig. 3.

Fig. 3. An example of Voxgraph map building (from [9]).

Voxgraph algorithm fuses submaps using submap pose graph. The nodes of the pose
graph are sensor positions at start of each submap. The edges of the pose graph are
constraints for optimization. They are divided into three kinds: odometry, loop closure,
and registration constraints. An odometry constraint between neighbor submaps attaches
transformation between these submaps to odometry change from start of the first submap
to start of the second one. A loop closure constraint comes from loop closure hypothesis
from an external loop closure source. It binds corresponding submaps. A registration
constraint binds together a pair of overlapping submaps. Voxgraph algorithm optimizes
pose graph with these constraints using non-linear least squares minimization technique.

Such graph-based approach lets Voxgraph be robust to odometry noise and signif-
icantly reduces memory consumption. According to [20], a robot is able to operate in
large area for 10–15minwith severe odometry drift without collisions, keeping lowCPU
and memory load. With efficient external loop closure source like DBoW2 [35], Vox-
graph is able to long-term operation without error accumulation and significant memory
growth.

5 Evaluation

5.1 Experimental Setup

Wecarried out our experiments in large scene inHabitat simulator. The scene represented
one store of university building, with a 100 m-long branched corridor, a wide hall and
one classroom of size 6 × 15 m. Virtual agent navigated along a manually set route
and was tasked to estimate its trajectory and build a map of the environment. The route
was set as a sequence of waypoints, and navigation performed using Habitat’s built-in
ShortestPathFollower algorithm. We used two routes - the former had length 300 m and
consisted of 12 points, the latter had length 1 km and consisted of 25 points. Linear and
angular speed of agent were set to 1.5 m/s and 90 degrees/s respectively.

To model real odometry sensors, we noised ground-truth position with Gaussian
noise. We used four degrees of noise – small (linear std 0.0015, angular std 0.003),
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medium (linear std 0.003, angular std 0.0075), large (linear std 0.0075, angular std
0.015), and extra-large (linear std 0.015, angular std 0.025). Linear noise was added to
linear speed, angular noise was added to agent’s angle. The noise updated every 10 s.

As an RGB-D sensor data, we used ground truth RGB and depth images from the
simulator. Depth range was limited by 8 m. Both RGB and depth had resolution 320
× 240, and field of view 90 degrees. For RTAB-MAP, we used only mapping module,
which was feed with noised odometry from simulator. We used RTAB-MAP in 3DoF
mode, with extraction of 2000 features from each image and enable ray tracing. Height
of the obstacle cells was set from 0.2 m to 1.5 m.

For Voxgraph, we set TSDF voxel size to 0.2, submap creation interval to 20 secs,
and TSDF truncation distance to 0.8.

5.2 Results

We ran RTAB-Map and Voxgraph methods on 300 m and 1 km trajectories in Habitat
simulator with four degrees of odometry noise: small, medium, large and extra-large.
For each degree of noise, we ran both the algorithms 5 times and calculated average
metric values and their standard deviation. The resulting metric values are shown in
Table 1. RTAB-Map demonstrated smaller absolute trajectory errors than Voxgraph,
however its translation error was comparable to Voxgraph’s one, and its rotation error
was significantly larger than that of Voxgraph. An example of estimated trajectories
(300 m, extra-large drift) is shown in Fig. 4. We can see that Voxgraph’s trajectory
has bigger absolute deviation than RTAB-Map’s one, however it is closer to ground
truth relatively (see Fig. 5). This can be explained by large amount of whole graph
optimizations during Voxgraph operation.

Fig. 4. Trajectories estimated byRTAB-Map (red) andVoxgraph (blue) compared to ground-truth
trajectory (green). The background is the map built by RTAB-map, it has a fake corridor in the
left part.

Memory consumption values for both algorithms are shown in Table 2. As seen in
the table, RTAB-Map took up to 8.6 GB of RAM on 1 km trajectory, which can exceed
memory limit on some on-board computers. On 300 m trajectory, RTAB-Map consumed
about 3.6 GB of RAM, which is also a large volume. Voxgraph consumed approximately
5–6 times less memory on both trajectories – up to 0.57 GB on 300 m trajectory and up
to 1.8 GB on 1 km trajectory with extra-large drift. Such difference in memory volume
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Table 1. Evaluation of RTAB-Map and Voxgraph algorithms on 300 m and 1 km trajectories:
average metric values and standard deviation of 5 runs. Etrans is the relative translational error,
Erot is the relative rotational error (in degrees per meter), ATE is the absolute trajectory error. For
all the metrics, lower is better.

300 m trajectory 1 km trajectory

Noise Small Medium Large X-large Small Medium Large X-large

RTAB-MAP Etrans
(±std)

0.017 0.030 0.072 0.153 0.021 0.037 0.094 0.187

0.002 0.0004 0.001 0.007 0.0003 0.0006 0.001 0.004

Erot
(±std)

0.071 0.106 0.181 0.276 0.213 0.308 0.571 1.29

0.008 0.012 0.02 0.04 0.005 0.01 0.05 0.45

ATE
(±std)

0.99 1.91 4.07 7.69 0.92 1.75 5.00 9.77

0.087 0.41 0.37 0.17 0.14 0.23 0.23 1.44

Voxgraph Etrans
(±std)

0.015 0.027 0.065 0.122 0.020 0.039 0.094 0.176

0.0005 0.001 0.005 0.003 0.0003 0.0006 0.001 0.004

Erot
(±std)

0.033 0.073 0.152 0.229 0.031 0.071 0.181 0.316

0.002 0.004 0.013 0.021 0.001 0.003 0.033 0.029

ATE
(±std)

0.93 2.21 5.13 10.1 2.43 5.92 10.6 20.0

0.05 0.15 0.32 0.26 0.04 0.06 1.87 0.97

Fig. 5. Comparison of RTAB-Map’s (top) and Voxgraph’s (bottom) estimated trajectory. Red line
denotes ground truth trajectory, black line denotes estimated trajectory, and blue line denotes esti-
mated trajectory fitted into ground truth by a transform (translation, rotation, scaling). Voxgraph’s
trajectory was fitted more accurately; despite it has bigger absolute deviation.
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Table 2. Memory consumption (in GB) of RTAB-Map and Voxgraph algorithms on 300 m and
1 km trajectories.

300 m trajectory 1 km trajectory

Noise Small Medium Large X-large Small Medium Large X-large

RTAB-MAP 3.6 3.5 3.6 3.7 6.3 6.2 8.5 8.6

Voxgraph 0.52 0.53 0.54 0.57 1.2 1.3 1.3 1.8

is explained by difference in the map type (TSDF vs voxel grid), and difference in the
graph structure (graph of submaps, vs graph of key frames).

The built maps of both algorithms on 1 km trajectory are shown in Fig. 6. With small
and medium noise degrees, both algorithms built maps close to the ideal, but with large
and extra-large noises, both algorithms failed to build a consistent map.

Fig. 6. Visual comparison of RTAB-MAP and Voxgraph maps on 1 km trajectory.

RTAB-Map built fake corridors in the middle part of the map, whereas Voxgraph
built fake corridors in the left and the right parts of the map. So, RTAB-Map’s loop
closure started failing in long distances and severe odometry noises. Voxgraph, which
has no built-in loop closure, also fails to fuse large map under severe odometry noise.We
also tried Voxgraph with DBoW2 loop closure; this helped reduce number of “corridor
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bifurcation” cases, but did not eliminate all of them (see Fig. 7). The issue of interaction
of Voxgraph and loop closure methods requires additional research.

Fig. 7. Voxgraph map without loop closure (left) and with DBoW2 loop closure (right).
consumption may exceed RAM limit of a computer of a mobile robotic system.

6 Conclusion

In this paper, we considered a problem of simultaneous localization andmapping in large
indoor environments. For our study, we chose keyframe-based SLAM method RTAB-
Map and submap-based SLAMmethodVoxgraph, both of themare positioned as suitable
for long-term navigation and large environments.We carried out experimental evaluation
of them on an indoor simulated setup with 300 m and 1 km trajectories. The experiments
have shown that the submap-based method Voxgraph overcomes RTAB-Map in terms of
memory consumption and relative errors, but loses in absolute trajectory error. On long
trajectories, RTAB-Map’s memory consumption may exceed RAM limit of a computer
of a mobile robotic system. Also, in case of long trajectory and high degree of odometry
noise, both methods fail to build plausible map.

Our empirical evaluation has shown that long-term navigation in large environments
is a challengingproblem that is lacking a universal solution andneeds additional research.
The perspective fields of this research are memory-efficient loop closure methods, and
topological approaches to SLAM.
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Abstract. Effective solving of manipulation tasks is significant for collaborative
robots to act within human-oriented environments. It may be executed using clas-
sical or learning-based control methods. Classical methods are accurate; however,
they require complicated tuning of the regulators. Learning-based control provide
obtaining the parameters of the process model while training, but this model is
rough. We apply a combined approach to solving manipulation tasks, where the
robot moves to the target vicinity under learning-based control and then operates
the target under simplified classical control. On the first stage, control system
generates reference trajectory for execution using dynamic movement primitives
(DMP). The parameters of the DMP are determined by output of a neural network
and trained via policy optimization. On the second stage the forcing term of the
DMP is set to zero,while goal is defined by the simplified predictive controlmodel.
We evaluate our approach on the tasks of reaching target point by end effector and
pushing elevator button with UR5 collaborative manipulator. Evaluation is made
in Isaac and URSim simulation taking in mind dynamics and functionality of the
robot. The approach is successfully reproduced on a real robot.

Keywords: Robotic manipulator · Dynamic movement primitives · Model
predictive control · Reinforcement learning · Neural dynamic policies

1 Introduction

Modern robotic systems are able to execute various collaborative tasks in human-oriented
environments, e.g. office buildings.Many of these tasks include operating certain objects
with a robotic manipulator [1–4]. Control methods for manipulation tasks may be clas-
sical (defining analytical process model and applying control actions influencing this
model) or learning-based (the process model is derived based on machine learning).
Defining the classical control model for each setup and task is a challenging process as it
requires careful choice and tuning of controller setting and parameters. On the contrary,
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learning-based approaches allow the controller to avoid prior knowledge of complicated
process models. Reinforcement learning (RL) is of particular interest: this is a way to
obtain an optimal sequential decision-making process for solving a task by an agent (in
our case, a robotic manipulator), which interacts with the environment. The inference
of RL-based controllers provides fast execution of simple tasks; however, the obtained
process model is not precise. Therefore, inference results may be not accurate enough.
This lead to safety issues of end-to-end learning-based control in real environments,
which require additional challenging methods for guaranteeing safety [5].

In this paper, we develop a combined approach to solving manipulation tasks. Our
main contribution consists in the design of the two-step control algorithm,which includes
RL-based movement to the surrounding of the target and further operation based on sim-
plified model predictive control (MPC). This approach allows us to avoid the inaccuracy
and unsafety of RL-based control and complicated tuning of MPC. We use dynamic
movement primitives (DMPs) as a concept, which allows representing both modes of
control in a similar way. In RL-based control, the parameters of the DMP are obtained
from the neural network. Such an approach was proposed in [6] and called Neural
Dynamic Policies (NDP). Herewe evaluate practical accuracy of the concept and explore
longer exploitation of each obtainedDMP. In ourMPC approach, parameters of theDMP
are set in such a way that they reproduce the predictive model of the process. We call
our approach “goal and force switching policy” (GFP) as we switch goal and forcing
terms of the DMP during task execution.

We develop and evaluate an application of GFP for an example task of robotic button
pushing, which is useful for various robotic applications, especially in human-oriented
environments. The rest of the paper is organized as follows. Section 2 includes a brief
overview of the related works. In Sect. 3 we describe the control model and the learning
algorithm, developed within our approach. In Sect. 4, we design a solution for robotic
pushing. Section 5 includes experimental evaluation of the proposed ideas, while Sect. 6
provides concluding remarks.

2 Related Works

The standard approach for executing robotic movements is the following. First, the
sequence of required robotic positions is defined. Then, the robot trajectory between
target positions is determined using a certain planning algorithm. After that, the planned
motion is executed using PID regulators.

Among the classical control methods, Model Predictive Control is of great interest.
MPC provides real-time optimization for the values of the control input over a specified
time interval (prediction horizon). This optimization is based on the model of object
dynamics. MPC may be applied for various challenging aspects of manipulation such
as path planning [7], avoiding static and dynamic obstacles [8], or providing desirable
interactions with the environment [2, 9]. Applying MPC to a multilink robotic manip-
ulator is a challenging task for the following reason. The model of robot dynamics is
nonlinear, which leads to high complexity of the process model and optimization pro-
cedure. To avoid this complication, the manipulator model is linearized. Most often the
linearization method based on the Taylor series expansion is applied. This method was
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developed in [10, 11]. The authors of the recent work [12] have developed a compu-
tationally cheap approach to manipulation (MPC with Integral Compensation). In this
approach, the optimization and tuning of controller parameters is done offline, prior to
control execution. Actual control input is defined in a reference of matrix additions and
multiplications.

In Deep Reinforcement Learning, relatively simple continuous control tasks can
be successfully solved by model-free algorithms [13–16]. These algorithms use pol-
icy gradients to make updates of policy parameters in order to maximize RL objective.
While some tasks can be efficiently solved using reactive behavior, e.g. by following
simple rules, model-free algorithms suffer from relatively low sample efficiency. To
improve sample efficiency or performance of an RL algorithm, one can introduce induc-
tive biases in the form of domain knowledge about how the environment works, which
will potentially help the agent make better decisions.

One of the common choices of a dynamical system that is used to describe the
movement of robotic systems is DynamicMovement Primitives (DMPs) [17, 18], which
are a special case of a more general dynamical system [19, 20]. They require expert
demonstrations for training or evaluation. Introducing a dynamical system to repre-
sent movement primitives can be seen as introducing prior knowledge in the form of
differential equations, which contain some knowledge about the physical laws of the
environment. Introducing such parameterization may simplify a control problem for the
policy by offering a temporal abstraction in the form of trajectory and by imposing some
restrictions on the consecutive states that are a part of the same trajectory. DMP can be
incorporated into the neural network policy in a differentiable way [6], which allows
using any policy gradient RL algorithm to train it on raw data of agent-environment
interaction.

Because of the complex objective functions, using MPC to solve an RL problem is a
hard task. Usually, MPC is used in conjunction with a learned model of the environment
in various settings. MPC as a high-performant policy is proposed in [21], which uses a
model of the environment learned on interaction data. This algorithm does not update
control policy parameters and recomputes control at each step using optimization. It
learns the environment model in a supervised manner and can approximate arbitrary
nonlinear dynamics.

MPC as a data collecting policy is used in [22]. This method is a model-based policy
optimization algorithm that learns an ensemble of functions to approximate transition
dynamics. MPC samples rollouts from the environment model, the policy is trained
using a maximum-entropy objective on a mix of model and environment data. MPC
as a control policy for learning dynamics model is used in [23]. The method performs
model-based policy optimizationwith subsequentmodel-free fine-tuning. The algorithm
uses a simple random-sampling shooting method together with an environment model
to perform model-predictive control. Using parameter-free MPC as a control policy
avoids policy degradation due to inaccuracies in the environment model. This method
is extended in [24] by introducing optimization and filtering into the MPC loop and
probabilistic ensembles to represent environment dynamics.

Ourmethod usesMPC as a control policy in the last stage of themovement execution
process to increase positioning accuracy.
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3 DMP, MPC, and RL for Manipulation

Trajectories consist of elements of an agent’s state space (two common choices—joint
coordinates or gripper coordinates). Let y be the inner robot state, ẏ is velocity, and ÿ is
acceleration. Denoting the goal state as g, the DMP is described by the equation [6, 17]:

ÿ = α(β(g − y) − ẏ) + f (x), (1)

where α, β are chosen to guarantee critical damping and smooth convergence to the goal
state. f is a nonlinear function, which describes the shape of the trajectory. Evolution of
x is described by:

ẋ = − axx. (2)

Function f is implemented as an RBF system:

f (x, g) =
∑

ψiwi
∑

ψi
x(g − y0), ψi = e

(−hi(x−ci)2
)

, (3)

where i = [1..n]. and n is the number of basis functions. Coefficients ci = e
−iαx
n are

responsible for shift and hi = n
ci
for width of the basis functions. The trajectory of the

dynamical system is determined by two parameters: the weights of the basis functions
w = w1, . . . ,wi, . . . ,wn and the goal g.

If the vector of joint angles of the manipulator θ [k] at the moment [k] is considered
as inner state y, (1) will get the following view:

θ̈ [k] = DMP
(
g[k], θ [k], θ̇ [k], α, β, f (x)

)

= α
(
β(g[k] − θ [k]) − θ̇ [k]

) + f (x). (4)

Equations (2) and (3) represent the view of the forcing function, whichwas pro-posed
in [17] and applied in [6]. Now let us denote another setting for Eq. (1) in order to insert
there the predictive model from [12]. Two terms from (1) are the subject of modification:
goal g and forcing function f (x). In our learning-based solution, the values of g and f (x)
are defined by the neural network (see Sect. 4). For our MPC solution, we set f (x) = 0
(to avoid complication of the model) and denote g in such a way that Eq. (1) becomes a
DMP-representation of MPC trajectory following.

Angular acceleration inMPC trajectory following [12] is definedbasedon the angular
position and velocity at the moment k and on desired trajectory:

θ̈ [k|k + 1] = KMPC
(
�d

[
k|k + p

] − Iaθ [k] − Ibθ̇ [k]
)
, (5)

Ia(p×n) = (I, I, . . . I)T , Ib(p×n) = (I, 2I, . . . pI)T · �t.

Here θ̈ [k|k + 1]. is an acceleration between time moments k and k + 1(assumed to be
constant), �t is time interval between k and k + 1, I is identity matrix, p is prediction
horizon, n is number of manipulator’s DoF, �d

[
k|k + p

]
is a vector of size p · n repre-

senting the desired reference of joint angles made at themoment k for next p steps.KMPC
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is defined based on the formulation and solution of the optimal control problem (see [12]
for exact definition). Here we reformulate (5) based on the following two properties of
KMPC . First, KMPC is n by p · nmatrix consisting of p · n diagonal matrices of size by n.
Let us call them K1,K2, . . . ,Kp. Second, for any diagonal matrix K1,K2, . . . ,Kp, the
diagonal elements will be equal. Let us call their values k1, k2, . . . , kp. Taking in mind
these properties (5) may be reformulated as follows:

θ̈[k + 1] =
∑p

i=1
(kiθd [k + i]) − θ [k]

∑p

i=1
ki − θ̇ [k] · �t ·

∑p

i=1
iki. (6)

This equation may be considered as a case of (4) with the following setup:

αMPC = �t ·
∑p

i=1
iki, fMPC = 0, βMPC

=
∑p

i=1 ki
�t · ∑p

i=1 iki
, gMPC [k] =

∑p
i=1 (kiθd [k + i])

∑p
i=1 ki

. (7)

Here gMPC [k] is redefined for eh step, while other parameters may be defined on the
initialization stage. This setting is applicable for the situation when the desired trajectory
is predefined and satisfying controller safety limits (as in [12]). As we propose to use it
for local control of the manipulator in the small area, we can define the trajectory to be
safe.

In theRL-based solutionwe useDMPs tomodel state-space trajectories that the agent
predicts for further execution [6, 25]. The general idea is in parametrizing the action
space of the agent’s deep neural network policy by a parametric family of nonlinear
differential equations and training it using the RL algorithm. Thus, the neural network
makes predictions in the space of trajectories. The embedded dynamical system allows
optimizing the parameters of the whole policy by end-to-end differentiation. The choice
of the differential equation to represent the space of trajectories is due to the fact that its
integral curves, which represent the trajectories of material objects in Euclidean space,
are physically plausible.

To produce output, neural net � takes s and predicts w, g.
These w, g are used to solve the dynamical system (1) to obtain robot inner state

{y, ẏ, ÿ}. Thus,NeuralDynamicPolicy (NDP) is defined asπ(a|s; θ) � 	(DE(�(s; θ))),
where DE(w, g) → {y, ẏ, ÿ} means solving the differential Eq. (1).

During model inference, acceleration is computed from Eq. (1) using previous state
yt−1, ẏt−1:

ÿt = α(β(g − yt −1) − ẏt−1 + f (xt, g). (8)

Forward Euler method is used to integrate the equation:

ẏt = ẏt−1 + ÿt−1dt, yt = yt−1 + ẏt−1dt (9)

The integration process unrolls form steps. Then one could applym states yt as action
to the robot through inverse controller 	(.), or to subsample trajectory into k ∈ {1,m}
actions. To update network parameters, we use proximal policy optimization (PPO) [15].
The loss is computed for such (s, a) pairs, that a is a k-th element of action sequence
generated from s.
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4 Solution for Pushing Task

In this section, we define the two-stage DMP-based control algorithm, which allow the
manipulator to execute button pushing tasks. At the first “global” stage, RL-based DMP
is applied to move the robot to the button surrounding. On the second “local” stage
MPC-based DMP is applied to execute precised pushing motion. Example setup for the
considered task is shown in Fig. 1. The task is executed by the Husky mobile robotic
platformwithmounted UR5manipulator. Button location is determined by the computer
vision system that is out of the scope of this article.

Fig. 1. Setup for an example task of robotic button pushing.

Ability of the robot to push buttons is useful for various applications such as calling
the elevator [26–28], autonomous road crossing [29] or activating emergency alert in
an industrial environment [30]. The task consists of two main subtasks: first, button
positioning based on sensor input and, second, controlling pushing motion. The control
method for pushing the button depends on the construction of the robot (Cartesian or
joint-based). Some works consider Cartesian manipulators, e.g. [29–31], and methods
from these works are not applicable for the setup from Fig. 1. The works using joint-
based manipulators [26–28] are more relevant. In [26] a planar manipulator with three
joints was applied. The transition from Cartesian coordinates of the button to respective
joint angles was introduced, however the control of robotic motion from initial position
towards the button was not considered. In [28], the camera wasmounted on a gripper and
the commands were defined in such a way that they provided convergence of the camera
image to the desired view. Each iteration of the algorithm determined the current angular
position of the button corners in the camera coordinates, calculated the desired position
of the button at the image, determined the desired position of themanipulator, andmoved
toward the desired position. In [27], a humanoid robot with the 3DoF armwas used. Two
stages of movement were introduced: movement into the button surrounding and further
fine tuning towards the target position. For both stages the motion was considered as
direct mapping from initial to the target joint position.
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4.1 Trajectory for Button Pushing

Wedefine the pushing task in the followingway. As an input we have estimatedCartesian
button coordinates x̃tar and current joint coordinates θ[k]. First, we put our global target
xtar onto the normal to the button in such a way that the distance from xtar to x̃tar is equal
to epos + edmp., where epos is the allowed error of positioning and edmp. is the allowed
error of RL-based DMP.

After that, RL-based DMP is applied to move the manipulator to the certain point
x[k] such that the distance between x[k] and xtar is less that edmp. Our task now is to
define the trajectory, which let the robot push the button. First, the end effector moves
from point x[k] to the point on the normal to the button such that the distance from
x̃tar is equal to epos. Then it moves along the normal till the contact with the button.
In order to make the trajectory smooth, its first part should be the curve, such that the
button normal is a tangent to this curve on a distance epos from x̃tar . We choose the
simplest case, when it is a parabola. The motion of the robot should not be too fast
in order to avoid damage. We know that x[k] is near the button normal and assume
that the di. Since to x̃tar may be underestimated. Therefore, we can replace x̃tar with
x̂tar = x̃tar +�x where�x is an error bias corresponding to epos. We define trajectory in
such a way that the end effector moves along the straight line from x[k] to x̂tar . This line
is represented as a sequence of points x[k], x[k + 1], . . . , x

[
k + p

] = x̂tar . The distance
between the points is defined in such a way that provide required smoothness and slow
motion. After that, the reference of x[k], x[k + 1], . . . , x

[
k + p

] = x̂tar is replaced with

θ[k], θ[k + 1], . . . , θ
[
k + p

] = θ̂tar . Using the method of calculating inverse kinematics
from [12]. The defined reference of angular position is then used to calculateMPC-based
goal term for a DMP controller according to (7).

4.2 Two-Stage Control Algorithm

The design of our algorithm is shown in Pseudocode 1 and Fig. 2. It consists of two
serial loops: RL-based loop (lines 2–12 of the pseudocode) and MPC-based loop (lines
15–22 of the pseudocode). On each iteration of both loops, the control input is defined
via forward Euler integration of DMP output (blue boxes on the scheme). The first loop
provides the motion from initial position to the button surrounding. The goal and the
forcing term of theDMP are derive from the neural network (green boxes on the scheme).
After reaching the target surrounding DMP parameters are switched from RL-based to
MPC-based. Pushing trajectory is determined as it is described in Sect. 4.2 (lines 13 and
14 of the pseudocode, and yellow boxes at the scheme). After that, the second loop is
applied to push the button. End effector is moving along the line until the force sensor
measures the fact of the push or until it reaches x̂tar .
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Fig. 2. Scheme of the controller.
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5 Experiments

Experimental evaluation was done in two stages. At the first stage, RL-based solution
was examined usingMuJoCo and URSim simulation environments. At the second stage,
algorithm 1 was evaluated in URSim and reproduced on a real manipulator.

The learning environment consists of a 6-DoF UR5 robotic arm model with the first
three joints from the robot base being controllable by the agent and others fixed. The
goal is to reach a specific point with the end effector. The goal is sampled uniformly
in the sphere with a radius of 0.2 m centered on the point located 0.5 m in front of the
robot base and 0.5 m above the floor. Each episode lasts 250 simulation steps of s each.
The positioning error of less than 10 cm at the last step of the episode was considered a
success. The agent acts in the space of increments of joints’ coordinates. During training,
we assume that the control system of the robot is capable of precisely positioning each
joint within a 0.03 rad neighborhood of the current position in one simulation step. The
agent rolls out the integrator for 35 steps and subsamples the sequence of length 3,
each element of which is sequentially executed in the environment as an action. As an
observation, the agent gets positions and velocities of the controllable joints, the position
of the goal and the end-effector, as well as the current reference for the position control
system. The reward function maps state to a negative distance from the end-effector to
the goal.

Results show an average error of 3 cm (Fig. 3). We denote NDP, which generates
an action sequence of length q as NDP-q, the same for PPO. In our experiments in the
UR5 environment, NDP-3 reaches the performance level required to reach the 10 cm
vicinity of the target point faster than PPO-1. However, in the long run, PPO-1 shows
a smaller average error, but both PPO and NDP have too high position variance of the
end effector for precise positioning and thus are switched for another control technique
near the button. If we perform NDP update using state-action pairs from the same step
[6], resulting performance degrades heavily compared to trajectory-cohesive update,
described in Sect. 3.

a) End effector positioning error. b) Task success rate.

Fig. 3. NDP and PPO training performance in MuJoCo environment.
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After training, we run the agent in URSim environment, which showed a terminal
positioning error of less than 7 cm (Fig. 5). edmp was set to this value. epos was set to 4 cm
according to the results from Sect. 5.B. The evaluation of theMPC-based local control in
URSim showed that it provides successfulmotion along the defined trajectory. Execution
of the same MPC-based algorithm for complete movement from initial position to the
button failed as the controller could not find an inverse kinematic solution, providing
unconstrained motion along the trajectory. The approach was reproduced on a real UR5
arm. The procedure may be seen in the supplementary video [32] (Fig. 4).

a) End effector positioning error. b) Task success rate.

Fig. 4. NDP performance with naive and trajectory-cohesive parameters update.

Fig. 5. End effector positioning error in URSim during model inference.

6 Conclusion

In our work, we developed a Goal and Force switching policy (GFP)—a hybrid control
approach for robotic manipulation tasks combining reinforcement learning, dynamic
movement primitives, and model predictive control.

The results of the experiments showed that RL-based DMPs are able to move the end
effector to the vicinity of the target, and simplified MPC provides accurate execution of
the trajectory within this surrounding. The proposed approach allowed us to execute an
example task of pushing the elevator button,which could not be solved via the application
of both approaches separately.
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Abstract. Compliance has become a widespread topic in industrial robotics in
the last decades, both in hardware and in software . In terms of software, virtual
compliance is applied widely, mostly the various implementations of impedance
control algorithms. Concerning mechanics, series elastic actuators have gained a
lot of attention, which are superior to the traditional rigid robotic joints in terms
of shock robustness, interaction safety, torque control etc. In this article, one
relatively rare case of such system is considered, i.e. a differential-drive robotic
joint. This type of joint makes it possible to move the motors out of the joint unit
and transmit motion regardless of the configuration of the joint axes. However, this
layout leads to strong coupling between input and output joint angles. Introduction
of elasticity further complicates thematter, as in general there is coupling in elastic
torques as well. Hence, the control system should provide as much decoupling as
possible to get satisfactory performance. A mathematical model of this joint has
been designed as well as a control system based on elastic structure preserving
impedance control. The latter has been verified by simulation in Simulink.

Keywords: Flexible joint robot · Control system · Differential-drive joint ·
Matlab · Simulink · Impedance control · Elastic structure preserving control ·
ESπ-control

1 Introduction

The application area of robotics is wide and deep, and includes a lot of various tasks in
different environments. One of those tasks pertains to manipulation in hazardous cells,
which requires great endurance to detrimental factors such as heat, radiation, etc. Tomeet
the requirements, one can move the motors out of the arm into the stationary and isolated
base of the manipulator, as considered in the recent paper [1]. It was also suggested to
bring elasticity into the joints in order to increase interaction safety and obtain torque
feedback. The necessity of torque feedback is caused by the task nature.

Basically, all robotic tasks can be divided into so-called contact and free tasks. Free
tasks assume the positioning of objects without accounting for the interaction with the
environment. The interaction may or may not happen, but if it does, then the motion is
strictly precomputed and there is no need to measure interaction forces, e.g. when the
object location is exactly known and the robot accuracy is sufficiently high.
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However, this is not the case for a number of tasks in [1] for at least two reasons.
First, the mechanical arm with distant location of the motors makes smooth motions not
possible. Second and more important, the robotic arm should perform a lot of service
tasks that cannot be described exactly, because the objects can be dislocated in the cell
to some extent from their specified position. There can be technical means to identify
the actual locations of the objects, but there still will be some errors. The straightforward
way to overcome this problem is the implementation of torque feedback, and in [1] it
was chosen to obtain it through the introduction of elastic elements, i.e. torsion springs,
into the joins and certain placement of position sensors. Thus, the deformation of the
springs can be measured, and the torque can be easily found based on the deformation
and known spring stiffness.

But the hardware alone cannot solve the interaction task. The interaction itself can
be described differently, which is primarily defined by the task. Some tasks require that
exact force should be applied in certain directions, like in cutting or gluing [2] tasks.
Other tasks require that the end effector tracks some predefined trajectory and in case
of interaction with some external object it should behave in some desired way, which is
guaranteeing safe and stable contact while trying to achieve the task objective. In [3] it
was proposed to employ the notion of impedance to describe this interaction.

To briefly introduce a reader, basic principles can be defined as follows [4]. From a
systems point of view, the input/output behavior of a linear continuous system of the type
considered here is described by the ratio of two variables, effort (F) and flow (v= ẋ). For
amechanical system, effort is represented by force and torque, and flow is represented by
linear and angular velocity. Motors and batteries are considered equivalent, in a system
sense, both being effort sources. Similarly, a current generator or a rotating cam shaft are
both flow sources. Passive elements are characterized by resistance (B), capacitance (K),
and inertia (M). Resistance represents the proportional relationship between effort and
flow,B=F/v, capacitance represents their integral relationship,K = F

∫
vdt, and inertia

represents their differential relationship,M = F/v̇. For linear, time-invariant continuous
systems, the impedance Z may be defined as the ratio of the Laplace transform of the
effort F(s) to the Laplace transform of the flow v(s). For nonlinear systems, the term
impedance can still be used to describe the relationship between effort and flow. In this
case, the impedance is operating point dependent. That is, the impedance of the nonlinear
system is defined as the equivalent linear impedance for the system linearized about a
particular operating point.

Hogan in his work [3] also introduced the notion of admittance, analyzed the duality
of admittance and impedance and justified that a robot should represent the impedance
side. However, later a lot of discussion was devoted to the different issues related to
the choice and implementation of desired behavior. In practice, the impedance equation
is typically chosen so as to enforce an equivalent mass-damper-spring behavior for the
end-effector position displacement under an external force acting on the end effector
[5]. This behavior is well illustrated with the scheme in Fig. 1 [6], where x is the current
end-effector position, Fext is the external force, Λd , Dd , and Kd , are the desired virtual
mass, damping and stiffness respectively.

Control algorithms, directed to make a robot behave in this way, are known as
impedance control, which was proposed in [3] and gained extreme popularity since.
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Plenty of subtopics appeared within the overall subject: force-based impedance control
[7], motion-based impedance control [8], hybrid impedance control [4], and others. One
important subtopic is impedance control of robots with elastic joints, e.g. [9].

Fig. 1. The scheme of traditional impedance control in task space.

It is often sufficient and/or desired that virtual mass should be to equal actual mass,
due to simplicity and easier stability analysis [10]. Then the impedance equation simply
reflects damped elastic deformation, or Voigt model. Actually, there is also Maxwell
model of plastic deformation that also represents impedance, and recently there have
published a number of studies that implemented such a behavior [11]. The principal
schemes of these models are depicted in Fig. 2. Certainly, other models can be built on
the basis of these bricks, which can also comprise elements of mass in the branches [12].

Fig. 2. Principal schemes of elastic and plastic deformation.

Those seeking more information on the subject may refer to the review articles
published recently. The application of impedance control is immense, but just to name a
few: large workpiece assembly [13], grinding and polishing [14], quadruped legs [15],
haptic devices [16], and much more.

Getting back to the robotic arm in question [1], there is another distinctive feature, i.e.
the shoulder, the elbow and the wrist are represented by 2-DoF coupled, differentially-
driven joints, which kinematic scheme is shown in Fig. 3. Similar solutions can be found
in [17] and [18], where coupled and elastic joints are employed as well for an arm and a
hand respectively and appropriate impedance controllers are proposed. However, a more
appealing solution was recently presented in [19] to control the impedance of the elastic
arm, only for a usual elastic-joint robot. In this article, we apply the abovementioned
controller to control a single coupled joint in order to verify that the desired properties are
reached. The development of the joint mathematic model and the controller is presented
in Sects. 2 and 3 respectively. Next, the workability and some properties of the controller
are verified in simulation in Sect. 4. Section 5 concludes the article.
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Fig. 3. Kinematic structure of the differential-drive joint.

2 Modeling of the Differential Joint

The differential gearbox has two inputs and two outputs, either positions/velocities or
torques. This structure has a number of advantages, e.g. the torque of both motors can
be used in the principal directions of motion, permitting there the increase of available
torque for a given motor size. However, the strong coupling between the axes does not
permit independent controller design for each actuator.As a consequence of the coupling,
a movement of one robot joint has to be realized by the coordinated movement of two
actuators, see Fig. 3. Ignoring the elasticity, the effect of the gearbox can be described
by the following transformations for the positions.

θ = T · θm (1)

Correspondingly, the torques are related as:

τm = TT · τ (2)

with

T =
[− 1

2 − 1
2

1
2r − 1

2r

]

(3)

The motor position is denoted herein by θm, while θ is the same position expressed
in link coordinates. It is important to note the difference between the motor position
expressed in link coordinates θ and the link-side position, which will be denoted by
q. While θ represents the same system state as θm only written in another coordinate
system, q is a different state variable, representing the position of the link after the joint
elasticity. It can also be expressed in motor or link coordinates. The coordinate system
is denoted by a subscript; a missing subscript denotes link coordinates. Accordingly, τ
and τm are the joint torques expressed in link and motor coordinates, respectively.

While the elasticity of a single-DoF joint stemsmerely from the harmonic drive gear,
for the coupled joint one has the additional elasticity of the differential gear, i.e. two
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elastic sources, the springs k1 and k2. Still, the expressions (1)–(3) remain valid. But in
elastic case actual output position q differs from θ, so the elastic joint model, neglecting
structural damping and gravity and with assumptions of Spong [20], can be written as:

{
M (q)q̈ = K(θ − q) = K(T · θm − q) = τ

Bmθ̈m + τm = Bmθ̈m + TT τ = um
(4)

The matrix K ∈ Rnxn here is positive definite, Bm is a diagonal matrix containing
the motors’ inertia, M(q) is the mass matrix of the rigid robot dynamics (load inertia).
The motor torque vector um is the input quantity for the controller. In order to find the
stiffnessmatrix, one should bring together output torques τ and deflections of the springs
δ, while the latter should be expressed in terms of input angles θ and output angles q.
Following the notation of Fig. 3, after some transformations, we obtain:

δ1 = θm1 + q1 − r · q2 (5)

δ2 = −θm2 − q1 − r · q2 (6)

After some transformations, considering linear elasticity, we find:

K =
[

k1 + k2 −r(k1 − k2)
−r(k1 − k2) r2(k1 + k2)

]

(7)

The choice of variables ϕ in Fig. 3 is intentional, and it means that these values are
measured by physical sensors. As ϕ1 = θm1 and ϕ4 = q1, the output torque can be as
well written in terms of sensor variables:

M = C · ϕ =
[

−k1 r(k1 − k2) rk2 −2k2
rk1 −r2(k1 + k2) r2k2 −2rk2

]
⎡

⎢
⎢
⎣

ϕ1

ϕ2

ϕ3

ϕ4

⎤

⎥
⎥
⎦ (8)

It’s important to notice that K is still symmetric (7), and therefore the controller
design in principle may follow the lines of [21]. A model of the joint was designed in
Simulink, which is shown in Figs. 4 and 5. The presented schemes are rather straight-
forward. It’s only worth mentioning that the elastic part K(Tθm − q) is realized by the
function in the block “Elastic Transform”.

3 Controller Design

The development of impedance control algorithmsmainly follows two paradigms: keep-
ing the natural inertia or shaping it [22]. Accordingly, in the first case the closed-loop
dynamics remains coupled while the controller is mostly uncoupled and in the sec-
ond case it is vice versa. An exemplary method that shapes inertia is feedback lin-
earization, e.g. through inverse dynamics [23]. Inertia keeping methods include classi-
cal approaches like PD + controller [24] as well as newly developed elastic structure
preserving impedance control (ESπ) [19].
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Fig. 4. Model of the 2-DoF joint.

Fig. 5. Model of the actuator part of the joint along with elastic gearbox.

Feedback linearization provides more freedom in the controller design, but relies
heavily on the knowledge of the model and requires more computational effort than
inertia keeping.Keeping inertia restricts the controller design to some extent, but requires
fewer coefficients to tune, and those coefficients have clear physical sense and thus give a
way to specify interaction behavior intuitively. For that reason, we have chosen the ESπ

method to control the coupled elastic joint. However, there are other methods, e.g., in the
abovementioned project MIRO [21] a state feedback controller was designed through
modal decomposition approach, i.e. through simultaneous diagonalization of inertia
and stiffness matrices. This approach allows transforming a complex MIMO (multi-
input, multi-output) system into a set of SISO (single input, single output) systems,
simplifying the analysis and tuning of the controller. However, the resulting controller
is not model-free and requires the measurement of joint torque and its rate of change.

From the other hand, ESπ algorithm is based on passivity properties. Our goal is to
make the link part behave like a damped spring, so that the closed-loop equation takes
form:

Mq̈ = K(η − q) − Dqq̇ − Kq(q − qd ) (9)
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where η is some new equivalent motor variable, Dq and Kq are virtual damping and
stiffness matrices. Comparing with (4), we get:

K(T · θm − q) = K(η − q) − Dqq̇ − Kq(q − qd ) = K(η − q) + n (10)

and

θm = T−1η + T−1K−1n (11)

Substituting (11) into the second line of (4), we get the new motor side equation:

BmT
−1η̈ + BmT

−1K−1n̈ + TTK(η − q) − TTDqq̇ − TTKq(q − qd ) = um (12)

Then we premultiply (12) by T−T and introduce:

B = T−TBmT
−1 (13)

in order to make the motor equation look more like the initial one (4). Now this equation
reflects motor-side dynamics brought to the differential gearbox output:

Bη̈ + K(η − q) = T−T um − B · K−1n̈ − Dqq̇ − Kq(q − qd ) = ulink = T−T um (14)

The new control input ulink can be reasonably set as:

ulink = −Dηη̇ (15)

where Dη is the damping control matrix. Finally, the control torque takes form:

um = −TTDηη̇ − B · K−1Dqq
(3) − B·K−1Kqq̈ − TTDqq̇ − TTKq(q − qd ) (16)

while the motor equation simplifies to

Bη̈ + K(η − q) = ulink (17)

Referring back to [19], the transformation is displayed evidently on the scheme
shown in Fig. 6. The authors consider a one-dimensional joint, but it is sufficient to
show the concept. In our case, it’s worth noticing that K is not always diagonal but
always symmetric, however, it turns out that B is still diagonal after the transformation
(13). Therefore, starting with the arguments in [19] and applying logic similar to [25]
we set the control matrices as follows:

Kq = diag{kp1, kp2},Dη = 2γ1
√
B · K,Dq = 2γ2

√
M · Kq (18)

where kp1, kp2 set the desired virtual stiffness for roll and pitch respectively, while γ1
and γ2 are motor-side and link-side damping factors.
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Fig. 6. Visual representation of the model transformation.

4 Simulation Tests

Simulations tests have been performed in Matlab-Simulink to verify the theoretical
arguments. As the robotic arm in [1] assumes application of springs with relatively low
stiffness in the range from 500 to 2000 N ·m/rad, the case of interest would be to achieve
high virtual stiffness, e.g. 20000 N ·m/rad. If we stick to non-varying impedance in the
supposed task, then it is important to define an appropriate range of damping factors to
employ. Thus, the first part of tests includes a task of applying short-term (“impulse”)
external torque at the joint output. It was found out beforehand, that the application of
roll torque makes greater effect on the joint, so we restricted ourselves with this type of
load. We have performed two series of tests fixing either γ2 = 2, or γ1 = 2 and changing
the values of the other factor. The results are shown in Figs. 7 and 8.

Fig. 7. The influence of the damping factor γ 1 on the impulse torque response (γ 2 = 1.5)

We have chosen γ1 = γ2 = 2 for the second part of tests as these values provide
fast transient and good damping. In the second part, we have performed another three
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Fig. 8. The influence of the damping factor γ 2 on the impulse torque response (γ 1 = 2).

series of tests to investigate the behavior of the joint in different modes. The first task
was a trajectory task without any external disturbances. The trajectory was chosen as a
fifth order polynomial, achieving rotation of 10 degrees (0.1745 rad) in 0.5 s and starts
at the moment t = 0.1 s. The model does not account for stiction, so it is expected that
the oscillations damp faster in a physical system. The trajectory task was consecutively
performed by the roll joint, by the pitch joint and by both joints together. Each time
two stiffness layouts were in consideration: different stiffness with k1 = 5002 = 1500
N·m/rad, and equal stiffness k1 = k2 = 1500N·m/rad. The results are depicted in Fig. 9,
showing stable and well damped trajectory performance. There is evident coupling of
axes if stiffness is different, as the resting axis in the first two graphs deviates from zero,
and actually this error is closely connected to the dynamic error of the moving axis. This
coupling vanishes though or becomes negligible if stiffness is equal.

Fig. 9. Trajectory performance without external disturbance.
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Next, a simple interaction task was considered, in which constant external torque
was applied to roll, pitch and finally both axes of the joint at t = 0.01 s. The results are
presented in Fig. 10 and show that the emerging oscillations are successfully damped,
static deflection is proportional to the external torque and in the case of equal stiffness the
transient is virtually non-oscillatory due to the absence of elastic coupling. This could
likely be solved through double diagonalization of B and K in (21), like it was suggested
in [26] for matrices M and K, which we will certainly try in the future.

The final series of tests combined the first two tasks, i.e. a trajectory task was per-
formed and at the moment t = 0.25 s the constant torque was applied. This time the
motion is always executed at both axes, but the torque is applied as in the previous case
in three ways. Figure 11 shows the results. Little can be seen from the graphs, as the
trajectory is performed successfully and only a small leap is visible at the moment of
torque application. Again, static deflection is proportional to the external torque.

We should notice that the tasks have been deliberately chosen to prevent the control
saturation because if the voltage or current of the motor exceed the limits the presented
controller becomes senseless due to the strong coupling. This issue requires additional
research.Otherwise, the tests show that this controller successfully damps the oscillations
and represents the desired impedance behavior.

Fig. 10. Joint response for a constant torque load.
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Fig. 11. Trajectory performance with external torque application.

5 Conclusion

In this paper, an impedance controller has been proposed for a coupled differential-drive
2-DoF joint within the elastic structure preserving framework. The simulations validated
the performance of the controller. Further validation on the basis of the joint prototype is
assumed to be presented in the future. However, a number of issues still remains, such as
control saturation, motor inertia shaping, application of nonlinear spring. These issues
will be addressed in future work as well as the design of the controller for a full robotic
arm, in Cartesian task space and accounting for the derivatives of the trajectory.
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Abstract. We address the task of robotic door opening in office environments.
This task is important for providing indoor mobility for collaborative mobile
manipulators. In our work, we mainly focus on the use of high-level control
opportunities and identification of the door parameters from visual and lidar data.
We develop a solution, which includes handle recognition, handle twisting, and
opening. The position of the handle is identified from stereo images by a neural-
network-based method. We divide the opening procedure into two stages: first,
handle twisting and slightly opening, and second, wide opening. The first stage is
implemented via high-level task-space control of the robotic arm, while the plat-
form is static. The position of the door axis is identified during the slight opening
by fitting lidar data to the kinematic model. At the second stage, both the platform
and the arm are active. The trajectory of the platform is defined by the model
predictive planner in such a way that it avoids pushing the arm into a singular con-
figuration, while the manipulator is operated via high-level impedance control. In
our experiments, a mobile manipulator composed from the wheeled platform and
the robotic arm was able to open office doors using the proposed approach.

Keywords: Mobile manipulator · Model predictive control · Interactive
manipulation · Object recognition

1 Introduction

The development of mobile manipulators in recent years has faced a number of new
robotic tasks and open issues. The ability to open standard doors is useful for themobility
in human-intended environments [1]. It is also theoretically interesting as it requires
interaction with a large-size movable mechanical object (comparable to or larger than
the size of the robot).

There is a number of works on robotic door opening; however, it still may be con-
sidered a relevant scientific task. Door opening may be performed by various types of
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robotic systems e.g. manipulator on a wheeled platform [2–5] or humanoid robot [6, 7].
Control approaches for door opening can be divided into two groups: real-time compli-
ance control methods [2, 8, 9] and planning the trajectory of a robotic system for door
opening [3, 4, 6, 7].

The works in the first group consider the following task statement. The endeffector
of the robot interacts with the door handle; resistance of the door is identified by the
force and torque sensors. The task is to define control inputs based on these sensor
data, which helps to move the door in the required direction without damage. This task
requires fast communication with sensors and high performance of feedback processing.
Communication and control frequency have an order of tens or hundreds Hz. The time
of door opening is much longer then for opening by human (e.g., 20 s with 100 Hz
communication in [9] and 35 s with 20 Hz in [8]).

The works in the second group aim to determine the trajectory (the reference of
robot configurations), which allow the system to open the door. Derivation of control
inputs is out of this task statement and can be executed by inner regulators of the robotic
system. Obviously, two approaches may be combined, e.g., in [4] compliant controller
is used to execute the trajectory, which is defined by the planner. Trajectory planning
can be based on a heuristic search or on numerical optimization. The first approach is
used in [3] where anytime repairing A* algorithm from [10] is applied to define the
executable robot trajectory on a configuration graph. In [4], the sampling-based RRT
algorithm was applied for motion planning. [6] claims that the sampling-based search is
both overpowered (as the configuration space of door opening is not yet complicated for
applying these techniques) and underpowered (as it requires post-processing to make the
trajectory smoother) for door opening. Through these statements, the authors substantiate
their approach based on the CHOMP [11] trajectory optimization. A bit later, [7] applied
for this theTrajOpt [12]method,which is faster thanCHOMP.The aforementionedworks
applied to a robotic system with complicated dynamics and required relatively long time
either for trajectory definition or for motion execution and consider path and motion
planning as two separated tasks. It seems promising to apply a holistic approach based
on the nonlinearmodel predictive control (MPC), which provides trajectory optimization
and a definition of related control inputs as a single operation.

We present a novel approach for wide door opening using a mobile manipulator.
Trajectory planning is made for a wheeled platform while the control of the arm is
defined to adjust the trajectory of the end-effector to the door opening trajectory under
impedance of the door handle. This statement is a bit similar to [3], but contrary to this
work, we, first, develop our own planner based on trajectory optimization and, second,
apply high-level force control of the arm.Theuse of high-level force control simplifies the
opening task; however, it is challenging as the armmust avoid singular configurations.We
insert singularity avoidance into objectives and constraints for the optimization task. The
wide opening of the door is predated by the door positioning and unlocking. Unlocking
is implemented via simple high-level control rules, while the positioning of the door
is based on machine vision. We have developed a complex neural solution for handle
positioning from stereo camera images and estimate the door kinematic model based
on lidar data. We have implemented and tested our approach on a mobile manipulator,
which is shown in Fig. 1. It consists of the differential drive Husky platform [13] and
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UR5 [14] the robotic armwith two-fingers gripper and stereo cameramounted on its end-
effector. Compared with purely indoor mobile manipulators (e.g. TIAGo [15]) Husky
has a relatively big footprint, which makes collision avoidance challenging and reduces
effective workspace of the arm. The rest of the paper is organised as follows. In Sect. 2,
we present our common view on the opening pipeline. The following three sections
focused on the three main subtasks of the solution: recognition of the door handle (3),
handle twisting and slightly opening with simultaneous identification of door kinematics
(4), and wide opening (5). In Sect. 6, we present the experimental results, while Sect. 7
includes the concluding remarks.

Fig. 1. Experimental mobile manipulator composed of a four-wheels platform and a robotic arm.

2 Common Architecture of the Solution

Following the STRLarchitecture for cognitive agents [16–18], we divide the components
of the solution into strategic, tactical, and reactive layers. A strategic layer corresponds to
high-level cognitive tasks, the tactical one corresponds to local perception and planning
for executing high-level action, while the reactive one includes low-level data processing
and control. We consider door opening as a single task, which is stated on the strategic
layer and executed on the tactic and reactive layers. Common architecture is shown in
Fig. 2. We divide the opening procedure into three stages:

1. Positioningof the door andwheelbase before opening.The spatial positionof the door
handle is identified from stereo images (Sect. 3; the handle recognition component
is shown in Fig. 2).
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2. Handle twisting and slightly opening via the manipulator (Sect. 4). The manipulator
unlocks the handle and slightly opens the door (the handle twisting and slightly
opening component is shown in Fig. 2). In the meantime, the kinematic model of
the door is identified based on LIDAR data (the door state recognition component is
shown in Fig. 2).

3. Door opening via the whole-body motion. The wheelbase and the manipulator are
acting in order to open the door wide (Sect. 5).

Fig. 2. Architecture of the solution components.

3 Recognition and Positioning of the Door Handle

This section describes in detail the method for determining the door handle position, as
well as the collection and annotation of the necessary data for 2D detection and keypoint
regression tasks. The dataset includes the markup of:

1. door handle localization data via 2D bounding boxes bi,
2. each bi contains inside six 2D keypoints kij, j ∈ {1, . . . , 6}.

So, the dataset helps us solve two tasks simultaneously: 2D object detection and
keypoint regression. To determine the position in 3D space, the door handle can be
represented as a simplified skeleton model consisting of six keypoints.

Using the symmetry of an object, 1–2-3 points are assigned as «start» and 4–5-6 as
the “end” of a handle. Points 2–3 and 4–5 are responsible for bending along the main
axis 3–4 (Fig. 3). Photos of door handles are taken from different angles and scales. The
dataset does not include information about keypoint visibility.
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Fig. 3. Keypoints location overview on the created dataset.

Table 1. Distribution of the Train Test Split.

Images Boxes Keypoints

Train 212 258 1548

Test 52 67 402

Total 264 325 1950

As a result of manual marking up, 264 images were collected, which contain 325
2D bounding boxes in total. The dataset was divided according to Table 1.

The model for obtaining 3D door handle coordinates consists of three main blocks:
detection, regression of 3D coordinates, and projection modules (see Fig. 4). We will
describe each of them in more detail (Table 2).

Image

Depth Map

2D handle
detector

2D handle
keypoint regressor

3D keypointsCoordinate
Projection

Camera

Fig. 4. Data pipeline to get 3D door handle keypoints.

Table 2. Methods evaluation.

Steps/Tasks Detection Regression

Method YOLOX-s
[19]

HRNet [21] HRNet-Lite
[20]

Metrica mAP: 0.82 PCK: 0.38 PCK: 0.31

FPSb 54 32 51
a Door handle test set
bNVIDIA TeslaV100



Door Opening Strategy for Mobile Manipulator 135

YoloX [19] was taken as a detection module. This high-performance anchorfree
method tiny version works 23 FPS on Jetson Xavier NX with TensorRT optimization.
Additionally, it has a good speed-accuracy trade-off. It has been trained with original
instructions from authors with 50 epochs on TeslaV100 GPU. HRNetLite [20] was taken
as a keypoint regressor module. This is an updated light-weight version of HRNet [21].
Thanks to the multi-scale architecture, the model enables one to cope well with the
problems of rotating and obscuring keypoints. Using the MMPose framework [22], it
has been trained in the 256 × 192 image scale with 20 epochs. To compensate the lack
of data and make the keypoint regressor more robust, different augmentation techniques
were applied.

1. Detection module. To make our method resistant to color changes, such as shadows,
light environment, etc., we use RandomHSV. Also, since the manipulator needs
to observe the handle from different sides, we apply image transformations as Ran-
domFlip andRandomAffine. The latter includes RandomShear, RandomTranslation,
RandomRotation. To make inference more robust, we apply MixUp and Mosaic
augmentations.

2. Regressionmodule. To accurately determine the skeleton of the handle, the following
transformations were selected: RandomFlip and RandomAffine.

Using a depth map and an intrinsic matrix, we can obtain 3D coordinates:

⎡
⎢⎢⎣

u
v
1
1/z

⎤
⎥⎥⎦ = 1

z

[
K 0
0 1

]

︸ ︷︷ ︸
4×4

[
R t
0 0

]

︸ ︷︷ ︸
4×4

⎡
⎢⎢⎣

x
y
z
1

⎤
⎥⎥⎦ (1)

where rotation matrix R, translation vector t, and the intrinsic matrix K make up the
camera projection matrix. u, v is a camera coordinate system, and z, y, z is a world
coordinate system.

4 A Strategy for the Slight Opening

Geometric appearance for the slightly opening procedure is shown at Fig. 5. At the
beginning the only known information is the position of the handle center H in the
coordinate system related to the robot base (it is got from the recognition component).
This information is enough to perform three consecutive actions: first, capture the handle
by the gripper at point H, second, twist the handle via compliant rotation of the gripper,
and, third, slightly open the door by pulling the handle.Wide opening of the door require
knowledge about the position of the door axis O and rotation radius r. This task is
equivalent to estimating the transition between base-related and door-related coordinate
systems. Estimation of the door axis is made from LIDAR data while slightly opening.

Some modern robotic arms, including UR5, are able to be controlled by forces in
Cartesian task space (if joint configuration is not singular). Our common philosophy for
operating a mobile manipulator is to use this ability as much as we can. This mode called
“force mode” could be used for soft operations avoiding destruction of the objects and
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Fig. 5. Relative positions of the robot and the door.

dropping the control box in the safety block. It was used for gripping and twisting the
handle. For the handle twist stage, forces were determined in the gripper frame: down
pressure and small rotation force around zgrip. After that, the manipulator could be able
to slightly open the door by pulling the handle toward the negative zgrip. At the final
stage, the manipulator returns the handle to the original orientation, for which forces
were given as reversed forces at the twist stage and iteratively checking the alignment
of the yzgrip plane and xybase plane.

The position of the door plane is obtained by solving the plane-popout task on the
LIDAR pointcloud. A subset of the points near the handle are taken from the pointcloud.
RANSAC is applied to fit the plane to these points. As a result, we get the parameters of
the plane equation in base-related 3Dcoordinates.Aswe consider the plane to be vertical,
this equation is reduced to the straight line equation in base-related planar coordinates.
During the slight opening, several such estimations are made resulting in a set of line
equations. By assuming that all these lines intersect in O, we can define a set of linear
equations with unknown coordinates of O. Each equation looks as follows:

cosαixO(base) + sin αiyO(base) = pi (2)

Here αi and pi are the door plane parameters for the single lidar measurement;
specifically, αi is the door opening angle with respect to robot base. If we have more
than two such equations, we can estimate O by the least squares method.

5 Planning for the Whole-Body Opening Motion

The geometric appearance for the wide opening task is shown in Fig. 6. If we want to
exploit the Cartesian force control of the arm, we should define the platform trajectory in
such a way that it avoids the pushing arm into a singular configuration. The non-singular
configuration requires that the position of the end-effector be within the certain limits.
The end-effector must be within the black-dashed circle in Fig. 6. The center of the circle
is at distance b forward to the robot base. If the base joint of the arm is rotated with
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a certain angle, then the center of the non-singular area is also rotated with this angle.
The radius of non-singular area �rmax is equal to approximately 30 cm for UR5 robotic
arm. Another aspect of singularity avoidance is that the difference between the azimuth
of the end-effector and the azimuth of the base joint must not exceed certain value ϕ

(for UR5 ϕ ≈ 45◦). The singularity avoidance work as force that push end-effector
from danger zone, strength determined from experiments. The opening trajectory of the
wheeled platform should be defined in such a way that the point, which is b forwards
to the robot base, is within the corridor between the two red-dash arcs. In this case,
the end-effector pulling the door handle is within a non-singular area. Also, the angle
between b-line and the door normal must not exceed ϕ. This angular constraint is harder
to satisfy, but its violation is less critical. If the angular constraint is violated, but other
constraints are satisfied, the arm may be switched to a fully compliant mode, which has
no singularity restrictions. As the platform is moving through the planned path within
the corridor, a compliant mode will allow the arm to open the door.

Fig. 6. Geometric singularity-avoidance constraints for wide-opening.

The motion planning for a wheeled platform is achieved by turning the planning task
into a model-predictive control statement, which represents the optimization problem.
A numerical solution is achieved with the “Acados” toolkit [21]. Let s = [

x, y, v, θ
]T

and u = [a,w]T be the state and the input vectors of the system. Here x, y and θ are
the coordinates and orientation of the geometric center of the robot in the inertial frame
of the door, v and a are the linear velocity and acceleration of the robot, and ω is the
angular velocity of the robot. The kinematic model of the differential-drive platform is
the following:

{ẋ} = vcosθ,

{ẏ} = vsinθ,

{v̇} = a,{
θ̇
} = ω.

(3)
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The optimization problem for the model (3) has a cost function, which should be
minimized in the presence of constraints on s and u. For the planning of the motion of
the mobile robot, it is suggested that the position of the base link of the manipulator
should be as near as possible to the arc-path of the door handle; therefore, it is necessary
to introduce the coordinates of the base link in the inertial door frame:

xb = −bcos(θ) + x,
yb = −bsin(θ) + y.

(4)

The position of the base link is given as:

z =
√
x2b + y2b (5)

The cost function of the studied problem consists of three terms: square deviations
of the parameters of the state vector from the desired values, square values of the input
vector from zeros, and the position of the base link from the arc-path of the door handle.
The general cost function of the problem is written as:

J =
∫ T

0
(s − sd )

TW1(s − sd ) + +(u − ud )
TW2(u − ud ) + (z − zd )

TW3(z − zd )dτ ,

(6)

whereW1 ∈ R
n×n,W2 ∈ R

m×m andW3 ∈ R are the weight matrices of the optimization
problem, sd , ud are reference values (the initial guess) of the state and input vector
respectively, and zd equals the radius of the arc-path of the door handle. In another
formulation of the optimization problem, the desired position of the base link of the
manipulator can be added by a term-constrained minimum and maximum distance from
the arc-path. In this case, the cost function (6) contains only the first two terms. The
initial guess for the optimization problem can be constructed as a straight line from the
position of the robot in front of the closed door to the end position behind the opened
door with angle π/2, so the end position of the initial guess is fixed with respect to the
door frame. The change in scenarios of the initial guess depends on the initial position
and orientation of the robot only. Figure 7 shows the initial and optimized path of the
center point of the robot, in case that the initial posture of the robot is (-0.8, 0.8, -1.57)
and the end posture is (0.8, 0.9, −π ) where the handle is located at position (0.8, 0) for
the closed door and at (0, 0.8) for the opened door.
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Fig. 7. Initial guess and optimized trajectory.

6 Experiments

The experimental evaluation was made in two stages. At the first stage, we validated the
accuracy of identifying door and handle. At the second stage, the common pipeline was
tested on a real mobile manipulator.

To obtain groundtruth data about the handle position and the door kinematics, we
applied the ARUCO markers recognition module from OpenCV [24]. This module
returns pixel coordinates of the marker’s angles, which are then converted into 3D
according to (1). Their 3D positions are used to define the door normal and transform
between ARUCO-related, camera-related and robot-related coordinate systems. Dis-
tance between the marker and the center point of the door handle is measured manually.
Thanks to augmentations the 2D keypoints, the regressor works in the most difficult
situations. Using a depth map, the method can transform coordinates in 3D (Fig. 8).
TensorRT implementation increases the processing speed, which enables one to work in
real time. The comparison of 17 cases of positioning with the Aruco data showed that
the standard deviation in positioning is equal to 9 mm. To validate the method of the
door axis estimation, a set of experiments were conducted. We manually measured the
angle of the door in several positions and recorded lidar scans to apply our algorithm.
The results of the example procedure of axis estimation are given Table 3. As a result,
we calculate the mean door angle error equal 1.2° and max door angle error equal 2.9°.
The LS estimation of the door axis based on lidar measurements provides accuracy
improving up to 1–2 cm.

At the second stage of the experiments, the real robot was able to open the office
door with an 0.8-m radius. The unlocking and slight opening stage took around 15 s, the
wide opening for 90° – around 8 s. See the supplementary video [25] for the details.
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Fig. 8. Network output and depth map.

Table 3. Door angle errors, °.

Lidar angle, ° 0.4 2.3 5.5 8 11.3 14.8 20 22.8

GT angle, ° 0 2.9 5.8 8.7 11.5 14.5 17.5 20.5

Angle error, ° 0.4 0.6 0.3 0.7 0.2 0.3 2.5 2.3

Axis error, cm – 42 10 10 10 9 9 9

Lidar angle, ° 25.6 29.7 32.1 35 38 41.2 44.5 47.5

GT angle, ° 23.5 26.8 30 33.4 36.9 40.5 44.5 48.6

Angle error, ° 2.1 2.9 2.1 1.6 1.1 0.7 0 0.9

Axis error, cm 8 7 6 4 3 3 1 1

7 Conclusion

In this work, we have developed a solution for robotic door opening based on LIDAR and
stereo camerameasurements. The openingmotion of amobilemanipulator is determined
by a combination of compliant control for the robotic arm in the task space and model
predictive trajectory planning for the wheeled platform. Numerical experiments showed
that the proposed methods for positioning the door handle and the axis satisfy accuracy
requirements of a real robotic system. Our approach was implemented on a real mobile
manipulator and enabled it to open standard doors in an office environment. These results
may help to provide the mobility of mobile manipulators in office environments.

Acknowledgements. This work was supported by the Ministry of Science and Higher Education
of the Russian Federation under Project 075–15-2020–799.
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Abstract. Domain Randomization (DR) is one of the increasingly popular tech-
niques for domain generalization, which learns a policy from simulation by ran-
domizing domain parameters. However, integrating information from randomized
domains into one policy may lead to high variance and an unstable training pro-
cess. Thus, we draw on policy distillation, distilling multiple policies into a single
policy to effectively reduce the high variance of the model. The following ques-
tion is whether the importance of multiple tasks may affect the performance of the
distilled policy. To address this issue, we propose an adaptive-weight distillation
strategy depending on teacher policy performance called Domain Randomiza-
tion with Adaptive Weight Distillation (DRAWD) to control the student policy to
learn toward better-performing teacher policy. This way, DRAWD addresses the
problem of the under-generalization of a single policy and the potential imperfect
teacher of a multiple-policy ensemble. We compare DRAWD with two baselines
on two Mujoco continuous control tasks. Our results show that the target domain
performance of policies trainedwithDRAWD is better than the other two baselines
on the metric of variance and average rewards of the task.

Keywords: Deep reinforcement learning · Domain randomization · Policy
distillation · Multitask learning

1 Introduction

Deep reinforcement learning has been applied to robot control tasks with remarkable
achievements [1]. However, like other machine learning methods, generalizing deep
reinforcement learning to novel and unknown environments is one of the existing chal-
lenges. Compared to other machine learning techniques, the more challenging part of
deep reinforcement learning is deploying to real-world environments, such as robot
control, where discrepancies generally exist between simulation and the real world, also
called the reality gap [2, 3]. A widely used method to improve the generalization capa-
bility of policies in deep reinforcement learning called domain randomization [1, 2],
is to randomize the parameterized physical simulation environment during training so
that the agent can adapt to variants of the environment, and the trained policy enables it
to perform well in test domains. The randomized parameters are properties of physical
environments, such as robot masses and friction coefficients. Each parameter follows a

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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specific distribution and is chosen for a domain by sampling randomly from the distribu-
tion. Suppose the distribution is rich enough and the random samples are large enough.
In that case, the training domain will cover the situation of real-world environments or
target domains.

However, the range of the distribution of the domain parameters is hard to configure.
Generally, the distribution of parameters is set to be large, which may result in high
variance and poor convergence [4]. Current research is divided into two directions to
alleviate the issue. First, adapting the domain parameter distribution during learning
are proposed [4–8]. The method automatically adapts domain parameter distribution in
simulation based on sparse data from target domains. Second, the distillation technique
is proposed to integrate multiple policies individually trained in different domains into
a single policy [9, 10]. The variance of distilled policy can effectively reduce by mixing
multiple models, and the policy enables to generalize target domains with good stability.

Nevertheless, this still leaves some imprecision, such as the inability to guarantee
that trained teacher policies are optimal. If the teacher policies are suboptimal, or the
training results are unsatisfactory, it will negatively impact the student policy to imitate.
Considering that, each teacher policy needs to evaluate its performance to estimate
how much to trust them for the student policy [11]. We observe that teacher policy
training results strongly impact student policy performance. The student policy distilled
from well-performed teacher policies in training domains has better sample efficiency
and higher cumulative rewards than the student policy distilled from under-performed
teacher policies in training domains, as shown in Fig. 1. Thus, when a training session
yields superior and inferior teacher policies, we need to estimate them based on specific
evaluation criteria and allocate distinct weights for each teacher to control the student
policy’s update direction.

Fig. 1. Comparison of student performance in training and testing distilled from well-trained
teachers and under-trained teachers. The student training return were obtained by exhaustively
running PPO with 2000 steps, and both test results were obtained by evaluating the student policy
with ten different rollouts: a) average return of student policy in training distilled from well-
trained teachers (blue) and under-trained teachers(red); b) test return of student policy distilled
from well-trained teachers and under- trained teachers (Color figure online).
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Contributions: We advance the combination of domain randomization and policy distil-
lation method by introducing Domain Randomization with AdaptiveWeight Distillation
(DRAWD). This algorithm automatically adapts teacher task weight based on teacher
policy performance. Our work assigns weights to teacher policy tasks dynamically and
evaluates teacher policy performance using cumulative rewards obtained by teacher poli-
cies in test domains as a progress signal. Finally, we validate the algorithm’s feasibility in
the open-source Mujoco physical simulation environment [13]. The experiment results
show that DRAWD improves the performance in terms of generalization capability and
stability, which reduces model variance and increases cumulative rewards of tasks.

2 Background

2.1 Domain Randomization in Deep Reinforcement Learning

Domain randomization method abstracts environments into various parameters, i.e., to
parameterize simulation environments such that each parameter following a specific dis-
tribution is randomly sampled to simulate environments for a good variety of situations
and thus reduce the deviation between training domains and target domains. Tobin et al.
[2] firstly proposed to combine domain randomization and deep neural network, draw-
ing domain randomization method into domain generalization of deep reinforcement
learning. The core of domain randomization is to make policies trained in the simulated
environments sufficiently so that they can be successfully applied to the target domain
without further tuning.

A significant challenge that the domain randomization method faces is to design
domain parameter distributions inclusive to cover the real-world situation as much as
possible, leading to high model variance. In order to address this problem, some opti-
mization methods that allow the algorithm to adapt the distributions of parameters have
been incorporated automatically. Vuong et al. [8] used a bilevel optimization idea to
make the domain parameter distribution adapt automatically. Muratore et al. [6] pro-
posed Bayesian Domain Randomization, using bayesian optimization to optimize the
domain parameter distribution, which can adapt the distribution based on the environ-
ments and avoid the problem of over-setting parameter distribution. Zhao et al. [10]
combined domain randomization and policy distillation by distilling multiple policies
trained in different domains to a single student policy.

Motivated by previous works, we use the distillation method to avoid high variance
caused by training a single policy model. Instead, each teacher policy is trained alone in
an individual domainwith different randomized parameters. As a result, the policy can be
trained in a broad range distribution with a reducing variance and a better generalization
to the unknown target domains for the distilled control policy.

2.2 Policy Distillation

In deep reinforcement learning, massive neural networks are usually required to process
high-dimensional input data. Policy distillation extracts knowledge to train a new net-
work, which allows a huge network, namely teacher network, to be compressed into a
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smaller but more efficient network, namely student network, that retains a similar level
of expertise as the original large network. The distillation concept was firstly proposed
by Hinton et al. [15] and Rusu et al. [14] combined the distillation with policy network
in reinforcement learning to achieve policy model compression. In multitask distillation,
whether the teacher policy is optimal is crucial to the distillation results. Czarnecki et al.
[11] mentioned that a teacher value function can be used to evaluate teacher policies for
the problem of suboptimal teacher policies and leverage imperfect teachers to estimate
the degree of trust in teacher policies. Lai et al. [16] argued that if teacher policies are
suboptimal, the performance of the student model will be limited by teacher models,
and therefore proposed that two student models extract knowledge from each other to
improve training without using a pre-trained teacher model.

For the selection of distillation loss function, Rusu et al. [14] proposed three distil-
lation methods, including negative log likelihood loss (NLL), mean squared error loss
(MSE), and Kullback-Leibler (KL) divergence. By comparison, they concluded that KL
divergence better represents the difference in distribution between teachers and students.
Czarnecki et al. [11] similarly proposed three loss function design methods, including
N-distill, Expected Entropy Regularized, and Teacher V reward, and concluded that the
Expected Entropy Regularized loss function performs better by comparison. Our work
chooses KL divergence as the basic term for the distillation loss function.

2.3 Multitask Learning

Policy distillation can be divided into single-task distillation and multitask distillation
[14]. The difference depends on the number of teacher policies. In our work, in order to
gain better generalization for the student policy, we adopt a multitask policy distillation
approach to construct the algorithmmodel, where each teacher policy is trained in a sep-
arate environment with different domain parameters. However, in multitask learning, the
performancemay differ for each task.When a particular teacher policy is suboptimal, the
performance of student policy will decrease accordingly. In order tominimize the impact
of suboptimal teacher policies on student policy, we adaptively assign weights to the loss
function of each teacher-student pair depending on the performance of teacher policies
on the test domain, which allows the student policy to leverage different teacher poli-
cies when it is updated, so that the student policy enables to learn from well-performed
teacher policies.

Many works have investigated the adaptive assignment of weights to loss functions
in multitask learning. Kendall et al. [17] proposed that the performance of multitask
learning models strongly depends on the associated weights of the loss function for
each task. Some approaches propose that the weight of loss function between different
tasks can be dynamically adjusted according to prescribed criteria or normalization
requirements, such asGradNorm [18]. Some researchers proposed to learn fromprogress
signals, namely the model’s ability [19]. In [20], Graves et al. use an accuracy metric
as a learning progress signal to find a stochastic policy for task curriculum learning.
In our work, we use the returns of teacher policies in test domains as progress signals
to supervise the learning of student policy and then dynamically compute task weights
between different teachers during student training.
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3 Problem Statement

We abstract a continuous control task as aMarkovDecision Process (MDP), denoted as a
tupleM = (S,A,R,P, γ ), whereS is the state space,A is the action space,R : S×A → R
is the reward function, P : S ×A → S is the transition function, and γ is the discounted
factor. The training environment, also called domain, is symbolized by its parameters
ξ , which are vectors of all parameter instances of environments, such as mass, friction
coefficient and link length. It is assumed that the parameter ξ satisfies a probability
distributionpredefined asp(ξ).Different domainparameters affect the transition function
of environments Pξ : Sξ × Aξ → Sξ . For a timestep t, the continuous state and action
is denoted as st ∈ Sξ , at ∈ Aξ . In each episode, the agent draws an initial state s0
from the distribution σξ (s0) as the start of training. The agent is trained with the goal of
learning an optimal stochastic policy πθ(a|s) in reinforcement learning, which allows it
to maximize curriculum rewards, also called the expected return. This value measures
the performance of the policy, which is defined in (1):

J (πθ , ξ) = Es0∼σξ (s0)

∑T

t = 0
γ tr(st, at). (1)

During the training process, the transition function generates the state st+1 for the
next time step according to the current state st and action at . The curriculum rewards
are calculated according to the current state st and action at , which determines the
updated direction of the gradient and then adjusts the parameters of the policy. We use
trajectories to record all states, actions, and rewards across the entire training process,
which is denoted as τ = {st, at, rt}Tt=0, where rt = r(st, at).When the domain parameter
vector is ξ , the goal of the task becomes to maximize the expected returns of current
domain parameters, as shown in (3):

J (θ) = Eξ∼p(ξ)[J (πθ , ξ)] (2)

J (θ) = Eξ∼p(ξ)

[
Eτ∼p(τ )

∑T

t=0
γ tr(st, at)

]
(3)

4 Domain Randomization with Adaptive Weight Distillation

DRAWD consists of two main steps: teacher policy training and student policy training.
The domain parameters are randomly sampled in the training domain for teacher policy
training. Then the large teacher policies with specific tasks are transferred to student
policy by supervision during student policy training. The weights of teacher tasks are
dynamically assigned as coefficients of the loss function based on the performance of
the teacher policies in the test domains. The sketch of the algorithm is shown in Fig. 2,
and the general overview of the algorithm is shown in Algorithm 1.
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Fig. 2. Sketch of the Domain Randomization with Adaptive Weight Distillation algorithm. The
method consists of two parts: teacher policy training and student policy training. The process of
teacher training uses domain randomization to build multiple task models. The student policy
training can be viewed as a combination of policy distillation and task weight evaluation.

During teacher policy training, we randomly initialize a set of N teacher policy
networks θ t1:N , and each teacher policy is deployed to a separate domain for individ-
ual training, called teacher domain. Each teacher domain randomizes different domain
parameter vector ξ , and each element in the domain parameter vector is a parameter of
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the environment. The distributions of all domain parameters are abstracted into a distri-
bution set p(ξ), so the process of sampling every domain parameter in the distribution
can be viewed as sampling the domain parameter vector ξ in the distribution set p(ξ).
The distributions of these parameters are predefined.

The student training process can also be referred to as policy distillation. Firstly,
we collect the training data generated by teacher policies, i.e., the observation space of
teacher domains. Then the student policy θ s randomly initialized executes in the obser-
vation space of teacher domains and obtains N trajectories τ1:n. Subsequently, we gain
the action distribution of each teacher during training. We regard each teacher-student
pair as an individual task Tn and use KL divergence to metric the action distribution of
each task, denoted as

Ln = KL(πθ tn
(τn)‖πθ s(τn)) (4)

where πθ tn
is the n th teacher policy. For the loss function Ln of each task Tn, we assign

a task weight wn to leverage the relative importance of the task. The process of learning
towards a better performing teacher policy is accomplished by minimizing the weighted
sumofKLdivergence of all teacher-student pairs to update the student policy parameters:

Ltotal =
∑N

n=1
wnLn (5)

We select a key performance indicator (KPI) to measure the performance of every
task Tn, denoted as p ∈ [0, 1]. KPI should be a meaningful metric, such as accuracy or
average precision in regression tasks [12]. In our work, the average return of a teacher
policy over a certain number of test domains is normalized as a KPI to measure the
performance of the teacher policy. The normalization operation needs to reflect the
difference in performance between different teacher policies, and the value should not
be negative. Therefore, we chose the logarithmic function as the normalization function:

pn = log(Rn)

log(max(R))
(6)

whereRn denotes the average return of the nth teacher policy in test domains, andmax(R)

denotes the maximum average returns of all teachers. Another advantage of using a
logarithmic function for normalization is that theKPI values of two teachers, even if their
performance differs significantly, do not vary greatly, i.e., the KPI of the underperformed
teacher does not approach zero. It ensures that the student policy can learn more from
outperformed teachers and learn data from different teacher tasks with different domains
without discarding training data from other suboptimal teacher policies, resulting in a
reduced training sampling diversity.

KPI measures the performance of the teacher policy in test domains, with a larger
KPI value for a well-performing teacher and a smaller KPI value for a suboptimal
performing teacher. The task weight of the nth teacherwn is the value of pn after softmax
output wn = softmax(pn). With this transformation, the student policy can learn more
knowledge from perfect teachers and less from imperfect teachers without losing the
diversity of training domains, increasing the generalization and stability of the student
policy.
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5 Experiment

Tovalidate the stability ofDRAWD,we evaluate the policy in two continuous control task
baselines on the Mujoco physics engine [13] of OpenAI: ant and half-cheetah, as shown
in Fig. 3. We set domain parameters and distributions of simulated ant environment and
half-cheetah environment as shown in Tables 1 and 2.

Fig. 3. Illustrations of the 3D simulated environments used to evaluate the method. The ant (a)
and half-cheetah (b) tasks present more challenging variants when varying the environment.

Table 1. Ant environment domain parameter distribution.

Parameter Distribution

Wind condition w ∼ U (−5ε, 5ε)

Gravity constant g ∼
U (g0(1 − 0.5ε), g0(1 + 0.5ε))

Sliding friction sf ∼
U (sf0(1 − 0.5ε), sf0(1 + 0.5ε))

Torsional friction tf ∼
U (tf0(1 − 0.5ε), tf0(1 + 0.5ε))

Rolling friction rf ∼
U (rf0(1 − 0.5ε), rf0(1 + 0.5ε))

Density d ∼
U (d0(1 − 0.5ε), d0(1 + 0.5ε))

We compare our DRAWD with the following prior methods as baselines:

• Uniform Domain Randomization (UDR) [2]: UDR randomly samples a new set of
domain parameters from the distribution at every iteration and updates the policy based
on the generated rollouts by the parameters. Therefore, the policy continuously faces
new domain instances, leading to increased robustness against mismatch between
different domains but lower stability.
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• Distilled Domain Randomization (DiDoR) [9]: DiDoR combines domain randomiza-
tion and policy distillation, aiming at reducing the high variance of the model and
learning a robust policy that can be deployed successfully in the real world. In con-
trast to UDR, DiDoR trains several teachers individually, and each teacher is trained
in one domain, which means the parameters of each teacher stay fixed during training.
Different from DRAWD, DiDoR sets the same weight for each teacher during distill-
ing progress, and DRAWD adapts the weight of every teacher based on the teacher’s
performance.

Table 2. Half Cheetah environment domain parameter distribution.

Parameter Distribution

Total mass m ∼ N (14, 1.4)

Tangential friction tf ∼
U (tf1(1 − 0.5ε), tf1(1 + 0.5ε))

Torsional friction tf ∼
U (tf2(1 − 0.5ε), tf2(1 + 0.5ε))

Rolling friction rf ∼
U (rf1(1 − 0.5ε), rf1(1 + 0.5ε))

Weuse Proximal PolicyOptimization (PPO) [21] withGAE [22] as the policy update
method and the feedforward neural network as the policy network. We train all methods
with similar hyper-parameters to facilitate a fair comparison, as shown in Table 3. To
represent the level of randomization, we use a randomization coefficient ε ∈ (0, 1) to
control the diversity of domains and change the range of distribution in test domains by
changing the value of ε. As training parameter distribution, we take ε = 0.2 for the two
tasks. From the return curves shown in Figs. 4a and 4c, DRAWDperforms better than the
other two baseline methods, as reflected in the sampling effectiveness and convergence.

Table 3. Hyperparameters for all policies training.

Parameter Value

Algorithm PPO with GAE

Policy FNN 64–64 with relu hidden-layer and tanh output-layer

Sample step 5000 steps

Value function FNN 32–32 with relu hidden-layer

Discount factor γ 0.98

(continued)
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Table 3. (continued)

Parameter Value

Lambda 0.97

Learning rate 1e-4 for critic, 7e-4 for PPO

Iteration 200 for teacher, 50 for student

Batch size 64

PPO clip ratio 0.1

Teacher number 5

a) Training return on Ant b) Testing return on Ant

c) Training return on Half Cheetah d) Testing return on Half-Cheetah

Fig. 4. Summary of training and generalization result on Ant and Half-Cheetah environments;
(a) and (c) are training return comparison across three methods; (b) and (d) compares the three
methods by changing the level of randomization. The red line represents the median return and
the blue line represents the average return of ten test domains.

We evaluate the generalization performance of themethod proposed above, as shown
in Figs. 4b and d, by simulating unknown domains with different randomization coef-
ficients ε. The experiment results show that DRAWD gains higher median and higher
average return than the baselines. Moreover, multiple teachers distill to a single student
policy can effectively reduce the variance of the model, depending on higher variance
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in UDR than the other two methods across two tasks. As for DiDoR and DRAWD, we
can see that the student policy obtains higher returns in test domains with DRAWD in
two environments, even if the level of randomization changes. It leads to the conclusion
that adaptively weighting teacher policies according to teacher policy performance can
improve student policy performance and stability.

6 Conclusion

Domain generalization to an unseen domain in reinforcement learning is of vital impor-
tance, and domain randomization is an important branch of research in domain gener-
alization. In this work, we focus on the common existing problems of domain random-
ization while transferring from source domain to target domain and make improvement
to it. We propose Domain Randomization with Adaptive Weight Distillation, a method
automatically computing multitask weights in distillation depending on the teacher’s
performance. DRAWD combines multitask learning and distilled domain randomiza-
tion. After experimental comparison, DRAWD provides improved performance and
stable generalization in unknown domains than the method without adaptive weights,
implying that our hypothesize is correct.

For future research, we will focus on real-world applications based on our research
results, such as robot arms, to more convincingly verify the generalizability of our work.
In the future, our goal is to apply domain generalization to the posture control of satellite.
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Abstract. A geometric model has been created for the selected 3Dmodel 6-DOF
the robot. It is a mathematical model using matrices of transformation of homo-
geneous coordinates. For matrices of transformation of homogeneous coordinates
using special differentiation matrices partial derivatives has been obtained and
Jacobi matrix corresponding to selected geometric model has been formed. Rota-
tion matrix reflecting working member orientation in space using aircraft angles
has been obtained. These angles are a variation of Euler angles. The Gauss method
has been chosen as the numerical method for solving the systems of linear equa-
tions. Based on the Gauss method, an algorithm for solving the inverse kinematics
problem and software implementing it has been developed. When developing the
software, object-oriented programming tools were used. The software has been
verified using a 3D model of the real industrial robot. The software has been
tested on an Intel Core i5-2430M microprocessor running the Windows 10 oper-
ating system. Results of studies has been presented by values of given and actual
coordinates corresponding to trajectory of 6-DOF robot movement, orientation of
its working member and operating time of the algorithm for different number of
iteration steps.

Keywords: 6-DOF Robot · 3D Model · Homogeneous coordinates · Inverse
kinematics problem · Software

1 Introduction

Industrial robots are one of the components of automated production systems used in
flexible automated production. Industrial robots can improve labor productivity and the
level of quality of products.
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An industrial robot is a machine whose main purpose is to move its working member
in space along a given trajectory.

An important characteristic of an industrial robot is the number of degrees of freedom
(DOF) of its manipulation system (MS). For the 6-DOF robot, the number of degrees of
freedom is six, respectively. The working space of an industrial robot is determined by
the combination and mutual arrangement of links in its MS. It is usually assumed that
the first three kinematic pairs realize movement of the working member along a given
trajectory, and the remaining three realize orientation of the working member in space.

Object of study of this paper is MS of 6-DOF robots, which are open kinematic
chains consisting of links interconnected by kinematic pairs of the fifth class [1]. To
describe the structure of MS of robots, a graph method is used based on the concept of
a tree structure [2]. When studying the motion of 6-DOF robots, two main kinematics
problem are considered: forward and inverse.

The forward kinematics problem is to determine the position and orientation of the
robot working member relative to the absolute coordinate system by the known vector
of generalized coordinates and given geometric parameters [3].

The inverse kinematics problem is to determine generalized coordinates by a given
position and orientation of the robot working member in an absolute coordinate system.
In this case, the structure of theMS of robot determined by its kinematic scheme is taken
into consideration.

The inverse kinematics problem can be solved offline or online. In the first case, the
time is not limited. When programming robots online, the time of solving the problem
must be taken into account, but for different cases the permissible time varies.

Previously, studies have been conducted on modeling the dynamics of 6-DOF robots
[4 and 5]. The purpose of this paper is to develop an algorithm for numerically solving the
inverse kinematics problem and software that implements this algorithm. When devel-
oping software, it is necessary to use object-oriented programming tools, because this
will improve the structure of the software and the possibility of its further development.

To achieve this purpose, highlight the following tasks:

1. The choice of a mathematical apparatus for solving the inverse kinematics problem.
2. Development of a numerical-iterative method algorithm for solving the inverse

kinematics problem.
3. Software development using object-oriented programming tools.
4. Software verification based on the use of a 3D model of the industrial robot and the

presentation of results in a convenient form for analysis.

2 Development of the Geometric Model

The geometricmodel of theMSof robot is amathematicalmodel that allows to determine
the position of the robot and its working member in the absolute coordinate system.

In the studied MS of robot, all kinematic pairs are rotational; the number of links is
six. To describe the position of the 3D model of the robot in space, the method of two
related coordinate systems can be used [6].
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The motion of the MS of robot is considered in an inertial coordinate system rigidly
connected to a fixed base. The origin of this coordinate system has been placed at the
center of the first kinematic pair (see Fig. 1).

Fig. 1. Kinematic scheme.

The position of the MS of robots in space can be described by means of matrices of
transformation of homogeneous coordinates having dimension (4× 4). For example, the
matrix of transformation of homogeneous coordinates from a local coordinate system
associated with the k-th link to an absolute coordinate system is a sequence of matrix
products A(i–1), i, where i = (1, …, k) [6–8]:

A0,k =
k∏

i=1

A(i−1),i. (1)

Accordingly, A0,6* = A0,6 A6,6*. Overall form of the matrix A0,6*:

A0,6∗ =

⎡

⎢⎢⎣

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
0 0 0 1

⎤

⎥⎥⎦ =

=

⎡

⎢⎢⎣

cos(X0,X6∗) cos(X0,Y6∗) cos(X0,Z6∗) X6∗
cos(Y0,X6∗) cos(Y0,Y6∗) cos(Y0,Z6∗) Y6∗
cos(Z0,X6∗) cos(Z0,Y6∗) cos(Z0,Z6∗) Z6∗

0 0 0 1

⎤

⎥⎥⎦. (2)
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To solve the inverse kinematics problem based on a system of equations perform-
ing coordinate transformations, it is necessary to form a Jacobi matrix. This requires
partial derivatives of matrices for each generalized coordinate. For the convenience of
programming this operation, instead of calculating the derivative of each element of the
matrix, it is convenient to use differentiation matrices:

Di =

⎡

⎢⎢⎣

0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

⎤

⎥⎥⎦, if i-th kinematic pair is rotational, Di =

⎡

⎢⎢⎣

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

⎤

⎥⎥⎦,

if i-th kinematic pair is translational.
In this case, the partial derivative of the matrix of transformation of homogeneous

coordinates takes the form:

∂A(i−1),i

∂qi
= A(i−1),iDi. (3)

The partial derivative of the A0,k , matrix is defined based on the expression:

∂A0,k

∂qi
= A0,(i−1)

∂A(i−1),i

∂qi
Ai,k (4)

Then, substitute Eq. (3) in Eq. (4):

∂A0,k

∂qi
= A0,(i−1)DiAi,k . (5)

3 Formation of the Jacobi Matrix

By applying the matrices of transformation of homogeneous coordinates, the absolute
coordinates of the point M of the k-th link in the absolute coordinate system given by
the radius vector r(0)M , can be determined from the equation:

r(0)M = A0,kr
(k)
M , (6)

where r(k)M a radius vector defining the local coordinates of the point M given in the
coordinate system associated with the k-th link.

Analytically, determine the relationship between the generalized coordinates and the
six selected parameters by differentiating the position function:

dr(0) =
k∑

i=1

∂A0,k

∂i
r(k)dqi. (7)
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Replacing differentials with small increments of generalized �qi coordinates, for
the selected MS of robot, obtain:

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

i0
∂A0,6
∂q1

r(6) . . . i0
∂A0,6
∂q6

r(6)

j0
∂A0,6
∂q1

r(6) . . . j0
∂A0,6
∂q6

r(6)

k0
∂A0,6
∂q1

r(6) . . . k0
∂A0,6
∂q6

r(6)

i0
∂A0,6
∂q1

j6 . . . i0
∂A0,6
∂q6

j6
i0

∂A0,6
∂q1

k6 . . . i0
∂A0,6
∂q6

k6

j0
∂A0,6
∂q1

k6 . . . j0
∂A0,6
∂q6

k6

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

�q1
�q2
�q3
�q4
�q5
�q6

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

�X
�Y
�Z

�eX0,Y6
�eX0,Z6
�eY0,Z6

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

, (8)

where i0 = [
1 0 0 0

]
, j0 = [

0 1 0 0
]
, k0 = [

0 0 1 0
]
, j6 = j

T
0 , k6 = k

T
0 , is a basis

vectors, �eX0,Y6 ,�eX0,Z6 ,�eY0,Z6 is an angles between corresponding axes.
Let’s write Eq. (8) in symbolic form:

{J }{�q} = {�X }, (9)

where {J} is a Jacobi matrix of dimension (6 × 6), {�q} is a vector of increment of
homogeneous coordinates, {�X} is a vector of increment of position and orientation of
robot working member.

To form the last three rows of the Jacobi matrix, need to know the orientation of the
robot working member in space. To do this, three non-diagonal elements of the A0,6*
matrix are selected, which are cosines of the angles between the axes, in this case it is
elements a12, a13 and a23 [9, 10].

The three angular coordinates specifying the orientation expand the position vector
of theworkingmember and allow it to bemultipliedwith the inverse Jacobimatrix. How-
ever, these angles do not have sufficient clarity, sowill use aircraft angles for visualization
and analysis.

Theα angle (yaw angle) determines the deviation of the position of the robot working
member from the X0Z0 plane, the β angle (pitch angle) determines the deviation from
the horizontal coordinate plane X0Y0, and the γ angle (roll angle) is the angle of rotation
of the working member around its own axis Z6*.

The sequence of rotations by these angles can be represented by sequentially
multiplying the corresponding rotation matrices:

Mαβγ =
⎡

⎣
1 0 0
0 0 1
0 −1 0

⎤

⎦

⎡

⎣
Cα 0 −Sα

0 1 0
Sα 0 Cα

⎤

⎦

⎡

⎣
1 0 0
0 Cβ Sβ

0 −Sβ Cβ

⎤

⎦

⎡

⎣
Cγ Sγ 0
−Sγ Cγ 0
0 0 1

⎤

⎦, (10)

where Cα, Cβ, Cγ , Sα, Sβ, Sγ is a cosines and sines of corresponding angles.
Then:

Mαβγ =
⎡

⎣
CαCγ − SαSβSγ CαSγ + SαCγ Sβ −CβSα

SαCγ + CαSβSγ SαSγ − CαCγ Sβ CαCβ

CβSγ −CβCγ −Sβ

⎤

⎦. (11)
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The resulting rotation matrix reflects the orientation of the coordinate system asso-
ciated with the working member relative to the absolute coordinate system. Therefore,
the elements of the Mαβγ matrix are equal to the corresponding elements of the matrix
A0,6*.

Then, it is possible to express the aircraft angles from the resulting matrix Mαβγ :

α = arcsin

(
a13

−cos(β)

)
, β = −arcsin(a33), γ = arccos

(
a32

−cosβ

)
. (12)

4 The Algorithm for Solving the Problem

To solve Eq. (9) by the numerical method, the determinant of the Jacobi matrix must
be unequal to zero, i.e. its service coefficient must be sufficiently high [11, 12]. This is
achieved by examining the working space of the MS of robot and selecting a trajectory
in it.

For ease of calculation and programming, will choose the Gauss method [13].
For each next step of the algorithm, the solution obtained in the previous step is used:

{
J
(
qk

)}{
�qk

}
=

{
�X k

}
, (13)

{
�X k

}
=

{
X k+1

}
−

{
X k

}
, (14)

{
qk+1

}
=

{
qk

}
+

{
�qk

}
, (15)

where {�qk} is a solving Eq. (9) at the k-th iteration step, {qk} is a vector of generalized
coordinates corresponding to this solution.

Let us make a flowchart of the solution algorithm, where L is an array of vectors
that determine the shape of the links, N is a required number of iteration steps, q0 is a
generalized coordinates at the initial moment of movement, X is an absolute coordinate
of the final link (see Figs. 2–4).

Fig. 2. Flowchart of algorithm.
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Fig. 3. Flowchart of algorithm.

Fig. 4. Flowchart of algorithm.



162 G. Karabanov et al.

Based on the presented algorithm, software was developed to solve the inverse kine-
matics problem for the selected kinematic scheme of the MS of robot. The software
is developed in the C++ programming language using object-oriented programming
tools [14].

5 Simulation Results

To verify the developed software, has been decided to choose a model of a real industrial
robot as an example. As such a model, a 3D model of the industrial robot KUKA KR
10 R900 has been used. The solution has been visualized in the KOMPAS-3D program.

The trajectory that is a quadrilateral indicated in blue has been set (see Fig. 5):

Fig. 5. Model’s start position.

The actual trajectory obtained when solving the inverse kinematics problem for 400
iteration steps is indicated in red. The position of the final link of the 3D model at the 1,
2, 3, 4 and 5 points of the actual trajectory has been showed (see Fig. 6):
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Fig. 6. Trajectory point: (a) 1st; (b) 2nd; (c) 3rd; (d) 4th; (e) 5th.
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The X, Y, and Z axes in Fig. 6 correspond to the X6*, Y6* and Z6*, axes in Fig. 1,
respectively.

For ease of analysis, the coordinates of the actual and given trajectories for 40, 400
and 4000 iteration steps are shown in Table 1:

Table 1. Actual and given trajectories for 40, 400 and 4000 iteration steps.

Trajectory

Coordinate Given Actual

Point №

1 2 3 4 5 1 2 3 4 5 40
iteration
steps

X −59.182 −40 −10 −20 −59.182 −59.182 −39.6957 −9.2131 −19.3262 −58.3401

Y 573.95 520 600 580 573.95 573.95 519.356 599.136 578.63 572.353

Z 718.81 655 640 710 718.81 718.81 655.125 639.405 709.306 717.903

1 2 3 4 5 1 2 3 4 5 400
iteration
steps

X −59.182 −40 −10 −20 −59.182 −59.182 −39.9717 −9.92385 −19.9354 −59.1

Y 573.95 520 600 580 573.95 573.95 519.935 599.913 579.863 573.79

Z 718.81 655 640 710 718.81 718.81 655.014 639.942 709.932 718.72

1 2 3 4 5 1 2 3 4 5 4000
iteration
steps

X −59.182 −40 −10 −20 −59.182 −59.182 −39.997 −9.99217 −19.9933 −59.1736

Y 573.95 520 600 580 573.95 573.95 519.993 599.991 579.986 573.934

Z 718.81 655 640 710 718.81 718.81 655.001 639.994 709.993 718.801

The aircraft angles determining the orientation of the robot working member at the
points of the given trajectory and its actual position for 40, 400 and 4000 iteration steps
are shown in Table 2.

Table 2. Given and actual orientation angles for 40, 400 and 4000 iteration steps.

Orientation

Angle Given Point №

1 2 3 4 5 40 iteration steps

α 0.1205 0.0768485 0.0332153 −0.010418 −0.054051

β 0.25193 0.208297 0.164663 0.12103 0.077397

γ 2.06472 2.10835 2.15198 2.19562 2.23925

1 2 3 4 5 400 iteration steps

α 0.1205 0.0768485 0.0332153 −0.010418 −0.054051

β 0.25193 0.208297 0.164663 0.12103 0.077397

γ 2.06472 2.10835 2.15198 2.19562 2.23925

1 2 3 4 5 4000 iteration steps

α 0.1205 0.0768485 0.0332153 −0.010418 −0.054051

β 0.25193 0.208297 0.164663 0.12103 0.077397

γ 2.06472 2.10835 2.15198 2.19562 2.23925

(continued)
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Table 2. (continued)

Orientation

Angle Actual Point №

1 2 3 4 5 40 iteration
steps

α 0.1205 0.0720493 0.0287328 −0.012583 −0.0578433

β 0.25193 0.208601 0.165049 0.1226 0.0837845

γ 2.06472 2.07271 2.11225 2.15053 2.19029

1 2 3 4 5 400 iteration
steps

α 0.1205 0.0763984 0.0327927 −0.010606 −0.054409

β 0.25193 0.208323 0.164703 0.121209 0.078097

γ 2.06472 2.07114 2.11071 2.15014 2.18944

1 2 3 4 5 4000 iteration
steps

α 0.1205 0.0768038 0.0331733 −0.0104365 −0.0540867

β 0.25193 0.208299 0.164667 0.121048 0.0774677

γ 2.06472 2.07099 2.11057 2.15011 2.18936

To solve inverse kinematics problem using the Intel Core i5-2430Mmicroprocessor,
running the Windows 10 operating system, performed in 1, 14 and 118 ms for 40, 400
and 4000 iteration steps, respectively.

6 Conclusion

The paper presents a developed algorithm for solving the inverse kinematics problem
for a 6-DOF robot and software that implements this algorithm using the Gauss method
to solve systems of linear equations. The results of the solution for the given trajectory,
obtained using the developed software, has been illustrated using the selected 3D model
of the real industrial robot KUKA KR 10 R900 in the figures and are presented in
the tables. The dependence of the accuracy and operating time of the algorithm on the
number of iteration steps has been showed.

Subsequently, the obtained results can be used to assess the position errors and
orientation of the robot working member in space, develop methods for reducing these
errors and further study the dynamics of the MS of robot.
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Abstract. Manipulating objects during theworking day affects a person’s fatigue,
his muscle tone changes . Therefore, when applying biofeedback algorithms based
on an electromyogram technique, it is important to take into account the dynam-
ics of such changes and research the possibility of adapting the control system
to the psychophysical state of the operator. This technique is being developed as
part of the study of the remote control possibility of a robotic platform designed
for cleaning ship hulls. The use of this control technique may also be relevant in
human-machine systems designed to manipulate heavy objects, for example, dur-
ing loading and unloading operations at docks or assembly operations. The study
considers the possibility of using the operator’s electromyogram as a source signal
for exoskeleton motor control. This paper shows the features of the variation in
the electromyogram envelope during the implementation of rapid movements and
the effect of muscle deactivation on the attenuation of the amplitude of the elec-
tromyogram envelope on the example of the biceps brachii muscle of the operator.
The results of the application of the method of adjusting the sensitivity of the
active exoskeleton control system to the operator’s actions, previously developed
within the project, are shown.

Keywords: Exoskeleton · Electromyogram · Control · Experimental Study ·
Bezier curves

1 Introduction

Interest in bio-control of wearable robotic devices has been growing in recent years. This
is primarily due to the development of electroencephalogram (EEG) and electromyogram
(EMG) processing methods, the use of optimal control techniques and machine learning
methods.

The use of information about the signal dynamics set directly by the peripheral
nervous system leads to the design of prospect interfaces for human-machine systems that
perceive natural human impulses tomotion [1, 2]. Thus, it becomes possible to implement
intuitive control of mechatronic drives that are part of wearable robotic devices. This,
in turn, leads to an increase in the efficiency of control such devices and integration of
robotic systems into human life.
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2 Control System

2.1 Structure

The nervous system of a human in the process of planning the movement of his limbs
generates a control signal characterized by a frequency and amplitude of voltage deter-
mined for the action being performed. The signal comes to the muscle groups, where a
motion signal is formed from it, controlling muscle contraction [3].

Perceptual devices detect the value ofmuscle activity and transmit it for processing to
the controller, where the signal is filtered and transformed. Then the algorithm of relative
motion of the exoskeleton links is formed. The controller sets the required movement
speed to the exoskeleton device actuators. Depending on the result of the algorithm,
either the current position of the links is stabilized, or the movement of the links of the
exoskeletal device set.

At the same time, the current readings of the angular encoder data and the speed
of relative movement of the links are monitored from the control system and from the
operator, whose nervous system perceives tactile data from the interaction of human
limbs with the structural elements of the exoskeleton and performs visual perception of
the current action for further motion planning.

Figure 1 shows a structural model of the exoskeletal system, which reflects the
functional relationships between the elements of the system and gives an idea of the
organization of the control system in the exoskeletal device.

Fig. 1. The technical scheme of the system.

Inmanyworks related to the R&Dof a control system formechatronic drives in com-
plex robotic devices (exoskeletons, active prostheses), which are driven by the activity
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of the electrical potential of human muscles, it is said about the formation of the speed
of movement of the drive. However, these works do not take into account the dynamics
of acceleration and braking of the drive along with the dynamics of the processes tak-
ing place in the motor units of muscle groups, namely the processes of activation and
deactivation of muscle fibers.

Estimating the situation, the operator decides to use his muscular apparatus, forming
an action potential on the motor neuron that exceeds a certain amplitude threshold and
is sufficient to start the ion exchange of a muscle cell with the periocellular space.

Depending on the number of motor neurons involved, the total volume of ions
involved in the intersection ofmuscle cell membranesmay vary, thus setting the intensity
of contraction and quantitatively reflecting the desire to create an effort when moving
a limb. At the same time, a potential difference arises in the muscle tissue, which can
be evaluated and used for processing as information about the current activity of the
muscle.

By converting the allotted biopotential according to certain algorithms, it is possible
to generate a control signal for a mechatronic drive integrated into the exoskeleton joint
and driving its link. At the same time, the excited muscle tissue begins to contract,
since the processes of interaction of actin and myosin proteins are started due to the
penetration of ions into the cell. By contracting, the muscle sets the operator’s limb in
motion, thereby allowing the operator to be evaluated by the visual channel. At the same
time, the following happens:

1. An electric pulse releases Ca2 + ions from the L-system;
2. Ca2 + binds troponin and opens the active centers of the actin protein;
3. Myosin heads attach to actin;
4. The legs of the myosin heads tilt at an angle of 45 degrees, pulling up the myosin

relative to the actin filaments, detach and reattach to the next active centers of actin.
Each attachment and detaching comes with an expenditure of ATP energy. The
mechanism continues as long as there is Ca2 + and ATP [4].

2.2 Sensitivity Adjustment Method

A single muscle works exclusively for contraction. Therefore, in order to fully control
the movement of the limb (at least in one plane), two antagonist muscles are necessary.
In our study, we consider the biceps brachii, the antagonist of which is the triceps brachii
(Fig. 2).Working in pairs, thesemuscles compensate for eachother’smovements, thereby
allowing you to control the movement of the forearm in the elbow. Thus, it is important
to take into account the simultaneous contribution of both muscles to movement control.
However, after contraction, the muscle fibers should relax [4, 5]. At the same time, there
is an outflow of reaction products from the cells of motor units, which also affects the
readings of biopotential sensors.

In a relaxed muscle, calcium channels are closed, but according to the law of super-
compensation, ions reappear in the periocellular space, forming a current that is read by
biopotential sensors and can be interpreted by the control system as a signal to action. If
one implements mechatronic drive control using information about the biopotentials of



170 A. Sukhanov et al.

antagonist muscles, it is extremely necessary to take into account the accumulated infor-
mation about the state of the system at a certain time buffer and, analyzing it, already
make a decision on control compensation. Among the methods that can be applied to
compensate for the control signal are dynamic changes in the dead zone level [6, 7], as
well as dynamic changes in the sensitivity of the system to control signals.

Fig. 2. Location of the elbow joint electrodes.

Thus, the adjusted value of the parameter of the total amplitude of the electromyo-
gram envelope EMGcorrected must be transmitted to the control system (1).

EMGcorrected = aEMGfiltered , (1)

where EMGfiltered is the value of the parameter of the total amplitude of the electromyo-
gram envelope that has passed primary filtering. In this case, the variable a is a parameter
that depends on the sensitivity of the sensors to changes in the amplitude of the elec-
tromyogram. For the implementation of slow movements it is extremely important to
monitor the dynamics of the electromyogram amplitude at its relatively small values.

Thus, in order to make an estimate for small amplitude deviations, it is necessary to
scale the incoming value with a coefficient exceeding one. However, in this case, sudden
movements corresponding to large amplitude of the electromyogram will be interpreted
incorrectly and it is possible to go beyond the limits of control restrictions.

On the other hand, finding this coefficient in the range from 0 to 1 will reduce the
influence of noise, but in this case it is not possible to get the maximum speed of the
drive. In this work, an algorithm is proposed by which it is possible to combine the
advantages of establishing the conversion coefficient of the control value for low and
high speeds. To do this, it is proposed to change the control value non-linearly. That is,
in this case we will get the next (2):

EMGsum = EMGcorr.bic + EMGcorr.tric, (2)

where EMGcorr.bic and EMGcorr.tric are the corrected values of the obtained EMG data
from the biceps brachii and triceps brachii sensors of the operator, respectively. At the
same time, a nonlinear law of correction of the control parameter was implemented for
the control system using theBezier curves technique. This techniquewas chosen because
it allows one to build a continuous curve inside a given area with control points (see
Fig. 3) and at the same time allows one dynamically changing the shape of the curve.
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So, for example, if one takes as a basis the construction of a cubic curve described by a
system of equations in parametric form (3):

⎧
⎨

⎩

x = x1(1 − t)3 + 3tx2(1 − t)2 + 3t2x3(1 − t) + t3x4
y = y1(1 − t)3 + 3ty2(1 − t)2 + 3t2y3(1 − t) + t3y4

t ∈ [0, 1]
(3)

then, if the coordinates x1 = 0, y1 = 0, x4 = 255, y4 = 255 are known, one can
create the necessary curve by specifying only the coordinates of two points- T1[x2, y2]
and T2[x3, y3]. Figure 3 shows examples of the functional dependencies of the adjusted
EMGcorr parameter on the EMG parameter formed on the basis of data obtained from
the EMG sensor.

In this figure, one can see that by changing the coordinates of points T1[x2, y2] and
T2[x3, y3], one may adjust the sensitivity of the output value (in this case, this is the
adjusted parameter of the operator’s muscle biopotential data) to the change in the input
value (in this case, this is the data obtained directly during the measurement and passed
the primary filtering).

Thus, applying the proposed technique of sensitivity adjustment to the exoskeleton
control system, it is possible to implement various modes of its operation. For example,
if the coordinates of the point T1 and the coordinates of the point T2 are numerically
identical, respectively, then the functional dependence of the corrected value on the
measured value will set into a linear one (Fig. 3a).

Fig. 3. Examples of setting the sensitivity of the control system.

Figure 3b shows that when the biopotential signal changes in the region close to
zero, the corrected value changes slowly, which allows getting rid of the influence of
noise at weak signals and set more smooth control of the movement of the exoskeleton.
In the presence of a high biopotential corresponding to the operator’s desire to increase
the speed of movement of the exoskeleton link, the adjusted value changes faster, this
allows implementing a fast positioning mode [8, 9].

In Fig. 3c, one can see the situation that is characterizes the slow mode of operation
of the exoskeleton. This mode is used when accuracy of movement is important. This
dependence can be divided into three sections. The first section, characterized by a
weak signal, is described similarly to the area close to zero from Fig. 3b. In this area,
weak noise, interference, and small fluctuations in the biopotential signal are filtered.
The second section has a characteristic close to linear, and the last section reduces the
influence of random signal fluctuations at high speeds or under smooth muscle tetanus.
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3 Experimental Study

In the laboratory of Robotics and Mechatronics of the IPMeh RAS, different situa-
tions were tested. These situations characterize various manipulations both without an
object and with an object of known mass. The Fig. 4 depicts the process of conducting
experiments.

Fig. 4. Experiment sets (moving object (left) and catching object (right)).

The first stage of the experiments was organized in order to clarify the features of
the behavior of the envelope electromyogram when the arm moves on the bend in the
elbow. Figure 5 shows the settings of the coordinates of T1 and T2 points for further
experiments.

Fig. 5. Experiment settings.

These settings will be used in the relevant experiments further. By shifting the coor-
dinates X of points T1 and T2, we only change the threshold of sensitivity of the system.
MyoWare sensors were used as biopotential sensors, and a microcontroller based on a
high-performance ARMprocessor platformwas used to ensure a high polling frequency.
The duration of the experiments was limited to 3 s. Before setting up the experiment, the
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sensitivity of the system was set, namely the coordinates of points T1 and T2 in the algo-
rithm for constructing the Bezier curve. Data on the current biopotential was obtained at
a frequency of 100 Hz. After obtaining the first set of data, the Kalman filter was applied
to them [10], and then the transformation took place according to the proposed Bezier
curve method. The first experiment is slow flexion–extension at the elbowwithout a load
with 1 approach in 3 s.

Fig. 6. Experiment 1 results.

It can be seen that the settings of the upper right graph convert the signal to zero.
For slow movements, this setting will not work. Among these results, the upper left
and central left graph with the corresponding settings of coordinates T1 and T2 can
be considered preferable. It can be seen (Fig. 6) that the central area of the sensitivity
adjustment graph is close to linear in its shape, thus it allows to implement the usual
“operating mode”, which does not lead to significant changes in the signal shape but
allows you to reduce the influence of small noises on control.

The second experiment involved rapid flexion-extension at the elbow without load
with 3 approaches in 3 s (Fig. 7).At this stage, one can see the effect of supercompensation
is a biological law formulated by Karl Weigert (German pathologist). It consists in the
fact that the body, in response to the waste of substances or the loss of tissues (within
certain limits), reacts with the formation of new substances and tissues of the same kind,
in an amount exceeding the lost. Here, the settings corresponding to the central right
graph will be the most preferred. Here there is a stronger suppression of weak signals,
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which gives a clearer picture of the beginning of the urge to action. At the same time, the
more curved the sensitivity adjustment graph is, the less the effect of supercompensation
will be noticeable, which can be removed in the control system by setting the dead zone.
However, it is worth noting that with sufficiently fast movements, the amplitudes of the
electromyogram overlap. This is due to the fact that the muscle has not yet fully passed
the relaxation stage and there is still a current of ions in the periocellular space.

Fig. 7. Experiment 2 results.

The third experiment was set while the settings of coordinates T1 and T2 were
similar—slow flexion-extension at the elbow with a load of 10 kg 1 approach in 3 s
(Fig. 8). In this experiment, there is a load, and therefore a greater number of motor units
are involved. Therefore, one can notice an increase in the frequency of signal changes.
Shifting the coordinates of points T1 and T2 on the sensitivity adjustment graph to the
right side of the graph allows you to get an adjusted signal in the end, which will have
a more pronounced amplified amplitude component.



Experimental Study of the Sensitivity Adjustment 175

Fig. 8. Experiment 3 results.

The fourth experiment set involved rapid flexion-extension at the elbow with a load
of 10 kg 3 approaches in 3 s (Fig. 9).

Fig. 9. Experiment 4 results.
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In this mode, it can be noticed that large amplitudes of the electromyogram envelope
prevail here, since here a large load falls on the arm, which, moreover, moves with
significant acceleration. Here, the best conversion effect can be observed on the upper
left graph.

In the fifth experiment the settings of coordinates T1 and T2 were similar – holding
a load of 10 kg in static for 3 s (Fig. 10).

Fig. 10. Experiment 5 results.

The amplitude values corresponding to the application of maximum force are not
observed here, however, due to the duration of the process and the weight of the load,
it is clearly visible that there is an increase in the number of motor neurons involved,
which indicates an attempt to stabilize the object in space. It can also be noticed the effect
of supercompensation towards the end of the experiment. The most favorable settings
here can be called the displacement of the coordinates T1 and T2 to the left side of the
sensitivity setting area. This leads to a smoother control process.

The sixth experiment set was held under similar settings of coordinates T1 and T2
– catching a load of 10 kg in 3 s (Fig. 11). The purpose of this experiment was to find out
the features of the behavior of an electromyogram under a sudden external influence.
Here are the results of this experiment. The effect of “catching” the payload at the same
time is similar to the effect of a sudden acceleration during acceleration of the load in
motion. It can be seen that after touching the hand with the object, there is a sharp jump
in the electromyogram, and then it stabilizes in space due to the efforts of the biceps.
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Fig. 11. Experiment 6 results.

The seventh experiment was conducted to reveal the behavior of the rate of change
of the electromyogram, which can be used to identify the intensity of the operator’s
intention (Fig. 12).

Fig. 12. Experiment 7 results.

By the numerical value of this value, we can tell how strong the operator’s desire
to influence the object was. Negative acceleration in this case can be considered as the
cessation ofmovement, thereby allowing you to get rid of the effect of reverse ion current
when relaxing the muscle.

4 Conclusion

As part of the work, it was possible to obtain various data for several operators, on the
basis of which reference values of the control system parameters for calibration for a
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group of operators were obtained. The results of testing the developed algorithm on full-
scale stand imitating the exoskeleton arm with the electric drive, located in the elbow
joint, and controlled with algorithms based on the dynamics of the EMG envelope of
the biceps brachii and triceps brachii of the operator are presented. Further research
will be aimed at developing a system of dynamic selection of T1 and T2 coordinates
(possibly based on the rules of fuzzy logic or neural network) and final tests to identify
the effectiveness of the proposed method.
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Abstract. Quadruped robots have high adaptability and high dynamics, which
provides excellent maneuverability and adaptability to the environment. Robots
have learned to walk on difficult terrain, overcome various obstacles in the form
of stairs and bumps. There were walking robots capable of running like animals.
Home walking robots have a high appeal because they mimic the behavior of
pets. Gait planning is an important component of a walking robot’s control sys-
tem. This article suggests a rules-based approach to gait synthesis. The article
presents a robot model and its mathematical model. The robot gait control system
is considered. The synthesis of the gait of a home robot is made using elementary
foot movements. The calculation of elementary movements is carried out using
a kinematic model of the leg. The issues of stability of the robot when walking
are considered The article provides examples of various gaits of a home robot -
wave gaits, irregular gait and rotation of the robot body in place. The proposed
gait construction principle allows you to change the robot’s gaits as needed, as
well as to build complex models of robot movement. A simulation of the robot’s
movement using synthesized gaits was carried out.

Keywords: Quadruped robot · Control system · Walking robot

1 Introduction

Walking robots are an important area of modern research in the field of robotics. The
walking robot is able to adapt to difficult terrain. Therefore, its patency is higher than
robots with wheels or tracks. A quadruped robot is simpler in design than a hexapod
robot, and has better stability and load capacity than a robot with two legs. Walking
robots can be effective when used in an open area and in a complex environment of
industrial facilities. Home walking robots are more maneuverable than their wheeled
counterparts, and can become our friends and assistants.

Since the 1980s, Raibert’s MIT-Leg lab team has conducted extensive research on
quadruped robots. Over the past time, a number of classical theories have been developed
that have significantly advanced research in the field of quadruped robots. Currently,
typical quadruped robots are: BigDog [1], LittleDog [2] and Spotting [3] from Boston
Dynamics; MIT Cheetah [4] from the Massachusetts Institute of Technology, ANYmal
[5] from the Swiss Federal Institute of Technology Zurich; HyQ [6] from the Italian
Institute of Technology, Unitree [7] from a Chinese company Unitree Robotics.
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The most important component of the control system of a walking robot is gait plan-
ning. Currently, this field of research is rapidly developing. The traditional method of
gait planning is planning based on the kinematic model of a quadruped robot. Matsuoka
[8] proposed a method for controlling a central pattern generator (CPG) to simulate bio-
logical spontaneous rhythmic movement. CPG control was mainly based on a simplified
single-layer CPGmodel with feedback to implement gait control. This method has been
actively used by other researchers [9]. A detailed overview of this method is given in
[10].

Early studies of the gaits of walking robots provided an understanding and mathe-
matical formulation of the usual gaits found in nature in insects and animals. A detailed
review is given by Gonzalez in [11].

Currently, the main directions in the field of gait research are increasing the speed of
movement of robots, increasing stability and increasing cross–country ability in difficult
areas with restricted areas. To move a walking robot through difficult terrain, the robot
must choose a fulcrum for each of its steps. This gait was called a free gait. McGee and
Frank [12] analyzed the free gait in detail, and then the researchers used the free gait
to conduct significant research on the passage of difficult terrain. To implement a free
gait, various methods are used – training neural networks, optimizing the position of the
center of gravity, etc. An overview of some methods can be found in [13, 14].

A home robot should be able to move in a difficult environment: in rooms with
furniture and various objects, along corridors, possibly stairs. The surfaces on which the
home robotmoves are usually flat surfaces. However, due to the difficult situation, simple
wave gaits are not enough for suchmovements. Research in this area has shown that non-
periodic and even free gaits are necessary for such movements. The speed of movement
of a home robot in such conditions is not a priority factor. It is much more important
to ensure the stability of the robot’s gaits and patency in a tight space. Limitations on
the complexity of the home robot control system leads to the idea of limiting oneself
to a set of non-periodic (intermittent) and wave gaits. The problem is the coupling of
different gaits with each other, ensuring the movement of the robot without long stops,
the stability of the robot and providing small computational costs for the implementation
of the movement.

This paper proposes a rule-based approach to gait synthesis. The gait of a home robot
can be synthesized from elementary foot movements. These movements are calculated
in advance so as to ensure the stability of the robot’s movement. The use of repetitive
elementary movements will reduce the requirements for the necessary computing power
for the control system.

2 Model of Home Robot

The appearance of the home robot is supposed to be made similar to a dog (Fig. 1a). To
do this, it has four legs, each of which has three degrees of freedom. The robot also has
a head with several degrees of freedom and a tail. These design elements are needed to
animate the emotional state of the work. They are not considered in this paper.

The robot leg has a simple design (Fig. 1b). The leg design contains three drives that
allow you to move the foot touch point in three dimensions. The M1 drive deflects the
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Fig. 1. a) Robot model; b) model of robot’s leg

leg from the vertical position. It is fixed on the robot body. TheM2 drive is located close
to it, deflecting the leg forward or backward. The M3 knee joint drive bends the leg.
It is located in the knee. This increases the mass that the M2 drive moves. Potentially,
this leads to a limitation of the speed of movement of the leg. Dynamixel type drives
are supposed to be used as drives. They have a low speed of movement, which is not
sufficient for rapid movements of the legs. However, this design is easy to implement,
so it is quite justified for a home robot.

The mathematical model of the robot’s leg is shown in Fig. 2.

Fig. 2. Mathematical model of robot’s leg

In general, the robot’s leg is deflected from the vertical position. The slope of the leg
plane is determined by the angle θ1. The calculation of angles θ2 and θ3 for drives M2

and M3 is similar to the equations presented in [15].
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The initial parameters for calculating the angles of the drives are the coordinates of
the fulcrum (X, Y, Z) with respect to the beginning of the leg (1).

θ1(Y ,Z) = arctg Y
Z ,

θ2(X ,H ) = arccos
L22+L24−L23

2L2L4
− arcsin X

L4
,

θ3(X ,H ) = arccos
L22+L23−L24

2L2L3
,

L4 = √
X 2 + H 2,H = √

Z2 + Y 2.

(1)

Here: L2 and L3 are the lengths of the robot leg links; M1, M2 and M3 are the robot
leg drives; X and Y are the displacement of the point of contact of the foot from the
projection of the beginning of the foot in the plane of the support surface; Z is the height
of the beginning of the foot from the surface, H is the distance from the beginning of
the leg to the point of contact in the plane of the leg; h is the height of the leg lift above
the surface; Ls is step length.

To simplify the calculations, we will assume that the robot body retains a horizon-
tal position during movement. Since the home robot must move on flat surfaces, this
assumption is quite justified.

3 Motion Planning

A path planning and step generation system is used to generate robot movements. This
system is built on the basis of rules (Fig. 3), which determine the types of possible
movements of the robot’s legs, the set of movements for gait and other parameters.
Path planning is the generation of control commands to move the robot from the initial
position to the target position. This is a multi-stage process in which several stages can
be distinguished:

Fig. 3. Process of gait generation
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Path segmentation splits the path into separate sections with their own types of gaits.
For example, the beginning of movement, moving forward, stops, turns, the end of
movement. When splitting, a library of geometric representations of gaits is used. The
development of this component of the control system is a separate complex task and is
not considered in this paper.

Footstep generator implements a specific character of the robot’s movement (gait),
using smaller primitives of the movement of individual legs. His task is to start the
process of moving individual elements of the legs and synchronize it in time.

Leg control controls the movement of the leg drives, carrying out a given control
process in time. This is the most time-critical part of the control system. Control com-
mands to the drives must be issued at a frequency of 50 to 100 Hz and must be strictly
synchronized.

This approach makes it possible to implement wave periodic gaits in fairly simple
ways to move forward or backward, intermittent gaits to make turns.

4 Stability of Robot

Since the speed of movement of the home robot is chosen small, and the robot moves on
flat surfaces, we can limit ourselves to the classical criterion of static stability SSM [11].
The stability of the robot is determined by the position of the projection of the center of
gravity (COG) on the support surface. The robot will be statically stable if the horizontal
projection of its center of gravity lies inside the reference polygon (Fig. 4). For a robot
with four legs, the reference polygon can be either a quadrilateral or a triangle.
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Fig. 4. Static stability of robot

To ensure a margin of stability, the distance from the projection of the COG center of
gravity to the edge of the reference polygon must be at least the specified value (Fig. 4).

To ensure the stability of the robot, we will use stable types of gaits. Their stability
is tested at the modeling stage.

The basic idea of such gaits is that the static stability of SSM should be provided for
each phase of the gait.
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5 Gate Generation

Theoretical studies conducted earlier by [11] have shown that the number of possible
gaits of a quadruped robot is 4! (24 in total), which is quite large. The number of statically
stable gaits is significantly less. They can be determined by the criterion of static stability.

To form the gait, we will use the splitting of the trajectory of the movement of the
foot into different sections. Two main phases can be distinguished when performing
a step: the reference phase and the transfer phase. In the reference phase, the robot’s
foot contacts the surface. When the robot body moves, the reference point is stationary
relative to the surface. However, at the same time it moves relative to the robot body.
The laws of change of the drive angles when moving the reference point along a straight
line are nonlinear and are determined by Eqs. (1).

In the transfer phase, it is necessary to move the reference point of the robot’s leg
back in relation to the direction of movement. To perform the step, we chose a piecewise
elliptical trajectory of the foot movement [15]. In it, it is possible to distinguish the phase
of lifting the foot, moving back in a straight line and lowering the foot to the surface.
Let’s look at the examples of the process of gait formation.

Figure 5a shows an example of a regular gait with alternate transfer of legs. The
diagram of the pivot point transfer is shown on the right. The origin of the coordinates
corresponds to the projection of the beginning of the leg on the support surface (Fig. 2). In
phase 1, the leg 1 is transferred back. This corresponds to moving the fulcrum from point
D to point A in the right diagram. This element of movement requires its own trajectory
of movement of the leg. In the remaining phases, the foot support point 1 moves in a
straight line relative to the robot body. This corresponds to the transition from point A
to point D. In phase 2, there is a transfer of leg 2, which takes place similarly. The leg
transfer time is equal to ¼ of the duration of the walking cycle.

This gait is periodic. From Fig. 5a, it can be seen that after the completion of phase
4, phase 5 begins again. The nature of leg movement for this gait is the same. The speed
of movement of the robot’s body remains constant.

For this regular gait, the following elementary leg movements can be distinguished:
The transition A→ B is the shift of the reference point in a straight line. The contact

with the surface is continuously maintained.
Transitions B → C and C → D are made similarly.
The transition D → E is the transfer of the leg with separation from the surface. For

him, it is necessary to additionally set the height of the leg lift above the surface.
Thus, in order to perform a regular gait (Fig. 5a), only four elementary legmovements

are necessary. A regular gait with alternate shifting of the leg can be used to move in
a straight line. Note that the stability of such a gait is low, since the projection of the
center of gravity is located near the diagonal side of the reference triangle (Fig. 4).

Figure 5b shows an example of a regular gait with simultaneous transfer of two legs.
It can be noticed that this gait has two phases. In each phase, one diagonal pair of legs
is transferred. This gait has only two elementary movements: shift A → B and transfer
B → A.

Note that this gait is not statically stable, since when transferring two diagonal legs,
the reference polygon turns into a line (Fig. 4). The gait can be dynamically stable if the
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Fig. 5. a) regular gate, alternate rearrangement of legs; b) regular gate, moving by twos

legs move quickly enough. In this case, the robot body does not have time to tip over
due to the large inertia. In our case, when using slow drives, such a gait will not work.

To increase the stability margin, it is necessary to mix the projection of the center
of gravity closer to the center of the reference triangle. To do this, you can use the
discontinuous gaits described in [11]. One leg is carried when all the other legs are on
the surface. At the same time, the robot’s body remains stationary, which ensures the
static stability of the robot. The body is set in motion by all supporting legs, while the
legs move simultaneously.

In Fig. 6a a possible variant of such a gait is shown.
Unlike the previous cases, the legs move from one point to another with a stop at

the end point. Figure 6b shows a rotation option. In phase 1, the reference points of the
robot’s legs move along the arcs of the circle relative to the center of rotation CR. Note
that in this case, each leg must move along its own trajectory. In Fig. 6b on the right
shows an approximate view of the trajectories for leg 1. After turning the body, the robot
stops. The following phases of movement are necessary for alternately transferring the
legs to the initial positions. After completing all phases, the robot is ready for a new
move.

To perform elementary displacements, the dependences of the angles θ1, θ2 and θ3
on time are calculated using Eqs. (1). Next, for each obtained dependence of the rotation
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Fig. 6. a) discontinuous gate; b) rotate from center of rotation (CR)

angle of the drive on time, a Bezier polynomial is constructed. With this method of
representing the dependence of the rotation angle on time, it is possible to obtain a
compact representation while maintaining the necessary accuracy. When controlling,
the leg controller uses the previously calculated Bezier polynomial to calculate the
angle for each stroke of the drive control. The calculation of the polynomial has a low
computational complexity and can be implemented on simple microcontrollers.

The pairing of different gaits occurs according to the same principle as the synthesis
of gait. For example, to start moving using the periodic gait shown in Fig. 5a, it is
necessary to bring the positions of the legs in accordance with the beginning of phase 1.
To simplify the task, an intermediate state can be introduced, for example, when the robot
stands motionless on four legs. From this position, the legs are alternately transferred to
the phase 1 position, then sets the speed. At the end of walking, it is necessary to stop
and move the legs to an intermediate position.

Thus, the coupling of the robot’s gaits and poses is also a set of elementary
movements.

6 Experiments

Theproposedmethod of synthesizing the gait of awalking robotwas tested on a simulator
(Fig. 7). Experiments have shown acceptable stability of the robot when moving.
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Fig. 7. Simulation of robot’s gate

For the experiments, the sets of elementary movements necessary for the formation
of gait were formed manually. Each elementary movement was set by the coordinates
of the points of the beginning and end of the movement of the foot reference point. The
coordinates were calculated relative to the beginning of the leg (Fig. 2). The formation
of the angle change functions during movement was calculated using Eqs. (1). The
calculated dependences of the change in the angles of the drives on time in the form of
coefficients of Bezier polynomials were recorded in the gait library (Fig. 3).

The stability of elementary movement was calculated using the SSM criterion when
modeling gait. The footstep generator set the functions of changing the angles of the
drives and synchronized them in time. After calculating the angles of the drives, they
were sent to the robot simulator.

7 Conclusion

The development of sets of movements of a home robot and its poses is a separate
interesting task. The robot’s poses should reflect its emotional state. Together with the
position of the body, it is important to take into account the position of the head, tail
(Fig. 1), sounds and other visual characteristics.

Obviously, the set of movements of a home robot should be quite rich. Movements
should include moving in a straight line, various turns, poses for expressing emotions,
etc. At the same time, the number of elementary movements and gaits will be large. To
effectively manage such a volume of data, it is necessary to develop special software
tools.

Special cases are cases of rebalancing. For example, a home robot may fall on its
side. In this case, the control system must determine the current position of the robot’s
body, then select a pose suitable for restoring the vertical position.Walking robots, unlike
wheeled machines, can change the shape of their body and get up when tipping over.
Conducting research in this direction is an interesting task.

The use of gait synthesis from elementary movements makes it possible to obtain
a compact description of gait. This method allows you to pair different poses and gaits
with each other, and ensure the movement of a walking robot without long stops. This
method uses repetitive elementary movements of the robot’s legs. This approach will
reduce the requirements for the necessary computing power for the control system of a
home robot.
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Abstract. We present a fish robot implementing a thunniform type of movement
in aquatic medium. The shape of the robotic fish body was copied from tuna fish
using 3D model constructed from a photograph. The robot is equipped with a
flexible tail whose oscillations provide translational motion in a water pool. We
designed a control system imitating a simple CPG (central pattern generator),
propulsion system implementing a simple form of muscle contraction activity and
build experimental setup to monitor functional characteristics of the robot move-
ment. We analyze how these characteristics including motion speed and energy
consumption depend on the parameters of the oscillating tail, e.g. shape of the tail,
frequency and amplitude of the oscillations. The fish robot demonstrated rather
effective performance and can be further optimized. We also developed a simula-
tion model of the fish swimming. The model includes exact copy of the geometry
of the robotic fish body comprising rigid compartments and oscillating tail. Vir-
tual robot movement in the water medium is modeled by numerical solutions of
hydrodynamic and robot body biomechanics equations. In numerical experiments
we calculated kinematic parameters of fish movement and visualized hydrody-
namic flows at different stages of movement. Detailed simulation showed good
qualitative agreement with experimental swimming in real water environment.

Keywords: Biomorphic robotics · Fish robot · Neuromorphic system · Control ·
Propulsion system · Locomotion · Central pattern generator (CPG)

1 Introduction

Biomorphic robotics has attracted great attention of researchers from different areas of
science and technologies. Such robots reproduce basic mechanisms of movement of
living animals including surface walking or crawling, flying in air or swimming in an
aquatic medium. On the one hand, it is still a focus of fundamental research of how
animal biomechanics and movement control are organized. On the other hand, fantastic
performance of animal movement in terms of maneuverability and energetic efficiency
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has attracted engineers targeting to design biomorphic robotic systems reproducing the
functionality of living prototypes.

Fishes look like one of the simplest natural prototypes to be reproduced in biomorphic
robotics [1]. Unlike in walking or flying animals the problem of balance relative to
gravity field does not actually exist for fishes. In other words, movement control system
needs to provide only locomotion in 3D aquatic medium. In nature fishes are excellent
swimmers covering long distances reaching rather high cruising speed and demonstrate
significant maneuvering skills. Take, for instance, tuna fish cruising with the speed up
to 120 km per hour or a pike attacking with acceleration of 25g [1]. Note, that energy
consumption of animals taken from biochemical metabolism stay at very low values
(dozen ofwatts) for such exiting performance.Major factors providing such performance
are believed to be biomechanics of movement and organization of its control. Obviously,
that the main fish driving forces are tail oscillations. A number of peripheral fins provide
mostly fine tuning in the fish movement during maneuvering. Depending on the type
of the oscillations fish movement biomechanics can be divided on several types. The
subcarangiform type of movement is characterized by a wave propagating from the
head to the tail with just slightly increasing amplitude. Typical representatives of this
group are salmon and cod. With the carangiform type of movement changes in the
wave amplitude becomes noticeable (take, for example, mackerel and barracuda fish).
Thunniform locomotion is characterized by the head staying almost at rest, and the
oscillations starts approximately from the middle of the body and takes its maximum at
the tail fin [2, 3]. Organization of motor control of the fish movements are determined by
complex interaction of three body systems: the central nervous system (the brain and the
spinal cord), the peripheral nervous system (nerves projecting to muscles and sensory
neurons) and the musculoskeletal system. Central nervous system is responsible for
solving “strategic” tasks of generating agile locomotion patterns and processing multi-
modal sensory information. Robust oscillation andwave patterns are generated by central
pattern generators (CPGs) located in the cord and driving actuator system (e.g., muscles).
CPGs represent neural circuits capable to generate coordinated rhythmic activity even
without sensory feedback and descending drive [4–9]. They provide basic locomotion
patterns by producing rhythm and coordination. Feedbacks modulate these patterns to
fit current environment conditions.

2 Recent Works

Many fish robot solutions have been proposed in recent decades. According to classifi-
cations of natural prototypes fish robots can be also divided following the locomotion
patterns. For thunniform locomotion, oscillatory tail fin movement generates thrust and
yields robot’s translational motion. Obviously, that thunniform locomotion providing
fast movement, has attracted primary interest in technological engineering. One of the
first tuna-mimetic robot, RoboTuna, was proposed by MIT [10, 11]. Based on Robo-
Tuna, the Vorticity Control Unmanned Undersea Vehicle (VCUUV) providing sim-
ple maneuverability and up-down motion was developed [12]. Along with multi-joint
robot body design different solutions with a soft body was further proposed [1, 13, 14].
Electromagnetic-drivenmulti-joint bionic fish design and different control strategieswas
proposed in [15].
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Strategic task in the development of underwater robots (not only biomorphic ones)
is to achieve maximal performance in robot functionality, particularly, in speed and
maneuverability with minimal energy consumption. In biomorphic solutions, the shape
of the body and the geometry is fixed by “natural evolution” with a number (rather
large) of dynamic variables, such as tail fin amplitude, frequency, order and phases of
activation other fins. For each shape design, the key task is to compute and experimen-
tally validate the dependences of the robot performance on dynamic parameters finding
optimal values, if exist. Note, that even for thunniform robots whose propulsion system
is quite simple dealing with tail oscillations optimal values can be quite sensitive to
hidden parameters of the tail oscillations. In particular, it was recently shown that tail
flexibility and stiffness could significantly influence on cruising speed [16]. The later
research included a simulation model that could effectively predict characteristics of
robot’s functionality depending on model parameters.

In this paperwe used our biomorphic robot implementing the thunniform locomotion
(Fig. 1) described earlier in details in [17]. A 3D digital model of the robot shape was
used in a novel mathematical model simulating swimming of particularly this robot in a
water environment. In simulations and in real physical experiments presented in full in
[17] here we calculated characteristics of robot’s performance depending on the model
parameters and compare the results.

Fig. 1. a) A picture of tuna fish; b) 3D digital model of biomorphic thunaform robot used in
simulations and in physical experiments.

3 Methods

To imitate thunniform (tuna) and carangiform (horse mackerel) locomotion, a robot with
a rigid body and a flexible tail can be used, since oscillations start approximately from
the middle of the body. To create a robot using, for example, a subcarangiform type
of swimming (salmon), it will be necessary to use a flexible body that deforms when
moving. Contrariwise, the use of a rigid case greatly facilitates the installation of internal
electronics and the manufacture of the case itself.

We developed a robotic fish prototype implementing thunniform locomotion. The
shape of the body replicated its natural prototype, e.g. tuna fish (Fig. 1).We used standard
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3D printing technology to elaborate vessel hull. General device layout is illustrated in
Fig. 2.

Fig. 2. Robotic fish system components: 1. Servo. 2. Control boards for motion control and data
processing from sensors and on-board systems. 3. Camera. 4. Ultrasonic rangefinder camera (one
of four is shown in the diagram). 5. Sensor system including pressure sensor (planned range
up to ~ 6 atm.), temperature sensor, gyroscope, accelerometer, magnetometer. 6. LED spotlight.
7. Immersion system (based on ballast tank). 8. Sealed connector Not included in the scheme:
Batteries, lead ballast, side fin servo drives; b) Schematic view of the bionic tail drive.

Thunniform locomotion was implemented by servo drive connected with two wire
rods providing flexor/ extensor muscle like dynamics. In the result robotic fish demon-
strates translational motion in the swimming pool. Control system permit to vary tail
oscillation amplitude and frequency.

Experimental setup is schematically shown in Fig. 3. Translational movement of
the robotic fish is recorded by video camera. Robot’s trajectory is digitized and pro-
cessed to calculate the translational speed of the body. Detailed description of the setup
construction and remote-control system used in experiments can be found in [17].

In simulations we used custom-made software program based onANSYS that permit
to generate accurate 3D replica of the body of the robot used in experiments accounting
all geometrical proportions, mass distribution parameters, inertial parameters and others
needed to complete Navier-Stokes equations built in the software package. Method used
in modeling the dynamics of biomorphic underwater robots was presented and tested
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Fig. 3. Schematic view of experimental setup [17].

in work [18]. To simulate the dynamics of a fish-like robot, a surface and mesh defor-
mation algorithm was developed accounting for fish-like deformation, similar to that
observed in the experiment. The equations of robot dynamics and fluid dynamics were
solved together. This approach permitted to obtain detailed data on the dynamics of the
movement of a fish-like robot, such as the amplitude of fluctuations in the course of roll
and trim, as well as their average values. It was also possible to compute macro charac-
teristics of movement such as average speed of the body to compare with experimental
results.

To estimate energetic efficiency in experimentsweused the followingmethod.Useful
output energy is defined by the distance traveled by the robot. Input energy corresponds
to energy value consumed by the servo, which is directly proportional to movement of
the servo shaft. A quantity estimating the energetic efficiency coefficient, E, is defined
as (see [17] for details):

E = v1000

2αF
,

where v[m/s] is the movement speed, α[rad] is the tail oscillation angle and F[Hz] is the
tail oscillation frequency.

4 Results

Figure 4 illustrates swimming of the biomorphic robot model visualized from numerical
simulation. Tail oscillations result in direct translational motion of the robotic fish.
Vortices of the flow that appeared due to the oscillations can be also visualized. Note
that rigid head part of the fish robot demonstrates low amplitude oscillations, which,
however, does not affect much the water flow.
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Fig. 4. Consequent snapshots of the fish robot swimming (from top to bottom) in computer
simulation illustrating its translational motion in aquatic medium.

Following the simulations,we calculated basic kinematic characteristics of the swim-
ming. Figure 5a illustrates typical acceleration profile of the robot started from zero
initial conditions. After several seconds, it reached the stationary value of the velocity
for a chosen set of dynamic characteristics (tail oscillation amplitude and frequency).
As expected in a simple kinematic model it is a sigmoidal function with monotonically
decreasing acceleration values.

In physical experiments, a plate with a plotted coordinate grid with a cell size of
100 × 100 mm was placed at the bottom of the pool. At each step of the experiment
the robotic fish was launched with the specified (fixed during one iteration) control
parameters of the amplitude and frequency of tail oscillations. After starting and gaining
speed, the layout moving against the background of the coordinate grid was shot with a
camera. According to the obtained video data, the speed and nature of the movement of
the model were determined at various parameters of the amplitude and frequency of tail
oscillations. Figure 6 illustrates measurement and speed detection errors obtained over
more than ten trials for each experimental point. The vertical bars show the error of the
mean (standard deviation multiplied by the root of the number of repetitions).
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Fig. 5. Fish robot velocity versus time. Parameter values: tail frequency, F= 2 Hz, tail amplitude,
α = 0.52 rad; b) Fish robot velocity versus tail oscillation frequency.

Next, we calculated swimming performance characteristics estimating the energy
consumption (see,Methods). Figure 7 illustrates that this quantity decrease with increas-
ing tail amplitude. It was somewhat expected becausemore tail amplitude providedmore
vortices during swimming (Fig. 4).
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Fig. 6. Dependence of the robot speed on the angle of deflection of the tail. Parameter values: F
= 4.92 Hz

Fig. 7. Robot swimming efficiency (ratio of robot movement to servo rotation, see Methods for
details)

5 Conclusion

We developed a research platform comprising simulation model, robot working pro-
totype and experimental setup to investigate the dynamics of thunniform locomotion
of underwater fish robot. First results of computer simulation showed good qualitative
agreement with experimental swimming in real water environment. Quantitative differ-
ences between the parameters of real and virtual swimming, e.g. higher frequency is
needed in experiments to achieve the same values of velocity, can be explained by the
following reasons. In the model there are no rods running from the servo to the tail
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fin. The surface of the design model does not have technological holes for fasteners.
Another essential point in the experiment is the wire running from the operator to the
model, on which floats are attached to maintain its neutral buoyancy. This wire, despite
the small cross-section (three separate conductors with a diameter of 1 mm), can make
a significant contribution to the hydrodynamic resistance of the robot. Furthermore, the
model did not accounted waves reflected from the walls of the swimming pool. It can
also affect ideal swimming.

In spite of these difficulties the thunniform fish robot demonstrated rather effective
performance and can be further optimized to improve its functionality.

Acknowledgements. This work was funded by the Russian Science Foundation (grant No. 21-
12-00246).
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Abstract. This research deals with the task of detecting security anomalies and
incidents in corporate smart spaces equipped with physical access control systems
that support simultaneous implementation of various user identification and/or
authentication methods and are often integrated with corporate cyber-physical
and robotic systems. This approach allows gathering auxiliary data related to user
behavior and thus detecting a wider range of security-related situation, such as
entry and exit mismatches, usage of another person’s passes, and even faults and
failures of the access control system itself, aswell as achieving the higher reliability
of user identification. For this purpose, an architectural solution for a system that
uses RFID identification and face recognition was built. A corresponding data
model was proposed. Using this data model and its implementation (for example,
using relational databases and object-relationship mappings), the gathered data
can be processed in order to detect potentially anomalous situations and security
incidents. Then, the description and classification of such situationswas given, and
the delays of operation were measured during the experiment. The measurement
shows that the delays allow experiencing the process of interaction as being one
continuous flow. The tasks of future research were also specified.

Keywords: Cyber-physical systems · Physical access control system ·
Human-robot interaction · Smart space · Physical security · User identification ·
Authentication · User behavior · Security anomalies · Data modeling

1 Introduction

Physical access control systems (PACS) have become an integral part of corporate gov-
ernance in various organizations. Such systems allow optimizing the workflow as well as
increasing the security level and labor discipline. Access control is a security feature that
limits the sets of users who can access the organization resources and facilities. This is
the basic concept of protection, which minimizes the danger to the organization. Control
over the organization staff is carried out by collecting and processing information about
the time when employees arrive to and leave the organization, as well as about their
movement inside the facilities. According to [1], PACS is an electronic system that con-
trols the ability of people or vehicles to enter a protected area by means of authentication
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and authorization at access control points. Access control systems delimit the rights of
access to the premises (zones, territories) of certain categories of staff and restrict the
access of those who do not possess required rights.

An important element of the system functioning is the identification of security inci-
dents and anomalies in the organization, checking compliance with the work schedule.
For these tasks, network systems are more effective than stand-alone systems (an alter-
native to door locks), as they have more features: they can set up access to the premises
on a schedule, control the work schedule and integrate with video cameras, security
and fire systems, or with the corporate cyber-physical environment [2], for example, in
providing targeted digital signage [3]. Such systems can interact with corporate cyber-
physical and robotic systems for various purposes, for instance, personalized assistance
and guidance. Network systems are connected to a computer and controlled remotely.
In the presented article, we are talking about the developed system for controlling and
managing access to the organization based on face recognition of employees and visitors
and RFID identification that also focuses on post-processing of security data.

Usage of multiple identification methods and integrating PACS into corporate smart
spaces extends the ability to detect a wider range of security anomalies. In the consid-
ered case, combining face recognition and RFID allows detecting the situations of using
someone else’s RFID cards, etc. The approach also takes advantage from the different
capabilities of the identification methods: for example, face recognition can be per-
formed without active human participation, in various zones and places and by means of
stationary systems or mobile robots, which allows gathering auxiliary data that describe
user location and behavior.

The following tasksmust be solved for successful identification of security anomalies
in organizations:

1. Architectural solutions for user identification and authentication, including the
combined approach, should be provided.

2. Models for data storage and processing should be developed.
3. Security incidents and anomalies should be described and classified.
4. An approach for identifying potential security violations and anomalies should be

proposed.

2 State of the Art

Physical access control systems (PACS) are widely used in various organizations. A lot
of solutions are known, just a little of them are mentioned in [4], and their development
belongs mostly to the field of engineering.

The problem of data post-processing in PACS has been much less studied. A large
volume of logs contains useful information that is often not used or underused. This
information can be examined in a similar way to how computer network traffic [5] or
remote shell actions [6] are examined for anomalous user activity, that can be a sign of
a security incident.

Anomaly detection consists in discovering data that do not fit the rest of the dataset.
Anomaly detection can be used in various domains, for example in intrusion detection
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system, for finding instances of fraud, or for finding out if a safety critical system is
running in an abnormal way before any major harm is done [7]. Thus, this will allow
identifying potentially dangerous situations, which may include both facts of violations
and cases of incorrect functioning of the PACS itself.

Work [8] considers the issue of cloud architectures for PACS. This allows collect-
ing data more efficiently for subsequent analysis, but data analysis algorithms are not
considered.

In [9], an approach to anomaly detection based on the analysis of PACS logs is con-
sidered. The approach allows clustering users according to their behavior and assessing
how atypical user behavior is regarding her/his group. The authors analyze the count of
location access (including successes and denials), count of weekday/weekend access,
count of day/night access cases and employees’ job roles and departments.

In [10], the analysis of logs for forensic purposes is considered. The clustering results
are checked for anomalies based on a score that considers some factors such as the total
members in a cluster, the frequency of the events in the log file, and the inter-arrival time
of a specific activity. The authors also propose a method for visualizing events.

Work [11] pays attention to the anomalous behavior of users, but in this research
the apparatus of graphs is applied. Emphasis is placed on the frequency of access to the
organization facilities.

It should be noted that the authors of these articles and tools do not take into account
specific methods and technologies of identification, authentication, authorization, com-
bined application of such methods and technologies, assessment of their reliability and
issues of working with heterogeneous data that are generated by the joint use of various
techniques.

There are also tools for generating analytics and visualizing data in PACS, for exam-
ple, Splunk [12], which also allows detecting simple anomalous situations (for instance,
mismatches in the number of entries and exits using the same card). Again, this is a tool
for PACS using a single identification method.

This research, in contrast, deals with the task of detecting security anomalies and
incidents in PACS that support combined implementation of various user identification
and/or authentication methods.

3 Materials and Methods

3.1 System Architecture

The principal difference in the proposed architecture is the support of multiple user iden-
tification methods. As an example we will consider the prototype under research in SPC
RAS that implements two identificationmethods:RFID (RadioFrequency Identification)
and face recognition.

RFID is the most reliable and simple way to identify and authenticate users bymeans
of RFID cards with unique identifiers at the stationary turnstile. At the same time, this
method of identification has a significant drawback, as the system cannot verify that a
particular card is used by its legitimate owner.

Face recognition can be used as an auxiliary identification method to increase the
identification accuracy and obtain extra data. For this purpose a software for detecting
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and identifying faceswas developed that uses deep learningmodel FaceNet characterized
by high recognition accuracy and possibility of real-time operation. Also, an approach to
generation of synthetic data for learning on the basis of generation nets was implemented
[13, 14].A face recognition systemcanbe installed both on a stationary device or amobile
robot.

The general PACS architecture is shown in Fig. 1 and consists of the following
subsystems:

1. RFID identification subsystem that:

a. stores the valid RFIDs in the local database;
b. saves an event in the form< RFID reader ID, card ID, timestamp> to the local

buffer if a RFID card was used;
c. if the data processing server is available:

(1) keeps the RFID database up-to-date using the data processing server API;
(2) transmits events from the buffer to the data processing server;
(3) receives commands to open the turnstile, to show access granted/denied

signals, as well as to alter the local configuration;

d. if the data processing server is not available:

(1) keeps the event data in the local buffer;
(2) opens the turnstile and shows access granted/denied signals according to

the local configuration and RFID database contents;

2. Face recognition subsystem that:

a. stores and keeps up-to-date the local employee database (IDs and vectors);
b. receives the video stream from cameras;
c. identifies employees and visitors in the video stream;
d. transmits the recognized person ID, position and direction to the data processing

server;

3. Data processing server that:

a. obtains from the management server and transmits to the RFID subsystem the
current configuration, including sets of active RFIDs;

b. obtains from the management server and transmits to the face recognition
subsystem employee IDs and vectors;

c. receives RFID event data from the RFID subsystem;
d. receives data of the recognized users from the face recognition subsystem;
e. decides to grant or deny access and sends corresponding commands to the RFID

subsystem;
f. transmits all collected event data to the management server for accounting;
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4. Management server that:

a. stores employee and visitor information;
b. stores PACS device data and configuration;
c. enables the system administrator adding, editing and deleting the user and device

data;
d. provides the data processing server with the up-to-date user and device data;
e. stores the event logs;
f. visualizes the event logs for the authorized users;
g. carries out data analytics;
h. generates reports.

Fig. 1. General PACS architecture.

Figure 2 shows a sample scenario of RFID subsystem functioning in case when this
subsystem uses the internal ID database along with the server API to keep the database
up to date. The scenario is described in the BPMN notation.

3.2 Data Model

Heterogeneous data generated by PACS modules that implement different identification
methods need to be consolidated into a global database for further processing. For this
purpose, a data model is constructed. In its simplest form, suchmodel can be represented
as a specification of classes, their properties, and class relationships. On Fig. 3 this model
is provided in the form of a UML class diagram. The main types of objects (classes)
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are: a registered event (LogEvent) and in particular a PACS event (PACSLogEvent), a
device (Device) and in particular a PACS device (PACSDevice), a user (Employee) that
belongs to an organization department (Subdivision). Any user’s (employee’s, visitor’s)
data is stored in the database, so it is possible to identify the user by different methods
(EmployeeIdentification).

Using this datamodel and its implementation (for example, using relational databases
and object-relationship mappings), we can process the gathered data in order to detect
anomalous situations that are described in the next section.

3.3 Anomaly Classification

Passage through the turnstile is possible in two modes, when the passage control is
carried out by the system, or the passage control is carried out by a person (watchman,
security guard). At the same time, video recording and face recognition of employees
passing through the turnstile are carried out. Consider some situations that may arise
during the PACS operation and may potentially lead to security violations.

Abnormal (anomalous) situations for the automatic access control can be grouped
as follows:

• using a single authentication method:

– registering the exit of a person before registering the entry;
– registering the entry of a person in the absence of exit;
– repeated passage in the same direction using one pass without a corresponding
passage in the other direction. Such a situationmay arise, for example,when passing
outside the turnstile, when the system will not register a visit;

• using a combination of authentication methods:

– video recording of the passage of a recognized or unrecognized person without
using a pass and opening the turnstile, i.e. passing through the turnstile without a
permission signal (for example, if a person jumped over the turnstile);

– using a pass without corresponding video registration of a user (this situation
may have various causes, including using another employee’s pass, inaccurate face
recognition, etc.);

– discrepancy between the personal data received from the employee’s pass and the
data obtained after face recognition from installed cameras, which may indicate
that someone passed through the turnstile using the pass of another person.

Let us also consider the scenarios for the manual access control mode in case when
a guard controls the passage manually in addition to the system. Thus, anomalous
situations, in addition to those described above, include the following:

• passing through the turnstile with a pass, exiting in manual mode and vice versa;
• manual entry or exit without face recognition.
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Fig. 2. BPMN diagram for the RFID identification subsystem.

For each situation described above, its presence or absence within a certain period
of time are checked with specific database queries.
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Fig. 3. Class model.

4 Experiments

The conducted experiments consisted in measuring delays between the RFID card appli-
cation and the implementation of an automatic decision to grant or deny passage. The
measured time interval begins with the moment when the event of card application is
received by the actuator and ends with the moment of decision registration in the global
database. The measured delays are shown in Fig. 4.

Also, processing times of queries to detect sample behavior anomalies were carried
out. Average processing times for user authentication and a sample anomaly detection
task are given inTable 1.As a sample anomalywe considered a situation of presence of an
exit event for a user when the corresponding entry event is missing, so the corresponding



Complex User Identification and Behavior 207

SQL query to the database was built and executed. Authentication takes more time due
to the need of physical module operation and data transmission.
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Fig. 4. Processing times for user authentication

Table 1. Average data processing times.

Operation Average time, seconds RMS

User authentication 0.26 0.24

Anomaly detection
(entry/exit mismatch)

0.06 002

Thus, the considered processes are completed in a reasonable amount of time and
meet the criterion of experiencing the interaction as being one continuous flow with
delays less than 1 s [15].

5 Conclusion

The task of detecting security incidents and anomalies in PACS based on combined
use of different types of user identification is insufficiently researched nowadays. We
considered an implementation of PACS that performs employee identification using
both RFID and face recognition, and introduced the architecture of such system, some
scenarios of its functioning, and a data model.

Application of PACS that combine several methods of identification will allow:



208 D. Levonevskiy et al.

• achieving the higher reliability of user identification;
• collecting additional and redundant data for the purpose of anomaly detection,
analytics, and forensics;

• control the premise access more precisely due to usage of both stationary and mobile
devices, including robotic systems;

• detecting a wider range of anomalies and incidents.

As well, the set of detected incidents can be widened with the help of auxiliary data.
For example, it is possible to use video data to detect not only passage facts, but also some
kinds of aggressive behavior [16, 17]. Integrating PACS with other modules, systems
and databases, for example, with the employee database, allows managing employee
attendance, taking into account their working mode, vacancies, holidays, etc.

One of the promising research directions consists in integrating PACS with other
corporate cyber-physical systems, including robotic systems. Such integration expands
the possibilities of personalization of the corporate environment and can constitute a part
of a corporate smart space. Including robots in such smart space can provide targeted
guidance and assistance for visitors and staff and organize human-computer interaction.

As a further research, the mathematical methods of data processing should be
assessed and selected. The most existing methods can be grouped into statistical and
machine learning methods, the latter can be supervised or unsupervised. Such methods
can be assessed in the task of anomaly detection in PACS that share several types of
user identification. Implementation of such methods along with multiple authentication
points in the organization will make possible to get a solution like the one described in
[11], but the difference of such work will consist in combined application of authenti-
cation methods. This will allow increasing the accuracy of situation identification and
explore user behavior more widely. At the same time, approaches to preprocessing and
preparation of datasets for these methods should be developed.
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Abstract. In the current paper the question of the resource-saving tasks distribu-
tion is under consideration. Fog robotics, integrating fog computing and robotics,
transfers the issues of the fog computing to the new subject area, as well as mod-
ern robots require more and more computing power. Tasks offloading to the fog
spotlights the problem of assigning the task to those fog nodes, which failure rate
decrease is acceptable. However, the models and methods of such task relocation
problem are not presented in the literature, as well as the questions of devices
reliability in the fog are not considered. In this paper a new model of task distri-
bution is proposed, which allows to estimate the expediency of the task assigning
to the node from the resource-saving point of view. Every node chooses: to pro-
cess the data or to transmit them to the next node, which is situated farer from
the data source. With the transfer of the data processing to the node of the low
computational resources, its reliability can be improved by means of workload
distribution through the extra-time, which appears due to the data transfer time
reduction. Some selected simulation results are presented and discussed as well.

Keywords: Fog · Robotics · Tasks · Distribution · Reliability

1 Introduction

The increase of the computational complexity of the tasks, which robots within the
robotic complex have to process, has spotlighted the questions of scalability, battery
constraints and storage capabilities of the robotic equipment. This question has been
solved partially by the cloud robotics concept, which presupposes the possibility to
offload the edge devices, sending tasks to the cloud [1–3].

However, the usage of the “cloud” concept has the following drawbacks and
challenges [4]:

• Large distance between the cloud and edge devices causes propagation and transmis-
sion delays.

• Large computational load on a single cloud server causes processing and queuing
delays.

• Increased number of smart devices has hinderedmeeting the bandwidth requirements.
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• Enormous number of smart devices will bring scalability, speed, and computational
issues.

• Wireless medium between cloud and smart devices brings resource management
issues.

• Security is a very critical thread, as the cloud is exposed to the whole world over the
public internet.

• Computing offloading every-time at cloud causes a loss in energy and battery lifetime,
and so on.

Fog (and edge-) computing, complementing the cloud one, provides the acceptable
solutions for the large and geographically distributed IIoT projects, transferring the data
processing to the fog – or to the edge of the network. Within the Internet of Robotic
Things concept, where the interaction between the robots, sensors, gateways and other
user devices takes place, there is a possibility to offload the computational tasks to the
other devices on the edge, to transfer tasks to the fog nodes or to upload them to the
cloud. There are a lot of published papers which consider the problems of scheduling,
resource allocation, network load balancing within the distributed robotic systems [5–
7]. The objective functions considered are various as well, including system latency
minimizing, energy consumption minimizing, etc. However, the question of the edge
and fog devices computational resource saving is not considered in the literature, except
[8–10], while the time of expedient device exploitation does matter.

In the current paper we connect the term of “expedient time of device exploitation”
with the reliability function of the computational node. Reliability function and failure
rate describe the computational resource of the device and the expediency of its usage.
Within the large distributed robotic system every device performing data processing
loses its computational resource depending on its workload [10]. So, having a goal to
extend the acceptable reliability level time period, the tasks offloading – in the edge or
to the fog – must be performed on the basis of some methodology.

The main contributions of this paper are:

• the model of quantitative estimation of the task offloading effect;
• the resource-saving task distribution method which improves the device failure rate
and reliability function.

2 Fog Robotics: State of the Art

Fog Robotics was introduced and coined in the studies [11–13].
The basic elements of the fog robotics concept are: Fog Robot Server, Cloud and

sub Fog Robot Server. According to the description of the concept, Fog Robot Server
perform the general functions of the Cloud-fog-broker, which are to make a decision
whether the computational tasks must be transferred to the cloud or to be performed by
the sub fog robot servers (which are similar to the fog nodes).

There are several studies which propose some new methods and application areas
for the fog robotics concept, which are:

• to enhance human-robot interaction [12, 14, 15];
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• object recognition/grasp planning in surface decluttering [16];
• industrial robotic systems implementation [17];
• coordination of robot movements [5].

Fog robotics benefits are discussed comprehensively in the study [18], where some
experimental results of cloud- and fog-robotics comparison are presented and estimated.
Themain contribution of this study is the estimates of the system latency under conditions
of the cloud data processing and under the fog one. It is shown that the ratio between
time of information exchange between the edge device and the AWS cloud is more than
10 times.

Yet, the role of the fog robotics is not to decrease system latency only. Avoiding the
network congestion within the constrained time period makes it possible to distribute
computationalworkload through the timeperiod and so to increase the reliability function
values.

So, it seems to be expedient to put the data processing to the fog robot servers (or
to the fog nodes nearby). While the most part of the papers are devoted to the latency
problem, the area of the computational resource saving has not been considered, and
the question “where to put the data processing tasks to enhance the device exploitation
period” is still demands some additional efforts.

The basic architectures of the fog robotics system are considered as is shown in the
Fig. 1.

Cloud

Fog Robot Server

Robot Robot Robot

Gateway

Fog Robot Server

Robot Robot Robot

D2D D2D

Gateway

Fog Robot 
Server

Robot Robot

Gateway

Cloud Cloud

Fog Robot 
Server

...

Fig. 1. Fog Robotics basic architectures

One can see that the architecture with the Device-to-Device (D2D) interaction can
maintain the edge computations, while the architecture with multiple fog robot servers
presuppose the active information exchange between fog robot servers. Anyway, the
possibility to process the data via edge computing poses a question of the optimal task
distribution to minimize the failure rate of the computational node and to enhance one’s
exploitation period.
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3 Problem of Resource-Saving Computations

The general problem, which is solved by the FRS, is to distribute the computational
workload through the fog. The same problem is solved by the cloud-fog broker within
the fog computing concept in a way shown in the Fig. 2.

Fig. 2. The interaction between edge, fog and cloud

In case of D2D interaction and the possibility to implement the edge computing
concept within the group of robots, the similar question arises which of the neighbor
robots can share their resources to process the data and to decrease the network load.
In the current paper the question of the leader election in the robotic group is out of the
scope, so, we’ll consider the resource-saving problem as: which device must be used for
the data processing to get the acceptable failure rate and reliability function degrading?

Consider the following important equations. Reliability function value depends on
the failure rate, while failure rate is connected to the device temperature and workload:

λ = λ0 · 2�T
10 (1)

where λ is a resulting failure rate, λ0 is the failure rate under conditions of unloaded
device, �T is the temperature difference between the temperature of unloaded device
and the temperature of loaded one.

In the study [9] the rate is determined, which connects the node temperature and the
workload.

λ = λ0 · 2 kD
10 (2)

Consequently, the reliability function is determined as follows:

P(t) = e−λt = e−λt2
kD
10 (3)
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where D is the node workload.
The problem of the resource-saving task distribution can be formulated as follows.
Consider the FRB, which receives the user task and data to solve. The problem is to

schedule the task within the formed fog nodes community so, as P0(τ ) → max, where
P0(τ ) is the overall reliability function value of the fog nodes community, including
CFB, τ is the moment of the user operation completion.

Consider the network graphG= <V,U>, where V is a set of computational nodes,
R is a set of ribs. V = {vi} = {<i, pi, Ri(t0), Li>}, where i is the node identifier, pi is
the node performance, Ri(t0) is the computational resource of the node at the moment
of scheduling problem solution, Liis the workload of the node at the moment of t0.

U={uj}, where uj is the data transmission rate of the network rib j.
The user operation is described as an acyclic graph, which vertexes are assigned to

tasks, and ribs are assigned to information connections between them.
Where T is the set of subtasks, C is the set of information connections.
T={ti}={<i, wi, di>}, where i is the subtask identifier, wi is the computational

complexity of the subtask, di is the data volume transferred to the network.
The problem solution is the following tasks assignment:

A =
∣
∣
∣
∣
∣
∣

tij . . .

. . .

. . . tnm

∣
∣
∣
∣
∣
∣

such as : P0(τ ) → max, (4)

where P0(τ ) = ∏
P0(τ ),Pj(τ ) = e−λt2

kD
10 ., P0(τ ) is the reliability function value; D is

the node workload; k is the coefficient of node temperature increase depending on the
current workload, tij is the moment of assignment of task i to the node j.

The constraint for this problem is as follows: τ ≤ tconst , that is the user operation
completion time must be less than the declared time for this operation.

It must be mentioned that with the emergency of the new computational task the
new portion of the workload is unavoidable for one of the fog nodes. But the FRS can
make a choice, what to do: to perform the task or to transmit the data to the next node,
increasing the distance between the data source and the data processor.

Then, assume the case when the tasks to solve are generated one by one, via requests,
and can be distributed through the nodes as they arrive. So, the problem formulated can
be solved in a “greedy” way with the following step: to assign the task to that node, for
which it would be better to process the data instead of data transfer to the other node.

4 The Model of Tasks Distribution Effect

Consider the node workload as follows:

D = wi

pj · tconst · x (5)

where wi is the computational complexity of the task, x is time fraction for the data
transfer of the node.
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Fig. 3. Data processing transfer

Consider the situation shown in Fig. 2, where the data transmission to the cloud is
considered (Fig. 3).

Then, the reliability function is estimated as follows:

P(t) = e−λt = e−λ0t2
kD
10 = e−λ0t2

kw
10ptconst x (6)

where x is the fraction of time needed for the full user operation completion, that is
used for data transfer. The computational complexity depends on the value of data to be
transferred.

P(t) = e−λ0t2
kξ(d)

10ptconst x (7)

The average residual life is described as follows:

R = 1

λ
= 1

λ02
kξ(d)

10ptconst x

(8)

Next, consider the situation when the node №1 processes the data and sends the
result to the user. This is described by the following equation:

P(t) = e−λ0t2
k(wreceive+wprocess+wsend )

10ptconst (9)

Considering the fact that within the data transfer the node receives and sends the
same data volume, we bring equations to the following form:

P(t) = e−λ0t2
k2wreceive
10ptconst x (10)

The next stage of the current research is to get the analytical interrelation between
the x, wreceive,wprocess,wsend parameters. The following inequality must be solved:

e−λ0t2
k(wreceive+wprocess+wsend )

10ptconst
> e−λ0t2

k2wreceive
10ptconst x (11)
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where the left part is the reliability function value of the data processing node and the
right part is the reliability function value of the data transit node, with the fixed value of
t.

e−λ0t2
k(wreceive+wprocess+wsend )

10ptconst
> e−λ0t2

k2wreceive
10ptconst x (12)

−2
k(wreceive+wprocess+wsend )

10ptconst > −2
k2wreceive
10ptconst x (13)

2
k2wreceive
10ptconst x > 2

k(wreceive+wprocess+wsend )
10ptconst . (14)

Exponentiate the Eq. (14) with 10 ptconst
k :

2
2wreceive

x > 2wreceive+wprocess+wsend . (15)

Comparing the indexes, the following interrelation is formed:

wreceive + wprocess + wsend < 2
2wreceive

x
. (16)

So, the data processing shift to the particular node is expedient when the computa-
tional complexity of the data receiving, sending and processing is less than the division
of two computational complexities of the data receiving by time fraction of data transfer
through the node.

5 The Method of Resource-Saving Task Distribution

Consider the situation when the fog-cloud broker receives some data, and the decision
must be made about the further data transfer or about the data processing on the node.
Also consider the information provisioning system on the basis of the distributed ledger.
This systemmaintains the information about the nearby nodes stored locally on the node.
All the fog devices have the sufficient memory, and the communication environment is
stable and sufficient too.

The state of the fog device is described by the following tuple:

Si = < pi,Wi, edge_dist, {< br_dist, br_id >}, {vminj, br_id}, τ >, (17)

where pi is the node performance, Wi is the overall computational complexity of the
tasks which are being performed by the node, edge_dist is the distance between the node
and the edge of the network in hops, {<br_dist, br_id>} is the distances between the
current node and the FRSs of one domain, {v minj, br_id} is the minimum network
bandwidth between the node and FRSs, τ is the time of device exploitation, tconst is the
time of planned task completion.

The basic method of resource-saving task distribution includes the following stages.
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1. The RFS is tested by the following estimation: wrecive + wprocess + wsend + wf <
2wreceive+wf

x . wf is the overall computation complexity of the tasks being solved by
the FRS. If the unequality is fair the following condition must be checked: treceive +
tprocess + tsend ≤ tconst .

If both inequalities are fair, then the FRS is assigned to the task. Otherwise, move to
the stage 2.

2. FRS checks the ledger of node states S, selecting the neighbor nodeswith the distance
of 1 hop.

3. For each Si check the following:

Y = treceive + tprocess + tsend + tbroker_transit_data + tbroker_transit_result
tconst

.
Y is the time constraint variable and estimates the time needed for the task

performing paying attention to the data transmission time.

a. Check the inequality for the selected nodes:

wreceive + wprocess + wsend + Wi <
2wreceive + Wi

x
.

b. If the inequality is fair, put Si to the candidates list.
c. Select the node with the maximum Y (the maximum of useful workload).

4. If there are no acceptable solutions in the list, the FRB begins to check the nodes
within the distance of 2 hops from it paying attention to the data transit time increase.
Repeat a-c stages.

5. If there are no candidates, return to the 1 hop distance nodes and select the node with
the maximum of the residual resource (reliability function).

Such a decision can be a controversial issue, because the additional workload can
worsen the reliability function of the node selected. Yet, selecting the node within the
distance in 1 hop, we eliminate the intermediate nodes, and so decrease their workload,
which is generated by the data transmission.

6 Simulation Results

Consider the following simplified network structure, as is shown in Fig. 4. There are
the following nodes in the picture: edge device (robot), fog robot server, two for nodes,
which can be used for the workload distribution, and a cloud device. The performances
of the nodes are shown in the Fig. 5 as well. Also we consider the network channels as
homogeneous ones. In the following simulation the Eq. (6) will be calculated, and the
fairness of the statement about the expediency of the data processing on the particular
node will be checked by means of reliability function estimation. The major variables
and the experimental plan are presented in the Table 1.
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1 2

4

3

5
Robot(edge) FRS

Fog node

Fog node

Cloud100 m.p.u. 500 m.p.u.

100 m.p.u.

300 m.p.u.

500 m.p.u.

Fig. 4. Example network structure (m.p.u = modeling performance unit)

Fig. 5. Simulation №1. Low data transfer

Table 1. The plan of the experiment

N Wreceive Wsend Wprocess Tdecl Fairness of Eq. (15)

1 50 50 300 50 –

2 350 100 100 50 +
3 500 100 300 50 +
4 1000 100 300 50 +

In the Table 2 one can see that with the relatively small amount of input data and
relatively complex data processing procedure, the eq. ws+wp+wr<2wr/x is not fair for
all nodes.



Model and Method of Resource-Saving Tasks 219

Table 2. Values of the Eq. (15)

ws+wp+wr 2wr/x

400 105.26

400 105.04

400 104.38

400 104.38

The simulation of the reliability function of the nodes proves the inexpediency to
put the data processing to the nodes. It is beneficial for every edge- and fog- node to
transmit data to the cloud than to process it. It can be seen that the plots of reliability
function of the data transfer trends (Ptr1, Ptr2, Ptr3, Ptr4) are better than values of the
data processing trends.

The experiment 2 generates the following Table 3 of values for the nodes:

Table 3. Values of the Eq. (15).

ws+wp+wr 2wr/x

550 875.00

550 859.95

550 817.75

550 817.75

The values in the table are such as it is more beneficial for the nodes to process the
data than to transmit it. The reliability function values are shown in the Fig. 6.
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Fig. 6. Experiment №2. Increase of the data transfer

Then, with the following increase of the data volume to be transferred through the
network, the following graphs are generated (experiments 3 and 4, Fig. 7, 8).

Fig. 7. Experiment №3. Further increase of the data transfer

It can be seen that with the increase of the input data for transferring the difference
between the reliability function values can be esteemed as up to 25%.
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Fig. 8. Experiment №4. The maximum of the data transfer values

7 Conclusion

Fog robotics is one of the popular and fast growing trends. However, very little attention
has been paid to such up-to-date question as device exploitation time and the resource
saving computing, connected to the devices reliability. In this paper a model of the effect
of the workload distribution estimation is presented, as well as the new method to dis-
tribute the computational task through the fog nodes. The method proposed implements
the resource-saving strategy and based on the “greedy” rule of workload distribution.
Simulation results prove the fairness of the model and method proposed.
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Abstract. The article is devoted to solving cutting-edge scientific problem of
creating models and methods for increasing the autonomy of unmanned aerial
vehicles (UAVs) during fire-fighting operations in an uncertain environment. We
show the necessity of using vehicles, both capable to monitor the fire hazard
situation and to participate directly in fire extinguishing. A novel three-level hier-
archical control architecture for UAVs is proposed, aimed at joint application of
precise geometric and adaptive intelligent control methods providing operational
reliability and ability to effectively plan motion and behavior in complex external
conditions. Amodel problem of extinguishing a fire by a group of intelligent UAVs
capable of exchanging information, choosing leaders, and autonomous planning
of actions under wind disturbances in the presence of no-fly zones is considered
and solved. To conduct experiments and test an intelligent-geometric approach,
we use mathematical models of vehicle’s dynamics and onboard rotary camera
stabilization in the form of transfer functions integrated into a single control sys-
tem. In accordance with the proposed architecture, the solution to the problem of
controlling aUAVgroup involved in putting out a large-scale fire under uncertainty
was simulated in the MATLAB Simulink system.

Keywords: Fire monitoring · Firefighting · UAVs · Geometric control ·
Intelligent control · Hierarchical architecture · Tasks distribution · Motion
planning · Uncertain environment

1 Introduction

1.1 Motivation

The considerable scale of natural fires in the regions of the Russian Federation leads to
a strong need for the development of theory, algorithms, and tools for fire-hazard moni-
toring and prompt responding to emergencies [1]. One of the cutting-edge challenges is
to create optimized models and methods for delivering extinguishing agents to multiple
fire spots in hard-to-reach and remote areas. The urgency of the problem is based on the
high environmental and economic losses associated with fires and the opportunities to
minimize the scale of the damage through real-time area monitoring and taking rapid
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response measures. For example, only in the Yaroslavl region, for the first four months
of 2020 about 1,000 fires were recorded which caused serious damage, and in April 2021
an extremely difficult situation was formed, which required up to 80 calls of firefighters
per day.

Recently, unmanned aerial vehicles (UAVs) have been attracted to extinguish fires
in an uncertain environment, which requires development of special intelligent software
[2]. We can list the following major challenges to be solved: 1) automatic detection of
fire-hazard situations and tracking fire dynamics alongwithmeasuring the size of the fire
area; 2) optimal path planning for monitoring the required territories given by reference
points considering air disturbances, obstacles, and no-fly zones; 3) forming coalitions
to solve collaborative tasks in case of multiple fire spots. Despite the existence of a
considerable number of papers concerning state-of-the-art approaches in the research
field, the problem of using UAV teams under conditions of uncertainty to solve specific
challenges, such as fire monitoring and extinguishing, remains unresolved.

1.2 Related Works

Paper [3] provides a comprehensive overview of research conducted between 2008 and
2021 on UAV-based forest fire extinguishing operations. The survey showed key areas
of concern and gaps in this field of study. Among them the complexity of coordination
in UAV teams, the lack of evaluation of fire extinguishing systems, the complexity of
handling multiple spot fires, and poor management of extinguishing resources.

The use of UAVs leads to the development of special software for planning optimal
paths to monitor given territories, timely detection of fires, and transmission of data to
decisionmakers [4]. The problem of firefighting is complicated by the presence of distur-
bances, obstacles, and uncertainties. Therefore, the issue of developing intelligent path
planning and following algorithms that can cope with dynamic environmental changes
becomes extremely important [5]. Paper [6] discusses a new improved D*Lite algorithm
to plan a safe and effective path in real time in the complex forest environment. However,
the authors do not consider UAV dynamic model and wind loads that affect its trajec-
tory, as well as major motion control issues. We note research considering important
special cases of path planning problem for polygon areas [7] and intelligent algorithms
for traveling salesman problem [8].

Optimal area coveragewithmultipleUAVs is considered as one of themost important
issues in firefighting. To address this problem the authors of papers [9, 10] adopted
particle swarm optimization (PSO) algorithm that is used to determine the solution
in many optimization problems. However, this approach has some disadvantages, for
example drones converge on each other, which limits the area covered and additionally,
the swarm suffers frommomentum, so it is difficult for the swarm to immediately change
direction.Despite the efficiencyof thePSOalgorithm inmany applications ofmulti-robot
systems, it is ineffective when fire spreads to multiple places.

Significant research is presented in paper [11], which discusses a novel task plan-
ning approach for a UAV team in a forest fire fighting mission considering obstacles
and simultaneous arrival. The proposed task allocation algorithm assumes that all UAVs
carry different fire-fighting resources and can communicate with each other. However,
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the study is not complete and full-scale due to the following assumptions: 1) the aero-
dynamic and attitude of UAVs are not considered; 2) the obstacles and targets are static
3) simulation is made in unperturbed environment.

Essential formation control problem of multiple UAVs for forest fire monitoring
and detection is discussed in [12]. According to search stage, UAVs team keeps certain
configuration until a fire is detected. In this case, the leader UAV sends new formation
reconfiguration commands and the whole team will reconfigure its formation shape
according to new data, following the fire elliptic trajectory.

Amulti-robot system approach requires a complex coordination process and increas-
ingly complex software and hardware capabilities [13]. One of the main problems in
performing a firefighting task in a forest is direct communication between teammembers
in order discuss and make decisions among themselves. To make joint decisions team
members exchange information with a central node or with ground stations. In systems
with centrally controlled robots the absence of one or more robots will significantly
affect available decisions and its reliability.

Despite the existence of a significant number of papers in the field of firefighting,
the scientific literature lacks specific task and path planning algorithms for UAV teams.
Much more attention should be paid to the problem of controlling UAVs in uncertain
and perturbed environment. We note the necessity of conducting full-scale experiments
and close to real modelling using perturbations, affecting the mission.

1.3 Main Contributions

In this paper, a novel concept of an intelligent-geometric control proposed in paper [14]
is adopted to solve firefighting tasks. We consider hierarchical architecture of a complex
control system combining the advantages of geometric and intelligent control theories.
The scientific novelty of the study is determined by the new methods developed in the
framework of intelligent-geometric control for task planning, controlling, andmodelling
UAVs motion in uncertain environment under disturbances. It is expected that the use
of these methods can significantly increase the autonomy, reliability, and efficiency of
UAVs participating in firefighting mission.

We propose an approach to solve the problem of extinguishing a fire by a team of
UAVs capable of exchanging information, choosing a leader, and autonomously plan-
ning actions. To reach the firefighting spots we propose path planning models based on
the novel concept of pursuing a pseudo target considering collision avoidance. Particu-
lar attention is paid to conducting experiments in conditions close to real, considering
mathematical models of a UAV, camera, and wind loads.

2 Intelligent-Geometric Architecture for Extinguishing Fires

In the present paper, the concept of “geometric control” is associated with the solution
of several trajectory optimization problems in relation to UAVs (as a physical or virtual
objects). For example, the proposed approach to solving the trajectory tracking problem
is associatedwith the introduction andpursuing of an ideal pseudo-object,which involves
using the theory of differential games. It is required a strict calculation of movement
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to a meeting point (with another object), which belongs to geometric invariants such as
the Apollonian circle or sphere [15]. To construct an optimal control in ideal conditions
(without disturbances) we use Pontryagin’s maximum principle [14].

In the presence of external disturbances and obstacles, the problem of controlling
UAVs is even more complicated and, in our opinion, can be successfully solved by
integrating geometric and intelligent control methods. In particular, we apply goal-
seeking behavioral strategies based on production rules that imitate the actions of a
human operator, frame-based microprograms allowing to adapt to various operating
conditions, as well as fuzzy semantic networks to obtain a formal map of the area.

For putting out large-scale fires with a group of UAVs we propose to use three levels
of abstraction, each of which solves its own control problems (see Fig. 1).

Fig. 1. Intelligent-geometric control system for extinguishing large-scale fires.

At the strategic level, the problems of forming coalitions, distribution of tasks and
roles are being solved. At the tactical level, specific tasks given for separate vehicles are
performed, in particular, tracking a given trajectory under wind disturbances, dynamic
motion planning in the presence of obstacles under uncertainty. Specific control com-
mands are generated and transmitted to the executive level for processing by UAVs. For
expanding knowledge base, we use the proposed intelligent technology of the automatic
knowledge extraction in the process of vehicles functioning.

3 Task Allocation Problem

3.1 Formulation of the Problem

At a strategic level, we consider the problem of task allocation for a group of drones in
the process of extinguishing a large-scale forest fire.
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Let be given:

• n sources (UAVs) with ai units of a homogenous resource
n∑

i=1
ai = Z1,

• m destinations (fire spots) with bj units of demand
m∑

j=1
bj = Z2,

• cost cij > 0 for transporting a unit of commodity from point i to point j.

The objective is to minimize the total cost of transportation, so it is required to find
xij ≥ 0 (the amount of commodity transported from point i to point j) such that

n∑

i=1

m∑

j=1

cijxij → min. (1)

If Z1 = Z2 we get the Monge-Kantorovich problem, which belongs to P-complexity
class and is solved by linear programming or special methods. There are several well-
known algorithms to solve problem (1) that minimize the total cost of transporta-
tion. Often the solution is split into stages, where at first the basic plan is deter-
mined by the minimum cost method, and on the second step the potential method is
applied. Let us note significant research [16], where an algorithm with running time
O

(
nm2(log n + m logm)

)
is proposed. Paper [17] discusses an algorithm, each step of

which requires considering the coefficients of only two rows (or columns) of a cost
matrix. Themethoddoes not require a large amount ofRAMand is suitable for large-scale
transportation problems of any type.

For rapidly changing situations, for example, when extinguishing large-scale fires
under conditions of time pressure, heuristic methods are of urgent interest. The task is
to extinguish several fire spots by a team of UAVs provided that each UAV has some
water supply and for each fire spot there is a demand for water (or other extinguishing
agent). The amount of water bj necessary to extinguish each fire sport j significantly
exceeds the water reserves ai, of each UAV i, i.e. ai < bj. Each element cij of the cost
matrix corresponds to the Euclidean distance between UAV i and fire spot j. The UAV
team needs to put out all fires, while minimizing the total cost of movements.

The intelligence of UAVs is determined by the ability to independently form
coalitions, select a leader, and solve trajectory problems under disturbances.

3.2 Proposed Solution

In this paper, the problem of extinguishing fires is solved using a multi-agent approach.
UAVs as agents receive information in the form of data messages from each other and
from the environment. This approach iswidelyused inmodeling a changing environment,
when participants don’t have complete information about the world.

Suppose we have a group of n UAVs denoted as P = {p1, . . . , pn}. At the time of
planning some of the agents may no longer have a supply of water that was spent on
extinguishing previous fires. Information on the coordinates, volume of fires and the
required amount of water is transmitted to agents. A set of active fires we denote as Fact .
The following algorithm is proposed to solve task allocation problem:
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1. All agents which have reserves of water Pact receive a list of active fires, information
about their location and the amount of water necessary to extinguish them.

2. Each agent pi informs all other agents from Pact about the total amount of water Ni

it has, and the number of steps needed to reach each fire spot from Fact .
3. An agent with the largest volume of water acts as a leader pN 0 and finds a fire spot

from Fact , that can be reached in a minimum number of steps N . Then it generates
a list (Pact,N ) of all agents that can reach the selected fire spot in the same number
of steps. UAVs in (Pact,N ) are sorted in descending order of water volume.

4. If the total volume of water available to agents from (Pact,N ) exceeds the volume
needed to extinguish the selectedfire, then the leaderpN 0 informs agentspN 1 ,pN 2 , . . .

pNk that they are included in the coalition under its control. Some agents may refuse
to be included in the coalition, while other UAVs move towards the selected fire.

5. If the total volume of water available to team (Pact,N ) is insufficient, then the leader
UAV increases N and again finds a team of UAVs (Pact,N+1).

6. If the total volume of water available to team (Pact,N+1) is sufficient, then the leader
informs the required agents from (Pact,N+1) about their inclusion in the coalition and
gives an order to move towards the target. Otherwise, the leader tries to extinguish
another spot from Fact ., which can be reached in a number of steps exceeding N.

7. UAVs from Pact that don’t have current tasks again select the leader and the cycle
repeats. Thus, if the volume of water for some agent was not completely used up,
then it can participate in the next coalition.

One can assign some agent as a permanent leader, in order not to make a dynamic
selection for each fire spot. This could be justified when we use heterogeneous UAVs
with various hardware capabilities. It is advisable to select as a leader the UAV with the
best computing capabilities.

4 Tactical and Executive Levels

4.1 Trajectory Tracking and Target Tracking Problems

At the strategic level, the flight route is calculated for each UAV in the group, which is
then transferred to the tactical level. When moving along a given route in an uncertain
environment, UAV’s trajectory is affected by external factors, including disturbing wind
loads, physical obstacles, no-fly zones, and possible collisions. Each UAV is equipped
with an onboard camera to monitor and track fires.

A novel approach to solve trajectory tracking problem is associated with the intro-
duction of a pseudo target that implement a “reference” trajectory motion. It comes
down to optimization problem of pursuing an evader (pseudo target) with the use of
intelligent-geometric control approach. We assume that an ideal trajectory of each UAV
piP is given by the motion of the reference target ciC,C = {c1, . . . , cn} along the given
path. Each UAV pursues its own target guided by the selected strategy and the ability to
control speed vpi[vmin; vmax], pitch θpi[θmin; θmax] and yawψpi[ψmin;ψmax]. The desired
time Ti of traveling the whole path for each UAV is known. The presence of wind loads
and obstacles okO,O = {o1, . . . , ol} leads to considerable deviation of a UAV from its
ideal path.We consider a geometric model of a vehicle as a sphere of radiusR (with some
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safety margin). Suppose that pi(t), ci(t), ok(t) are the coordinates of UAV pi, reference
target ci and obstacle ok at the instant t. Safety distance is determined by expressions
d(pi(t), pj(t)) ≥ 2R, d(pi(t), ok(t)) ≥ 2R,∀i, j, k.

Trajectory tracking problem. For each UAV pi in a group, the problem consists
in synthesizing the control Upi(t) = (

vpi(t), θpi(t), ψpi(t)
)
, t [0,Ti] under above given

constraints, such that

n∑

i=1

Ti∫
t=0

d(pi(t), ci(t))dt → min. (2)

To solve problem (2) we use geometric control methods (Pontryagin’s maximum
principle, methods of complex motion control and stabilization, control methods based
on analysis of scene participants’ movement, etc.) and intelligent control methods
(including complex strategies implemented by sets of rules, behavior planning based
on frame-based microprograms using fuzzy semantic networks, etc.) within a single
robotic system with imposed control restrictions functioning in conditions of uncer-
tainty. To comply with the safety requirements when drones are moving in a group, we
use collision avoidance rules proposed in [18]. Also, we use special obstacles avoidance
algorithm introduced in paper [19] that provides an ability to move under uncertainty
toward the location of the target by the locally optimal route.

Another important issue is to track some object or region (for example, fire spot)
with an onboard camera under disturbances. The problem is formulated as follows.

Target tracking problem. Let fi(t) and rj(t) be the coordinates of a fire spot fi and the
center of the observed (by the video camera of UAV pj) region rj, and d

(
fi(t), rj(t)

)
the

distance between them at time instant t. For each pj, the problem lies in constructing the
camera actuators control

(
αj(t), βj(t)

)
over the time interval [0, Tj] under perturbations

and control constraints, such that

Tj∫
t=0

d
(
fi(t), rj(t)

)
dt → min. (3)

To solve problem (3), we adopt an approach based on the method of precise aiming
of PTZ-camera (Pan Tilt Zoom) at a given point proposed in paper [20] and simulate the
problem of fire zone tracking using models of video camera and wind loads.

4.2 UAV and Video Camera Models

UAV’s dynamic model is defined by the transfer functions (TFs) that describe the
automatic control system with an autopilot. We use an aircraft-type model that was
obtained from the equations of UAV motion under wind loads. Figure 2 shows a gen-
eral stabilization scheme of a yaw angle in the MATLAB Simulink with the following
notation:

• ψG , ψC are the given and current values of the yaw angle,
• WDA(s) = 1

(ks+1) is the TF of the direction actuator, where k is a parameter,
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• Wωgy/�δD(s) = b(0)
ωgy s

3+b(1)
ωgy s

2+b(2)
ωgy s+b(3)

ωgy

s4+aB1 s
3+aB2 s

2+aB3 s+aB4
is the TF from the rudder to the yaw angular

speed, where a, b with various subscripts are the dynamics parameters,

• Wωgy/wz (s) = b(0)
ωgy/wz

s3+b(1)
ωgy/wz

s2

s4+aB1 s
3+aB2 s

2+aB3 s+aB4
, is the TF from wind to the yaw angular speed,

wz is the wind component generated by the function Rt(τ ),
• kψ is the transfer ratio of the autopilot from the yaw angle; kωgy is the transfer ratio

of the autopilot from the angular yaw speed; s is the Laplace transform parameter.

Fig. 2. Block diagram of a control system for a yaw angle.

We assume that a UAV carries out its movement in the yaw plane, while observing
some object (fire spot). For testing we have selected a rotary PTZ-camera which ensures
effective surveillance over a given area. Transition from one observation point to another
is achieved by rotation in azimuth (0 ÷ 360 degrees) and elevation (0 ÷ 90 degrees). To
simulate aiming of a camera at a region of interest in MATLAB Simulink we use control
schemes for its horizontal (see Fig. 3a) and vertical (see Fig. 3b) actuators.

Fig. 3. Block diagrams of control systems for camera actuators: a) horizontal; b) vertical.

The control systems have following elements:

• Weng = keng
p(TM p+1) is the TF of the engine, where keng is the transfer number and TM

is the electromechanical constant,
• Wred ,Wconv are TFs of the reducer and converter,Mst is the static torque of the engine
shaft,
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• WCCD = Kg.c.(Tωpp+1)
Tω1p+1 is the TF of the consistent corrective device (CCD), where

Kg.c. is the gain coefficient, Tω1,Tωp are constants, reflecting its inertial properties,
• R is the armature resistance,Km is the electromagnetic ratio, J is the moment of inertia
of the engine shaft.

The considered TFs are integrated into a single simulating system and serve as
the basis for conducting experimental studies of trajectory problems in the presence of
obstacles and wind loads.

5 Experiments

Let us consider the problem of optimal assignment of a group of drones to the given
set of fire spots mentioned in Sect. 3. Suppose that a group of drones pi, i = 1, 20 with
water reserves ai (see Table 1) are used to extinguish 5 fire spots.

Table 1. The number of resources available to UAVs.

i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

ai 9 15 10 30 4 36 7 30 34 3 10 4 20 18 35 34 12 6 17 24

The obtained solution is presented in Table 2, which shows the amount water neces-
sary to extinguish each fire, identification numbers of UAVs and the number of resources
involved in extinguishing fire spots by each UAV.

Table 2. The resulting solution of the task allocation problem.

Fire spot Required volume of water UAV coalitions (IDs and involved resources)

1 60 16:7, 19:17, 6:36

2 90 10:8, 16:25, 17:12, 5:4, 7:7, 9:34

3 75 1:2, 11:10, 12:4, 14:18, 16:2, 2:15, 20:24

4 50 1:7, 15:13, 4:30

5 70 13:20, 15:22, 18:6, 8:22

Here, the total cost of transportation is 1685. After putting out the first fire, UAVs
No. 6 and No. 19 have completely exhausted their supply of water, and therefore do not
take part in further actions. UAV No. 16 still has 27 units of water left and thus can take
part in the elimination of the next fire.

To illustrate the first stage of solving the problem, we will simulate the extinguishing
of the first fire site in a disturbed air environment with no-fly zones (see Fig. 4). Figure
shows initial locations of UAVs (marked with blue color), no-fly zones indicated as
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polygons, fire spots (marked with red color) and obtained UAVs’ trajectories. Modeling
is performed in the MATLAB Simulink system using the abovementioned methods for
planning and performing trajectory motion, ensuring safety when moving in a group and
avoiding obstacles (no-fly zones). Figure 4 demonstrates the influence of wind loads and
no-fly zones on the real UAV trajectory, and that the strategies and rules embedded in
the intelligent-geometric control system successfully cope with the tasks.

Fig. 4. Extinguishing of the first fire site in a complex environment.

During the movement a UAVmonitors the fire spot with the help of a rotary camera.
The simulation of the monitoring system and calculation of its main indicators have been
carried out. The difference between the given and actual angles for the horizontal drive
of the camera is shown in Fig. 5.

Here, the maximum discrepancy between the angles after stabilization does not
exceed 0.25 degrees. As it shown in Fig. 5 the divergence between the center of the
region observed by the camera and the coordinates of the fires spot does not exceed
10 m.
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Fig. 5. Main indicators of a rotary camera. The x-axis shows the simulation time t (in seconds).
The y-axes show: a) 0, deg is the deviation of the camera angle (in degrees); b) m is the deviation
from the observed target (in meters).

6 Conclusion

In this paper, the task of extinguishing a large-scale fire by a group of intelligent UAVs
loaded with water tanks is considered. The problems of forming coalitions and opti-
mizing the distribution of functions between vehicles are solved. A novel hierarchical
architecture is proposed, which is designed for combining geometric and intelligent con-
trol methods to cope with complex missions under uncertainty performed by a group
of UAVs. We consider methods and models of intelligent-geometric control needed to
solve application tasks such as dynamic motion and behavior planning in a disturbed
environment with obstacles.

Experiments on implementation and controlling ofUAVsmovement tofire spots in an
environment with no-fly zones and wind disturbances are conducted. Studies confirmed
prospects of the intelligent-geometric theory and showed the feasibility of using the
developed methods to form coalitions and organize goal-seeking behavior in uncertain
conditions. “UAV– video camera” system allowing to track fire spots is described and
its major characteristics are explored. In future, to speed up the processes of problems
solution within the framework of the developed technologies, it is advisable to apply the
hardware platform that supports parallel and pipelined computing.
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Abstract. Within the development of robotic agricultural systems aimed at
automating production processes, the actual task is to develop an approach to
the detection and collection of extraneous objects, which is characterized by a
high level of autonomy, a wide working area and the ability to perform tasks in
a continuous mode. In this work, an approach to automated collection of stones
from the territory of agricultural lands, based on the use of a group of hetero-
geneous robotic systems (RS), was proposed. Testing of the proposed approach
was performed in the virtual environment Gazebo on the example of a simulated
area of terrain with irregular topography. The final evaluation of the effective-
ness of the proposed solution, averaged over all selected land sectors, was 77.2%.
According to the results of the experiment, the proposed solution allows not only
successfully perform tasks of stone collection on large agricultural objects in a
continuous mode, but also carry out autonomous identification of potential areas
where performing the appropriate operations is essential. Such potential areas are
identified based on the analysis of the values of NDVI index in the observed area.

Keywords: Robotic means · Unmanned aerial vehicles · UAV · Heterogeneous
RS · Stone collecting · Image-based detection · NDVI · SpineNet · Mask R-CNN

1 Introduction

Today, the quality and yield of crops directly depend not only on the presence of diseases,
pests, weeds, and other harmful factors of biogenic origin on the territory of agricultural
land, but also on the presence of other potentially harmful objects in the territory [1].
The presence of such extraneous objects as boulders and large pebbles significantly
affects the quality of execution and the cost of individual agricultural operations, in
particular, the presence of stones in the cultivated area significantly reduces the efficiency
of mechanized preparation and treatment of agricultural areas. These foreign objects in
combination with factors of biogenic origin are the cause of 40% of global crop losses
[2].

To date, there are a number of innovative directions, the integration of which into the
agroindustry has the potential to solve the problem of automated removing of extraneous
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objects from agricultural lands. One of these areas is the introduction of robotic precise
farming systems in agricultural facilities. Due to the integration of modern autonomous
robotic systems (RS) and support of intelligent data analysis, it becomes possible to
implement operations for the collection and remove of extraneous objects fromcultivated
land in an automatedmode, which will not only optimize the basic production processes,
reduce costs, but also increase the overall sustainability of the execution of production
operations of agricultural enterprises. Thus, the present study is devoted to developing
an approach to solving the problem of automated collection of extraneous objects and,
in particular, stones from the territory of agricultural lands by RS.

2 Related Works

In general, the development of an approach to the collection of extraneous objects by
means of RS, first of all, involves solving the problem of detecting the corresponding
objects in the territory under study. To date, a number of approaches are known, the
application of which allows directly or indirectly obtain an assessment of the territory
for the presence of contamination by potentially harmful objects. In particular, in [3] the
concept of hardware-software complex was proposed, which includes a set of scanning
devices and a data processing server. Scanning devices include both CCTV cameras
placed in the monitored area, and UAV groups, complete with RGB cameras and GPS.
Groups of UAVs, while patrolling the territory, take targeted photos of the terrain. The
collected data are sent to a server where the segmentation of the obtained images takes
place and the presence of diseases and foreign inclusions among the target crops is
detected. Application of a similar approach can take place in the assessment of agricul-
tural areas for the presence of extraneous objects, but has a number of limitations. The
most important of which is the need for accurate positioning of RS over the scanned
area at a sufficiently short distance. Taking into account this limitation, scanning of large
areas becomes a rather resource-intensive process.

The papers [4–6] consider the possibility of using biophysical parameters and vege-
tation indices, such as CPA andNDVI, tomonitor areas in order to assess the condition of
target crops and identify noxious weed inclusions. The authors propose to use UAVs to
collect data through aerial photography of the assessed area. The collected data include
both multispectral and RGB images, which allows to obtain dense point clouds, three-
dimensional models as well as multispectral orthomosaics for the scanned areas at the
post-processing stage. The proposed solutions make it possible to obtain sufficiently
accurate data on the presence and condition of vegetation in the evaluated area, but can
also potentially be applied to solve the problem of detecting inclusions of extraneous
objects by identifying zones with reduced or atypical vegetation.

In the precise agriculture, approaches based on the use of machine learning models
also find application [7–9]. Within the problem of detecting contamination of an area by
potentially harmful objects, solutions that propose to use deep learning models for the
detection of extraneous objects are of particular interest. Some papers [10, 11] propose
to use convolutional neural networks to detect weeds in UAV images. The application of
the method proposed in [10] achieved values of 0.9445 for the accuracy metric and 0.91
for the Kappa coefficient in the task of weed detection on the test dataset. The authors of
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the solution [2] proposed a system for detecting weeds and stones in strawberry and pea
fields based on an improved Faster R-CNN. When evaluating the prediction quality of
the resulting system, an average accuracy of 0.947 and a Kappa coefficient value of 0.89
were achieved. However, it should be noted that when using such solutions, based on the
detection of objects byUAVmeans, a number of significant limitations arise. Thus, when
detecting contamination of the surveyed area by such objects as rocks, it is important
to take into account their size, the resolution of the scanning equipment, as well as the
altitude of the UAV flight. Due to the limited capabilities of onboard equipment, as well
as the low battery capacity of UAVs, direct detection of extraneous inclusions from the
air is possible only for extremely small areas, which limits the applicability of these
solutions.

Since the system of collection of extraneous objects, characterized by a high degree
of autonomy and the possibility of use on real agricultural objects, must have a relatively
high autonomous operation time, the ability to independently monitor the area and iden-
tify regions of interest, as well as be characterized by a sufficiently high payload capacity
of the final robotic agents. Accordingly, the organization of such a system exclusively
on the basis of a group of homogeneous UAVs is impossible due to the low payload
capacity and autonomous operation time of the corresponding RS. Profiling of UAVs,
as well as inclusion in the system of a number of ground-based robotic agents with large
capacity and autonomous operation time will allow to significantly expand the effective
operating range of the corresponding class of systems.

Thus, this study proposes an approach to automated collection of stones from the
territory of agricultural lands by means of a heterogeneous group of RSs. The number
of robotic agents is proposed to include a group of UAVs focused on the biophysical
analysis of the surveyed territory using multispectral sensors, as well as a group of
ground-based RSs implementing visual detection of extraneous objects, as well as direct
stone collection through the use of a number of profile methods, as well as a set of
specialized machine learning models. Further, let us consider the proposed approach in
more detail.

3 Developed Approach to Automated Collection of Stones
from the Territory of Agricultural Lands by Means
of Heterogeneous Group of RSs

The approach developed in this study is designed to implement an automated collection
of stones from the territory of agricultural lands using a group of autonomous robotic
agents. The proposed approach includes the following main stages:

1. Construction of cartograms of territory contamination by extraneous objects:

– Identification of potential regions of interest based on NDVI index values;
– Monitoring of temporal variability of NDVI index values within potential regions

of interest (sectors);
– Assessment of sector pollution levels by foreign objects;
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2. Prioritizing stone collection operations in the surveyed area;
3. Executing stone collection operations using ground RSs.

At a considerable distance of the fixing video camera (aerial photography), direct
detection of stones is extremely difficult, because in the case of, for example, arable
land such objects are usually characterized by relatively small size. Thus, within the
proposed approach at the first stage is the identification of potential regions of interest
and localization of areas of alleged contamination by extraneous objects with the use of
UAVs.

The realization of this stage is based on the division of the base orthophotomap into
sectors of a given scale. Thus, n independent sectors Ai with areas Si (i = 1…n) are
formed. Then averaged values of NDVI index NDVIi for each sector Ai are estimated by

means of UAV technical vision. In general case NDVIi =
˜

NDVIdAi
Si

. However, taking
into account the given altitude of the UAV flight and the limited resolution of the sensor
devices, the expression above can be approximated as follows:

NDVIi =
∑m

j=1 Pij

m
,

where Pij is the j-th segment of sector Ai for which the eigenvalue of NDVI index was
obtained, m is the number of segments included in sector Ai. To estimate NDVI index
values, a method presented in [12] is used. Thus, for each sector Ai of the surveyed area,
the estimated values of NDVI index at a given moment of time can be obtained.

Identification of potential regions of interest is based on the analysis of the dynamics
ofNDVI index values for different sectors over time. In the context of solving the problem
of detecting extraneous objects and, in particular, stones, the spring vegetation period,
when the density of green mass has not yet reached high values, is of the greatest value.
Accordingly, a set of associated averaged NDVI index values NDVIiT is generated for
each sector Ai during a given time period T:

NDVIiT = {NDVIit |t = 1,T }.
On the basis of the obtained values, the growth rate of NDVI index for each of the

sectors Ai can be estimated:

ri =
∑t=T−1

t=1

(
NDVIi(t+1) − NDVIit

)

T − 1
,

where ri is the average growth rate of the NDVI index for sector Ai.
According to the results of the evaluation above, the conclusion about whether sector

Ai belongs to the set of potential regions of interest Reg can be made on the basis of the
following expression:
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where rmean is themedian value of the NDVI index growth rate by sector,NDVImeanT
is the median of the final NDVI index values by sector, NDVIibase is the year-averaged
historical NDVI index value for sector Ai over a similar period (if available).

Thus, for each segment Ai of the studied area the conclusion about its belonging
to the set of potential regions of interest (areas contaminated by extraneous objects)
Reg is formed. For each Ak sector included in the Reg set the process of monitoring of
this sector by UAV means is repeatedly initiated, but at lower altitudes, which allows
obtaining more detailed information about NDVI index values in different parts of this
sector. Based on the results of such detailed assessment a Pk set of NDVI index values
associated with different segments of the studied sector Ak is formed:

Pk = { NDVIkm|m = 1,M },
where M is the number of segments in Ak sector, formed according to the results of
detailed analysis of this sector by UAV means (M > m), NDVIkm is the NDVI index
value, associated with the m-th segment of Ak sector.

In the next step, a histogram of NDVI index values distribution is drawn for each Ak

sector from the Reg set. Estimation of dispersion of NDVI index values over this sector
can be obtained as follows:

D(Pk) =
∑M

m=1(NDVIkm − E(Pk))
2

M
.

The high value of the obtained D(Pk) estimates indicates significant variability of
the obtained NDVI index values between separate segments of the observed sector and
signals about the increased probability of the presence of extraneous objects in the cor-
responding area. According to the obtained D(Pk) estimates, all Ak sectors from the set
Reg can be divided into the following groupsG in terms of the assumed level of contam-
inate: 0 is no contaminate; 1 is insignificant contaminate; 2 is medium contaminate; 3
is heavy contaminate; 4 is very heavy contaminate. Thus, assignment of some Ak sector
to one of the groups above can be realized according to the following expression:

Ak ∈ G0, if :
∣
∣
∣
√
D(Pk)

∣
∣
∣ ∼= 0;

Ak ∈ G1, if : 0 <

∣
∣
∣
√
D(Pk)

∣
∣
∣ ≤ 0.1;

Ak ∈ G2, if : 0.1 <

∣
∣
∣
√
D(Pk)

∣
∣
∣ ≤ 0.2;

Ak ∈ G3, if : 0.2 <

∣
∣
∣
√
D(Pk)

∣
∣
∣ ≤ 0.35;

Ak ∈ G4, if :
∣
∣
∣
√
D(Pk)

∣
∣
∣ > 0.35.

The proposed grouping makes it possible to make a mapping of the territory con-
taminate, i.e. not only to identify zones of potential contaminate by extraneous objects,
but also to assess the level of alleged contaminate and accordingly prioritize the tasks
of their elimination.
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In terms of localization of zones of alleged contaminate within each target Ak sector
as such zones should be considered, first of all, segments, the value of the NDVI index
for which is less than E(Pk). In this case, the lower the index value for some segment,
the higher the probability of the presence of extraneous objects in it. Thus, at this stage
a sectoral map of contaminate of the surveyed area with the indication of the assumed
levels of contaminate of individual sectors is formed.

The next step of the proposed approach is to prioritize stone collection operations in
the surveyed area. The basic prioritization at the sector level is achieved by ranking the
sectors according to their assigned G-groups, based on the assumed level of contamina-
tion. In general, stone collection tasks are conditionally independent at the sector level,
but, if necessary, ranking within each individual group can be based on the weighted
average NDVI index values obtained for these sectors in the previous step: preference
should be given to sectors where the E(Pk) score is the lowest.

Next, let us consider the issue of prioritizing stone collection operations at the level of
each individual sector Ai. Prioritization of operations implies determination of the most
priority segments of sector Ai for stone collection. In general, the priority of segment
directly depends on the supposed level of its contaminate (supposed number of stones on
its territory), which increaseswhen theNDVI index for this segment decreases. However,
at this stagewhile forming the priorities, not only expediencyof performance of operation
on a certain segment, but also energy and time costs of RS to reach the segment should
be taken into account. Thus, the question of prioritization of stone collection operations
at the level of an individual sector can be presented as a multi-criteria optimization
problem, where the criteria for the efficiency of its solution are:

1. Maximization of a number of collected stones per time unit;
2. Minimization of the aggregate trajectory of RS performing the corresponding

operations.

Let’s give a formal interpretation to the criteria presented above. Maximization of
the number of stones collected per unit time can, without loss of meaning, be interpreted
as minimization of the specific stone collection time T’:

T ′ = �T

�Q
→ min,

where �T is the time of the stone collection operation, �Q is the expected number of
stones collected during the time �T.

In turn, the minimization of the cumulative trajectory of the RS during the operation
can be represented as follows:

S ′ = �S

�T
→ min,

where�T is the time of stone collection operation,�S is the length of the aggregated RS
trajectory. In this case, as a basic algorithm for generating RSs trajectories we consider
the method of Coverage Path Planning (CPP) to build a path in each individual segment
[13] and a variation of the method RRT (Rapidly-Exploring Random Trees) to build a
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global path between the exit and entry points of different segments, as well as the start
and end coordinates LRLHD-A* [14].

Thus, the task of prioritizing stone collection operations at the individual sector level
can be formulated as follows:

H
(
T ′, S ′) → min.

The search for one of the pareto-optimal solutions to this problem can be carried out
using a wide toolbox of target programming methods. Thus, the results of this stage are
used to determine the sub-optimal trajectory of RS movement during the execution of
the stone collection operation in a given sector Ai.

At the final stage the operations of collecting stones are considered. During the stone
collection operations, the RS, moving along the trajectory defined at the previous stage,
analyzes the surrounding space in order to detect extraneous objects by the RS onboard
camera [15]. Within the proposed solution, the SpineNet neural network model is used
as the architectural basis, and the Mask R-CNN neural network model as the object
detector [16]. Based on the results of the detection of a extraneous object (stone) in the
surrounding space, the RS makes an assessment of the spatial position of this object.

At the next step, based on the data obtained by the vision aids and onboard sensors
of the RS, the key points for grabbing the object are evaluated in accordance with the
solution presented in paper [17]. The information obtained with respect to the optimal
grabbing points is transmitted to the control system of the RS gripper mechanism. This
control system calculates the trajectory of the RS manipulator to reach the specified
grabbing points. The gripping process is performed using the feedback system imple-
mented by using tactile sensors installed on the RS gripper mechanism [18, 19]. After
successful grabbing of the target object, the RS arm moves this object to the basket
located on the board, after which the RS continues to perform the operation and search
for extraneous objects in the surrounding space.

Next, the results of an experimental evaluation of the quality of the stone collec-
tion task solution performed according to the approach proposed in this study will be
considered.

4 Results

Let us consider the results of evaluating the quality of stone collection task execution by
means of a heterogeneous group of RSs, obtained using proposed approach. An example
of the territory obtained in such a way is shown in Fig. 1.
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Fig. 1. An example of the territory generation results by means of the modeling complex (top
view)

The experiment is based on simulation of a series of stone collection operations
in a virtual environment Gazebo. The results of these operations serve as the basis for
evaluating the effectiveness of the proposed approach. For carrying out of the experiment
with use of computermodel, generation of some terrain during the early vegetation period
is carried out. After that, extraneous objects (stones) are put on it by means of the virtual
environment.

This Figure shows the generated area and the operator-defined region of interest
(blue frame) within which the scenario will be executed. The operator-defined region of
interest is divided into 16 sectors of equal area. Table 1 below contains information on
the number of stones added to each of these sectors during terrain modeling.

Table 1. Number of foreign objects (stones) placed by sectors during terrain modeling

Column 1 Column 2 Column 3

Row 1 455 7 640 58

Row 2 73 517 749

Row 3 692 1 373 17 632

Row 4 399 481 6 318

Under the conditions of simulated environment, the values characterizing NDVI
index in separate sectors of the region of interest are set inversely proportional to the
number of stones applied to the corresponding sector, taking into account the normalizing
factor. The contaminatemap formed in such away for the surveyed area (Fig. 1) is shown
in Fig. 2a.

As can be seen in Fig. 2a, according to the data of the contaminate cartogram: 3 of 16
observed sectors have no contaminate by extraneous objects at all, 7 sectors are classified
as a category of insignificant level of contaminate, 3 sectors have an average level of
contaminate, 2 is high and 1 very high. Thus, according to the developed approach, stone
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collection operations will be independently initiated for 6 sectors with the highest level
of pollution.

Fig. 2. Cartogram of contaminate by extraneous objects a) for whole surveyed area b) detailed
for segment with a highest contaminate level

Next, as part of the experiment,wewill evaluate the effectiveness of single extraneous
objects collection operation on the example of the sectorwith a highest contaminate level.
The distribution of extraneous objects among the 12 segments of the studied sector is
as follows: 4561,1, 9131,2, 8651,3, 3241,4, 5052,1, 9852,2, 9022,3, 4672,4, 6733,1, 4453,2,
5163,3, 5893,4. The corresponding simulated values of the NDVI index in these segments
of the sector are shown in Fig. 2b.

Proceeding from the NDVI index values by segments of the considered sector, it can
be concluded that, according to the given scenario, a high concentration of extraneous
objects is characteristic of six segments.

Next, let us consider the formation of a sub-optimal route of the stone collection
operation in this sector. Using the covering trajectory method and a variation of the RRT
method mentioned above (LRLHD-A*), the search for the pareto-optimal solution of
the minimization problem of the function H(T’, S’) was carried out:

H
(
T ′, S ′) = T ′∗S ′,∀T ′, S ′.

To solve this problem within the present experiment the Nash arbitrage scheme was
used. According to the obtained solution the execution of the stone collecting operation
will include bypassing only four segments (1.2, 1.3, 2.2, 2.3), characterized by the
smallest values of NDVI index in the given sector. The resulting trajectory of the RS
movement during the implementation of the corresponding operation is presented in
Fig. 3.
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As can be seen, despite the use of the covering trajectory method, the experiment
did not achieve complete coverage of a number of segments. The imperfections of the
resulting trajectory of RS movement is due to the presence of local obstacles on the
path of RS along the calculated route. Nevertheless, it should be noted that despite the
presence of obstacles and limited passability of ground RS, the final coverage ratio of the
target segments wasmore than 81%. Separately, it should be noted that the trajectories of
the exit to the start and end points of the operation have significant differences from the
trajectories of movement within the target segments, since outside the target segments
when RS moves, the key criterion for generating a trajectory is optimization of energy
costs, taking into account local drops in altitude and the topography of the sector.

Fig. 3. The resulting trajectory of the ground RS during the considered stone collection operation.

At the final stage of the experiment, the final evaluation of the effectiveness of
the stone collection operations is carried out. Within the considered operation, stone
collection was carried out on the target segments of the sector. Numerical results of the
conducted operation are presented in Table 2.

Table 2. Numerical results of the performed stone collection operation on the target segments of
the sector under consideration

Initial number
of stones

Number of
collected stones

Segment No. 1.2 913 542

Segment No. 1.3 865 599

Segment No. 2.2 985 837

Segment No. 2.3 902 791

Segment No. 1.2 913 542

The average percentage of detected and collected stones in the considered segments
was 76%. The total operating time before leaving the working area was 252 min. The
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final consolidated estimate of the effectiveness of the proposed approach, obtained by
averaging the estimates of the effectiveness of operations performed on all target sec-
tors of the study area, was 77.2%. It should be noted that for the sectors with a lower
concentration of stones (sectors No. 2.4, 3.2, 4.4), the percentage of detected and col-
lected stones was slightly lower and on the average was 74.3%. The obtained results
can be explained by the fact that during the process of grabbing objects the position and
angle of observation of the scene by RS’s sensors are changing, thus for the given area
additional information about the presence of extraneous objects can be obtained, which
has a limited positive effect on the resulting share of detected and respectively captured
objects. Thus, we can conclude that the developed approach in general is characterized
by a relatively high accuracy in solving the problem of automated collection of stones
from the territory of agricultural lands by means of heterogeneous group of RSs.

According to the experiment results, we can conclude that the proposed solution
allows to successfully prioritize operations for the collection of extraneous objects, as
well as to carry out the detection and subsequent grabbing of stones on the territory of
agricultural lands by means of RSs.

5 Conclusion

According to the results of testing the proposed approach to the automated collection of
stones from the territory of agricultural lands in a virtual environment on the example of
a simulated area, the developed solution demonstrated a fairly high quality of execution
of the relevant operations. The final evaluation of the effectiveness of the proposed
approach, averaged over all selected sectors, was 77.2%. Thus, the proposed solution
allows not only to execute successfully stone collecting tasks on large agricultural objects
in a continuous mode, but also to carry out autonomous identification of potential areas,
where it is required to perform the appropriate operations, based on the analysis of the
values of NDVI index in the surveyed area.

Within the further research on the basis of the proposed approach it is planned to
implement an automated system for collecting of extraneous objects on the basis of a
group of heterogeneous RSs and test it on one of the existing agricultural facilities of
the Northwestern Federal District of the Russian Federation.
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Abstract. Today, the task of planning the trajectory of covering the area with a
group of unmanned aerial vehicles (UAVs) remains relevant. This paper presents
a method for planning the coverage trajectory when a group of UAVs performs
aerial monitoring of the terrain in order to mark out the zones for installing seis-
mic modules. The developed method allows solving the problem of constructing
high-precision three-dimensional maps of vast territories by a group of UAVs due
to the effective distribution of group agents over various parts of the global tra-
jectory of terrain coverage. The proposed solution not only takes into account the
current parameters of the UAV, the distance to the segments of the covering trajec-
tories, but also ensures the minimization of the total time of the aerial monitoring
mission. According to the results of experiments, using the proposed method, the
average error in reconstructing maps of simulated areas using the ADNN metric
was 13.01 cm. In the future, the proposed solution can be modified by introducing
new algorithms for the decomposition of the global coverage trajectory, as well
as methods for smoothing the covering trajectories.

Keywords: Coverage Trajectory · Group of UAVs · Mapping · Path planning

1 Introduction

Currently, the pace of research and development in the field of unmanned aerial vehicles
(UAVs) and unmanned aerial systems (UAS) is constantly increasing due to their auton-
omy, as well as the ability to install various payloads on board, which, combined with
the relatively low cost of production, allows the use of systems of this class for solving
a wide range of applied problems. These features have made UAVs a valuable class of
robotic systems used in civil and military applications, including fields of seismic geol-
ogy and seismic exploration. Usually, 3D seismic surveys involve placing acquisition
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modules on a uniform grid with a specified spacing. However, at present, a significant
part of seismic exploration works is performed in hard-to-reach territories characterized
by complex topography and a set of different types of land surface areas (waterlogged
or extremely dry areas, water bodies, etc.). Even deployment of a seismic exploration
system itself on such territories is rather difficult then the precise placement of sensors
on a uniform grid is almost impossible. As the accuracy of receiving sensors installa-
tion is extremely important for modern methods of seismic data processing, planning a
seismic experiment should involve a preliminary detailed observation of the terrain to
select the optimal points for sensors placement. This task can be effectively performed
by the UAVs. A number of articles are directly related to the research and development
of UAV control systems, solving applied problems in the field of seismogeology, seismic
exploration and assessment of the consequences of earthquakes caused by tectonic pro-
cesses. In most of recent works UAVs are considered as ideal agents for detecting subtle
surface changes, ground ruptures, rock fractures, fault and fracture movement in natu-
ral and man-made structures. Definitely UAV have a number of advantages compared
with other means of aerial monitoring [1, 2]. UAVs do not require additional infras-
tructure, such as an airfield with a runway and airspace management facilities. UAVs
provide high-resolution multi-channel heterogeneous data recording, are capable of fly-
ing vertically and in limited geometric subspaces to refine identified areas of interest. By
hovering at a certain point, UAVs can provide a stable recording of processes occurring in
hard-to-reach places, e.g. deformations during volcanic eruptions and lava movement.
In particular, in the work [3] were analyzed options for the use of different types of
UAVs (aerostats, fixed wing aircrafts, multirotor, hybrid) for geological research. The
study showed that the selected multirotor UAV provided video recording and subsequent
reconstruction of a spatial orthophotomap, allowing structuring of objects of 5–10 cm in
size. As a result, the proposed solution provided documentation of many more fractures
than previously were mapped during the investigation of the Theistareykir geothermal
area in northern Iceland. The use of UAV to assess damage and make decisions about
rebuilding residential areas after an earthquake is discussed in [4]. A video survey in the
village of Castelluccio di Norcia in Italy, which was affected by the 2016 earthquake,
made it possible to construct a spatial model with an accuracy of 40 cm and assess the
level of damage to buildings.

To date, a lot of specialized solutions to many industrial problems by means of
single UAVs have been proposed, including the field of seismogeology and seismic
exploration [4, 5]. At the same time, the development of applied systems based on
groups of UAVs is a particularly relevant area of research, due to the higher performance
of these solutions in terms of task execution time, as well as their increased adaptability
and fault tolerance [6]. However, today, modern systems based on several UAVs still
have a number of problems in such areas as multi-channel communication and group
control [7]. Particularly the problem of planning the trajectory of terrain coverage when
a group of UAVs performs specialized flight tasks is also relevant [8]. Thus, this paper
proposes a method for planning the coverage trajectory when a group of UAVs performs
aerial monitoring of the terrain in order to mark the zones for installing seismic modules.
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2 Related Works

Currently, there are a significant number of methods for planning the trajectories of a
group of robots that provide coverage of a given area [9, 10]. The vast majority ofmodern
trajectory planning strategies are based on the concept of cellular decomposition of the
workspace. The task of planning the coverage trajectory of a given area by agents is no
exception, where it is required to find the optimal paths for a group of UAVs that survey
the areawith specialized vision sensors (lidar, RGBcamera,multispectral camera), while
ensuring full coverage of the working space [11].

In a number of papers, authors propose different methods for dividing the work area
into sectors for constructing a coverage trajectory. In [12], authors conducted a study in
search of an efficient algorithm for partitioning the workspace into sectors and compared
the differences between the absence of decomposition, exact and approximate methods
of cell decomposition. In the case of exact decomposition methods, the free workspace
is subdivided into cells of the target scale, while the center of each resulting cell is
considered as a waypoint on the adjacency graph. The problem of complete coverage in
this case is solved by searching through the graph to determine the order in which cells
are traversed [13]. Approximate decomposition involves splitting a given area depending
on the obstacles registered on it, or chaotic splitting into convex polygons if the area
is a non-convex polygon. After slicing the area, the planner builds covering trajectories
on each resulting sections using known motion patterns such as back and forth or spiral
movement [14, 15]. This type of terrain decomposition is often used in systems with
several agents, where each agent is assigned its own sections of operation [16, 17].

In systems based on groups of UAVs, the methods mentioned above are also used in
solving the problem of constructing a coverage trajectory, where there is an additional
task of distributing sections of the decomposed workspace between the agents of the
group. A number of relevant approaches use exact decomposition principles in combi-
nation with auction-based algorithms to allocate coverage sections to agents [16]. In [18]
an alternative solution based on the CGM (column generation model) was demonstrated,
the proposed method potentially allows taking into account the limited energy resources
of the UAV, however, the authors presented only the results of basic model experiments,
which does not allow us to evaluate the effectiveness and real application potential of
this solution.

In general, despite the ability to preliminarily take into account static obstacles and
the relatively high accuracy of covering trajectory generation,methods based on the prin-
ciples of decomposition of the area are characterized by a relatively high computational
complexity and, accordingly, a low speed of calculating the covering trajectory. At the
same time, in the case of methods that use the principles of approximate decomposition,
there is an additional task to determine the points of entry and exit to sections, as well
as to construct the trajectories of the movement of agents when moving between the
selected sections of the area. In the case of methods using full decomposition, the cov-
erage trajectories are often characterized by a large number of turns and, accordingly,
a high frequency of agent orientation changes, which complicates aerial monitoring
missions. According to [19], to improve the quality of building maps of the area, it is
necessary that the agent does not change orientation when photographing sections of
the area, since this simplifies the process of three-dimensional reconstruction and image
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stitching, as it facilitates the search for singular points in adjacent images. Thus, exact
decomposition methods cannot be used in solving the problem posed in the framework
of this study, since they have a negative impact on the results of image stitching and,
accordingly, on the quality of three-dimensional scene reconstruction.

In the absence of decomposition, the area is not divided into sections, and the trajec-
tory itself is built according to the principle of back and forth or spiralmovement [20, 21],
providing coverage of the entire working area. The main advantage of such approach is
its low computational complexity, which makes it possible to calculate the trajectory for
a group of UAVs in real time. The main disadvantage is the inability of such methods to
preventively take into account static obstacles in the process of constructing a trajectory.
But it can be leveled by using dynamic obstacle recognition methods and methods for
correcting the UAV local trajectory based on data from onboard sensor equipment [22].

Thus, according to the purpose of this work of this work, a method for planning the
coverage trajectory when a group of UAVs perform aerial monitoring of the terrain in
order to mark out the zones for installing seismic modules is proposed. The proposed
solution does not use terrain decompositionmethods and it is based on the back and forth
motion pattern combined with local trajectory planning algorithms for agents to avoid
obstacles. Next, consider the proposed method for planning the coverage trajectory for
a group of UAVs in detail.

3 The Developed Method for Planning the Coverage Trajectory
in Aerial Monitoring of the Terrain by a Group of UAVs

The developed method for planning the coverage trajectory for monitoring a given ter-
ritory by a group of UAVs in order to identify the contamination zone for installing
seismic sensors. During aerial monitoring of the area, the UAV follows a continuous and
smooth trajectory that evenly covers the given area, and at the same time avoid areas and
zones of no interest, access to which is limited. During the movement of the UAV along
the trajectory, continuous collection of photographic material is carried out. Consecutive
images must have a specified overlap percentage. The greater the degree of overlap, the
higher the accuracy of the resulting terrain map is. The quality of the terrain map will
also be better if images of adjacent terrain are taken at the same time. Otherwise, the
risk of uncorrelated shadows or obvious visual differences increases, which will com-
plicate the process of terrain reconstruction and reduce the quality of the results of aerial
monitoring [23].

This paper presents a method for constructing a coverage trajectory without prelimi-
nary exact decomposition of the working space into sections. The absence of an accurate
decomposition makes it possible to reduce the time for calculating the global trajectory,
as well as to use the result obtained to form the target trajectories of the movement
of each of the agents involved. The main feature of the developed method is that the
global trajectory, built on the basis of the back and forth motion pattern. Then the global
coverage trajectory is divided into non-intersecting segments, each of which is assigned
a separate agent. In this case, the distance between the formed sections depends on the
parameters of the sensors installed on board and the specified percentage of overlap. In
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other words, not the entire workspace is subjected to decomposition, but only the gen-
erated global trajectory. This step allows to significantly reduce the time for calculating
individual UAV trajectories, which is critically necessary in the tasks of planning and
distributing routes between agents in near real time.

According to this work, it is assumed that there is a group of k multi-rotor UAVs
covering a polygonal convex region in the space R2, defined by a set of points P. In
order to have comparable measurements within the scanned polygonal area, all UAVs
must reach the same operating height, and the distance between the rows of the coverage
trajectory must be constant. To avoid collisions when entering operating positions, each
UAV is assigned different takeoff points, different altitude of the mission start points
and different return to launch points (RTL), as shown in Fig. 1.

Z

Y

X0
UAV1

UAV2

Mission altitude

Takeoff points
RTL points

Fig. 1. Illustration of the general scheme of the mission.

According to the general mission scheme (Fig. 1), each involved UAV reaches a
given individual height, after it makes a transition to the mission starting point, where
it performs the back and forth movement along a section of the global trajectory, after
which it returns to the mission initiation point. As mentioned earlier, the assigned paths
of each UAV are continuous. It is assumed that each UAV involved is equipped with
identical onboard sensors (depth camera, RGB camera, ultrasonic sensors or lidar) ori-
ented perpendicular to the horizontal XY plane. The proposed method for planning the
coverage trajectory for aerial monitoring of the terrain by a UAV group consists of the
following key steps:

1. Calculation of the coverage trajectory for the area based on the back-and-forthmotion
pattern;

2. Decomposition of the global covering trajectory into connected sets of waypoints
(trajectory segments) distributed among the agents of the group depending on the
current position of the agents and UAV characteristics.
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At thefirst step, to create a global back and forth trajectory, it is necessary to determine
the required distance d between two adjacent rows. The calculation of this distance
depends on the required percentage of image overlap and the parameters of the onboard
sensors installed on the UAV. Let v characterize the percentage of vertical overlap of
frames, andwwill correspond to the camera framewidth at the target UAVflight altitude.
In such a case, the sought distance between adjacent rows, denoted as d , is the (vertical)
distance between two frames.Given the required percentage of vertical overlap of frames,
the distance d can be calculated as follows:

d = w · (1 − v). (1)

The number of turns n that must be performed in the area depends on the values of
d , w and ls, where ls is the length of the sweep direction [21], see Fig. 2. Let’s define
an intermediate value z = ls − w/2, where w/2 represents the half width of the UAV
camera coverage area.

z
l
s

d
w/2w

Fig. 2. Schematic illustration of the parameters required to calculate the number of turns within
the global coverage trajectory.

Since the parameter d characterizes the distance separating the rows of the global
trajectory, accordingly, the value equal to the ratio of z to d will indicate the number
of rows needed to cover the polygonal area of interest using the back and forth pattern.
However, if the distance between the bottom row and the top vertex of the region (zmodd)

is greater thanw/2, the polygon in questionwill not be completely covered by the number
of rows equal to z/d , and accordingly the correct number of rows in the trajectory will be
equal to z/d + 1. Each segment of the resulting global trajectory corresponds to exactly
two turning points, so the total number of turns within the global coverage trajectory
can be determined according to the following expression:

n = {2z\d , if zmodd ≤ w/22(z\d + 1), if zmodd > w/2. (2)

As we can see, the number of turns on the trajectory depends strictly on the value of
z, since the distance d is set when the task is formulated and remains unchanged during
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the mission. The parameter z, in turn, depends on the length of ls and on the value of
w. This implies the conclusion that at a constant target operating height of the UAV, the
number of turns on the trajectory is determined by the length ls and to reduce the number
of turns, the length ls should be minimized. In other words, it is necessary to determine
the optimal line sweep direction. The calculation of the optimal line sweep direction is a
well-known and already solved problem and can be performed according to the algorithm
presented in [21]. Accordingly, the construction of the coating trajectory is carried out
by applying the back and forth pattern motion along the optimal line sweep direction
[24, 25], after which the found trajectory is smoothed by the cubic interpolation method.
The resulting trajectory is an adjacency graph consisting of an array of coordinates of
waypoints with the previously calculated distance from each other. Thus, according to
the results of the first stage of the proposed method, the optimal reciprocating trajectory
of the coverage of the study area is formed.

At the next step of the developed method, the global covering trajectory is decom-
posed into related sets of waypoints (trajectory segments) distributed among the agents
of the group, taking into account the current parameters of the UAV, distances to the
formed segments, and the total expected time of the mission. To perform this step, this
paper proposes to use the strategy of routing and distribution of trajectories between
the agents of the group, implemented in the BINPAT [26] algorithm. This algorithm
allows you to successfully generate sets of waypoints and distribute them among agents
depending on the distance to the coverage area, as well as the assigned flight altitude
and UAV characteristics.

An important parameter in the formation and distribution of waypoint sets is the
total time to complete the mission. Assuming a constant average speed for each UAV,
the total mission time Tk over the coverage area for a group of k UAVs can be modeled
as follows [26]:

Tk =
N∑

i=1

N∑

j=1

Dij

V k
ij

M k
ij + Hdk , whereHdk = hkm + �hk

V k
a

+ hkm + �hk

V k
d

. (3)

Within the above expression,Dij represents the cost of the flight distance between two
nodes, Vk

ij represents the UAV flight speed. The binary variableMk
ij determines whether

the k-th UAV moves from point i to j. Hdk is the delay caused by having different
assigned altitudes for the UAV. The value of Hdk depends on the assigned mission
altitude (hkm), ascent rate (V

k
a ), descent rate (V

k
d ), and the difference between assigned

altitudes and mission altitudes (�hk ) of those involved agents. The total mission time
will be equal to the maximum operation time of the kth UAV, taking into account the
restrictions associated with the continuity of the trajectories of each of the agents.

Thus, the proposed method builds the global coverage trajectory minimizing the
total mission execution time, taking into account the current parameters and the position
of the UAVs involved, which potentially allows you to effectively solve the problem of
building high-precision three-dimensional maps of vast territories by the group of UAV.
The following describes the evaluation of the implementation of the proposed method
for planning the coverage trajectory when a group of UAVs perform aerial monitoring
of the area.
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4 Experiments

To evaluate the effectiveness of the proposed solution, a number of experiments were
carried out on the formation of three-dimensionalmaps of the area based on data from the
onboard depth cameras of the group of UAVs. As part of the experiment, the accuracy of
mapping of the area was evaluated. It is necessary, because the accuracy of the available
height cartogram of the area has one of the main roles in marking the zones for the
placement of seismic sensors.

The experiment was carried out in the Gazebo simulator using the ROS software
package. An Intel RealSense D455 [27] camera was installed on the UAV as a depth
sensor. As part of the experiment, a depth camera was chosen to build an actual elevation
map of the area, since it has a relatively low cost, sufficient visibility range (up to 10 m),
and the accuracy of building a map reaches 10–15 cm. In order to use the data from the
depth camera obtained during the experiment, the results were recorded in bag-files of
the ROS system. For themapping, the Cartographer software packagewas used. It makes
possible to restore the terrain height map based on various data sets in post-processing
mode. Within the framework of the ROS software package, there are no differences
between the data obtained from the recorded bag-file and the UAV data received in real
time. The ROS bag files contain all the necessary data from the UAV moving along the
terrain coverage trajectories, which were generated based on the method proposed in
this paper.

Experimental testing of the developed solution for constructing area coverage trajec-
tories for the implementation of aerial monitoringmissionswas carried out in theGazebo
simulator with subsequent processing of the obtained data using the Cartographer soft-
ware package. The group of agents involved consisted of four multi-rotor UAVs (iris).
An example of the original terrain model is shown in Fig. 3a, and the corresponding
results of generating a terrain map using the developed solution are shown in Fig. 3b.

Fig. 3. An example of simulation: a) the original model of the terrain map b) the results of
generating the terrain map using the developed solution.

As a result of a series of experiments, several reconstructed maps of areas were
obtained. Themap data was presented in the form of an Occupancy Grid. The occupancy
grid is a two-dimensional interpretation of a map in space. The occupancy grid is a grid,
each cell ofwhich is characterized by a certain state.A cell can assume one of three states:
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occupied, free, and unknown. In the experiments carried out, the occupancy grids of the
reconstructedmapswere changed so that their cells had only twovalues: occupied (black)
and free (white), since such a transformation makes possible to significantly simplify the
process of comparingmaps. To compare the originalmapswith the obtained results using
the developed solution, themapswere aligned and the differencemetricswere calculated.
Alignment was performed using the ICP (Iterative Nearest Point) [28] algorithm, which
allows you to find such a transformation that minimizes the error of the sum of distances
from each point of the map built by Cartographer to the nearest neighboring point on
the reference map. As a difference metric in this paper, we used the metric described in
[29], which calculates the average distance to the nearest neighbor (ADNN) as the sum
of all distances divided by the number of occupied cells:

ADNN =
∑N

i=1 Nearest_Neighbour(occupied_grid_cell(i))

N
, (4)

where N is the number of occupied cells.
As a result of the experiment with ten different areas, the average value of the recov-

ery error calculated using the ADNN metrics was determined relative to the original
simulated areas. The resulting deviation of the reconstructed maps from the original
models in the framework of the experiment averaged 13.01 cm. In conclusion, the pro-
posed solution provides a high quality of generation of terrain coverage trajectories and
makes it possible to successfully carry out missions for aerial monitoring of the certain
area by the group of UAVs in order to form high-precision three-dimensional maps of
the area in various domains [30].

5 Conclusion

In order to increase the level of automation of seismic work, a specialized method
for planning the coverage trajectory for the group of UAVs was developed to perform
aerial monitoring of territories for marking out the zones for installing seismic modules.
The proposed solution makes it possible to successfully generate high-precision three-
dimensional maps of the study areas, which are one of the key input data in solving
the problem of marking the zones for seismic sensors. The advantages of the developed
method are its low computational complexity, as well as the possibility of application in
the presence of dynamic obstacles. This solution minimizes the total execution time of
the monitoring mission by decomposing the global covering trajectory and distributing
the UAV between the received terrain.

This study shows that the developed method for planning the coverage trajectory
by a group of UAVs makes it possible to effectively solve the problem of forming
high-precision three-dimensional maps of the certain area. Based on the results of the
experiments, using the developed solution, it was possible to restore a number of maps
of simulated areas with an average error in the ADNN metric of 13.01 cm. In the
future, the proposed solution can be modified by introducing new algorithms for the
decomposition of the global coverage trajectory, as well as methods for smoothing the
covering trajectories.
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Abstract. This paper describes a model of a multi-robotic complex which is
based on a previously developed method of robustly stable motion control of a
group of mobile robots (MR) with a leader in solving monitoring problems by
multi-robotic systems (MRS) in the presence of an indefinite, limited time delay
in the communication channels of the MR-leader with group of MRs arising from
the exchange of information through a distributed data registry. MR complex is
a group of robots of various types and numbers. Any robot could carry various
types of smart sensors. The effectiveness of the proposed model is achieved by
a control system, the multidimensional digital control device with sufficiently
high order. Algorithms for calculating the values of control actions are obtained
using decomposing control and the method of analytical synthesis of systems
with control by output and actions. It was achieved the property of robustness to
deviations of uncertain delays in the communication channels of eachMRby using
the property of the previously proposed polynomial control equations. There were
testing the performance and effectiveness of the proposed approach by the help
of the simulation software model for the functioning of MR groups as MatLab
numerical experiments.

Keywords: Decentralized decision support system · Blockchain · Robotics

1 Introduction

Resource reconfiguration [1] and distributed ledger technology [2] the both could be
used to improve the efficiency of processing and transferring information, the reliability
and “openness” ofmonitoring systems for various fields of application. At the same time,
the distributed registry allows to synchronize the exchange of data between the nodes of
the computer network. Previously, the authors developed the structure of a distributed
decentralized system for monitoring and predicting hazardous natural processes [3]
with a subsystem for collecting and processing data, a decision support subsystem, a
distributed data storage model, and mobile tools for collecting data about environmental
parameters. The integration of the system components was carried out on the basis of
the developed set of methods for intelligent data processing, as well as the methodology
previously proposed by the authors [4–6] of building highly reliable reconfigurable
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systems for processing information, providing access, storage and transmission of data
based on a distributed registry, the method of information integration and the robust
method and so on [7–10]. The interaction between mobile robots was organized using a
multi-agent dispatcher. The dispatchermanages the groupmembers which are connected
to separate copies of the distributed registry. Integrating the mobile robotic complex into
the developed structure of the monitoring and diagnostic system is shown in Fig. 1.

Fig. 1. The structure of a distributed monitoring system with a multi-robotic complex.

An analysis of the literature showed, the models of group interaction of robots in
environmental monitoring are well developed theoretically [11]. At the same time there
are less articles with real experimental results or numerical simulation results.

The authors have previously developed a “complex method” [3] for creating moni-
toring and diagnostic systems for various fields of application. Within the framework of
this approach, a mobile robotic complex was used as mobile means. The mobile means
contain a group of mobile robots (UAV robotic unmanned aerial vehicles) as terminal
devices (sensors) for collecting information. Also, the UAVs have separate sensors or
analyzers on board and realize photo and video shooting.

The problem of controlling a group of UAVs was solved for various delays and
uncertainties between control signals.
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Themonitoring system consists of amulti-robotic complex, a sub-system for collect-
ing and storing information, a decision support sub-system, a distributed data storage
and various software components that form a communication environment. Methods
and algorithms for group control of robots within a group were developed [12–21] as
part of the integration of a mobile robotic complex into a monitoring and diagnostic
system. These developed methods eliminate the uncertainty in the transmission time of
data for controlling robots to their on-board control devices through distributed ledger
technology. A simulation software model for the functioning of groups of mobile robots
was developed to test the developed methods and algorithms.

2 Simulation Program Model for the Functioning of MR Groups

Simulation program or software model for the functioning of MR groups is a simulation
software for studying the effectiveness of methods and algorithms for group control of
MR under conditions of uncertainty. This simulation programwas developed to simulate
the functioning of both homogeneous and heterogeneous MR groups and information
interaction betweengroupmembers using a distributed data storage (distributed registry).
The simulation program is built on a modular basis and consists of:

– MR modeling module (according to the number of MR in the group), including the
MR leader;

– module for modeling (imitation) of the external environment;
– operator interface (user interface) module;
– module for modeling information interaction of MR in a group or a module for sim-
ulating a communication environment, including interaction through a distributed
registry;

– a module for simulating the computational control subsystem (CCM) of the MR
(according to the number of MR in the group), including the MR leader.

Also, the program can simulate the functioning of MR groups of various types and
sizes.

The operator interface provides the ability to:

– formation by the operator of various target tasks for MR groups;
– selection of the MR leader;
– setting the characteristics of the MR and the environment;
– visualization of the process of group functioning of MR;
– display of simulation results.

The structure of the software and hardware for simulation modeling of theMR group
is generally shown in Fig. 2.
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Fig. 2. The Structure of the simulation program for multi-robotic complex.

Also, the program model allows you to simulate the following types of uncertain-ty:

– uncertainty of themathematical model of the control object, in this case, theMP group
(or, for simplicity, the uncertainty of the control object);

– the uncertainty of the environment for the functioning of the MR group (or the model
of the environment);

– uncertainty of the goal (or target task);
– uncertainty of data delay in information exchange channels, taking into ac-count
restrictions on the maximum allowable delay time.

In addition, this model imitates the collective, flock and swarm types of self-
organizing behavior of the MR group.

The simulation program can be implemented both on a single computer and in a
local area network with a “client-server” architecture. The automated workstation of the
operator is a server in this case.

Signals from the MR leader are received from the UAV, as well as the UAV from
the leader with some time delay due to the random distribution of the group in space.
Communication is carried out via a direct channel leader-UAV-leader if the UAV is
within the range of the communication means. Communication with UAVs that are
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outside the direct communication range is carried out through intermediate UAVs that
act as repeaters. UAV-leader type is used since the range of communication means of
all types is limited. The number of UAV repeaters is different at different times and for
different UAVs. It is depending on the spatial location of the UAV in these cases. This
leads to an uncertainty delay for different UAVs at different times. The delay values
are determined by the length of the leader-UAV-… -UAV-leader chain. Therefore, the
necessary UAV control data enters their on-board control systems non-simultaneously,
and this introduces uncertainty.This uncertainty canbe eliminated through thedistributed
ledger technology.

Numerical experiments using the “distributed registry” technology for a group of
11 UAVs with a release (UAV 1). Also, these experiments are consumed in the MatLab
environment on model examples of UAV formation, building a certain set, for example,
a “wedge”. Such experiments do not require large resources and can be used on a single
computer. In experiments based on the use of UAVmathematical models and SGU group
control systems implemented on the onboard UAV leader. In experiments, it was found
that all UAVs are at the same height.

Figure 3 shows themovement trajectories of a group of 11UAVsduring the formation
of a “wedge” formation for the initial coordinates and deviations from the given course
given in Table 1 with a fixed delay. Such a delay occurs when exchanging control signals
through a distributed ledger.

Table 1. Coordinates of the initial position of the UAV for the experiment presented in Fig. 3.

UAV 1 2 3 4 5 6 7 8 9 10 11

X 34 69 8 34 86 41 114 92 110 84 46

Y 10 18 69 43 102 115 24 73 72 89 30

ξ 0 0 0 0 0 0 0 0 0 0 0

ξ is the initial angle of deviation of each UAV from a given courseψ . The movement
trajectories of a group of 11UAVs are shown in Fig. 4when forming a “wedge” formation
for the initial coordinates and deviations from the given course given in Table 2 at fixed
delays.

Figure 4 shows that the initial position of UAV 1 and UAV 11 differs significantly
from the target values. Therefore, the UAV1 and UAV11 could not take the UAV’s target
positions in time. The difference from the previous experiment lies in the presence of
initial angles of deviation from the given course ranging from minus 25 degrees to plus
25 degrees and other UAV initial coordinates. In this case, the UAVs reached the given
target position, despite the existing delay in the exchange of information. This is due to
the fact that the current deviation from the target position was insignificant.

Experiments have shown that the efficiency of solving the problems of group control
of MR (UAV) strongly depends on the communication capabilities of the means of
communication between the members of the group. The task of managing a group of
UAVs was assigned to the computational control subsystem of the UAV leader, who was
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Table 2. Coordinates of the initial position of the UAV for the experiment presented in Fig. 4.

UAV 1 2 3 4 5 6 7 8 9 10 11

X 75 10 93 52 37 61 95 45 64 113 66

Y 93 111 58 53 61 98 77 97 42 105 75

ξ −14 4 −16 −1 −13 −14 −14 −10 17 −3 −15

Fig. 3. Trajectories of a group of 11 UAVs during the formation of the “wedge” for the initial
data in Table 1.

a member of the same group in the experiments. At the same time, the computational
control subsystem of the leader forms the control of each UAV of the group through
a distributed registry and takes into account the UAV response signals received via
communication channels. UAV 1 and UAV 11 could not take the target positions at the
specified timewith this value of the initial data according to the results of the experiment.
Therefore, it is necessary to look for new approaches to reduce the delay of information
signals between the leader UAV and the group UAV through a distributed ledger.
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Fig. 4. Trajectories of a group of 11 UAVs during the formation of the “wedge” for the initial
data in Table 2.

3 Conclusion

The authors of this work have previously developed a system structure and an “integrated
method” for designing of monitoring and diagnostic systems based on the mobile com-
ponents use for various applications. Within this approach, a multi-robot complex which
is a group ofmobile robots (unmanned aerial vehicles UAVs)was used asmobile compo-
nents, as edge devices (sensors) for collecting information, aswell asUAVswith separate
sensors or analyzers on board. Methods and algorithms for controlling the robots group
behavior have been developed for such a mobile robotic complex. To test the developed
methods and algorithms, a simulation software model of theMR groups functioning was
created. The method of the movement robustly stable control for a mobile robot’s group
with a leader was used as a base. This method takes in account specificity of solving
of monitoring tasks with multi robot complexes in the presence of an indefinite, limited
time delay in the communication channels of the MR leader with other MR in the group
in case of data exchange, including through a distributed ledger. The mentioned method
operability and effectiveness have confirmed using a simulation program and computing
experiments in MatLab.

Also, the experimental studies results made it possible to conclude that further
research is needed. Possible direction of this research may be the development of multi-
robot complex management methods for monitoring and diagnostic tasks solving, in
particular to minimize delays in communication channels in the organization of MR
information interaction, including by minimizing the length of the data transmission
chain MR-MR-…-MR-the leader and through the use of distributed ledger technology.
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Abstract. The paper proposes an algorithm for replacing the battery of a robotic
tool (RT) by a group of servicing mobile robots (SMR), which includes: position-
ing the SMR under the battery compartment of the RT; removal of the discharged
and installation of a charged battery. For the positioning of the SMR, data from
the LiDAR are used, on the basis of which the RT wheels are clustered and the set
of necessary offsets for positioning is determined. Then positioning is carried out
according to ArUco markers, images of which the system receives using cameras.
After that, according to the data from the MEMS sensor, the platform is leveled in
a horizontal plane, when positioning on an inhomogeneous surface. The proposed
algorithm was implemented using ROS (Robotic Operating System) and tested in
the Gazebo simulator. As a result of the experiments, mobile robots successfully
removed and installed a battery, the average battery replacement time based on the
developed algorithm on a homogeneous surface was 4 min 8 s, on a non-uniform
surface 6 min 4 s. The advantage of the developed solution is the completely
autonomous replacement of the battery, which reduces the idle time of the RT.

Keywords: Battery Replacement · Positioning · LiDAR · ArUco Markers ·
Mobile Robots

1 Introduction

Currently, there are more and more autonomous robotic systems (RS) that help people
in production, in medicine, in the field of space exploration, military and agricultural
fields, as well as in the household and entertainment sectors. For long-term and efficient
performance of the necessary functions by a robot without human intervention, it is
necessary to fully automate both thework process itself and the processes associatedwith
servicing the RT. Since the use of the RT is characterized by a relationship between its
operating time and the power limitations of the battery and involves constant recharging
of the battery to continue operation, the development of systems for autonomous change
of the RT battery is an urgent task. Ensuring accurate positioning of these systems
relative to the RT is essential for battery replacement. In addition, it is important that the
autonomous battery change system be able to move itself to the RT and dock with it.
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2 Current State of Research

To date, there are solutions that are aimed at overcoming the problem of inaccurate
positioning of the robot with the charging station and ensuring efficient recharging
of the RT. In particular, article [1] presents a positioning system for a mobile robot
with a wireless charger based on displacement-sensitive coils. With the help of camera
data and computer vision, the robot is positioned relative to the charger and is located
above it. Sensing coils are fixed symmetrically around the wireless receiver and measure
the magnetic flux density around the receiver. The robot successfully approaches and
positions itself within ± 5mm of the center of the wireless charger in the experiments
performed.

In [2], the search for the location of the charging station by the robot is carried out by
turning it around its axis and detecting the ArUco marker fixed on the charging station.
The accuracy of docking the robot with the charging station by the presented method
was within 50 mm.

In similar research [3], the authors of the work presented a method for moving a
cleaning robot to a charging station for recharging, the principle of which is based on the
use of infrared (IR) LEDs and a camera. The charging station is equipped with IR LEDs
that illuminate the area where the robot can wirelessly recharge. The docking process
is determined by the number of infrared spots at the charging station, registered by the
robotic system, using a rotating camera mounted on the robot. According to the results
of the experiments, the average time of positioning the robot relative to the charging
station by this method was 31 s.

The article [4] presents a chargingmethod with automatic docking for a mobile robot
based on infrared and ultrasonic sensors. Two ultrasonic sensors mounted on the robot
are used to make the latter move along the wall. Two infrared receivers on the robot are
needed to detect the charging station, which has two infrared emitters. The positioning
error of the robot by the presented method was 20 mm.

In the study [5], the search for a charging station also occurs using rangefinders.
The mobile robot uses the laser rangefinder mounted on it to find the charging station
and calculates the trajectory of movement to it. The charging station has two holes
for connecting to the mobile robot charger and a guide rod that specifies the insertion
direction of themobile robot contacts into the charging holes. The authors performed 100
robot positioning, docking and recharging experiments, as a result, the entire process
of recharging a mobile robot was successful in 99% of cases. In [6], the positioning
process of robots is based on three stages. First, based on computer vision, a preliminary
adjustment of the position of the robot relative to the charging station is carried out. Then
the precise positioning of the robotic system takes place using four Hall sensors, which
measure the distance to the corresponding magnets on the target module and calculate
the trajectory for the movement of the RT. The positioning time based on this method
was 21 s.

As can be seen from the above review [4–6], in RT recharging systems, the task of
positioning objects relative to each other is fundamental. In study [7], the preliminary
positioning of two robots relative to each other is based on the data of a wireless vision
sensor. The precise positioning is carried out using Hall sensors. After positioning the
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two robots are docked using a hook-type connection. The whole process of docking two
robots took 2 min, 70% of the experiments were successful.

The authors of [8] presented a docking system for two mobile robots based on the
use of IR receivers and IR emitters. Positioning is determined by the search for the IR
signal of the emitter located on one robot, the IR receiver of another robot. In [9], the
mobile robot was also positioned relative to the charging station using IR sensors. The
experiments showed that the docking was successful in 90% of the experiments.

In [10], the determination of the position of the charging station is implemented
based on the use of technical vision and AprilTag fiducial markers. The positioning
process is divided into two parts, in one of which the robot moves using the ORB-SLAM
algorithm, in the other one positioning occurs based on themarker position data obtained
after processing the camera image. In 97.33% of the experiments, the positioning and
docking of the mobile robot with the charging station were successful.

The authors of similar article [11] used a stereo camera to determine the position and
orientation of the final positioning point of amobile robot relative to a pallet with fiducial
markers. As a result of the experiments, the positioning offset was 0.057m, the deviation
in angle was 0.043 radians. The presented system is not completely autonomous, since
the robot approached the target under the control of the operator, after which the robot
was automatically docked.

In [4], IR sensors are used for preliminary positioning of a mobile robot relative to
the charging station. Precise positioning is realized on the basis of ultrasonic sensors.
The authors of [12] use algorithms for processing sound vibrations and technical vision
methods to find the direction of movement of the robot. As a result of experiments, using
this method, the robot always found and followed a short path to the target. The study
[13] presents an algorithm for searching and moving a mobile robot to a charging station
based on IR sensor data and technical vision. The essence of the proposed algorithm is
that during a mobile robot positioning, the center of the QR code must coincide with the
center of the image. The positioning time based on this algorithm varies from 4 min to
40 s, depending on the complexity of the trajectory of movement to the charging station.

Wireless charging technologies [14, 15] allow batteries to be recharged, however,
this process takes a long time. In order for the robots to perform their functions without
wasting time for recharging, a system can be used that can provide replacement of the
battery. The article [16] presents an automatic battery replacement system for a palm-
sized wheeled mobile robot. The mobile robot is equipped with a built-in camera and
a removable battery compartment on the front. The battery change station is a device
consisting of a loading and unloading mechanism, a movable device, a locking device
and a carcase. The developed system was tested, the results of the experiments showed
that it takes an average of 84.2 s to complete the battery replacement operations.

The authors of the article [17] also presented in their work a battery replacement
system for a mobile robot. The worker robot constantly monitors the battery charge
and its location. If the battery charge falls below a certain threshold, the server sends a
command to the helper robot to change a battery of the worker robot. The process of
docking two robots is based on the analysis of the emission of five infrared LEDs of the
mobile robot by a computer vision algorithm, which aligns the axes between the two
robots. When docking has occurred, the slot in which the discharged battery is located
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releases the lock, unfastens it, and the battery enters the battery exchange mechanism.
At the same time, using the battery exchange mechanism, a new battery is installed in
the second slot of the working robot. According to the results of the experiments, the
positioning error of the robots relative to each other was 12.5 mm. Docking of the robots
was achieved in all experiments.

In the review of works presented above, the battery was recharged by positioning
the robot relative to the wireless charging station, as well as by moving the target RT
to the base to remove the battery. Since the use of the wireless charging method is
characterized by a long idle time of the RT, in this study it was decided to remove the
battery and replace it with a new one. In order to refuse to move the RT to the battery
change station andminimize the downtime of theRT, the replacement of the battery at the
target RT according to the developed algorithm is carried out using two servicing mobile
robots (SMRs). This work is devoted to the development of an algorithm for autonomous
recharging of the RT, using SMRs, which does not require human intervention. Further,
the paper presents the algorithm for replacing the battery, the design of the batterymodule
on the target RT, the design of small SMRs, as well as the processes of positioning the
SMR relative to the battery compartment of the target RT, removing the old battery and
installing a new battery.

3 Results Suggested Algorithm for Automatic Battery Replacement

In the framework of this work, an algorithm for automatic replacement of the RT battery
using two SMRs was developed. One small robot removes the discharged battery from
the RT, further in the work it will be called SMR-1. The second robot installs a charged
battery in the RT and will be called SMR-2 in the future.

3.1 Description of Robots

The proposed conceptual model (Fig. 1a) of the service platform has awheel-pedipulator
type of propellers. This type of propellers allows to adjust the height of the platform body
by changing the angle of inclination of the pedipulators and provides linear movement
due to wheel drives.

The SMR body (Fig. 1a) allows you to place: a slot for a removable battery (1), a
webcam (2), with changeable orientation horizontally for detecting ArUco markers and
vertically for monitoring the environment, as well as a LiDAR (3) for detecting obstacles
during the movement of the robot, as well as for its positioning relative to the RT. To
check the success of the removal and subsequent installation of the battery a capacitive
matrix of pressure sensors (4) is installed in the groove. The platform is equipped with
drive wheels with separate control on the drive to the wheel (5), as well as drives that
control the rotation of the paws installed in the body (6).
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Fig. 1. (a) View of the SMR, where 1 is Battery groove, 2 is Webcam, 3 is LiDAR, 4 is Pressure
sensor, 5 is Drive wheels with separate wheel drive control, 6 is Platform body; (b) Location of
the RT battery compartment.

For easy battery replacement, the RT battery compartment is U-shaped and is located
at the rear of the RT (Fig. 1b). This location of the compartment allows you to optimize
the algorithms for installing and removing the battery due to the exit and arrival of the
SMR in a raised position. Energy transfer between the battery and the target RT in the
battery compartment (Fig. 2a) is carried out using contact pairs.

Fig. 2. (a) Battery compartment structure, where 1 is contact pads, 2 is RT battery compartment
fasteners, 3 is battery container, 4 is centering pins, 5 is centering holes; (b) Location of ArUco
markers.

The contact pads (1) are located on the fasteners (2) of the battery compartment, and
the contacts themselves are located on the battery container (3). To prevent displacements
in the horizontal plane, the battery container is equipped with centering pins (4) for
installation in the centering grooves (5) of the mating part of the battery compartment.
Fixation in the frontal plane occurs due to the own weight of the battery.

ArUco markers are used for positioning the mobile robot relative to the battery
compartment. The location of the ArUco markers is shown in Fig. 2b. ArUco marker
number 1 is located next to the battery compartment and is used in the task of extracting a
discharged battery, ArUco marker number 2 is located on the inner surface of the battery
compartment and is used to install a charged battery.



274 P. Kozyr et al.

3.2 Battery Replacement Algorithm

The need for autonomous battery replacement using SMR arises both in work areas with
a uniform, even surface, for example, in warehouses, industrial enterprises and other
facilities, and in areas with a non-uniform surface, for example, in fields. The developed
algorithm is universal both for positioning on inhomogeneous and homogeneous sur-
faces. The scheme of the developed algorithm for replacing the battery with two mobile
robots is shown in Figs. 3–5.

Start

SMR-1 and SMR-2 are 
waiting for a task

There is a task to change 
the battery

Movement of a pair of 
SMRs to RT

Battery removal

Battery installation

Moving SMR-1 and SMR-
2 to the base

End

no

yes

1

1

Fig. 3. Algorithm for replacing the battery using SMR.

At the first stage (Fig. 3), two SMRs are at the base in the state of waiting for the
task. A charged battery is located in the SMR-2 slot, for subsequent installation on the
RT. When a message comes from the RT about the need to replace the battery, mobile
robots go into the state of moving along the global trajectory. The construction of the
trajectory from the base to the RT and the movement according to it is based on the data
of the LiDARs installed on each robot, using the LRLHD-A global trajectory planning
algorithm [18].

Upon reaching the endpoint of the global trajectory, SMR-1 stops immediately before
the target RT and enters the positioning state (Fig. 4). For the primary positioning of the
SMR-1 relative to the RT, the position of the RT was corrected based on the clustering of
data from the LiDAR. Then he rotates the camera so that the camera provides a vertical
upward view, while the SMR-2 is in the standby mode.
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Fig. 4. Stages of the battery replacement algorithmusing SMR: (a) removing a discharged battery,
(b) installing a charged battery.

Upon reaching the endpoint of the global trajectory, SMR-1 stops immediately before
the target RT and enters the positioning state (Fig. 4). For the primary positioning of the
SMR-1 relative to the RT, the position of the RT was corrected based on the clustering of
data from the LiDAR. Then he rotates the camera so that the camera provides a vertical
upward view, while the SMR-2 is in the standby mode.

After turning the SMR-1 camera, the first ArUco marker, located next to the RT
battery compartment, should fall into its field of view (Fig. 5).When it is detected, SMR-
1 using the OpenCV library determines the angles of deviation of the camera plane from
the marker plane. In addition, SMR-1 receives data from the MEMS sensor about the
roll (α) and pitch (β) angles. If there are deviations, SMR-1 corrects the orientation of
the platform body according to the algorithm shown in Fig. 5a. Depending on the value
of the deviation angle, SMR-1 adjusts the position of the body by changing the angle of
inclination of the pedipulators. In the process of adjusting the orientation of the SMR-1,
its height increases by reducing the angle of inclination of the pedipulators, however, to
drive under the serviced robot, it is necessary that the height of the SMR-1 body does
not exceed 80 mm. If this value is exceeded, the replacement of the battery with a given
accuracy cannot be completed, and SMRandRTwill need to choose amore even surface.
Deviations within 3 degrees mean that the platform is in a suitable RT orientation and
can continue positioning relative to the battery compartment according to the ArUco
marker. When the SMR-1 reaches the set position relative to the RT, it enters the battery
removal state. The robot raises the body to the maximum possible upper position. With
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Fig. 5. (a) SMR-1 orientation alignment algorithm when removing a discharged battery from the
RT (b) SMR-2 orientation alignment algorithm when installing a charged battery in the RT.
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correct positioning, the center of the groove for the battery is located strictly in the center
of the RT battery compartment, and, accordingly, in the center of the battery.

As a result of lifting, the battery enters the groove of the mobile robot and rises from
the mating fasteners of the battery compartment, after which the robot receives feedback
from the pressure sensor. Then SMR-1 moves with the battery in the opposite direction
until the second ArUco marker is detected. After detecting marker 2, SMR-1 returns the
body of the platform to its original position for subsequent transportation of the battery
to the charging station.

Having received a message about the completion of the battery removal procedure,
the SMR-2 is positioned with the battery compartment of the RT similarly to the posi-
tioning of the SMR-1, except that SMR-2 corrects the orientation of the platform body
according to the algorithm shown in Fig. 5b. In the process of correcting the orienta-
tion of the SMR-2, its height is reduced by increasing the angle of inclination of the
pedipulators. The design features of the developed battery replacement system impose
restrictions on the position of the body before driving under the serviced robot, i.e., the
height before driving should not be less than 120 mm. After completion of the rise,
SMR-2 starts moving forward until marker 1 is in the center of the frame. After align-
ment, the marker should be in the center of the frame, this will mean that the battery is
located exactly in the center battery compartment and can be installed. The SMR-2 case
is lowered to its original position, as a result, the battery falls into the centering grooves.
In case of successful installation of the battery, the feedback from the pressure sensors
will show the absence of objects in the groove, then SMR-2, together with SMR-1, return
to the base.

4 Materials and Methods

The positioning of SMR relative to the battery compartment was carried out according
to the data obtained from the LiDAR and images of ArUco markers. Clustering of RT
wheels based on LiDAR data was carried out using the DBSCAN algorithm [19]. Then,
from all the points assigned to two separate wheel clusters, two reference points were
selected for each cluster. Figure 6a shows an example of wheel clustering results.

The reference point of the left cluster was considered to be the point with the largest
value along the X axis and the smallest value along the Y axis. The reference point of
the right cluster was considered the point with the smallest value along the X axis and
the smallest value along the Y axis. Based on the coordinates of these points the center
between the two RT wheels along the X axis, the offset of the center point relative to
the LiDAR origin along the X axis, angle between the LiDAR orientation vector and
the vector between the LiDAR origin point and the center point between the two wheels
are calculated. To be centered between the wheels of the RT along the X axis the SMR
performs a turn at the calculated angle so that the orientation of the RT coincided with
the orientation of the SMR and moves to the side by the calculated offset.
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Fig. 6. (a) An example of wheel clustering results; (b) Positioning of the mobile robot relative
to the RT battery compartment, where A is the distance between the center of ArUco marker 1
(Cm1) and the center of the battery compartment (Cbc), B is the distance between the center of
the camera (Cc) and the center of the slot (Cs) on the body of SMR. A and B are equal according
to the requirements for the design of the SMR and the battery compartment of the target RT.

After the completion of the procedure for positioning theSMRbased ondata obtained
by LiDAR, the camera was rotated upwards using a servo drive. With this position of
the camera, when an ArUco marker is detected on the frame, there is no heterogeneity
in height between the camera and the ArUco marker. If the marker was not found after
the camera turned, then the robot moved forward at a speed of 0.5 m/s until the marker
appeared in the camera’s field of view.

The RT battery compartment and the SMRs groove are arranged in such a way that
the distance between the center of the marker detected by ArUco and the center of the
battery compartment is equal to the distance between the center of the camera and the
center of the slot on the body of the small robot, on which the charged battery is installed
evenly (Fig. 8b). The main condition for accurate positioning is the coincidence of the
center and orientation of the ArUco marker with the center and orientation of the frame.
From Fig. 8b it can be seen that the SMR and the battery compartment are designed in
such a way that when the positioning condition for removing the discharged battery is
met, the center of the groove and the center of the battery compartment will be on the
same vertical line. Therefore, when the SMR-1 case is smoothly raised, the discharged
battery will be located in the center of the groove. With a similar positioning relative to
ArUcomarker located in the battery compartment, the center of the battery compartment
will be exactly above the center of the camera and the charged battery located on the
SMR-2 body, when mounted on the RT, will enter exactly into the battery compartment
while SMR-2 is moving forward.

The search for the coordinate of theArUcomarker center, determination of its angular
and center coordinates was performed using computer vision algorithms provided by
the OpenCV. For positioning on heterogeneous terrain using OpenCV methods and
according to the gyroscope data, the angle of inclination of the platform body relative to
the horizontal plane was determined. Based on the calculated angle, the angle of rotation
of the pedipulators was corrected to align the platform body.

Next, the position of the robot was corrected so that the orientation of the camera
frame coincided with the orientation of the marker. To do this, the SMR rotated to the



Algorithm for Replacing the Battery of a Robotic Tool 279

right or to the left until the coordinates of marker corners 1 and 2, 3 and 4, respectively,
had the same values along the Y axis.

After adjusting the orientation, the SMRwas positioned in such a way that the center
of the ArUco marker was in the center of the camera frame along the Y and X axes. If
the coordinate of the ArUco marker center along the Y axis is greater than the value of
half the height of the frame, then the robot slowly moves forward until this y coordinate
is reached. Otherwise - the robot moves in the opposite direction. When adjusting the
position of the robot along the X axis, similar actions were performed, but in this case,
the robot moved to the right and left.

After making adjustments to the orientation and centering of the robot relative to
the battery module, the positioning algorithm was completed, and the robot entered the
battery removal state.

5 Experiments

The software for performing positioning, removing the discharged battery and installing
a new battery is developed using ROS (Robotic Operating System).

To evaluate the operation of the algorithm presented in this paper, ten experiments
were carried out on a homogeneous and inhomogeneous surface in theGazebo simulator,
during which a replacing the RT battery was carried out from the moment the robots
moved to the target RT [20]. A camera with a resolution of 2592 × 1920 pixels was
used. The size of the first and second ArUco markers was 60 × 60 mm. In carrying
out the experiment on an inhomogeneous surface, the RT was located on a plane at an
inclination of 15 degrees. Surface drops for SMR under RT do not exceed 6 mm.

For assessing the positioning accuracy of a mobile robot relative to the battery com-
partment according to the data obtained from theLiDARandArUcomarkers, the average
deviation modulus (1) for 10 experiments related to each experiment is used:

�y = 1

m

∑m

i=1

∣∣y
∧

i − yi
∣∣, (1)

wherem is the number of experiments performed, y
∧

i is the expected result, yi is the result
obtained using the algorithm presented in this article.

Table 1 presents the results of the DBSCAN algorithm in the problem of wheel
clustering and the search for reference points.

Table 1. The results of the DBSCAN algorithm in the problem of wheel clustering and the search
for reference points.

Features of the location of SMR and RT wheels �y

Clustering when SMRs is displaced relative to the central axis of the RT less than
120 mm

20 mm

(continued)
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Table 1. (continued)

Features of the location of SMR and RT wheels �y

Clustering when SMRs is displaced relative to the central axis of the RT more than
120 mm

57 mm

Clustering with deployed RT wheels less than 15° 17 mm

Clustering with RT wheels deployed more than 15° 65 mm

Table 2 presents the results of determining the displacement of the position and
orientation of the robot relative to the center of the RT according to the data from the
LiDAR.

Table 2. Results of experiments to assess the accuracy of determining the displacement of the
position and orientation of the robot relative to the center of the RT.

Experiment Type �y

Determination of the angle at which the robot needs to turn
around

Initial angle < 15° 0.8°

Initial angle > 15° 3.7°

Determining the size of the robot offset 13 mm

It can be seen from the table that at an initial angle between the orientation of the
SMR and the RT after moving along the global trajectory to the RT, equal to less than
15°, the average deflection modulus is 0.8°, and at more than 15°–3.7°. The average
modulus of deviation in determining the size of the offset of the robot was 13 mm. The
obtained data on the positioning of a mobile robot with a target RT are presented in
Table 3.

According to the results presented in Table 1, the average modulus of deviation of
the positioning of the mobile robot relative to the battery compartment is within the
allowable accuracy interval.

Table 3. Results of experiments to assess the positioning accuracy of a mobile robot relative to
the battery compartment of the target RT.

Positioning type �yx , mm �yy , mm Orientation deviation, degrees

Positioning by the first ArUco
marker in the problem of extracting
a discharged battery on a
homogeneous surface

4.2 3.9 3

(continued)
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Table 3. (continued)

Positioning type �yx , mm �yy , mm Orientation deviation, degrees

Positioning by the second ArUco
marker in the task of inserting a new
battery on a homogeneous surface

4.9 4.5 4

Positioning by the first ArUco
marker in the problem of extracting
a discharged battery on an
inhomogeneous surface

5.2 4.2 4

Positioning by the second ArUco
marker in the task of inserting a new
battery on an inhomogeneous
surface

5.1 5.1 6

For the first marker, the average deflection modulus on a homogeneous surface was
4.2mm along theX axis, 3.9mm along theY axis, on a inhomogeneous surface – 5.2mm
along the X axis, and 4.2 mm along the Y axis, respectively. For the second marker -
4.9mm, 4.5mm on a homogeneous surface and 5.1mm, 5.1mm on an inhomogeneous
surface along the X andY axes, respectively. The deviation of the orientation of the robot
slot from the battery module on a homogeneous surface was less than 4 degrees, and on
a non-uniform one - less than 6 degrees. According to the results of experiments carried
out at Gazebo, during which a complete battery replacement cycle was implemented
ten times, the robots successfully performed their target function. The average time to
replace the battery on a homogeneous surface was 4 min 8 s, on a non-uniform surface 6
min 1 s. The difference in positioning time lies in the need to adjust the rotation angles
of the pedipulator to align the orientation of the platform body. These results indicate
that the developed system is able to replace the battery in a short time and reduce the
idle time of the target RT both on homogeneous and inhomogeneous surfaces.

6 Conclusion

The algorithm for replacing the battery of the target RTwith two servicing mobile robots
presented in this study consists of the stages of positioning the servicing robot relative to
the battery module of the target RT based on data from the LiDAR and the image of one
of the two ArUco markers, the step of removing the battery and the step of installing a
new battery. This algorithm is simple to implement, and allows you to replace the battery
in a short time. The advantage of the proposed solution is that the target RT does not
require time spent on moving to the base due to the use of SMR, the battery is replaced
both when the RT and SMR are located both on a homogeneous flat surface and on an
inhomogeneous one. This reduces the idle time of the target RT, since it will be able to
perform its main tasks before the SMR approaches it and immediately after the battery
is changed.
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The developed algorithm can be used both for specific robots presented in this paper
and in other robotic systems with the introduction of a similar battery compartment
mechanism and the implementation of mobile robots with appropriate dimensions.

Acknowledgement. This research is supported by RSF project No. 20–79-10325. https://rscf.ru/
project/20-79-10325/.
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Abstract. The article presents a client-server library for the interaction with the
KUKA LBR iiwa collaborative robot via a remote personal computer (PC) in
a medical-oriented collaborative robotic system (CRS). An intuitive high-level
library implemented in the MathWorks MATLAB software framework includes a
server for the KUKA iiwa controller, and a client-based application. The library
has more than 30 functions for such operations as calculating forward and inverse
kinematics, robot control in Cartesian space, path planning, graphical output, and
feedback. The developed software runs on a remote computer connected to the
controller of the robot via the TCP/IP protocol. The paper presents the require-
ments to the software related to the systems and strategies used to control the
CRS, and the safety of collaborative human-robot interaction (HRI). The article
also presents the description of the technical implementation of the library, its
architecture, the scheme of “robot – remote PC” communication, software meth-
ods used for interaction with the robot, as well as data flow diagrams (DFDs) for
the executable code. As an example of controlling the robot using the developed
library, we show the results of a practical experiment: the calculation of the robot’s
inverse kinematics and the path coordinates on a given trajectory.

Keywords: Collaborative robot · Collaborative robotic system ·Medical robot ·
KUKA iiwa · Sunrise.OS ·MATLAB

1 Introduction

At present, robotization is one of the main directions of improving the quality and
efficiency of medical care and services. The introduction of robots makes it possible
to increase productivity in medicine by eliminating the need for routine physical work
and reducing the risk of infection of medical workers by using a contactless approach to
patient care. Robotic transportation of food andmedical supplies to patients, 3D printing,
robotic production of medicines, automated rehabilitation systems, therapeutic massage
and patient care using robotic systems and complexes are actively introduced in medical
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institutions [1–3]. It is necessary to distinguish the use of robotswithmanipulators,which
canbeused to assist surgery (or independently performsimplemedical procedures), carry
out diagnostics (e.g., robotic systems for blood collection and analysis, ultrasound, etc.)
and perform therapeutic operations (e.g., robotic systems in radiotherapy). This type of
robots can be used both autonomously and in CRSs, where robots and humans work
together in a single working space to achieve a common goal [4–6].

An example of such robots is KUKA iiwa – a lightweight 7-axle manipulator. Each
axis of this robot is equipped with a force torque sensor as well as absolute encoders.
Data from the axes and a high refresh rate (up to several milliseconds) allow the robot to
react swiftly to external influences, making it suitable for interactingwith people without
applying additional security measures. KUKA iiwa can be programmed for various tasks
using the KUKA Sunrise.OS environment. It includes the KUKA Sunrise.OS operating
system (OS), which can run programs written in Java, and the KUKA Sunrise Cabinet
controller. Although Java is a common language, programming the robot and using its
functionality require deep knowledge of the Sunrise OS and various library methods
(system’s API). In addition, “out of the box” application implies the use of proprietary
program running on the controller to control the robot, and thus all feedback data are not
available outside the Sunrise.OS [7]. Although remote control of the robot is possible
via the Sunrise. FRI interface, processing of feedback data requires installation, config-
uration or writing of additional software, and this requires the knowledge of different
programming languages (Java, C++, Python, etc.). In case of using robot’s organic con-
troller instead of remote control, data about the robot’s state and actions are available
only locally – during the execution of proprietary application. This can significantly com-
plicate the development of specific software solutions with remote control features and
deployment of telemedicine systems [8], adaptive robotic cells [9], and remote-control
using devices with virtual/augmented reality features in medical institutions [10].

To solve this problem, an external PC for the robotic controller can be used to
perform computationally costly operations, process data from sensors, and implement
control algorithms. In particular, in paper [8] the authors used the ROS library [11], to
control the KUKA iiwa robot for autonomous ultrasound, and in work [12] the authors
presented KUKA-IIWA-API – an interface to control the robot via ROS. This interface
provides PTP motion and data collection functions, but does not support real-time con-
trol. However, other software solutions can be used to simplify the simulation of the
motion and functioning of the robot, the development of control algorithms, models and
scenarios of HRI in the medicine. In particular, the MATLAB software framework can
be used. The advantage of the MATLAB environment is its own high-level interpreted
programming language, the standard ROS interface (ROS Toolbox), as well as the abil-
ity to simulate robot behavior scenarios, their real-time execution and modification. For
example, paper [13] provides an application using the Simulink library to implement a
dynamic walking controller for a two-legged human-sized robot. KUKA Control Tool-
box (KCT) [14] and JOpen-ShowVar [15, 16] software are used to control KUKA robots
with 6 degrees of freedom using the MATLAB/Java frameworks. However, KCT and
JOpenShowVar only support the KRC [17] industrial controller, so they cannot be used
to control KUKA iiwa robots (supplied with the newer Sunrise controller). Article [18]
presents theKUKASunrise Toolbox (KST) library – a set ofMATLAB tools and a server
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for Sunrise.OS to operate KUKA iiwa robots from an external PC. KST implements the
TCP/IP protocol to communicate with the robot. It combines several functions, including
network, basic motion planning, real-time control, robot’s parameters setting and acqui-
sition, general-purpose functions, and physical interaction. However, this library has a
limited set of supported external automation and tools, and does not support complex
trajectories (path as a set of different motion frames) planning.

Thus, implementing a separate MATLAB-based software “wrapper” with extended
functionality to control KUKA iiwa robots (with Sunrise controllers) is a relevant task.
In this regard, we developed own client-server library for path planning and motion
control of KUKA LBR iiwa robots. The library has advanced trajectory planning mode
features, including “mixing” of different types of motions into one sequence (set of
motion frames), optimized “client-robot” communication, and flexible management of
input-output ports (I/O). Functional extension is available due to itsmodular architecture.
In addition, the safety requirements of HRI, as well as the modularity of the CRS control
system architecture are considered. This library was developed as a part of the prototype
of a robotic medical tool for the reposition of pelvic bones with unstable fractures.

The work is structured as follows. Section 2 presents a description of control systems
and strategies in theCRS, the safety of human-robot collaboration, and a list of additional
requirements for the library. Section 3 describes the technical implementation of the
library, its architecture, the “robot – remote PC” communication scheme, as well as the
program functions used for interaction with the robot. Section 4 describes the results of
the practical use of the library, shows the calculation of inverse kinematics of the robot
and its coordinates of the motion on a given trajectory, as well as DFDs of the executable
code.

2 Control Systems and Strategies in the CRS, Safety Requirements
of HRI

2.1 CRS Control Systems and Strategies

Consider a detailed description of the control strategies and basic architectures of the
control systems used in CRSs [19]:

1. Centralized control. Two classes are distinguished:

– Unity of command (centralized control unit (CCU) which is responsible for
the planning and management of CRS participants). The advantage of unity-
of-command type of control systems is its simplicity of algorithmization and
deployment. Disadvantages include long decision time due to solving the opti-
mization problem for all members to achieve the common goal, as well as low
survivability;

– Hierarchical control (main CCU is included, but there is a hierarchy of control
with subgroups and lower levels CCUs). Compared to the unity of command, the
complexity of the tasks performed by individual CCU is significantly reduced,
but the complexity of the control structure can result in severe delays or failures
in command transfer.
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2. Decentralized control. The following classes can be distinguished:

– Collective control and management (the system has no CCUs, all members are
equal and can make their own decisions with the best possible contribution to
achieving the common goal by sharing information about their actions with each
other). These types of control systems are significantly simplified, and the CRS
can be managed almost in real-time mode due solving the problems of optimiza-
tion by each member individually (rather than trying to optimize the actions of
the whole CRS). However, this greatly complicates the algorithmization of the
problem and requires a certain level of intelligence for all agents of the CRS
(especially – cobots);

– Swarm control (no CCUs in the system, all members are equal and can make
their own decisions, ensuring the maximum possible contribution to achieving
the common goal of the CRS, but there is no exchange of information between
the members, and each of the participants adjusts its actions based on “indirect”
data). The main feature of such control systems is the ability of scaling comput-
ing resources. This ensures quick operation of the group and allows the use of
energy-efficient devices for receiving and transmitting data. As in previous type
of control systems, the main drawback is ensuring a high level of intelligence of
each participant, including robots.

3. Hybrid control. Hybrid management and control strategy allows strategic planning
at the CCU level via centralized control, and tactical decision-making – at the sub-
group level using decentralized control. Hybrid control systems are highly flexible
and resistant to adverse factors, including failure of one or more control centers at
different levels of control.

In general, a universalCRScontrol systemcanbederived fromamodular architecture
based on a distributed system and a hybrid control strategy. The modularity of such a
system allows for the replacement of its individual parts without changing the rest of the
elements, as well as both centralized and decentralized control strategies for the target
system. Figure 1 shows the architecture of a universal modular hybrid control system
for the CRS.

Collaborative systems require, inter alia, planning of coordinated action (based on the
task analysis, its execution progress, and resources available), communication, logical
interaction, and interoperability of the participants (both using common data formats,
messages, commands, and instructions, and technical channels of their transmission).
The CRS also implies the need of communication between human workers and robots
(HRI), including the allocation and distribution ofwork among the participants. Ensuring
data sharing and physical interaction among CRSmembers entails the need to generalize
and formalize the collected heterogeneous sensor data, aswell as create a commonmodel
of the external environment and working space. The availability of such models allows
for efficient decision-making, including at the stage of the allocation and distribution of
work (tasks) in mixed heterogeneous collaborative teams [20–22].
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Fig. 1. A universal modular hybrid control system for the CRS.

2.2 Safety of Human-Robot Interaction

The concept of safety in the CRSs is considered in three ways [23]:

– Collision safety (between robots, people and obstacles) should be ensured and
controlled. Themain challenge is to limit the force/physical impact on humanworkers.

– Active safety for the timely detection of inevitable collisions (for the cobot) and the
controlled termination of its operation. Proximity sensors, monitoring systems and
force/torque sensors can be used for this purpose.

– Adaptive safety to interfere with the operation of the hardware and apply corrections
to avoid collisions without stopping the operation of the robot.

To ensure safe collaboration with humans, cobots have a built-in set of additional
safety functions [24, 25]:

– “Safe-rated monitored stop”. The robot stops when the worker appears in the shared
working space, and continues to work when the working space is free;

– “Hand guiding”. The motion of the robot is controlled by the operator (the use of a
hand-operated device to transmit motion commands);

– “Speed and separation monitoring” to ensure simultaneous actions of the operator and
the cobot in the collaborative working space;
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– “Power and force limiting”. The force of collision of the cobot and the worker (either
intentional or unintentional) is technically limited to a safe value.

Thus, based on the analysis of the existing types of control strategies in the CRS and
their architectures, as well as the requirements for the safety of HRI, it is possible to set
the following additional requirements to the developed library:

– Taking into account the control strategy used in the CRS, the composition, quantity
and possible heterogeneity of its participants, the possibility of including or excluding
the participant from the CRS and consequent adaptive adjustment of the CRS control
system, as well as the specific features of the selected control scheme of collaboration;

– Execution of library-based low-level commands for the cobot should be safe to other
agents located in the working space (primarily to the workers) as well as to objects of
the external environment;

– The functionality of the library should support changing the cobot’s workflow, when
the CRS functioning is not adequate of inefficient;

– The developed library should have a high-level programmable interface for the work-
ers to gain manual access to all the features of the cobots performing actions in a
single working space;

– The application of the developed library should be primarily aimed at increasing
productivity and reducing the probability of errors by taking into account the design
features of the cobots used;

– The library should handle other data from the technical specification of the cobots
and ensure efficient processing of the data from the robots’ force/torque, as well as
control the speed of their motion.

3 Technical Implementation of the Library

The library server is written in Java and uses the Sunrise.OS API 1.7 to implement
the functions. The server is based on an asynchronous single-threaded TCP socket and
supports multiple clients. The MATLAB client uses the built-in synchronous Java sock-
ets, providing less than 1 ms communication latency. However, it is possible to connect
to the server using the built-in MATLAB classes (tcpclient and tcpip) for backward
compatibility and greater reliability. The structure of the developed library is shown in
Fig. 2.
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Fig. 2. The structure of the library.

The library has 35 methods for interacting with the robot. Most of the methods have
a system of input arguments that allows flexible configuration of certain parameters of
the robot and its actions. The library has an additional class for describing the motion
of the robot and setting various parameters, such as type, speed, acceleration, and stop
conditions. The methods are logically divided into 5 main categories:

1. Methods for obtaining information. This group includes feedback methods to obtain
data about the position of the robot, its tool, kinematics data or the value of the force
applied.

2. Methods ofmanipulating the robot to get or change the values of the parameters of the
robot. They include the methods of working with tools (software-based connection
to the tool, changing its frames, obtaining data about the current tool and tools
available), and I/O ports.

3. Robot motion control methods. This group includes commands for basic position
control (through basic motion operations such as PTP or linear (LIN) motion), as
well as a method that requires a sequence of motion frames as input created by the
operator using the motion description class.

4. Network control methods. This group includes monitoring communication with the
robot – measuring the speed of the controller’s response to commands, and a method
for checking the link availability.

5. Auxiliary methods. They are not intended to interact with the robot during their
work, but to simplify the programming of the robot for the user.

We also added own implementations of forward/inverse kinematics algorithms, as
well as the support of the built-in Sunrise.OS inverse kinematics calculation function. The
inverse kinematics algorithm is based on a proprietary implementation of the FABRIC
algorithm [26]. The developed implementation is insensitive to kinematic singularities,
compared to the built-in Sunrise.OS API.

Motion methods allow grouping different motions into one sequence, for example,
the simultaneous use of PTP – LIN – PTP motion frames within one set. This allows
forming complex trajectories and executing them within one robotic motion. This is
possible due to the inheritance of various types of motions from a single parent class
in the Sunrise.OS hierarchy, which allows placing the collected motion array into one
motion frame set. Such motion sets can contain up to several hundreds of frames.
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Compared to KST, the library allows obtaining some data from the robot’s memory,
such as the tools available in the database, their transformation matrices, data on saved
points, objects, and templates saved in the system. It should be noted that the library is
not linked to the I/O ports of the flange and can work with different input/output groups
(after specifying them in the server configuration class).

The library runs on a remote system, interacting with the robot via the TCP/IP
protocol using the X66 port on the robot controller. The system supports the entire line
of KUKA LBR iiwa robots. No additional software packages are required for installing
and executing. Since MATLAB is a cross-platform environment, the library can run on
various OS: Windows, Linux, and macOS. It is possible to port the library to the free
GNUOctave environment or implement clients using other languages and programming
frameworks. The source code of the server, client, aswell as examples of using the library
are available on the GitHub [27].

4 Practical Use of the Library

As part of a practical experiment, the inverse kinematics calculation for the robot is
considered and demonstrated. After calculating the coordinates, the robot moves along
the resulting trajectory (circle) using a set of configurations.

Figure 3 shows the DFD of the program. When initialized, the library receives IP
data to connect to the robot. The then client connects to the robot’s remote server and
loads input-output data as well as additional information. When loading the server, data
on the tools and points stored in the system is also acquired. The next step is to calculate
the points on the trajectory. Inverse kinematics algorithms and current tool data is used
to calculate the robot configuration at the design point on the trajectory, and the user
saves this data to an array within the MATLAB environment. The client then initiates
the execution of the motion frame of robot configuration (SplineJP), which is passed to
the method. Based on this data, the server generates a set of motion frames and sends it
to the robot.

Fig. 3. Data flow diagram of the executable code (circle trajectory motion).

Forward and inverse kinematics can be used to pre-calculate the motion trajectory
or to create new trajectory, which the robot will follow via smooth motion along a
set of axle configurations. These techniques can be used for trajectory calculations,
collision avoidance during motion planning, pre-calculation of robot configurations,
and evaluation of the robot’s motion area. The stored example of mixed motion implies
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connecting to a tool stored in robot’s memory, moving through three 3 points stored in
the controller: spline motion (PTP) – LIN – spline mode (PTP).

The DFD of the program is shown in Fig. 4. The start of the diagram is similar to the
previous one. However, the user then requests the list of the saved tools from the system
and virtually connects to one of them. This changes the current tool on the robot, the
path calculation points, and feedback data, such as tool force and kinematics data. After
that, a set of saved points is downloaded from the system to create basic motion frames
and save them on the client. After the motion description classes are created, a motion
execution function is called, an array of motion frames is passed to it as an input. The
server forms a set of motion frames and sends it to the robot for execution.

Fig. 4. Data flow diagram of the executable code (mixed motion).

The diagram displays the process of transmitting coordinates and other parameters
relative to the instrument unless the opposite is explicitly stated in the method. When
creating mixed motion types, the set of frames is a subject to organic Sunrise.OS API
limitations. In the example, in the smooth motion mode (spline), it is not possible to
create a PTP motion, and in the SplineJP mode it is not possible to create a trajectory of
points in Cartesian space: it is necessary to specify the rotation angles of the axes.

5 Results

The results of the measurements of the operating time are shown in Table 1. The “Check
Connection” method displays the total system delays for the communication in the
system. This includes the time to encode data packages on the client side, send data to
the controller, parse the packages, and generate the response on the controller side, send
data from the controller to the client, and parse the response package. The communication
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time can be further reduced by increasing the priority of processing by the CPU on the
client side.

The built-in FABRIC-based inverse kinematics algorithm on the client side runs
faster than the inverse kinematics algorithm on the controller by an average of 37%. The
running time of the FABRIC-based algorithm is also more predictable in comparison to
the controller-based one.

Calling the built-in functions of iiwa controller generally depends on the speed of
the iiwa API functions themselves (joint angels, end-effector (EEF) coordinates, force
data), and the complexity of data obtaining process (in particular, the number of necessary
calculations, and the amount of transmitted data – EEF transformation matrix). Despite
this, the running time is low enough for real-time deployment and accurate robot control
at low speeds.

Table 1. The measurements of the operating time by using the “Check Connection” method.

Function call Average time, ms Median time, ms Std, ms

Check connection 0.5634 0.5258 0.1254

Inverse Kinematic, internal client method 3.0349 2.9673 0.2247

Inverse kinematics, iiwa call 4.8447 4.1202 1.2956

Joint angles 18.2796 18.2193 0.2707

EEF coordinates 24.7388 24.5935 0.3769

Force on flange 15.9356 15.8343 0.3341

EEF transformation matrix 39.5832 36.8830 5.8449

6 Conclusion

The work presents a client-server library for the interaction of the KUKA LBR iiwa
collaborative robot and a remote PC (a server for the KUKA iiwa controller), as well as
a MATLAB-based client. The library’s toolset includes more than 30 functions covering
such operations as calculating forward and inverse kinematics, controlling the robot in
Cartesian space, path planning, graphical output, and feedback. The article presents the
description of the technical implementation of the library, its architecture and the “robot –
remote PC” communication scheme, as well as the used softwaremethods for interaction
with the robot and data flow diagrams of the executable code. The paper also gives
specific requirements to the library related to the CRS control systems and strategies,
and the safety of human-robot interaction. Developed as part of the prototype of a robotic
medical tool for the reposition of pelvic bones with unstable fractures, the library allows
performing a full range of tasks related to robot control, manipulation, and motion. The
use of the library simplifies the code writing for the relevant robotic algorithms due to
the use of the MATLAB environment with an understandable and accessible interface.
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Built-in enhanced I/O groups and motion processing features allowed for the flexibility
of the use of the developed library.

The results of the practical use the library for robot control included the calculation of
inverse kinematics for the robot, and calculation of the coordinates of motion on a given
trajectory, including in a mixed mode (PTP – LIN – PTP). A number of improvements
in the library will be introduced soon. In particular, we plan to add a real-time control
mode for the robot, as well as to expand the capabilities of fine-tuning the motion of the
robot.
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