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Preface

With the rapid advancements of the mobile Internet, cloud computing and Big Data, the
device-centric traditional Internet of Things (IoT) is now moving into a new era which
is termed as Internet of Things Services (IoTS). In this era, sensors and other types
of sensing devices, wired and wireless networks, platforms and tools, data process-
ing/visualization/analysis and integration engines, and other components of traditional
IoT are interconnected through innovative services to realize the value of connected
things, people, and virtual Internet spaces. The way of building new IoT applications is
changing. We indeed need creative thinking, long-term visions, and innovative method-
ologies to respond to such change. The ICIOT2022 conferencewas organized to promote
research and application innovations around the world.

ICIOT 2022 was one of the events of the Services Conference Federation event (SCF
2022), which had the following 10 collocated service-oriented sister conferences: the
InternationalConference onWebServices (ICWS2022), the InternationalConference on
Cloud Computing (CLOUD2022), the International Conference on Services Computing
(SCC 2022), the International Conference on Big Data (BigData 2022), the International
Conference on AI & Mobile Services (AIMS 2022), the International Conference on
Metaverse (METAVERSE 2022), the International Conference on Internet of Things
(ICIOT 2022), the International Conference on Cognitive Computing (ICCC 2022),
the International Conference on Edge Computing (EDGE 2022), and the International
Conference on Blockchain (ICBC 2022).

This volume presents the papers accepted at ICIOT 2022, There were 17 submissions
and we accepted 9 papers for the proceedings. Each was reviewed and selected by at
least three independent members of the Program Committee.

We are pleased to thank the authors whose submissions and participation made this
conference possible.Wealsowant to express our thanks to theOrganizingCommittee and
Program Committee members, for their dedication in helping to organize the conference
and review the submissions.

December 2022 Bedir Tekinerdogan
Yingwei Wang

Liang-Jie Zhang
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Services Society

The Services Society (S2) is a non-profit professional organization that was created to
promote worldwide research and technical collaboration in services innovations among
academia and industrial professionals. Its members are volunteers from industry and
academia with common interests. S2 is registered in the USA as a “501(c) organiza-
tion”, which means that it is an American tax-exempt nonprofit organization. S2 col-
laborates with other professional organizations to sponsor or co-sponsor conferences
and to promote an effective services curriculum in colleges and universities. S2 initiates
and promotes a “Services University” program worldwide to bridge the gap between
industrial needs and university instruction.

The Services Society has formed Special Interest Groups (SIGs) to support
technology- and domain-specific professional activities:

• Special Interest Group on Web Services (SIG-WS)
• Special Interest Group on Services Computing (SIG-SC)
• Special Interest Group on Services Industry (SIG-SI)
• Special Interest Group on Big Data (SIG-BD)
• Special Interest Group on Cloud Computing (SIG-CLOUD)
• Special Interest Group on Artificial Intelligence (SIG-AI)
• Special Interest Group on Edge Computing (SIG-EC)
• Special Interest Group on Cognitive Computing (SIG-CC)
• Special Interest Group on Blockchain (SIG-BC)
• Special Interest Group on Internet of Things (SIG-IOT)
• Special Interest Group on Metaverse (SIG-Metaverse)



Services Conference Federation (SCF)

As the founding member of SCF, the first International Conference on Web Services
(ICWS) was held in June 2003 in Las Vegas, USA. The First International Conference
on Web Services - Europe 2003 (ICWS-Europe’03) was held in Germany in October
2003. ICWS-Europe’03 was an extended event of the 2003 International Conference on
Web Services (ICWS 2003) in Europe. In 2004 ICWS-Europe changed to the European
Conference on Web Services (ECOWS), which was held in Erfurt, Germany.

SCF 2019 was held successfully during June 25–30, 2019 in San Diego, USA.
Affected by COVID-19, SCF 2020 was held online successfully during September 18–
20, 2020, and SCF 2021 was held virtually during December 10–14, 2021.

Celebrating its 20-year birthday, the 2022 Services Conference Federation (SCF
2022, www.icws.org) was a hybrid conference with a physical onsite in Honolulu,
Hawaii, USA, satellite sessions in Shenzhen, Guangdong, China, and also online
sessions for those who could not attend onsite. All virtual conference presentations
were given via prerecorded videos in December 10–14, 2022 through the BigMarker
Video Broadcasting Platform: https://www.bigmarker.com/series/services-conference-
federati/series_summit.

Just like SCF 2022, SCF 2023 will most likely be a hybrid conference with physical
onsite and virtual sessions online, it will be held in September 2023.

To present a new format and to improve the impact of the conference, we are also
planning an Automatic Webinar which will be presented by experts in various fields. All
the invited talks will be given via prerecorded videos and will be broadcast in a live-like
format recursively by two session channels during the conference period. Each invited
talk will be converted into an on-demand webinar right after the conference.

In the past 19 years, the ICWS community has expanded fromWeb engineering inno-
vations to scientific research for the whole services industry. Service delivery platforms
have been expanded to mobile platforms, the Internet of Things, cloud computing, and
edge computing. The services ecosystem has been enabled gradually, with value added
and intelligence embedded through enabling technologies such as Big Data, artificial
intelligence, and cognitive computing. In the coming years, all transactions involving
multiple parties will be transformed to blockchain.

Based on technology trends and best practices in the field, the Services Confer-
ence Federation (SCF) will continue to serve as a forum for all services-related con-
ferences. SCF 2022 defined the future of the new ABCDE (AI, Blockchain, Cloud,
Big Data & IOT). We are very proud to announce that SCF 2023’s 10 colocated theme
topic conferences will all center around “services”, while each will focus on exploring
different themes (Web-based services, cloud-based services, Big Data-based services,
services innovation lifecycles, AI-driven ubiquitous services, blockchain-driven trust
service ecosystems, Metaverse services and applications, and emerging service-oriented
technologies).

The 10 colocated SCF 2023 conferences will be sponsored by the Services Society,
the world-leading not-for-profit organization dedicated to serving more than 30,000

https://www.icws.org
https://www.bigmarker.com/series/services-conference-federati/series_summit
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services computing researchers and practitioners worldwide. A bigger platform means
bigger opportunities for all volunteers, authors, and participants. Meanwhile, Springer
will provide sponsorship for Best Paper Awards. All 10 conference proceedings of SCF
2023 will be published by Springer, and to date the SCF proceedings have been indexed
in the ISI Conference Proceedings Citation Index (included in the Web of Science),
the Engineering Index EI (Compendex and Inspec databases), DBLP, Google Scholar,
IO-Port, MathSciNet, Scopus, and ZbMath.

SCF 2023 will continue to leverage the invented Conference Blockchain Model
(CBM) to innovate the organizing practices for all 10 conferences. Senior researchers in
the field are welcome to submit proposals to serve as CBM ambassadors for individual
conferences.

SCF 2023 Events

The 2023 edition of the Services Conference Federation (SCF) will include 10 service-
oriented conferences: ICWS, CLOUD, SCC, BigData Congress, AIMS, METAVERSE,
ICIOT, EDGE, ICCC and ICBC.

The 2023 International Conference on Web Services (ICWS 2023, http://icws.org/
2023) will be the flagship theme-topic conference for Web-centric services, enabling
technologies and applications.

The 2023 International Conference on Cloud Computing (CLOUD 2023, http://
thecloudcomputing.org/2023) will be the flagship theme-topic conference for resource
sharing, utility-like usage models, IaaS, PaaS, and SaaS.

The 2023 International Conference on Big Data (BigData 2023, http://bigdatacongr
ess.org/2023) will be the theme-topic conference for data sourcing, data processing, data
analysis, data-driven decision-making, and data-centric applications.

The 2023 International Conference on ServicesComputing (SCC2023, http://thescc.
org/2023) will be the flagship theme-topic conference for leveraging the latest comput-
ing technologies to design, develop, deploy, operate, manage, modernize, and redesign
business services.

The 2023 International Conference on AI & Mobile Services (AIMS 2023, http://
ai1000.org/2023) will be a theme-topic conference for artificial intelligence, neural net-
works, machine learning, training data sets, AI scenarios, AI delivery channels, and AI
supporting infrastructures, as well as mobile Internet services. AIMS will bring AI to
mobile devices and other channels.

The 2023 International Conference on Metaverse (Metaverse 2023, http://www.met
averse1000.org/2023) will focus on innovations of the services industry, including finan-
cial services, education services, transportation services, energy services, government
services, manufacturing services, consulting services, and other industry services.

The 2023 International Conference on Cognitive Computing (ICCC 2023, http://the
cognitivecomputing.org/2023) will focus on leveraging the latest computing technolo-
gies to simulate, model, implement, and realize cognitive sensing and brain operating
systems.

The 2023 International Conference on Internet of Things (ICIOT 2023, http://
iciot.org/2023) will focus on the science, technology, and applications of IOT device
innovations as well as IOT services in various solution scenarios.

http://icws.org/2023
http://thecloudcomputing.org/2023
http://bigdatacongress.org/2023
http://thescc.org/2023
http://ai1000.org/2023
http://www.metaverse1000.org/2023
http://thecognitivecomputing.org/2023
http://iciot.org/2023
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The 2023 International Conference on Edge Computing (EDGE 2023, http://the
edgecomputing.org/2023) will be a theme-topic conference for leveraging the latest
computing technologies to enable localized device connections, edge gateways, edge
applications, edge-cloud interactions, edge-user experiences, and edge business models.

The 2023 International Conference on Blockchain (ICBC 2023, http://blockc
hain1000.org/2023) will concentrate on all aspects of blockchain, including digital
currencies, distributed application development, industry-specific blockchains, public
blockchains, community blockchains, private blockchains, blockchain-based services,
and enabling technologies.

http://theedgecomputing.org/2023
http://blockchain1000.org/2023
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Network Risk Assessment Method Based
on Residual Risk Analysis

Hao Jing(B), Peizhi Yan, Gang Wang, Jiewei Liu, and Yige Fang

School of Information Engineering, Inner Mongolia University of Technology, Hohhot, China
543677830@qq.com

Abstract. The existing network security theory usually believes that “residual
risks” are acceptable to a certain degree. However, the reality is that most attackers
can enter the network by using the residual risks. Therefore Method of cyber risk
assessment. First of all, the algorithm uses the access relationship between the
network equipment to build an attack graph structure. Secondly, it uses an Grade
protection evaluation score to replace the traditional CVSS score and introduce the
indicator of theweight of the indicator to obtain a prior risk probability of eachnode
in the network. Finally, according to real-time attack signs, the Bayesian reasoning
algorithm calculates the post-test risk probability of the node to evaluate the risk
of network in real time.

Keywords: Residual risks · Bayesian · Grade protection evaluation

1 Introduction

With the continuous development of information technology, network attackmethods are
becoming increasingly diversified, and various security issues have emerged endlessly.
How to ensure that network security is currently attracting much attention. Traditionally
detected network security protection methods can only perform passive defense after
the attack, and cannot solve network security problems from the root cause. Cyber
security situation perception technology can actively evaluate security risks and security
threats in the target network, and provide a strong guarantee for the implementation of
cybersecurity protection.

Among the current model description methods of many network attacks, the most
common is the attack chart method. It study’s complex multi-step attack behavior by
simulating causality between different nodes. However, most of the existing attack charts
use vulnerabilities scanning methods to portray the network structure, and use vulner-
abilities CVSS scores to calculate network parameters, but the reality is that most of
the vulnerabilities in CVSS have been blocked by existing network security boundary
protection equipment. It is not easy to find and use Therefore, it is usually difficult for
the protection of the network to make a reasonable assessment of the vulnerability level.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
B. Tekinerdogan et al. (Eds.): ICIOT 2022, LNCS 13735, pp. 1–18, 2023.
https://doi.org/10.1007/978-3-031-23585-1_1
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2 H. Jing et al.

And with the continuous development of network security protection technology, cyber
attacks are no longer limited to the traditional attack on a loophole, but transformed
into a high-level sustainable threat attack, that is, APT attacks. This kind of attack has a
strong concealment and pertinence. It usually uses various means such as various media,
supply chain and social engineering to implement advanced, lasting and effective threats
and attacks. Evaluation obviously cannot fully reflect the level of network risk. Not only
that, the current network security review theory still has certain problems, that is, when
the network already has a reasonable review system, has made complete security pro-
tection measures, there are still great security risks. The reason for this situation is that
the residual risk can be accepted in theory, but the current successful cases are mostly
starting from the residual risks of the Internet. For example, the recent "Learning APP
user data leakage" incident, although it has made complete security protection measures,
is still found to have XSS vulnerabilities, and the attackers use a large amount of user
information.

For the above reasons, this article uses residual risks to portray the network structure.
Remnant risk refers to the remaining risks left after new or enhanced security control. In
fact, any system is risky, and not all security control can completely eliminate risks. If
the residual risk is not reduced to acceptable levels, the risk management process must
be repeated to find a method that reduce the residual risk to acceptable level. After a
full risk assessment, the following conclusions are obtained: there is no need to use all
safety protection measures. Because the risks of these measures may not exist, or they
can tolerate and accept these risks. However, it is precisely because of such remnants that
cannot be completely eliminated that they usually become the primary goal of attacker
attacks.

Moreover, the attack target selected by an attacker is usually a critical part in a
network environment, such as a database server. Therefore, in the actual situation, such
network devices are usually more comprehensive protection, so that the attacker cannot
directly invade the target he chose, but will instead The affiliates invade, and then use
this as a springboard to achieve the invasion of the final goal. Shylock bank Trojan
is a good example. In July 2014, the SHYLOCK attacker destroyed legal websites
through a websites used by creativity and digital institutions. They used the redirect
script to talk about the malicious domain sent by the victim to the Sherlock author.
From there, Sherlock Malicious Software was downloaded and installed on a system of
browsing legal websites. This is a typical network invasion that uses the supply chain as
a springboard.

In order to solve the above problems, this article proposes a method based on the
residual risk of Bayesian attack map. By analyzing the elements of the situation of
network environment information in an all-round way, analyze the equipment that has
implemented some degrees of network protectionmeasures, and build the network struc-
ture of the attack chart; and analyze the risk of network equipment in combination with
the network security level protection and evaluation unit to achieve The reasonable and
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quantitative network security situation, the auxiliary administrator has comprehensively
and accurately grasped the trend of the trend of network security and the most vulnerable
network equipment in the target network.

2 Related work

In recent years, scholars at home and abroad have studied the application of Bayes’s
attack map in the field of network security. In 2002, DUMINDA and others proposed a
more compact and scalable attack graph model. While bypassing the attack tree steps, it
can generate more useful information. At the same time, the complexity of the analysis
of the problem is reduced from the index level to the polynomial, thereby making A
very large network is also within the scope of analysis; in 2006, Lingyu Wang and
others looked for the minimum network reinforcement solution based on the attack map,
transformed the attack map into logical propositions, simplified the proposition, and
made the enhanced options clear. In these options, the lowest cost solution was selected;
in 2011, wei li and others provided a new alternative method to analyze the network
vulnerability by using the permeability of the testing tester to the maximum penetration
level of the host; Fang Yan [10] and others for the complicated node relationship when
the attack map is evaluated, there is a circular attack path, and can only reflect the
static risk of the network. The concept of simplifies the attack chart and avoids the
generation of circular paths through optimization algorithms; in 2017, Hu Hao [9] and
others proposed a method of safety-based security situation based on attack prediction.
Ability and vulnerability utilization, infer the subsequent attack behavior; in 2018,Chang
Hao [11] et al. Based on the Bayesian attack map network structure, combined with
real-time attack sample data obtained by the distribution and invasion detection system
The node condition probability table is dynamically adjusted to achieve a dynamic risk
assessment of the overall security of the target network; in June of the same year, Zhou
Yuyang [6] and others proposed a network attack surface risk assessment method based
on the Bayesian attack chart. Resources, vulnerability vulnerabilities and dependence in
the system establish the Bayesian attack chart, inferring the probability of the attacker
to reach each state and the maximum probability of attack path.

3 Model

3.1 Formation Definition of Attack Graphs

Definition 1. The Bayesian attack map is defined as a directional no-loop map BAG =
(H,E,Lh), of which:
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(1) H = Hinternal ∪ Hsupply ∪ Hbranch ∪ Hinitialization represents the host, which is
the node of the attack chart, Hinternal for the host or other network equipment inside
the attack process, and Hsupply represents the host which is associated with the host or
other network equipment associated with the attack process. Hbranch represent the host
or other network equipment of the subordinate department, initial nodes initiated for
network attacks, Hinitializationrepresentthehost which indicate a host or other network
equipment in the attack;

(2) E = {eij, authority} is the edge set of the attack chart, indicating the connection
relationship between the host, i indicates the first node connected by the edge, j indicates
the latter node connected by the edge, authority indicating the degree of trust between
the source host and the destination host;

(3) R represent the relationship between multiple front-drive nodes and the same
rear node. Can be used in a binary group < Hi, di >, where. AND means that only the
status of all the front-drive nodes that arrive is true that the attack can be completed. In
the same way, OR means that as long as one of the front-wheel drive nodes is true;

(4) Q = {Qphy,Qnet,Qhost,Qdata} Indicate the collection of the test scores such as
the other, where Qphy = {q1,q2, . . . ,qn} indicates the physical security scores of the
protection evaluation, Qnet = {q1,q2, . . . ,qn} indicates the network security scores
of the protection evaluation, Qhost = {q1, q2, . . . , qn} indicate the safety scores of the
assessment of the evaluation, and Qdata = {q1, q2, . . . , qn} indicate the data security
score of the assessment of the main engine.

(5) Lh indicates a set of independent probability distribution functions, and each
node has a local probability distribution.

3.2 Construction of Attack Graph Structure

The model of building this attack chart includes two steps: structural construction and
parameter construction. The goal of structural construction is to establish the initial
trust relationship between hosts and form a topology diagram of a host. Structure
establishment is completed by Initialstructure algorithm.
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In the above algorithm, the initial external host with no vulnerability is included in
the host collection, which represents an attacker. First of all, initialize the attack chart,
add the initial node and add it to the to be judged collection. After that, the judgment is
aimed at the elements in the set. Like the host collection. When there is an accessible
relationship between the two hosts, the edges, nodes and nodes are added to the attack
chart. In reality, theremay be a variety of trust relationships between hosts in the network.
In these cases, this algorithm only retains the highest access level relationship, which is
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reflected in line 13–14. In order to reduce the cost of calculation, if the access level of
the current retrieval is reached the highest, it has reached the highest access level, and
the next set of hosts are directly retrieved. Finally output a Bayesian attack chart with
only structure without parameters.

The calculation cost of the attack graph established in this paper can be roughly
analyzed as follows. In this algorithm, the number of nodes in the network, that is n,
the number of hosts, each host pair needs to be analyzed, so it will generate a quadratic
number of traversal, that is n2. . The number of times the loop body (lines 7–18) is
executed n2 times. Further, it is analyzed inside the loop. In the most dense attack graph,
all access levels are higher than none, every two host groups must execute a loop. The
time cost of a single loop is 10n2, and in the worst case, the time cost of the loop is.
Therefore, the total calculated cost of is 10n2 + 3, that is T(n) = O

(
n2

)
.

3.3 Attack Maps to the Ring Algorithm

However, in order to meet the structural requirements of the Bayesian attack chart, and
at the same time, based on actual consideration, the attacker will not launch an attack on
the resource that has been broken. Essence The attack chart generated by the algorithm
Initialstructure is used as the input, which traverses the full chart. After removing the
ring, a new diagram is generated, as shown in the algorithm LoopRemove.
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The input of the above algorithm is a ray of original attack chart, and the output is
an attack graph that is not contained. First initialize all hosts in the set. Then traverse
all the hosts, in order to reduce the calculation cost, a stop retrieval mechanism similar
to the algorithm is introduced. It is reflected in the fifth line, that is, the source host is
the last host or purpose. When the host is the initial host, the follow-up operation is not
performed, and the next host pair is directly retrieved.

The time cost analysis required for the specific calculation of the algorithm is as
follows. In this algorithm, howmany nodes in the network, that is n, howmany hosts are
costing the time cost in the initial traversal operation. The follow-up is a double cycle.
In the worst case, the cycle (5–10 lines) is executed n ∗ n times. Analyze the interior of
the circular body, the time cost consumed by the judgment statement in line 5 is 1, and
the time cost consumed by the judgment statement in line 6 is 4. Each time a judgment
is made, only one of the statements in line 8 and line 10 is selected for execution, time
cost in the worst case is 1 + 4 + 1 + 1 = 7. The cost cost consumed by this algorithm
is 7n2 + n, that is T(n) = O

(
n2

)
.

3.4 Attack Figure Parameters Construction

The next step of our model is to measure the probability of the host’s attack by the equiv-
alent and evaluation unit of each host. Calculate the condition probability between all
hosts in the network, that is, network parameters. Level protection assessment is entrusted
by relevant units in accordance with the regulations of the national information secu-
rity level protection system in accordance with relevant management specifications and
technical standards in accordance with the national information security level protection
system. For the information system that handles specific applications, the security tech-
nical evaluation and safety management evaluation method is used to detect and evaluate
the protection status. The conclusions of the set safety level are proposed for safety rec-
tification proposals for safety do not meet the items. Compared with traditional models
using vulnerabilities CVSS scores to measure the method of breaking the probability
of the host, the scores such as the guarantee evaluation unit can obviously represent the
current safety of the host, and the specific operation is shown in the algorithmParaassign.
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In the above algorithm, Physical Security (PS), network security (NETWORKSecu-
rity (NS), host security (HS), and data security (DS) are adopted. The success rate of
the host’s break is calculated. The following attribute scoring standards corresponding
to the indicator are based on physical security and network security as an example. The
host safety is similar to the evaluation standards of the first two items.

In this article, the physical security is refined into the choice of physical location,
physical access control, anti-theft capacity, anti-natural disaster capacity and power
supply situation. Show as Table 1.
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Cyber security scores are detailed into network structure security, network invasion
prevention, border integrity inspection, andmalicious code prevention. The specific scor-
ing standards are similar to the previous two items to data integrity, data confidentiality,
and data backup recovery capabilities. This article is no longer explained.

Table 1. Scoring criteria for physical security attributes

Index Attribute Attribute rating

Selection of physical location The wind, water and earthquake
resistance of the building is
excellent/the wind, water and
earthquake resistance of the building is
general / the wind, water and
earthquake resistance of the building is
poor

0.2/0.1/0

Physical access control The examination and approval system
for entering and leaving the machine
room is perfect, and the identity of the
entering and leaving personnel can be
identified/the examination and
approval system for entering and
leaving the machine room is
unreasonable, and the identity of the
entering and leaving personnel cannot
be identified

0.2/0

Anti theft ability The security facilities are complete and
the anti-theft ability is good/the
security facilities in some non key
areas are not complete and the
anti-theft ability is general/the security
facilities in key areas are not complete
and the anti-theft ability is poor

0.2/0.1/0

Ability to prevent natural disasters Good natural disaster prevention
ability/general natural disaster
prevention ability/poor natural disaster
prevention ability

0.2/0.1/0

Power supply It can fully guarantee the power supply
at any time and respond to
emergencies/it can guarantee the power
supply at any time in most cases / it
can not guarantee the power supply at
any time, and there is no record of
responding to emergencies

0.2/0.1/0

Different types of equipment have different weights on the four unit indicators of
the level protection assessment. for example, the database host’s requirements for data
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security will be much higher than that of several items. The quantification standard is
shown in Table 2.

Table 2. Quantitative standards for indicators of the third class insurance evaluation unit

Equipment type Attribute relationship Lay particular stress
on

Biased value (PS, NS,
HS, DS)

Normal host PS = NS = HS = DS NULL 0.25/0.25/0.25/0.25

Database host DS > PS > NS = HS Data security 0.3/0.1/0.1/0.5

DS > NS > PS = HS 0.1/0.3/0.1/0.5

DS > HS > PS = NS 0.1/0.1/0.3/0.5

Network
connection device

NS > DS > HS = PS Network security 0.1/0.5/0.1/0.3

NS > HS > DS = PS 0.1/0.5/0.3/0.1

NS > PS > DS = HS 0.3/0.5/0.1/0.1

Network defense
equipment

HS > DS > NS = PS Host securityHost
security

0.1/0.1/0.5/0.3

HS > NS > PS = DS 0.1/0.3/0.5/0.1

HS > PS > NS = DS 0.3/0.1/0.5/0.1

The server PS > NS > HS = DS Physical security 0.5/0.3/0.1/0.1

PS > DS > HS = NS 0.5/0.1/0.1/0.3

PS > HS > NS = DS 0.5/0.1/0.3/0.1

Supply chain
equipment

NS > DS > HS = PS Network security 0.1/0.5/0.1/0.3

NS > HS > DS = PS 0.1/0.5/0.3/0.1

NS > PS > DS = HS 0.3/0.5/0.1/0.1

Combined with the index index bias standardization standards and the measurement
scores such as each unit, the probability formula of the host is broken:

Pr(h) = 1 − QPS ∗ WPS + QNS ∗ WNS + QHS ∗ WHS + QDS ∗ WDS (1)

Risk assessment can find the potential danger of the target network, helping network
security officers to understand the situation of the network. In the Bayesian attack chart,
the node risk is generally evaluated based on the probability of the first test. The prior
probability of a node is the combined probability of the local conditions of the node
and its parent node. Therefore, in order to calculate the node first check the probability,
the local condition probability of the node must be calculated first. Local conditional
probability reflects the risks that a resource state node may suffer. The local condition
probability of any node is related to its parent node. There are two dependencies between
the parent nodes in the Bayesian attack map AND and OR. The calculation formula of
the local condition probability of the status node is as follows:

The occurrence of attack events in the network, changes in the physical environment,
and changes in security conditions will affect the probability of resource nodes. In order



Network Risk Assessment Method Based on Residual Risk Analysis 11

to dynamically evaluate the risk of network risks, the postpartum probability of the
node after the attack is required. The reasoning algorithm combines security incident
information, corresponding to the prerequisites of security incident atom attacks, and
calculating the probability of the Bayesian network after network network, updating
the probability of node. After the combination of security incidents, the probability of
pushing down the risk value of various nodes of the Bayesian network attack chart is
of great significance for network evaluation. The attack events observed are O and the
post-mobility calculation definition formula is as follows:

Po(Si|O) = P(O|Si) × P(Si)

P(O)
(2)

4 Experiment

In order to verify the feasibility and effectiveness of the network attack surface risk
assessment method based on the Bayesian attack chart, this section first uses the network
topology as shown in the figure to build a small experimental network environment.
Then use the network attack graph model method introduced by Sect. 3 to achieve the
probability of the construction of the attack chart and the corresponding host node.
Finally, through the security risk assessment method, combined with the relationship
between the parent nodes, the condition probability of the entire node was calculated,
and the construction of the Bayesian attack chart was finally realized (Table 3).

Table 3. Residual risk description

Node
number

Node name Network
segment

Residual risk
description

Equipment
category

Attribute relationship

H1 Supply chain
host

1 Ports 22 and
23 are open to
hosts in
network
segment 0 and
1, which may
cause attacks
against telnet
and SSH
services

Supply chain
equipment

NS > DS > HS = PS

(continued)
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Table 3. (continued)

Node
number

Node name Network
segment

Residual risk
description

Equipment
category

Attribute relationship

H2 Database
service host

2 Port 9200 is
open to hosts
in the same
network
segment,
which may
cause
database
attacks against
elasticsearch
service

Database
host

DS > PS > NS = HS

H3 Web service
host

2 Ports 135 and
139 are open
to network
segment 1 and
hosts in the
same network
segment,
which may
generate
scanning and
detection
behaviors
against TCP,
UDP or ICMP

The server PS > NS > HS = DS

H4 Firewall / Allow
network
segment 0 to
access port 22
of network 1

Network
defense
equipment

HS > NS > PS = DS

H5 Switch 2 / Network
connections

NS > DS > HS = PS

H6 Router / The path from
network
segment 0 to
network
segment 1
exists in the
routing table

Network
connection
device

NS > DS > HS = PS
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Fig. 1. Network topology environment

The firewall divides the overall experimental network environment into 3 network
segments. Among them, the external network is the network segment 0, H1 belongs to
the network segment 1, and the H2,H3 belong to the network segment 2. The specific
implementation strategy of the firewall is shown in Table 2. The intercourse follows the
access of the port open ports on the network segment, and other visits that are not in the
firewall strategy are deemed to be illegal access.

According to the host information and firewall strategies, and the attack graph gen-
eration method proposed in Sect. 3, the attack graph structure shown in the figure can
be generated. Among them, Where H0 is the initial node of the attacker, H1and H2 are
host node, and edge is the access relationship between hosts (Fig. 1).

Fig. 2. Structure of attack graph

First, detect the hosts in the experimental network in the experimental network envi-
ronment, summarize the detected node resource information, and extract the resources
that may be used by the attackers in combination with the firewall configuration rules in
Table 2, as shown in Table 4. Since this paper mainly investigates the impact of equip-
ment equal guarantee evaluation scores on the probability of equipment being breached,
combined with the quantitative standard of the indicators of equal guarantee evaluation
units, according to the index scores of equal guarantee evaluation units shown in Table 4,
and according to their attribute relations, the corresponding successful utilization rate
of equipment being breached can be obtained through formula (1) (Fig. 2).

After obtaining the probability of each device, according to the relationship between
nodes and formulas, the local condition probability table of each node in the attack chart
can be calculated.
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Table 4. Probability of equipment being breached

NODE PS NS HS DS Attribute relationship Pr(si)

H1 0.7 0.5 0.75 0.66 NS > DS > HS = PS 0.407

H2 0.5 0.5 1 0.66 PS > NS > HS = DS 0.434

H3 0.5 0.25 0.5 1 HS > NS > PS = DS 0.525

H4 0.6 0.75 0.5 0.33 HS > NS > PS = DS 0.432

H5 0.8 0.5 0.5 0.33 NS > DS > HS = PS 0.521

H6 0.6 0.5 0.25 1 NS > DS > HS = PS 0.365

After that, the traditional CVSS vulnerability scoring standard evaluation method
was used to evaluate the same network parameters, and comparedwith themethod of this
article for comparison experiments. First of all, the host network in the target network
is performed for fragile points, summarized the detected vulnerabilities, and selected
the invasion pathway, identity authentication and attack complexity as an indicator of
the probability calculation of the atom attack node. In the CVSS basic measurement
indicator, query the score of the basic quantity group of each fragile point. Table 5 gives
the score of the CVSS score basic measurement standard indicator, and Table 6 gives a
detailed list of the fragile points that may be detected.

Table 5. Scores of CVSS basic metrics

Metrics Measurement level Grade score

AV Network 0.85

Proximity network 0.62

Local 0.55

Physics 0.20

AC Low 0.78

Middle 0.56

High 0.24

AU Null 0.85

Low 0.62

High 0.27

Through the invasion detection system, the occurrence of an attack event was
detected. After analysis, it was determined that it was an attack on the device, and
the attacker had obtained the ROOT permissions of the device H1. The calculation of
the after-evaluation of the attack diagram after the attack graph is shown in Table 4,
and the CVSS post-probability update calculation of the Bayesian network attack chart
is shown in Table 5. The prior probability and post-test probability in this article refer
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to the probability of successful attack in the corresponding condition probability table.
Figures 3 and 4 gives the comparison of the probability of waiting for the evaluation and
CVSS respectively (Tables 7 and 8).

Table 6. Success rate of vulnerability utilization

Node number CVE number AV AC AU Pr(s_i)

H1 CVE-2009–1012 0.85 0.56 0.27 0.129

H2 CVE-2011–4800 0.62 0.56 0.62 0.215

H3 CVE-2006–0408 0.62 0.78 0.62 0.300

Table 7. Posterior probability of equal guarantee evaluation

Node number Prior probability Posterior probability

H1 0.407 1

H2 0.434 0.760

H3 0.525 0.798

H4 0.432 0.531

H5 0.521 0.845

H6 0.365 0.511

Fig. 3. Comparison of prior and posterior probabilities of equal assurance test evaluation

In this paper, the method of evaluating network parameters by using equal pro-
tection evaluation score is better than CVSS score. First, CVSS score only evaluates
the vulnerability itself, but the evaluation range of grade protection evaluation score is
more comprehensive and comprehensive. The grade protection evaluation score com-
prehensively considers various factors of the real system, and can correctly reflect the
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Table 8. Posterior probability of CVSS score

Node number Prior probability Posterior probability

H1 0.129 1

H2 0.215 0.318

H3 0.300 0.385

Fig. 4. Comparison of prior probabilities of CVSS

comprehensive protection level of the tested system in management and technology.
Secondly, it can be seen from the two groups of comparison graphs that in the com-
parison graph of equal protection evaluation, it is obvious that the probability of nodes
being breached has been improved. Except for the host H1 being attacked, the increase
of device H5 is the most obvious compared with other devices, which indicates that in
this attack event, the threat of device H5 has increased the most, and it is most likely to
become the next attack target of the attacker, The defense strategy shall be taken against
the deviceH5 to resist the attack means of the attacker. However, such a conclusion can
not be reached in the CVSS score comparison chart. We can only feel that the overall
network risk value has improved after the network intrusion.

5 Summary

In order to effectively evaluate the security risks of the network system, this article
proposes a network attack risk assessmentmethod based on theBayesian attack chart. By
analyzing the residual risk analysis of various devices in the network systemEvaluate the
risk of breaking the attack on each network equipment. This article uses equal inspection
unit scores such as combination and other guarantee evaluation unit indicators to portray
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the probability of being broken, which improves the accuracy of risk assessment, and
more in line with the actual scenario. The experimental results show that the work of
this article can effectively obtain the Bayesian attack map that conforms to the actual
attack scene. The probability of being broken by each host can provide a good support
for the defensive work.

For thework that can be carried out in the future, the currentmodelingwork ismainly
based on a small experimental network. There is still a large amount of calculation during
the promotion of large-scale networks.How to achieve large-scale automatic attack graph
construction will be a subsequent research one of the subsequent research The direction
and parallelization may be a way to solve this problem.
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Abstract. With the development of communications and big data, digi-
tal twin as a novel paradigm has been received insentive attentions. How-
ever, there are some huge challenges in designing digital twins due to the
complexity of digital twin applications. Firstly, most existing approaches
merely focus on customized development, they are not general enough
to tailor multiple applicaiton domains. Secondly, it lacks down-to-earth
methodology for leading the designing process. Thirdly, it is tricky for
developers to develop high valuable applications in real scenarios. To con-
quer these challenges, in this paper, we propose an EIMDC model for
designing digital twin applications. It is comprised of entity, infrastructure,
model, data and context. The entity is used to depict the physical enti-
ties mentioned in applications. The infrastructure exhibits the supporting
infrastructure for enabling the digitalization of the physical entities. The
model specifies the behavior of digital twin including geometric physical
modeling, data-driven model and mechanism model. The data illustrates
the data in cyberspace sensing from physical entites. The context repre-
sents the application context for digital twins. Finally we use a SMT pro-
duction line case to show the effectiveness of the proposed model.

Keywords: Digital twin · Design methodology · Application design

1 Introduction

Digital twin as a noval computing paradigm has been widely applied in multi-
ple domains with the rapid development of digital transformation and big data
[17]. The original meaning of digital twin depicts a mapping model between
cyberspace and physical space, which is used to represent the fusion of cyber
world and physical world. In 1991, the first idea of digital twin was coined by
David Gelernter [15], mirror worlds were given in his descriptions. However, Dr.
Michael Greaves (University of Michigan) firstly applied the digital twin concept
to manufacturing and formally announced the concept of digital twin software
in 2002 [16]. Finally, in 2010, NASA [22] came up with a new term -“digital
twins”, it specified that a digital twin was an integrated multiphysics, multi-
scale, probabilistic simulation of a built vehicle or system that uses the best
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
B. Tekinerdogan et al. (Eds.): ICIOT 2022, LNCS 13735, pp. 19–32, 2023.
https://doi.org/10.1007/978-3-031-23585-1_2
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available physical models, sensor updates, fleet history, etc, to mirror the life of
its corresponding flying twin.

Many emerging digital twin applications have been developed in various
domains, such as manufacturing industry, electric power industry, automotive
industry, etc. Designing a digital twin application actually is a tricky task due
that it refers to multidisciplinary integrations and various technologies, typi-
cally including IoT, Big Data, AI, 3D Visualization, etc. Most of existing design
approaches for digital twins are oriented to specific domains, In [21], many cases
are investigated in wind turbines, product management, healthcare centers. Some
researchers examines the digital twin for greenhouse horticulture [12], which
applies it to study cultivation or climate control via IoT systems. Also some
researchers use digital twin to post-harvest handling in agriculture [14]. Though
these investigations in digital twin have been widely applied in corresponding
domains, it lacks general design methodology guidance for how to start a digital
twin design.

To address the design concerns, we propose a EIMDC model for digital twin
applications. The core idea is to abstract the design process as five critical ele-
ments, which are entity, infrastructure, data, model and context, respectively.
The entity is to depict the physical objects for digitalizaiton in physical space.
The infrastructure provides a technical supporting for enabling the digitaliza-
tion of these entities. The data illustrates all the data related to digitalization of
entities. The model is used to represent the behavior of entities in cyberspace.
Finally all the data and model for the entities are presented in the context for
use.

The reminder of this paper is organized as follows: In Sect. 2, we present
the related works in digital twins and their applications. The EIMDC model
is described in detail in Sect. 3. For Sect. 4, we present a case about industrial
production line to examine the proposed model. Finally the conclusions are given
in Sect. 5.

2 Related Works

Digital twin has attract many attentions in industry and academia due to its
mix of virtual and actual reality. The authors in [18] employ deep reinforcement
learning to realize industrial robot grasping based on digital twin. In [25], it
proposes an energy digital twin framework for industrial energy management. It
aims to enable a reduction in carbon and environment protection. In material
domain, Artem et al. [19] leverage digital twin to carry out a laser flash exper-
iment for helping improving the thermal performance of metal. Wu et al. [24]
propose they use digital twin models for tunnel geological environment and the
data is used to represent the multi-feature geological environment.

There are also some design modeling for digital twins. In [13], the authors
propose an integrated framework for the management of digital twin via Petri
net. It is inclined to use IoT modeling for digital twins. Robert et al. [23] present
a model-based data integration for product management based on digital twins.
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Rosario et al. [11] propose a cognitive digital twin for maintenance management,
which uses an ontology approach to develop digital twin.

Despite these works in digital twins have considerable effect on diverse appli-
cation scenarios. However, they partly solve the design or modeling issues of
digital twin, it lacks a generic model for leading the design of digital twin appli-
cations.

3 EIMDC Model for Digital Twin Applications

In this section, we propose an EIMDC model for design digital twins to conquer
the design challenges and provide a design methodology for digital twins. In
our proposed model, we specify the design of digital twins as five critical parts.
They are comprised of entity, infrastructure, model, data and context. As the
Fig. 1 shown, first, to design the digitial twin applications, the entities in the
physical space should be carefully investgated for digitalization. Then, we need
powerfully digital infrastructure for transforming the entities into cyberspace.
Furthermore, the data and model are used to describe the components in dig-
ital twin applications. Finally, the context should be clearly designed for these
applications based on data and model given in cyberspace.

3.1 Entity

The entities refer to all the physical objects needed to be trivialization in the
physical space. The physical objects are usually divided into three types:

– Nature Objects. All these objects are natural existence or created by nature
in physical space. For example, water, rock, mountain, etc, which can be seen
as the most common physical objects in real world. These objects can be
as the sensing object for digitalization or as the background objects for real
context.

– Artifacts. They depict the human-created objects to be used for transforming
nature. They can be products for daily life using, such as chairs, desks, ladders.
Also they can be machines made by humans, such as electronic terminals,
computer number control, mounters, etc.

– Physical Phenomenon. They typically are the nature phenomenon, like
weather, heating power, etc. In digital world, we can specify the raining,
snowing or temperature objects for fully reflecting the physical world.

To design the digital twin applications, all the entities of physical space should
be firstly listed in detail. Then we should confirm their locations in the physical
space. A three-dimensional reference system is usually used to depict the loca-
tions of these physical entites, which are also exactly represented in cyberspace
via 3D modeling technologies.
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Fig. 1. The EIMDC model for the design of digital twin applications. The entity
denotes the physical entity in the real world for digitalization. The infrastructure rep-
resents the computing infrastructure for sensing the physical entity and transforming
them into data and model. The data demonstrates the data in cyberspace sensing from
physical space. The model illustrates the physical model, mechanism model and data-
driven model. The data and model are effectively fused into the context for presenting
the value of digital twins.

3.2 Infrastructure

The infrastructure is the digital infrastructure to transform the physical entities
into the digital objects of cyberspace. Typical infrastructures are sensor, actu-
ators, communications, IoT platform, Bigdata platform, AI platform,3D and
visualization platform. Multiple digital technologies are utilized to be integrated
to enable the digitalization of physical entities.

Sensors and Actuators. To sensing and controlling the physical entities in
physical space, sensors and actuators are employed for collecting and catting on
the data from physical entities. For example, in industrial domain, we need to
use sensors to sense and to manage the humans, machines, materials, techni-
cal and environments in digital twin applications. For management of persons,
video sensors can be used to gain the status data of workers, and to guarantee to
execute the standard for manufactures. The status data of machine running in
industrial production line is precisely measured by vibration sensors, electronic
sensors, pressure sensors. The data of materials is managed via PLM and MES,
it can also be recognized using the video sensors. Also the data of technics is gain
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from MES for data processing. Regard to the environment, for example, temper-
ature sensors and humidity sensors can be used for getting data of environment
monitoring. Otherwise, usually in factory, PLC technologies are employed to
realize the operation on industrial equipments, further controlling the machines
running in factory based on the sensing data.

Communications. To transmit the data sensing from physical entities by sen-
sors, a suitable communication technology should be chosen according to the
scenarios of digital twin applications. For meeting the their demands, a ultra-low
latency communication is required due that digital twins need real-time interac-
tion between cyberspace and physical space. Usually we choose the communica-
tion protocol according to the context of digital twins. In relatively easy wiring
environment, a wired communication solution can be used, a proper transmission
method is optical fiber with high bandwidth. Another emerging solution can use
high-speed power line communication (HPLC), which transmits the data through
power line carrier. The main advantages of HPLC are that it makes good use
of existing power infrastructure and tailors the requirements of anti-interference
for complex electromagnetic environment. For complex and rugged environment,
wireless communication technologies can be selected for guaranteeing the trans-
mission of sensors or terminals data. Many available wireless communications
include NB-IOT, Lora, WiFI, Bluetooth, 4G/5G. For little data collecting sce-
narios, we can choose Lora for transmission of digital twin data at restricted
range. In more complicated environment, 5G can be considered as an appropri-
ate solution for sending twin data under the context of a large scale twin data
transmission due to its characteristics with ultra-high speed bandwidth and ultra
high reliability and low delay communication.

IoT Platform. IoT platform aims to solve the management issues of collect-
ing terminals for twin data. This digital infrastructure supports shelding various
transmission protocol at bottom and provides a shipment of twin data for upper
big data platform. Also it can manage the terminal devices to meet the require-
ments of heterogeneous device access. Many existing IoT platforms can be used
as an IoT digital infrastructure for supporting digital twin applications, such as
Thingswrox [9], Microsoft Azure IoT Suite [5], IBM Watson IoT [3], AWS IoT
[1], Saleforce IoT Cloud [7], GE Predix [2], etc. The IoT platform paves a way
for twin data gathering.

Big Data Platform. Big data platform as an infrastructure is used for twin
data store and processing. To meet the real-time computing demands of digi-
tal twin applications, a real-time data warehouse is needed to be built based
on big data platform. The data warehouse are divided into ODS (Operation
Data Store) layer, DWD (Data Warehouse Detail) layer, DWS (Data Warehouse
Service) layer and ADS (Application Data Store) layer. Data can be real-time
synchronization in ODS layer, and subsequently data is cleaned for removing
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null and empty values in DWD layer, then forming a theme wide table in DWS
layer, finally all the resulted data are moved to ADS layer for invoking. Most
of current data warehouse are built via Hadoop-enabled clusters, we can use
Kudu as a real-time storage for twin data, and for data computing, Flink can be
considered as a computing engine to twin data analysis. To seek a lower delay,
we can use Flink CDC to synchronize the data to offer for Kafka, which can be
used as a real-time data warehouse from ODS layer to DWS layer. The resulted
data is self-synchronizing to ADS layer for 3D and visualization platform.

AI Platform. AI platform offers a deep insight based on the data from big
data platform. There are multiple AI platforms for selection, we need to lever-
age MLOps [20] to achieve the life cycle management of machine learning, which
should support diverse AI frameworks (Tensorflow, Pytorch, Mxnet, etc.) and
integrate model training, model verification, model serving. AI platform is the
basis when we design a data-driven model in the digital twins. Typical AI plat-
form built tools, such as MLflow [6] and Kubeflow [4], can be employed to enable
the construction.

3D and Visualization Platform. 3D and Visualization Platform provides the
presentations of digital twin applications. It should offer the following functions:

– 3D Scenarios Management. It provides 3D virtual scene library editing func-
tion, and supports geometric transformation and editing of various scenes,
and provides application templates of domain scenes;

– Scenario Script Management. It supports custom scene action, and meanwhile
supports to achieve scene animation control through custom programming;

– 3D Model Management. It supports 3D modeling file management and can
enable common CAD file import and edit;

– Mechanism Model Management. It supports the import of mechanism library
files of related industries and docking with scenarios;

– Authority Management. It supports scene digital twin user system control
and privacy protection;

– Data Source Management. It supports the management of a variety of data
sources, including commonly used data relational database access, API access,
CSV/Excel import, support data sources and scene model binding.

For realizing the requirements, existing solutions can be partitioned into two-
folds: one is evolution from game visualization engine. For example, Unity for 3D,
Unreal4. Another is WebGL based technologies, which achieve binding between
OpenGL and Javascript. The major shortcomings of game visualization engine
are that they must install a heavily client for running the applications. The
advantage for WebGL based framework is that it can be run in any browser
enabled computers without extra clients. However, it requires the display card
to accelerate the 3D rendering within browser. We need to choose the fram-
work according to the context requirement. The design considerations include
deployment cost, access delay, quality requirement, etc.
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3.3 Data

All the physical entities in physical space are mapped into the twin data of
cyberspace. When we design a data solution for digital twin applications, we
should focus on managing two types of twin data: geometric data and physical
sensing data from real world.

For gemetric data, the physical entites can be designed and modeling data is
generated by 3D modeling software, like Maya, 3DMax, Blender, etc. The output
of gemetric model data file can be .obj, .fbx, .3dx.

Regarding to physical sensing data, they may come from IoT platform and
legacy systems. The IoT platform collects the sensing data from physical entities
saved into relational database. The legacy systems can be the existing manage-
ment systems in an organization. We need to extract them into big data platform
and meanwhile examine their meta data to form a data directory and dictionary.
This is ready for built the data warehouse.

3.4 Model

Model is a critical part in digital twin applications, which provides an approxi-
mate representation for physical space. The model can includes three-fold when
designing a digital twin model.

Geometric and Physical Model. In cyberspace, geometric model given in
Sect. 3.3 plays a role in simulating the multi-level geometrical shape of physi-
cal entities. The locations of geometric model are assigned according to actual
physical positions. The physical model aims to simulate the physical low, such
as motion, ray of light, collision. In many 3D platforms, like Unity, WebGL, etc,
they can provide the encapsulation for these physical model. When we need to
design a physical model for a digital twin application, we can expediently invoke
the available interfaces of in-built physical engines of these platforms.

Mechanism Model. Mechanism model uses logics and rules to depict the rela-
tionships among digital entities in cyberspace. Physical model is essentially a
machinist model closely related to domain and industry. For industrial domain,
these mechanism model can be developed via domain-specific industrial soft-
ware. For instance, in electronic industry, matlab is usually used to simulate
the mechanism of the power grid. These machinists are enabled via math equa-
tions (state equation, differential equation, etc). Each domain in fact may have
its mechansim simulation software. Dynamic mechanism model for a centrifugal
machine is built via Fluent. To design the mechanism model, the interface to
integrate these simulation software should be offered with interactions 3D and
visualization platform.

Data-Driven Model. The data-driven model is constructed based on collecting
data from physical space due to unknown domain mechanisms. For actual appli-
cations, we leverage the AI technologies to mine the knowledges from twin data.
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The data-driven model is quite fit for the scenarios of prediction and diagnosis
for industrial domain. When we devise a fault diagnosis model for equipment in
digital twins, we can use decision tree based learning approach to achieve the
diagnosis based on the sensing data for the equipment and fault data. Also a pre-
dictive maintenance model for equipments can be gain by deep neural network
training, which can be developed and served through AI platform.

3.5 Context

For digital twin applications, the data and model will be fused into the context
to provide the application value. Actually, the physical space is a continuous
space, however, the cyberspace is a discrete space which is comprised of diverse
contexts. The context in essence is an abstraction for physical space. In the digital
twins, we can get a global perspective for data compared with really physical
space. The context refers to three key elements which are humans, machines and
things.

Humans. Regarding to humans, they to some extent denote the persons par-
ticipating into the activities under the specific context in physical space. The
digitalization of human activities are clearly depicted in digital twin applica-
tions. We should carefully consider the activities when designing a context of
digital twins.

Business Flow. Business flows are the running behaviors which are simulated
for real world in the context according to the built model and data.

Presentation. The business flow and activities are presented by using 3D and
visualization based on data-driven pattern, and their data generally originate
from diverse sensing systems including sensors and IoT platform for different
contexts.

4 Case Study

In this section, we use a Surface Mounted Technology (SMT) production line of
power terminal as a case to show the design of digital twins. For the electronic
manufacture, SMT is the most popular technology and process in electronic
assembly industry in which a pin or short lead surface assembly component is
installed on the Printed Circuit Board (PCB) surface or other substrate surface
and is welded and assembled by reflow welding or immersion welding. To monitor
the SMT production line, we need to realize the operation of SMT via digital
twin technologies.

We specify the design process according to our proposed design model as
entity, infrastructure, data, model and context.
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4.1 Entity

For the first step of design, we should clearly give all the physical entities in
SMT production lines, where the production equipments and products are the
critical entities for SMT digital twin. They are summarized as follows:

PCB. PCB is a series of entities for SMT digital twin. It is composed of an
insulating base plate, connecting wires and a pad for assembling welded elec-
tronic components. It has the dual functions of conducting circuit and insulating
base plate. It can replace the complex wiring, realize the electrical connection
between the components in the circuit, not only simplifies the assembly of elec-
tronic products, welding work, reduce the wiring workload under the traditional
way, greatly reduce the labor intensity of workers. And it can reduce the vol-
ume of the whole machine, reduce the cost of products, improve the quality and
reliability of electronic equipment.

Automatic Unloader. The automatic unloader is used to unload the PCB into
the production line, it is a device for improving the efficiency of PCB shipment.

Laser Engraving Machine. Laser Engraving Machine aims to engrave text
or images in the PCB. Adium carving refers to laser engraving, is through the
laser beam of light which can lead to the chemical and physical changes of the
surface material and engraved traces, or through the light can burn part of
the material, show the required etched graphics, text. According to the different
carving methods, they can be divided into dot matrix carving and vector cutting.

Solder Paste Printer. Solder Paste Printer is responsive for finishing the
solder printing of the PCB. The PCB is fixed on the printing positioning table
first, and then the solder paste or red glue is printed on the corresponding pad
through the steel net by the left and right squeegee of the printing press.

Solder Paste Inspection. Solder Paste Inspection tester is a kind of SMT
Inspection equipment that calculates the Solder Paste height printed on PCB
by triangulation based on the principle of optics.

Chip Mounter. Chip Mounter is a device that accurately places surface mount
components on PCB pads by moving mount head.

Smooth Switching Machine. Smooth switching machine is a kind of acces-
sories in industrial automation production line which is mainly used for the
transfer function of tooling board.
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Reflow Soldering Oven. The reflow soldering process is the soft soldering of
mechanical and electrical connections between the solder ends or pins of the sur-
face assembly component and the PCB pad by remelting the paste soft soldering
material preassigned to the PCB pad.

Coveryor. The Coveryor is to realize the shipment between chip mounter and
reflow soldering oven.

AOI Inspection Machine. AOI inspection machine through high-definition
CCD camera automatically scans PCB products, collects images, test points and
qualified parameters in the database are compared. After image processing, it
checks out the defects on the target products, and displays/marks the defects
through the display or automatic signs for maintenance personnel to repair and
SMT engineering personnel to improve the process

Automatic Loader. Automatic loader is allocated into the end positions of
SMT process and to be used for collecting the completed boards.

4.2 Infrastructure

In our case, there are 4 SMT production lines, all the data about production lines
are saved into MES. Also we use 8 electronic terminals(sensors and processors)
to collect the energy data, where 4 terminals to be used for reflow soldering oven
and 4 terminals for the total energy consumption of each production line. To
enable the digitalization of physical entities of SMT. For the communications, a
HPLC is employed for energy data transmission of production lines, and a 4G
transmission for reflow soldering oven.

IoT platform is enabled via an opensource platform, ThingsBoard [8]. The
collecting data is transmitted to this platform, and it provides the data sources
for big data platform. The big data platform is built based on Hadoop clusters,
it includes 8 cluster nodes and extracts the data from MES and energy database.
An off-line data warehouse is built based on dophinschuduler and Hive, and a
real-time data warehouse is built by Flink and Kafka, which are stored into the
ADS table for 3D and visualization platform.

We use a WebGL enabled framework [10] for 3D and visulization platform.
The Javascript script is utilized to simulate the behavior of production lines.

4.3 Data

The data of presentation in SMT digital twin includes energy data and MES data
from equipment of production lines. The meta data items of energy data contain
active energy, reactive power energy, active demand, total apparent power cal-
culated by minute. The data items of production line are good product quantity,
yield, energy consumption per unit yield, total energy consumption for produc-
tion line, today maximum power load. Other data is fault data for each prodution
line, which records the device state in MES.
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4.4 Model

For the gemetric model of each prodution line, we construct the 3D model with
Maya to generate the equipment model with .obj and .mtl file format. These
equipment models are imported into the 3D and visualization platform for edit.
As Fig. 2 shown, the locations of 3D SMT production line are assigned according
to the real production lines.

The mechansim model about production line is to calculate the energy con-
sumption per item. Furthermore we enable the production of energy consumption
per item by day, which is illustrate in Fig. 2.

Fig. 2. The SMT production line.

Fig. 3. The energy monitoring of reflow soldering.
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4.5 Context

The context of digital twin in SMT production line, refers to the operation
persons of the equipment of the production line. For the business flow, they can
achieve the virtual inspection for the production line. Moreover, we can monitor
the SMT production information in digital twin context as given in Fig. 4, they
present the energy information and yield information for each production line.
Otherwise, in Fig. 5, when a production line equipment occurs a fault, they can
be monitored and real-time warning in the digital twin environment.

Fig. 4. The production information of SMT.

Fig. 5. The fault warning of the equipments.
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5 Conclusions

In this paper, we present a novel model for designing digital twin applications
which refers to five core parts: entity, infrastructure, data, model and context.
Each element can represent an abstraction for enabling the digital twins. The
design firstly requires to define the physical entities for digital twin applications,
then the key infrastructures should be built to support the digitalization of
these physical entities. The digitalization is exhibited via data and model in
cyberspace, and finally they realize the fusion to the context for show their
value of applications.

Regarding to the future, we should focus on more researches on the topics
about the digital evaluation mechansims with the change of objects for physical
space.
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Abstract. Internet of Things (IoT) devices are becoming an integral part of our
lives. Although IoT is bringing convenience to control devices through smart-
phones, they are also vulnerable to security breaches. In this paper, we demon-
strated the vulnerabilities by conducting Denial-of-Service (DoS) attack on some
commonly available IoT devices that were easily identified after scanning the
home network. After the DoS attack, the performance of those affected devices is
analyzed. For the test purpose, we have considered a hypothetical situation where
we have assumed that an attacker has gained access to the home network already.
Overall if the attacker has some knowledge and the appropriate attack tools after
they get access to the network, they can use those tools to render an attack on
the IoT devices. These attacks may either make those devices useless or can alter
the performance of the devices and can even steal sensitive information. This can
have a serious impact on the safety of the users of the devices. As test subjects,
we have used Google Home Mini, Lenovo Smart Plug, and Samsung Powerbot
Vacuum as our IoT devices.

Keywords: Internet of Things (IoT) · Security · Smart home devices · DoS ·
Penetration testing

1 Introduction

All smart home devices provide many conveniences to the consumer and they seem
very benign, but a problem arises when they connect to the internet in a smart home
environment, namely security. As the number of such devices in the network increases,
the chances of hackers entering the network also increase. Most smart home devices are
usually controlled by an app like Google Home, Amazon Alexa, or Samsung Smart-
Things. Since these devices are mass manufactured, if hackers can identify how to hack
one such device, they can then use this against other people to hack their device. Once
they are able to hack one device in the network they can access the owner’s wireless
network. Some devices in the home network can store the Wi-Fi password insecurely
and once hackers get hold of the Wi-Fi password, they can monitor network activities
like entering their credit card information while doing online shopping or can get bank
information.

With initial research, it seems that home security devices manufactured by big brand
names are more secure and such companies have money and resources to apply for
testing and updating security measures. Devices developed by well-known companies
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are sold in large quantities, so chances of early discovery and quick remediation of
any threat associated with them are also high, but they are not all full proof. Here we
have researched the potential vulnerabilities related to such IoT devices and analyzed
how they can impact their performance. In this paper, we have considered Lenovo smart
plug, GoogleHome, and Samsung PowerbotVacuum’s vulnerabilities against Denial-of-
Service (DOS) attacks. To attack the smart plug and tomonitor the network traffic during
the attack, we have used Kali Linux, which is an open-source operating system. This
operating system has many preloaded security tools which can be used in penetration
testing. In the experiment, a hypothetical situation is considered, where the hacker has
already gained the access to the home network.

2 Literature Review

In today’s world, IoT is one of the most versatile technology. The scalability and adapt-
ability of IoT devices make them more and more popular, and it becomes possible
because of the omnipresence of the internet, growing capacity of network connection,
and diversity of connected devices. The growing popularity of IoT means recognizing
the threats that are associated with it. Rajendran et al. have described the security vulner-
abilities of the IoT network and their countermeasures [1]. Based on the infrastructure of
an IoT system, the authors have categorized the attacks into the following three groups:

• IoT devices are attacked directly to collect as much data as possible. The common
attacks on these devices are Brute force, Buffer overflow, Rolling code, Blueborne,
and Sybil attacks.

• A gateway or Internal network helps in routing the data packets to the destination.
Attackers can attack the network as the gateway uses awireless protocol for communi-
cation. Attackers can do attacks like Network Sniffing, Man-in-the-Middle (MITM),
ARP poisoning, and packet injection in the network.

• Cloud Servers stores data and also provide the application to control the devices. If it
is not configured properly, attackers can exploit the server and the smart devices and
they can do it through SQL injection, DDoS attack, through malicious applications if
users download it.

As a countermeasure to these attacks, the authors have suggested using intrusion
detection and prevention systems, which protect against well-known network attacks
like brute force, malware infection, and DDoS. However, the heterogeneous nature and
limitations of IoT devices like small memory & battery life make any resolution hard to
implement and get the desired result.

With the growing number of IoT devices in a network, the threat of hackers entering
the network is also increasing. Henning [2] discussed the vulnerability issues that come
with the wireless network and recommended a method to scan the vulnerable devices
connected to the wireless network. Rogue Wireless Access Point can be used by an
authorized or unauthorized user for malicious purposes. To determine the RWAPs, this
paper provides some methodologies like:
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• Placing Over, the Air scanner in strategically selected points in an enterprise so that
it can relay LAN traffic information to the vulnerability assessment server to locate
RWAPs.

• For less critical areas of an enterprise, a wireless client with monitoring software can
be used to scan RWAPs, which is a low-cost option also.

• ThecombinationofOver theAir scanner andwirelessmonitoring software canprovide
a system administrator with enough information to locate RWAPs.

A system administrator should properly configure wireless access points so that they
provide accurate information for vulnerability testing.

Rehman and Gruhn [3] proposed a home security system architecture that gives
flexibility and a secure smart home system based on CPS & IoT. In the solution offered
by the authors, a sicher firewall has been used on a software system and hardware
between the net and central hub. This minimized security threats and got a warning
message against every illegal attempt from outsiders. Here authors have developed an
algorithm to protect the system from unauthorized access, malicious threats, and denial-
of-service attacks from outsiders. Although this architecture can provide security against
threats and would be beneficial at the enterprise level, the firewall solution doesn’t seem
feasible and cost-effective for a home network system.

The main reason of popularity of IoT devices is its ability to make mundane task of
users simple by eliminating risk at different level and thus providing a safe living. But
it seems vulnerabilities are always associated with such devices and it was exhibited by
another popular malware BASHLITE that attacked linux based IoT devices by launching
DDoS attacks. BASHLITE had enslaved over 1 million IoT devices by brute forcing its
telnet access by taking advantage of the default credentials of web cameras [4].

In paper by Ryoo, Kim, Cho, Kim, Tjoa, and Derobertis [5], the authors have
researched on methods to alert IoT device users of the associated threats and how to
mitigate them. Their method is based on Microsoft SDL (Security Development Life-
cycle) [6] tool to prioritize the security risk, and then to develop a systematic way to
deal with those risk. Microsoft STRIDE model, which is derived from the acronym of
different threat categories such as spoofing identity, tampering with data, repudiation,
information disclosure, Denial of Service, and elevation of privilege [7] was used by
the authors to back their model. Their research shows different scenarios through which
attackers can gain access to home network and IoT devices. They have developed three
threat scenarios –

a. Compromise
b. Eavesdropping and Information Leakage, and Jamming
c. Interference and DoS attacks against IoT.

Tomas Zitta, Marek Neruda, Lukas Vojtech, Martin Matejkova, Matej Jehlicka,
Lukas Hach and Jan Moravec [8] in their paper have done penetration testing using
IDS/IPS (Intrusion Detection System/Intrusion Prevention System) tool Suricata. They
have implemented this tool in low-performance embedded IoT device Raspberry Pi 3,
and compared results of experiment to various tools and types of network attacks. In
their experiment the authors have installed Suricatta with its default set of rules. First,
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they tested with default set of rules and then they added new rules in order to avoid
the XMas Tree attack, ICMP Flood attack, and the SYN flood attack. For smaller IoT
network where there is not much data traffic, Suricata on Raspberry Pi 3 has proven to
be useful.

In [9], the authors have explored programming mistake detector, a PMD Source
Code Penetration Testing tool. The source code of the whole project, how secure it is, to
test that, the authors have used PMD, an open-source tool. In their proposed work, they
have compiled and aggregated the information regarding Vulnerability Assessment and
Penetrating Testing in the area of IoT.

In [10], the authors have discussed about ESSecA (Expert System for Security
Assessment). It is an expert system that helps security experts and penetration testers
while doing the security assessment of IoT devices and IoT infrastructures. ESSecA
system combined the existing security analysis approaches based on the available threat
intelligence knowledge in an automated way to build a detailed set of penetration testing
plans. These penetration testing plans were then organized based on threats that an attack
may implement and are prioritized according to the involved level of risk.

In 2016, Mirai Botnet malware created havoc on the internet. This malware took
advantage of the IoT devices connected to the network, which were running on Linux,
and turned them into a remotely controlled bot. These bots were then used to do the
Distributed Denial-of-Service (DDoS) attack. Multiple DDoS attacks were launched on
the DNS server using this Mirai Malware installed on IoT devices that were still using
their default username and password. This attack took down many websites like Netflix,
GitHub, Airbnb, Reddit, Twitter, and many such high-profile websites. Gopal, et al.
[11] discussed this Mirai Malware and proposed whitelisting-based countermeasures
to prevent IoT botnet from spreading. The proposed solution by the authors has two
phases. First, the profiling module scans all the applications that are there in the router.
After scanning the applications, it calculates hashes and then stores them in the database.
When there is an update in an application, the profiling module recalculates the hash
and then stores them in the database. In the second phase, the hash of the application is
computed by the application monitor just before its execution and then compares with
the hash stored in the database. The application is trusted only if the hash matches or
else it is untrusted and blocked.

In a DDoS attack, the attacker takes control of the devices connected to the network
andmakes them a slave. Then these slave devices are used to send a simultaneous request
to a server or many servers and thus flooding the server or the victim machines with
superfluous requests. This makes the victim machine overwhelmed with requests and
makes it unable to process the legitimate request. In our study, we tried to replicate the
DoS attack in some of the IoT devices, specifically on a home assistant device, smart
plug, and robot vacuum that are connected to a home network and tried to assess the
behavior of these devices during DoS attack.

3 Methodology

How to prevent access to network systems by attackers and do malicious activities, is in
itself a whole big and separate research study. Here for our study, we have considered
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a hypothetical situation where we have assumed that the attacker has already gained
access to the home network. Once the attacker has gained access, what an attacker may
do and how he can launch the attack are analyzed here. After gaining access the first
step the attacker will take is to scan for devices that are available on the network system.
After identifying the devices, the attacker can selectively launch attacks on IoT devices.

We used, Kali Linux for our experiment. For penetration testing of our Smart Home
IoT devices, we followed the below steps,

• Network Scan

– Device Discovery: To discover all the devices connected to the Wi-Fi network, the
Nmap ping scan command is used.

– Port Scan: The Nmap connect scan is utilized to identify open TCP/UDP ports
against all our target devices.

– HTTP Scan: The Nmap scripts are executed for identifying the visible HTTPHead-
ers & Title, against the ports which were hosting HTTP Services (identified during
the port scan).

• Exploit Attempt

– DoS Attack: Using Metasploit, syn-flood attack, a DoS attack, on the target device
is executed, and we analyzed the behavior of the device during the attack.

– Android Remote Access: Using the msfvenom, an android payload was generated
and it was used for exploiting the Android system. The APK was transferred &
installed in the Android system. Then a meterpreter session was established to scan
for potential files with plain text credentials or other sensitive information from the
IoT Mobile App.

In our system setup for testing, we have used the devices shown in Fig. 1 (device
details listed in Table 1).

Fig. 1. Lab setup
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Table 1. Details of the tested IoT devices

Device name Mac address IP address Mobile app

Lenovo Smart Plug 80:7D:3A:51:5E:21 192.168.1.147 Lenovo Link

Samsung Powerbot Vacuum 70:2C:1F:83:CC:98 192.168.1.126 Smart Things

Google Home Mini 38:8B:59:54:AD:D1 192.168.1.105 Google Home

Samsung Note 5 EC:9B:F3:A4F5:90 192.168.1.130 N/A

Cisco Linksys EA2700 20:AA:4B:8F:8D:07 192.168.1.1 Linksys

Figure 2 depicts the network diagram for the experiment.

Fig. 2. Network diagram

4 Experiments and Results

4.1 Network Scan Result

Device Discovery. We were able to discover all the devices connected to our Wi-Fi
network by running the below Nmap command.

sudo nmap -sP 192.168.1.0/24
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The Nmap scan on the network yielded the results displayed in Fig. 3. We performed
the scan to identify the IP address of the target devices for the attack. With this, we
identified the target devices as—Lenovo Smart Plug, Samsung Powerbot Vacuum, and
Google Home Mini.

Another thing that was observed was that the MAC address & device name was
clearly available in the scan result (for some devices, we had to do some research on the
internet, but it was easy enough), which in the real world would be very handy for an
attacker to identify the hardware and its vulnerability.

Fig. 3. Nmap network scan

Port Scan. As a next step, the following port scan commands of Nmap were executed
to identify open TCP/UDP ports against all our target devices.

sudo nmap -sT [Target_Device_IP]
sudo nmap -sUV -T4 -F --version-intensity 0 [Target_Device_IP]

Lenovo Smart Plug. Using the above port scan command, only one open UDP port,
49154, was found for Lenovo Smart Plug (refer to Fig. 4 and 5).

Fig. 4. Nmap TCP port scan for Lenovo Smart Plug
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Fig. 5. Nmap UDP port scan for Lenovo Smart Plug

Samsung Powerbot Vacuum. Using the port scan command for Samsung Powerbot Vac-
uum, one open UDP port, 53, and many open|filtered UDP ports—80, 593, 626, 631,
1433, 1645, 1646, 1813, 2222, 32768, 32769 were found (refer to Fig. 6 and 7).

Fig. 6. Nmap TCP port scan for Samsung Powerbot Vacuum

Fig. 7. Nmap UDP port scan for Samsung Powerbot Vacuum

Google Home Mini. Using the port scan command for Google Home Mini, TCP ports
of 7778, 8008, 8009, 8443, 9000, and 10001 are found to be open (refer to Fig. 8 and 9).
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Fig. 8. Nmap TCP port scan for Google Home Mini

Fig. 9. Nmap UDP port scan for Google Home Mini

HTTP Header and Title Scan. The next command executed was to scan the visible
HTTP Headers & Title, against the ports which were hosting HTTP Services (identified
during the port scan).

sudo nmap -p [ports] --script=http-title [Target_Device_IP]
sudo nmap -p [ports] --script=http-headers [Target_Device_IP]

Samsung Powerbot Vacuum. Even though the HTTP port 80 is open|filtered for Sam-
sung Powerbot Vacuum, the actual HTTP Header and Title scan showed them as closed,
hence nothing was found during this scan (Fig. 10 and 11).

Fig. 10. Nmap command for scanning HTTP Headers
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Fig. 11. Nmap command for scanning HTTP Title

Google Home Mini. For the Google Home Mini, ran the HTTP Header and Title scan
against HTTP(S) ports 8008 and 8443. We found that there are HTTP GET methods
(refer to Fig. 12) and the title was not visible (refer to Fig. 13).

Fig. 12. Nmap command for scanning HTTP Headers

Fig. 13. Nmap command for scanning HTTP Title
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4.2 Exploit Attempt

DoS Attack. In this step, we attempted a DoS attack on the device and analyzed the
behavior of the device during the attack. For the attack, the Metasploit tool within Kali
Linux is utilized with a syn-flood attack using the below command.

msfconsole
use auxiliary/dos/tcp/synflood
set RHOST [Remote_Host_IP]
set RPORT [Remote_Host_Port]
exploit

For Lenovo Smart Plug, the attack (refer to Fig. 14) didn’t incapacitate the device, but
it was observed that there was a significant delay in responses between the Lenovo Link
MobileApp& the Smart Plug.We have also noticed anomalies in a status update from the
device to the mobile application, sometimes we had to reboot the device by unplugging
it to get a proper status update (whether it is ON or OFF) in the mobile application. On
the other hand, Samsung Powerbot Vacuum & Google Home Mini didn’t show any sign
of impact from the attack.

Fig. 14. DoS exploit attempt on lenovo Smart Plug
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Android Remote Access. Using the msfvenom, we generated an android payload for
exploiting the Android system. Then DropBox was used to transfer the APK to the
Android device. Once the APK was installed, a meterpreter session was established to
scan for potential files with plain text credentials or other sensitive information from the
IoT Mobile App.

Payload Generation. Using the below msfvenom command, we generated the android
payload (refer to Fig. 15) and transferred it to an Android device.

msfvenom -p android/meterpreter/reverse_tcp LHOST=192.168.1.140
LPORT=2601 R > /home/kali/Desktop/smart-plug.apk

Fig. 15. Meterpreter payload for Lenovo smart link android app

Meterpreter Session. Using the belowcommands, ameterpreter session (refer toFig. 16)
was established with the Android. The system was scanned for potential files with plain
text credentials or other sensitive information from the IoT Mobile App but didn’t find
any for all three apps.

msfconsole
use exploit/multi/handler
set payload android/meterpreter/reverse_tcp
set LHOST 192.168.1.140
set LPORT 2601
exploit
cd /storage/emulated/0/Android/data/com.lenovo.linkapp
ls
ls cache
ls files
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Fig. 16. Exploring Lenovo Smart Link Android App file system using Meterpreter payload

5 Conclusion

In our experiment, we found that upon scanning the network for the available devices,
the device details like name & MAC Address can be easily retrieved which in turn can
be used to identify the IoT device for targeting. After identifying the target, we scanned
the devices for open ports and then launched the Denial-of-Service (DoS) attack on
Lenovo Smart Plug, Samsung Powerbot Vacuum, and Google Home Mini. The DoS
attack didn’t damage the devices but it was observed that it causes a significant lag in
response between Lenovo Link App & Smart Plug. Additionally, we noticed anomalies
in status updates from the device to the mobile application.

We gained remote access on an Android device and attempted a basic file scan on
the IoT mobile apps. In future studies, we would like to try some invasive penetration
techniques to see if we can retrieve some sensitive information from the targeted IoT
devices and from network packets.

Our study, in this paper, gives a general idea that if an attacker can gain access to
a home network, he or she can easily get information about the connected devices by
using available penetration testing tools likeKali Linux. Once the attacker identifies their
target, they can launch an attack using these tools and can affect the performances of
devices which may lead to serious safety issues and can also steal sensitive information
from these devices.
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Abstract. The domain of fully Autonomous Vehicles (AVs) as an appli-
cation of the IoT paradigm may help reduce accidents and improve traf-
fic conditions. However, for end-users it raises concerns about safety and
security. To fully embrace AV technology and address the end-user skep-
ticism, users should be able to comprehend and trust the decisions made
by the intelligent systems within the AV. To address this challenge, the
objectives of this research are threefold. First, to understand the users’
concerns about the safety and security of AVs through a comprehen-
sive social media analysis using platforms such as Twitter and Reddit.
Second, to analyze the publicly available policy documents released by
governing bodies such as the U.S. Department of Transportation and
the European Commission to assess the focus of the governing policies
in this sector. Third, to compare and contrast the findings of the first
two objectives to identify the gaps and overlaps between the current gov-
ernment regulations and various users’ concerns and explain how these
concerns are being acknowledged or need to be addressed with the use
of software or hardware such that it will harbor public trust in adopting
the technology of fully autonomous vehicles.

Keywords: Autonomous vehicles · Social media analysis ·
Government policies · Sentiment analysis · Topic modeling

1 Introduction

Autonomous vehicles (AVs) are a rising technology that is going to play a key role
in the development of intelligent transportation systems [4]. In a Connected and
Autonomous Vehicles network, IoT technologies like sensors, cameras, control
systems are fundamental to collecting, processing, sharing information about
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road networks and allowing the entire system to function properly. The fully
AVs once successfully tested and implemented will allow efficient ways of trans-
porting people and goods, managing the supply chain, and providing a unique
user experience by accommodating a user’s customized needs and preferences for
provisioned services [5,17]. Further, fully AVs will reduce carbon emissions and
improve traffic management through carpooling and ride-sharing services [8].

Motivation: Despite the possible advantages that AVs might provide, there is
some skepticism amongst the major stakeholder i.e. users of the technology con-
cerning embracing the implementation of fully AVs. This is because, users are
currently abstracted from the design and decision-making process when it comes
to autonomous systems, thus decreasing the trustworthiness of the technology.
Hence, AVs need to be developed and implemented in a way that all stakehold-
ers like manufacturers, government bodies, and users are involved in the entire
process to increase transparency. The first step towards achieving this goal is to
comprehend the issues that concerns the stakeholders and the focus of proposed
laws and regulations governing AV development.

Existing Literature: Current research have analyzed issues like the public’s
trust or understanding of AV technology and it shows an overall distrust and lack
of knowledge regarding AVs [2,15]. In a survey from 2019, 71% of participants
expressed fear to ride in an AV. Another study from 2018 reveals that 60% of par-
ticipants would not feel safe sharing the road with AVs [15]. Other studies on the
public sector such as government bodies focus on changes in regulations because
of the new technology [1] or social implications of AVs [13]. However, the chal-
lenge in these studies is their assessments are mutually exclusive of each other
as they do not encompass the issues from different stakeholders to effectively
comprehend and address the gap between them, which could improve the rate
of acceptance of AVs by the end-users. To understand the user concerns, social
media platforms are a good starting point where researchers can publicly access
user concerns and comments regarding specific topics. Several existing works
[6,12,14] used social media platforms such as Twitter to analyze user concerns
regarding AVs. However, they focus on analyzing the shift in online conversations
after major social events using common natural language processing techniques
[12]. These studies have revealed a pattern of positive online sentiment towards
AV before major events like an accident, and bursts of negative sentiment after
said events [12]. However, despite the number of studies on this topic, there is
still a lack of research addressing these existing user concerns and attempting to
reassure the public about the adoption of AVs. It also falls short in analyzing the
regulatory policies proposed by legislative bodies to assess whether the direction
of governing policies is in synchronization with the user concerns.

Objectives: To address these shortcomings, in this paper a comprehensive and
comparative study is done on the user concerns posted on social media platforms
like Twitter and Reddit regarding AVs (that is not event-driven) against various
publicly available government regulations from the U.S. and foreign countries.
This will help in determining various government’s plan on regulating AVs. To
understand the complexity and population’s state of mind towards the imple-
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mentation of AVs, analyzing the users’ concerns as well as the government poli-
cies, and comparing their perceptions to find similarities and mismatches are
important. The contributions of this work are as follows:

– Analyze the safety and privacy concerns of end-users in the adoption of fully
AVs using social media platforms such as Twitter and Reddit.

– Analyze the existing publicly available policy documents released by govern-
ing bodies concerning privacy and safety issues of fully AVs.

– Perform a comparative analysis of the outcome of previous objectives to deter-
mine similarities and differences among each stakeholder’s point of view.

2 Literature Review

Researchers have tried to determine end-users’ sentiment towards AVs using
traditional survey and polling methods on different populations. [11] surveyed
several residents in Qatar to understand their perceptions towards AVs in regards
to reducing human error in Human-Driven Vehicles. [7] surveyed 391 participants
to examine the public’s trust and sustainability concerns regarding AVs. [10]
surveyed almost 1000 participants for their perceptions and acceptance of AVs.
These studies present various views about technology knowledge, the acceptance
of AVs, and demographic information. Results showed that participants with
higher knowledge of the technology have better perceptions on AV eliminating
human error in regards to safety and performance [11]. While [7] showed that the
participants willing to use an AV considered how useful and convenient they are
rather than how it technically performs. [11] showed that around 86.7% of the
participants would not prefer switching to AVs, while [10] found out that overall,
AVs are perceived to be “low risk”. However, the risk also varied depending on
whether they are a passenger or pedestrian, interacting with the AV. It was
perceived to be riskier being the passenger than being a pedestrian around AVs.
They also found out that younger adults compared to other age range had a
higher acceptance of the technology, and the demographic of respondents were
mostly 37.9% men [7].

[6] analyzes the role social media plays in shaping online opinion by research-
ing language bias and trending social events to explain how sentiments on AV
can be influenced. For the analysis of trending social events, they found that
bursts of overall positive sentiment occur during the announcements of new AV
technologies, and bursts of negative sentiment occur when news regarding user
concerns surfaces. [14] researched developing a comprehensive Twitter search
algorithm and conducting an analysis of Twitter conversations about AV. They
developed a supervised model called Constrained Label Learning (CLL) to iden-
tify tweets centered around certain events. Their results show that the average
sentiment of AV on Twitter is neutral and only negative when there are words
describing crashes or any major news events. Furthermore, recent studies have
found that 60% of Twitter users use Twitter as a regular source of news, and
40% of Reddit users use Reddit as a source of news [18]. Therefore, as social
media platforms offer the opportunity to both obtain information and distribute
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personal opinions, it would also be worthwhile to analyze them for the user
conversations before and after major news events are released.

[12] examined the online conversations and sentiments before and after a
2019T Tesla autopilot incident. Their results showed that there were consider-
able mentions of the word “blame” and “confusion”. Additionally, they found that
while the majority of sentiment after the crash was negative, they still had many
tweets with a positive sentiment which suggests that more research is required.
[3] also conducted a before and after social media analysis during the COVID
pandemic to determine how online conversations about AV are being influenced,
and determine which demographics, manufacturers, and policymakers need to
be targeted more to ensure that they are willing to adopt AVs in the future.
They found that demographic-wise, their dataset consisted of 82% males and
18% females on Twitter and 86% males and 14% females on Reddit. They also
categorized their data by occupation and found that engineers and entrepreneurs
had more positive sentiment towards AV before the pandemic, while people from
entertainment, education, and writing shared more negative sentiment. However,
after the pandemic, the number of people with positive sentiment in entertain-
ment, education, and writing groups increased, likely due to the convenience
AVs could bring. Overall, they found that age is the most influential factor in
the public’s attitude towards AVs, followed by those with education, engineering,
and entrepreneurship occupations.

[16] examined the sentiment of online conversations on Twitter regarding AV.
From their dataset of 7k tweets, they found that most of the sentiments toward
AV were positive. Some of the most common topics from the positive tweets are
“excited”, “faster”, and “cool”. On the other hand, some of the most negative topics
include “liable”, “crash”, and “difficult”. Finally, [9] focuses on using an attention-
based long short-term memory network (LSTM) to predict and classify twitter
sentiments on AV. Their results showed the ratio of positive to negative tweets is
approximately 3:1. Also, the performance measures displayed that deep learning
tools are adequate at classifying the sentiment of the tweets.

Although most of the previous studies focus on the user’s side, it is important
to note that many concerns could be raised like trust, safety, transparency, and
privacy. It is also essential to analyze how government and other regulating
bodies view the development of AV technologies and whether they account for
the aforementioned user concerns that have been discovered in the literature.

3 Data Acquisition and Pre-processing

For user concern analysis, data is acquired from social media platforms Twitter
and Reddit owing to their suitability to gauge public sentiment and their ability
to provide timely feedback concerning various events. Aside from analyzing social
media for public opinion, this study analyzes government policy documents made
publicly available on the Web by the United States of America and foreign
entities like the European Union to regulate autonomous vehicles.
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3.1 Social Media Scraping

Data was scraped from Twitter and Reddit and saved as .CSV files to be analyzed
and modeled for user concerns regarding AVs. Separate modules for Twitter
and Reddit were utilized to scrape the platforms by keyword. The scraping
module Python Reddit API Wrapper (PRAW) along with a developer account
was used for Reddit and the Twitter Intelligent Tool (twint) was used to scrape
Twitter. Before using the scraping tools, a list of common AV-related words was
created, derived from journal articles, papers, and policy papers available in the
literature and on the Web. These keywords consisted of a combination of phrases
like autonomous vehicle, driverless car, and self-driving car with several related
topics as shown in Fig. 1. It should be noted that there exist other keywords
that are synonyms to “autonomous vehicles” or related topics of AV that were
not included in the scraping process. However, the three selected terms quantify
a well representative sample with 6,497 tweets and 13,350 Reddit comments.

Fig. 1. List of combinations of keywords used for the social media scraping

3.2 Government Policies Scraping

To obtain government regulations concerning AVs, .PDF files of several down-
loaded government papers were scraped with PyPDF2. From U.S.A, 17 papers
from the National Department of Transportation, the National Highway Traffic
and Safety Administration, and various state governments [18] were analyzed
and saved as .CSV files. This process was then repeated with the papers from
foreign entities including Australia, Canada, Dubai, the EU, France, Germany,
India, Japan, New Zealand, and Singapore, taken from various sources, yielding
a total of 25 papers. Policy papers from China and Russia were also looked into,
but their regulation papers could not be used either because of a language bar-
rier or because they were American articles written about them in which bias
could exist, and therefore was excluded from the process. The foreign policies
that were utilized can be found in [18].
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3.3 Data Pre-processing

Natural Language Processing techniques were used to clean and prepare the
Reddit comments and Tweets by removing duplicates, blank spaces, special char-
acters, numbers, URLs, and Twitter handles and transforming into lowercase.
Thereafter lemmatization process was applied to change the words to their base
forms. Stopwords (‘and’, ‘the’ ) are regular common words that usually do not
add meaningful information to text and were removed for text analysis. For sen-
timent analysis, a separate dictionary was created to remove only minimal words
like articles and conjunctions. This allowed us to keep negation, and modal verbs
and provide more context for the analysis in contrast to using a default dictio-
nary. For all other data analysis methods we used the English stopwords dictio-
nary from the nltk library. After the cleaning process, the dataset decreased to
4,642 tweets and 13,337 Reddit comments. For the government policy papers,
the aforementioned preprocessing techniques were applied. Moreover, since most
PDFs had extraneous data like summary, appendixes, title on every page, those
information were manually removed. Country names were also removed from the
dataset, to prevent them from affecting the analysis.

3.4 Data Categorization

To obtain a more comprehensive understanding of the data, both the user con-
cerns and government policy datasets were categorized. For the users’ concerns,
the categories were classified using the keywords proposed to scrape the data
(Fig. 1) compiled through the literature survey of researchers like [7,10,11], where
it was found that users have a different kind of concerns related to trust, safety,
control of the vehicle. For government policies, a preliminary analysis of a few
government policy documents helped in understanding their focus on issues like
liability, accident responsibility, and vehicle control. These categories were then
compared to the user concern categories, to match similarities and categorize
both datasets along similar categories as shown in Fig. 2.

Following the preliminary analysis, a Python script was written to iterate
through the datasets and search for keywords related to different categories,
then save the data into respective .CSV files. For example, in accident category,
the synonyms and related topics such as crash, fatality, death, and collision were
used to collect tweets, comments, or policies that mention these areas of con-
cern. This was done to analyze each category individually and to get a complete
understanding of the public’s perception and policies for each category. To have
a similarity between the users’ concerns and government policies categories, gov-
ernment categories and the keywords related to them were used to infer the same
categories as for the users’ concerns. For example, transparency would be useful
for deducting trust and overlap with safety categories.
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Fig. 2. Categorized user concerns and government policies

4 Data Analysis: Methods and Results

After data pre-processing, several data analysis methods were applied to analyze
datasets for insights. The outlines of the methods applied and their results are
reported in the following sections.

4.1 Tri-gram and Word Frequency Analysis

Method: Both the user concerns and government policies datasets were ana-
lyzed using tri-grams. To prevent synonyms of autonomous vehicles overpopulat-
ing the most frequent words list, they were removed from the datasets. Besides,
the word frequency analysis was applied to different categories in Fig. 2, to have
a better understanding of the existing keywords in both datasets.

Results on User Concerns: Figure 3 shows results from the tri-gram analysis.
Analyzing the two platform’s trigrams, Twitter conversations are more focused

on the area of crashes and accidents compared to Reddit. Twitter has four phrases
in the top 10 that mentions crashes or accidents, Reddit has only one. Further, the
number one most frequently appearing trigram for Reddit is safer human driver,
which overall has positive connotations without further context.

Thereafter, word frequency analysis and percent proportion computation was
performed on each of the user concern categories. Table 1 shows that accidents
and road hazards/users are the most commonly mentioned topics. Whereas,
cyberattacks/cybersecurity are the least mentioned topics. However, this can be
rationalized as an average user currently do not consider cybersecurity as an
issue for AVs. However, it is an imperative area of concern since connected and
AVs can increase the attack surface for rogue actors.

Results on Government Policies: Figure 4 shows the trigrams with words
like federal safety standard and road traffic law frequently mentioned, revealing
how government policy across nations is focusing on implementing safety laws
and standards on AVs.
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Fig. 3. Top 10 Trigrams for Reddit and Twitter user concerns

Table 1. Word frequency for each user concern category

Category Reddit frequency (13.3k) Twitter frequency (4.6k)

Control|Accidents 400 (3%)|900 (6.8%) 132 (2.8%)|333 (7.2%)

Road hazards/users 1000 (7.5%) 233 (5.1%)

Decision making 200 (1.5%) 37 (0.8%)

Liability|Trust 200 (1.5%)|150 (1.1%) 254 (5.5%)|62 (1.3%)

Network connection 100 (0.75%) 47 (1%)

cybersecurity|Privacy 2 (0.01%)|150 (1.1%) 48 (1%)|102 (2.2%)

Sell to 3rd parties 70 (0.5%) 49 (1%)

Fig. 4. Top 10 Trigrams for U.S. and foreign govt. policies

A word fre-
quency analysis
was also performed
on the govern-
ment policy cat-
egories (Table 2).
Percent propor-
tions of each cat-
egory were unable
to be obtained
for regulation papers,
given that they
were scraped by
page, one page
containing vari-
ous information. In Table 2, similar to user concerns, safety and security are
two of the most mentioned topics. Liability is also a very frequently mentioned
topic in government regulations. However, when analyzing the liability regula-
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Table 2. Word frequency (W.F.) for each government policy categories

Category U.S W.F Foreign W.F Category U.S W.F Foreign W.F

Transparency 25 43 Security 400 646

Privacy 120 387 Innovation 50 177

Accessibility 200 62 Safety 1500 1518

Liability 170 619 Tech. neutral 400 1

Cyberattack 10 29 Cybersecurity 10 192

Anomaly detection 10 2 Licensing 200 154

Laws 30 322 Modern regulations 0 14

tions from the papers, there were disagreements regarding the responsibility for
accidents or data access. Although the topics of cybersecurity/cyberattack are
mentioned more in government regulations than user concerns, there is still a
very lacking amount of regulations especially on the U.S. side with only 20 men-
tions in all U.S. regulations, requiring a need for more cybersecurity regulations.

4.2 Sentiment Analysis

Method: For sentiment analysis we applied the Bidirectional Encoder Repre-
sentations from Transformers (BERT) model, a machine learning model utilized
for NLP tasks. BERT was trained on an AV-related labeled dataset [18], to
better learn to identify different sentiments when it comes to our dataset.

BERT model training data and process: First, a labeled dataset with peo-
ple’s opinions on AV was used.

Fig. 5. BERT training dataset before and
after data augmentation

This dataset contains over 7,000
labeled tweets and 10 columns among
which text and sentiment were
extracted to train the BERT model.
The text column represents the tweet
and the sentiment is a rating given
from 1 to 5, the most negative to the
most positive, respectively. The sen-
timents were divided into three main
categories: negative (from 1 to 2), pos-
itive (from 4 to 5), and neutral (3).
As shown in Fig. 5, the dataset was
highly unbalanced, with a predomi-
nance of neutral sentiments. This led
to the model classifying most of the
data as neutral sentiment. Data augmentation with the help of the nplaug library
was applied to identify an additional 2,500 positive tweets and 3,000 negative
tweets. To train the BERT model, 90% of the augmented dataset was used. For
the test and validation sets, 50% of the original non-augmented dataset was
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used with the train_test_split function from sklearn library to split the differ-
ent sets. Moreover, the BERT model’s parameters were fine-tuned to obtain the
best possible accuracy. The final accuracy of the model on the test set is 96%.

Results and Discussion - User Concerns: Compared to other already pre-
trained models, our BERT model performed better. This is attributed to the fact
that BERT performs well in identifying context and was pre-trained on a labeled
dataset related to AVs. On the user concerns, the overall tweets and comments
were classified as negative with BERT. Moreover, the previously categorized data
were each run through the BERT model and the outcome was predominately
negative sentiment across all categories. From the results, it is also apparent
that Reddit had exceedingly more negative sentiments than Twitter (Fig. 6 ).
This could be explained by the fact that Reddit users are all anonymous and
therefore may express themselves more freely.

Fig. 6. BERT sentiment analysis on user concern categories on Reddit and Twitter
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Further, certain categories such as accident or safety have significantly higher
numbers of positive sentiment on Twitter compared to Reddit. This could be due
to the many promises AV brings towards safer and more efficient transportation.
An example tweet with positive sentiment states, ‘it doesn’t get tired at night,
it doesn’t get drunk, it doesn’t make those kinds of mistakes that lead to these
terrible outcomes.’ A major aspect of positive sentiment towards the AV is based
on the fact that AV will decrease the number of human error accidents.

4.3 Topic Modeling

Method: Topic modeling is an unsupervised machine learning technique capa-
ble of clustering word groups and similar expressions in documents and offering
insights to better understand large collections of unstructured text. Topic model-
ing was applied to two specific categories: accidents and privacy. Those categories
were chosen given the different engagements of the users in the data categoriza-
tion and sentiment analysis sections, high and low engagement respectively.

Data Pre-processing: Using the previously processed dataset, all autonomous
vehicle synonyms like driverless car or self driving car were replaced with
autonomous vehicle. Then, gensim’s phrases class was applied to group frequent
related phrases into one token. As such, traffic safety will become traffic_safety.
Further pre-processing was done to remove the most common and rarest words
in the corpus for the Latent Dirichlet Allocation (LDA) model.

Model Used: The latent Dirichlet allocation (LDA) from the gensim library was
applied, given its good performance in clustering the text by similar domains.
To find the optimal number of topics for the LDA model in each category, the
coherence scores for different topic numbers were considered, as well as applying
the Hierarchical Dirichlet Process (HDP) class. HDP is similar to LDA, except
it seeks to learn the correct number of topics from the dataset. While relying
on coherence scores might not always be satisfactory given the context and the
dataset, applying the HDP method would constantly give 20 as the optimal
number of topics no matter the data source (Twitter, Reddit, or government
policies), the category (accident, safety, or decision making, and so forth), or
the number of instances (from 100 to 1000 tweets/comments). Further, it was
noted that some topics had only one or two instances. Moreover, 20 would be the
result for many other projects using HDP with different and diverse datasets.
Consequently, the coherence score was chosen as the model evaluation metric.

Results of User Concerns Analysis: For each category, the coherence scores
of the LDA models were calculated with the number of topics starting from seven
to thirty with a step of three. The number of optimal topics for the accident and
privacy category is seven for Twitter and Reddit.

In Table 3, the primary focus on Twitter regarding accidents is strongly
related to companies like Tesla and Waymo. While on Reddit, people are more
concerned about crashes and pedestrians’ lives. Regarding the privacy, the topics
from Twitter concerns data privacy with terms like datum, protection, concern,
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law, private in the first two topics. While on Reddit, the first topic seems to
translate the work that should still be done for people’s privacy, with terms
like: people, privacy, company, work. To better understand what the topics were
about, samples of sentences that most represent given topics were extracted
from the dataset. For example, for topic 2 in the accident category for Twitter
(Table 3), the most representative sentence was raising concern about tesla advis-
ing drivers to stay aware of surroundings while driving a much safer autonomous
vehicle. That sentence belongs with 93% to Topic 2. Another example of privacy
for Reddit talks about the protection and requirement that people should have
and follow while testing AVs. For example, testers should be an employee of the
testing company and have specific safety training and coverage. That sentence
belonged at 96% to topic 2.

Results of Government Policies Analysis: For each category, the optimal
number of topics with the highest coherence scores was ten for the U.S. policies
for both the privacy and accident categories, whereas it was ten for the foreign
policies in the accident category and seven for the privacy category. For the
top topics of the government policies regarding the accident category, the U.S.
focuses on the performance of autonomous systems along with guidance and law
enforcement. One can also infer from Topic 1 in the accident category (Table. 3)
that the foreign countries focus more on developing infrastructure for the future
of AVs, as well as developing regulations.

Table 3. Top 2 topics of users concerns and government policies in accident

Category Twitter Reddit U.S Regulation Foreign
Regulation

accident Topic 1: company-link-
law-new_york-
responsible-
liable-happen-
course-might-
technology

fault-avoid-hit-
blame-
pedestrian-crash-
brake-system-
uber-tech

automate_drive-dot-
transportation-
performance-support-
safety_administration-
national_highway-
operation-guidance

moral-cavs-
pedestrian-
infrastructure-
communication-
future-gap-cav-
obtain-different

accident Topic 2: accident-tesla-
human-cause-
driver-one-safe-
use-even-drive

autopilot-crash-
insurance-risk-
company-test-
datum-safe-like

scenario-real-section-
define-
automate_drive-
world-element-lead

framework-map-
regulatory-panel-
policy-begin-
paper-February-
industry

Privacy Topic 1: full-automate-
tesla-vehicle-
driver-right-
datum-private-
think-drive

privacy-people-
say-company-
want-mean-
really-work-way-
know

automate_drive-
section-act-drive-bill-
follow-relevant-
occupant-practice-
traffic

Transport-time-
travel-cost-share-
uber-
vehicleshare-
report-people-
mobility

Privacy Topic 2: concern-need-
automate-
protection-
think-datum-
vehicle-private-
full-law

beta-public-
road-use-
automate-mean-
test-tesla-like-
driver

program-michigan-
management-impact-
transportation_
system-mobility-
investment-connect-
infrastructure-private

cavs-user-
concern-
respondent-
personal_datum-
recommendation-
right-individual-
develop
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4.4 Comparative Analysis: User Concerns VS Government Policies

In this subsection, this research reports the comparative analysis results in the
accident and privacy categories for user concerns and U.S. government policy
sets. Emphasis is placed on the U.S. policies only to better identify any existing
gaps and raise awareness of the U.S. government about them as well as the con-
cerns the public might have; This will be done by identifying the similarities and
divergences between the two stakeholders. This analysis helps in understanding
what may be preventing the total acceptance of AVs, thus providing indications
on what should be done.

Accident : Analyzing the top 3 topics in the accident category, it was noted that
users’ concerns are evolving around various themes. One such frequent theme is
about people being afraid of crashes regarding AVs. Although understanding AVs
would reduce the car accident rate, it will not nullify the concern. This leads to
other concerns like having the driver of an AV stay aware of the surroundings
while the autonomous system is driving or the ability for AVs to adapt and learn
to not cause problems on different and unknown road conditions. Moreover,
another important concern includes the population wondering if non-self-driving
cars would one day be eradicated for autonomous ones.

In the U.S. government policies, different themes emerge from the first few
topics. The advantages of AVs especially in reducing the number of car acci-
dent death rates are brought forward as a big reason for implementing them.
Besides, the policies also emphasize the development of safety design guidelines.
The requirement to conduct tests are discussed, as well as the risk that might
exist in AVs and how to quantify it. It was also noted from the top two top-
ics on user concerns and government policies sides certain similarities like both
parties agreeing on the benefits of AVs, especially reducing the accident rate.
Users also raise various concerns like the reason why a driver should be aware of
the surroundings while the autonomous system drives. Additionally, government
policies do not always exhibit specific regulations or explanations on existing
problems, like just emphasizing the fact that safety regulations must be devel-
oped.

Privacy : In the sample comments on social media in the two first topics regard-
ing the privacy category, different concerns are emerging. Firstly, people are wor-
ried about privacy in general, and especially bio-metric violations in cars, after
existing incidents with tesla. Furthermore, another common concern is related
to the fact that people would like AVs to meet safety, and privacy real metrics,
and others are talking about developing frameworks to evaluate implications for
privacy and security in AVs.

Regarding the U.S. government policies in the privacy category, there is an
emphasis on developing technical requirements for AVs connectivity. Other pri-
vacy matters are raised, like cyber criminality and the need to protect personal
information. In addition, the need to increase public awareness of regulations
is also mentioned, as well as the development of technical standards regarding
data liability. While there exist common topics in both the users and govern-
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ment policies, like protecting personal information, the government also talks
about increasing public awareness about regulations, which can be considered
very important. The more the public is aware of regulations, the more likely it
is to understand and accept the technology.

5 Future Directions

This work will be extended to use the data analysis as a base to develop an
explainable AI (XAI) framework, thus increasing users’ trust in adopting fully
AVs. The XAI will aim to understand and answer to the best of its performance
all end-user queries. The design will be supplemented by an interface with the
following features. (1) Ask a question: user can express a concern and inter-
face returns a mapping with the government policies mitigating the concern. (2)
Visualize public sentiments towards AVs categories and their evolution on a given
time period. To improve efficiency of learning and explanations, the framework
through the interface will enable users to give feedback. Information about demo-
graphics, profession, education-level will be collected. The end-users will be able
to give their assessment about the XAI framework and its interface on whether
it helped them better understand the technology, change their perception of AVs
positively or negatively and their overall experience and suggestions.

6 Conclusion

This paper discussed the analysis of various users’ concerns regarding the skep-
ticism of adopting fully autonomous vehicles by using extracted data from two
social media platforms: Reddit and Twitter. It also discussed the analysis of
current government policies that apply to AVs. While existing literature found
that there is generally higher acceptance and more positive sentiment towards
autonomous vehicles, the findings of our analysis differ. Across the board for user
concerns on Reddit and Twitter, negative sentiment was predominately found.

Furthermore, the complete implementation and acceptance of AVs cannot
be immediate, since there are still many uncertainties and questions on the
user’s side. The existence of an XAI framework to provide more information and
answers to future AV users might become a key factor in the development and
acceptance of fully AVs. It will be an opportunity to inform future users on the
different aspects, advantages, and possible dangers of AVs as well, like cyberse-
curity, lacking in both the users’ concerns and the government regulations.
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Abstract. The cause of forest fire is complex, which depends on meteorologi-
cal, surface soil and human integrated monitoring network and multi-source data
like remote sensing. This paper provides 4 kinds of monitoring method based on
satellite, IoT, UAV aviation cruise, etc. Carrying out all-round fire point detection,
combined with administrative division data, forest-grassland resource data and
meteorological observation data, the fire monitoring and customized analysis are
carried out through computer automation, computer vision technology and deep
learning algorithms, the fire thematic functions are generated. It also supports the
release and display of fire information in various forms such as SMS, email, Web
terminal andmobile terminal, so as to grasp the occurrence of fire points in the area
at the first time, and realize the 24-h uninterrupted forest fire monitoring and early
warning. Multi-channel radiation fusion, yolov4 algorithm is used for training,
combined with the IoT data, the accuracy of early warning and pre-assessment
improved, provides scientific decision-making basis for forest fire prevention and
rescue work.

Keywords: Fire point detection · Remote sensing · IOT · YoloV4

1 Introduction

According to the official data of the National Bureau of statistics of China, from 2015 to
2020, there were many fires, with a large area affected and a large number of people and
direct losses [1]. In 2021, with the state’s increasing attention to forest fire prevention
and extinguishing, and the promotion and application of integrated space-based remote
sensing, the number of fires and damage were significantly reduced, and no major fires
occurred throughout the year.

On March 19, 2021, the State Forestry and grassland Administration held a national
spring video and telephone conference on forest and grassland fire prevention, requiring
forest and grass departments at all levels to thoroughly implement the decisions and
arrangements of thePartyCentralCommittee and theStateCouncil, adhere to the concept
of people first and safety first in accordance with the unified command of the National
Forest Defense Office, and take the prevention of major casualties and property losses,
and the occurrence of major forest and grassland fires as the goal, To realize the whole
chain management of ‘preventing failure, danger and violation’.
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On August 18, 2021, the State Forestry and Grassland Administration issued the
‘fourteenth five-year plan for forestry and grassland protection and development -- joint
construction of an integrated forest and grassland fire prevention and extinguishing
system’, which requires that in terms of improving the prevention system, improving the
early warning ability requires comprehensive use of various monitoring means of ‘sky
to ground’ to improve the ability to actively grasp the fire.

Therefore, based on the actual needs of forest and grass fire prevention, the new
generation of information technologies such as satellite remote sensing technology, cloud
computing, big data and mobile Internet are comprehensively utilized. Based on satellite
remote sensing image data, ground video monitoring data and ground patrol report data,
the integrated forest fire monitoring service of ‘diversified data fusion’ is constructed,
which is conducive to early detection of fire and rapid disposal of fire.

2 Related Works

Barrile et al. fully combined GIS system technology to conduct post disaster analysis
and judgment [1], Rahman et al. studied themodel of GIS combined with remote sensing
data and applied it in the northwest tribal land of Bangladesh [2]. Bourjila et al. carried
out comprehensive assessment of cases in Morocco using GIS, remote sensing data and
groundwater data [3]; Chen et al. used multi GBDT infrared thermal channels to monitor
forest fire points in Yunnan, China [4], and Kumar et al. also used similar remote sensing
and GIS systems to realize forest fire monitoring applications in Guntur area [5]. Boselli
used remote sensing to monitor and study the aerosol characteristics of the mega fire
in Vesuvius, Italy [6]. With regard to the IoT, Kanakaraja uses the ubidot platform [7],
Singh H further adds the concept of cloud side collaboration [8], Singh R proposes the
concept of Digital Forest 4.0 [9], Sun and others further strengthen themonitoringmeans
in combination with UAV andMEC [10]. Gaitan et al. proposed the IOTmethod of Lora
networking to realize the smart forest [11].

To sumup, the previous researchmethods are generally to improve thedata dimension
and the monitoring coverage area, fully reduce the manpower and improve the response
speed of fire warning, so as to minimize the expansion of losses.

3 Top-Level Design

Acquiring multiple types of data and combining with precise model algorithms, the
specific data of forest fire points can be calculated. Once the threshold value is reached,
the local unit can be notified in the first time to carry out timely early warning and
rapid disposal, so as to reduce or avoid the loss of personnel and property caused by fire
(Fig. 1).



64 X. Fan et al.

Fig. 1. Overall architecture of monitoring and early warning application system

3.1 Data Source

Comprehensive monitoring means are adopted for high integration, satellite remote
sensing, ground monitoring and other data are combined, so as to achieve four-in-one
monitoring, create an all-round and all-time monitoring network without dead angle,
process massive multi-source data, and automate the whole process to achieve high
timeliness fire monitoring.

Integratemore than 10 kinds of satellite remote sensing, such as H8, FY,NPP, NOAA
and MODIS, and video images taken by UAVs and observation tower cameras, analyze
and identify, accurately capture fire points, so that the technology ‘does not fight’ and
the fire points ‘Nowhere to hide’. The process is completely automatic and the task is
adjusted at any time from the reception and processing of various types of data, fire point
identification, product production to early warning release. It takes only 5–10 min from
the date of receiving the data, making the data “one step faster”.

The source and format of each data are shown in the following Table 1:

Table 1. Forest fire monitoring data source

Fire point
monitoring results

Land cover type
data

Vegetation cover
data

Meteorological
data

Data Source Monitoring results
of various satellite
fire points

Regional forest
land resource
type data

MODIS 500m
NDVI products

Ground
monitoring
station data

Provide format xls tif hdf brz

Among them, the monitoring conditions of various satellite fire points are as follows
Table 2:
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3.2 System Design Process

Fig. 2. Flow chart of forest fire monitoring service

3.3 Functional Design

Automatic Identification Of Suspected Fire Points. By using the integrated forest
fire monitoring means of space, space and earth, the whole process automation from
satellite data reception and processing, high-precision fire point identification and infor-
mation extraction to early warning information push is realized, and the 24-h real-time
independent monitoring capability of forest fire based on satellite remote sensing and
other technologies is formed. Among them, under normal conditions, the monitoring
frequency of satellite whole area monitoring can be up to 5 min/time, and the minimum
open fire area of the fire point that can be monitored can reach 10 square meters; Ground
camera PTZ control, 360° real-time monitoring of ground conditions; The UAV can
be used for forestry patrol and fire scene tracking at any time. The resolution of aerial
images can reach 0.03 m (Fig. 2).

Push Alert Information. When a suspected fire is found, it will automatically push
the information of the suspected fire point to the business leader of the fire prevention
and extinguishing department and the ground patrol personnel in the first time through
SMS, e-mail, website and mobile terminal, so as to ensure that the business leader of
the fire prevention and extinguishing department and the ground patrol personnel can
receive the early warning information and make decisions in time.

Report By Ground Inspector. The ground patrol personnel shall carry out the ground
inspection in a timelymanner according to the earlywarning information, and then report
the inspection results through the app for the convenience of the business principal.

4 Algorithm Design

4.1 Forest Fire Point Satellite Monitoring

The emissivity of the pixel observed by the satellite is the weighted average of the
emissivity of all parts of the ground objects within the pixel range, namely:

It =
(

n∑
i=1

�SiITi

)/
S (1)
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where It is the emissivity of the pixel observed by the satellite, t is the brightness
temperature corresponding to the emissivity Nt , Si is the area of the ith sub region in the
pixel, ITi is the emissivity of the sub region, Ti is the temperature of the sub region, and
S is the total area of the pixel.

When there is a fire point on the ground, the emissivity of the pixel containing the
fire point (hereinafter referred to as the mixed pixel) can be expressed by the following
formula:

Iimix = P ∗ Iihi + (1 − P) ∗ Iihi (2)

= P ∗ C1V 3
i

eC2Vi/Thi − 1
+ (1 − P) ∗ C1V 3

i

eC2Vi/Tbg − 1
(3)

where C1= 1.1910659× 10^(−5)MW/(m2. Sr.cm^(−4)), C2= 1.438833 K/cm^(−1),
where Iimix is the emissivity of mixed pixel, P is the percentage of the area of sub-pixel
fire point (i.e. open fire area) in the area of pixel, Iihi is the emissivity of fire point, Iibg
is the background emissivity around the fire point, Thi is the temperature of fire point,
Tbg is the background temperature, and I is the serial number of infrared channel.

According to Wien’s displacement law:

T ∗ λmax = 2897.8(k, μm) (4)

The temperature T is inversely proportional to the radiation peak wavelength, that is,
the higher the temperature, the smaller the radiation peak. At normal temperature about
300K, the peak wavelength of surface radiation is 10.50 ~ 12.50 μ The combustion
temperature of herbaceous plants and trees is generally above 550K, and the flame
temperature is more than 1000K. The peak wavelength of thermal radiation is close to
3.5 ~ 3.9 μ MU.M wavelength range. Therefore, when there is a fire on the ground, the
count value, emissivity and brightness temperature of the mid infrared band will change
sharply, forming an obvious contrast with the surrounding pixels and far exceeding the
increment of the far infrared channel. This feature can be used to detect the ground fire
point of forest fire.

Thefigure below shows themid infrared (3.7λMU.M) and far infrared (11λMU.M)
as a function of temperature. It can be seen from the figure that when the temperature
changes from 300K to 800K, the radiation of themid infrared channel increases by about
2000 times, while that of the far infrared channel only increases by more than ten times
(Fig. 3).

According to the daily fire monitoring experience and the results of the satellite
ground Synchronization Experiment of the artificial fire site, when the mid infrared
channel is 8K higher than the background bright temperature and the difference between
the mid infrared and far infrared bright temperatures is more than 8K higher than the
difference between the mid infrared and far infrared bright temperatures of the back-
ground, it is generally an abnormal high temperature point caused by open fire. The
results of the satellite earth synchronous observation experiment at the artificial fire site
in Wuming, Guangxi, show that the open fire area with an area of more than 100m2
can cause a temperature increase of about 9K in the mid infrared channel, reaching
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Fig. 3. Temperature dependence curves of blackbody emissivity in mid infrared and far infrared
channels calculated by Planck formula

the identification threshold of daily fire monitoring. Therefore, the fire point conditions
are mainly determined according to the brightness temperature increment of the mid
infrared channel and the brightness temperature difference increment between the mid
infrared channel and the far infrared channel. Take HJ-1B mid infrared channel ch7 and
far infrared channel ch8 as examples:

T7 − T7bg > T7THT78 − T78bg > T78TH (5)

T7, T7bg, T7TH are the mid infrared channel brightness temperature, the mid infrared
channel background brightness temperature, and the mid infrared channel fire point
identification threshold of the identified pixel. T78, T78bg, T78TH are the difference
between the mid infrared and far infrared brightness temperature of the identified pixel,
the difference between the mid infrared and far infrared brightness temperature and
the background brightness temperature, the difference between the mid infrared and far
infrared brightness temperature, and the discrimination threshold of different fire points.

The background temperature calculation has a direct impact on the discrimination
accuracy. For the dense vegetation covered area with single underlying surface, the
average of adjacent pixels is representative of the identified pixels. However, in the
ecotone between vegetation and desert, the average brightness temperature of adjacent
pixels calculated from thevegetation coverage of eachpixelmaybe significantly different
from that of the identified pixel, so the identification threshold needs to be adjusted
accordingly. Kaufman proposed a method to determine the discrimination threshold by
using the standard deviation of brightness temperature of background pixels, namely:

T7 > T7bg + 4δT3bg, T7bg > �T78 + 4δT78bg (6)
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where T7 is the brightness temperature of the mid infrared channel of the identified
pixel, and�T78 is the difference between the brightness temperature of the mid infrared
and far infrared channels of the identified pixel. T7bg is the brightness temperature of
the background mid infrared channel, and the T7bg is brightness temperature difference
of the background pixel between the mid infrared and far infrared channels, all taken
from the average value of the surrounding 7 * 7 pixels. δT7bg is the standard deviation of
the brightness temperature of the infrared channel in the background pixel, and δT78bg

is the standard deviation of the brightness temperature difference between the infrared
channel and the far infrared channel in the background pixel, namely:

δT7bg =
√

(
∑n

i=1

(
T7i − T7bg

)2
)/n (7)

δT78bg =
√

(
∑n

i=1

(
T7i − T8i − T78bg

)2
)/n (8)

where T7 and T8i are the brightness temperature of the ith mid infrared channel and far
infrared channel of the peripheral pixel used for calculating the background temperature,
respectively. When δT7bg or δT78bg is less than 2K, set it to 2K.

In the calculation of background brightness temperature, it is also necessary to
remove the influence of cloud area, water body and suspected fire point pixels, that
is, before calculating the average temperature, the cloud area, water body and suspected
fire point pixels in the neighborhood are excluded, and only the pixels under clear sky
conditions are used for calculation.

The judging conditions for the pixel of suspected fire point are:

T7 > T7av + 8K,T78 > T78av + 8K (9)

T7av: the average value of channel 7 with brightness temperature less than 315K
after excluding cloud areas and water pixels in the neighborhood. T78av: The average
value of the brightness temperature difference between channel 7 and channel 8 when
the brightness temperature of channel 7 is less than 315K after excluding cloud areas
and water pixels in the neighborhood.

After removing the cloud area, water body and high temperature pixels, if there
are too few remaining pixels (such as less than 4 pixels), the size of the neighborhood
window can be expanded, as shown in 9 * 9, 11 * 11 et al.

Solar flares have a serious impact on the mid infrared channel. Generally, the pixels
in the solar flare area are not used for fire point identification.

4.2 Forest Fire Point Video Monitoring

The target detection algorithmbasedon the deep learningmodel yolov4 is used to identify
the fire point in each frame of the video, detect the fire point quickly and efficiently,
and realize the annotation of the forest fire point location. The fire point identification
under the infrared channel is realized by using the temperature represented by the image
brightness as the main core basis and combining the morphological analysis of the flame
shape. The specific process is as follows (Fig. 4):
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Fig. 4. Video fire point identification algorithm flow

Fire Point Identification of Visible Light Channel. Before training, collect enough
training samples to form a fireworks image set. In order to further simulate the data
situation in many real situations and increase the number of training samples, use the
data enhancement method to translate, rotate and mirror the flame image to obtain more
smoke and fire samples. On the other hand, considering that CNN is used as a classifier,
As non-pyrotechnic object, it is also necessary to provide a considerable number of
samples, and finally normalize the images. The final data set includes 22565 pictures,
of which 17039 are from network public resources and 5526 are from historical videos.
Put it into the training set, verification set and test set at the ratio of 2:1:1.

The target detection neural network for fire point recognition uses yolov4, the back-
bone feature extraction network is cspmarknet53, and the activation function uses the
mish activation function:

Mish = x × tanh(ln(1 + ex)) (10)

In the feature pyramid part, yolov4 uses the SPP structure and the panet structure.
The SPP structure is mixed in the convolution of the last feature layer of cspdarknet53,
and the last feature layer of cspdarknet53 is subjected to three times of darknetconv2d_
BN_ After leaky convolution, four different scales of maximum pooling are respectively
used for processing. The maximum pooled core sizes are 13 × 13, 9 × 9, 5 × 5 and 1 ×
1 (1 × 1 means no processing). It can greatly increase the receptive field and isolate the
most significant contextual features. Panet can realize repeated feature extraction.

In the feature utilization part, yolov4 extracts multiple feature layers for target detec-
tion, and extracts three feature layers, which are located in the middle layer, the middle
and lower layers, and the bottom layer.

In the decoding part, yolov4 is to add each grid point to its corresponding x_ Offset
and Y_ Offset, the result after adding is the center of the prediction frame, and then the
length and width of the prediction frame are calculated by combining the a priori frame
with the height and width. After the final prediction structure is obtained, score sorting
and non maximum suppression screening are also performed.

The overall network structure of yolov4 is as follows (Fig. 5):
Input a tensor with the size of n * width * height * 3 to the neural network, indicating

that the training set contains n samples, each of which is a three-channel color image
of width * height. Take the array as the data type of the input data and labels, define
the data and labels, assign values to the data by reading the image file, and then carry
out neural network training. The main parameters of the training include input data,
label data Batch size and number of training rounds, some common data enhancement
methods are added during training.
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Fig. 5. Yolov4 structure

The trained model is used to identify the fire point of the video stream data, judge
whether there is fireworks and control the detection results. The boundary frame of the
target can be obtained by using yolov4 model for pyrotechnic target detection. In order
to further adjust the detection results on the basis of the model, color space smoke region
extraction, context smoothing and super-pixel pyrotechnic region segmentationmethods
are adopted to post process the boundary frame of the target. Smoke area extraction in
color space: extract the smoke area in the boundary box and calculate its proportion
according to the characteristics of gray smoke, and filter according to the proportion of
the smoke area; There is a great correlation between the current frame of the video stream
and the previous and subsequent frames. If the video detects fireworks in the picture of
the current frame, but there is no fireworks in the previous and subsequent frames,
the detection result of the current frame will be very likely to be false detection. On the
contrary, if there is a fireworks detection result in the previous and subsequent frames but
there is no previous frame, the current frame will be very likely to have missed detection.
In case of false detection and missed detection, The context smoothing method obtains
a new detection window by combining the information of the previous and subsequent
frames.

(x1, y1, x2, y2)cur = (x1, y1, x2, y2)pre + (x1, y1, x2, y2)next
2

(11)

(x1, y1, x2, y2) represents the coordinates of the upper left and lower right corners of
the boundary box of the target object, cur represents the current frame, prev represents
the previous frame, and next represents the next frame, which can largely eliminate the
detection error caused by camera shake and color space change, but it is not applica-
ble to the continuously moving video picture; The super-pixel pyrotechnic area adopts
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super-pixel segmentation, a local clustering algorithm, which performs super-pixel seg-
mentation on the boundary box of each target object and classifies each super-pixel block
after segmentation. If the proportion of pyrotechnic super-pixel blocks in the boundary
box is too small, the detection result is filtered.

Fire Point Identification of Infrared Channel. In infrared video, the edge of flame is
generally irregular curve, while the shape of other light-emitting interferents is regular;
The unstable flame itself has many sharp angles, and the continuous change of the
number of the sharp angles is a very obvious manifestation of the flame edge jitter.
The identification of the sharp angles plays a certain role in determining the dynamic
characteristics of the flame. The gray change rate in the image is high and changes
rapidly; Compared with the bright objects with interference in flame recognition, the
flutter of the outer flame of the flame has randomness and irregularity. Depending on
this feature, most of the bright interference sources can be distinguished. The edge
change of early fire flame has obvious characteristics, which is different from the edge
change of stable flame, and has the characteristics of edge jitter. The infrared channel
fire point identification algorithm uses brightness as the main core, and a small number
of morphological features including circularity and area size as auxiliary to outline and
identify the flame in the video. The specific process is as follows (Fig. 6):

Fig. 6. Infrared video data fire point identification algorithm flow

It mainly includes the processing of the video color channel and the processing of
the text information on the video image. Because the format types of streaming media
output by different hardware manufacturers are not uniform, it is necessary to conduct
unified processing on the video before the subsequent feature analysis. The way is to
convert the video channel into a single channel mode with gray information, so as to
facilitate the subsequent brightness region division. On the other hand, the processing
of the text information is to mask the text on the image. The text information on the
image includes date, time and camera position. Information displayed on the gray-scale
image in white highlight color, which will have a great impact on the identification of
the highlighted flame. It is an important interference body. In the processing of char-
acter information, the algorithm refers to the open-source character recognition model,
which is based on yolo-v3. It can recognize the character region in complex images,
return the quadrangular coordinates of the region matrix, and then mask according to
the quadrangular coordinates.

Using the traditional threshold method, the preprocessed infrared image is binarized
in black and white, and the obtained area is the preliminarily identified suspected flame
area. The edge of the divided area is monitored to obtain the contour of the suspected
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area, and then the contour area is expanded. The contour area can be used to calculate the
morphological characteristics. The main morphological features involved in the algo-
rithm include circularity and area. Calculate the perimeter and area of each area by using
the processed contour area, filter out the area with small area, compare the perimeter
and area, and remove the area with regular contour.

Finally delineated on the drawing using colors that are easy to observe. Bright-
ness threshold: to reduce the number of false positives, the threshold of binarization is
increased; Area filtering to improve the threshold of area size; Screening of regional
irregularity to improve the threshold of irregularity. The three thresholds are balanced
and debugged on the premise of ensuring no false alarm and less false alarm.

4.3 Inspectors Report Monitoring and Early Warning

Through the installation of highly sensitive wireless smoke alarm device, the real-time
monitoring of smoke and gas is completed. Once the monitoring data is found to exceed
the alarmvalue, the relevant personnelwill be informed in timebymeans ofmobile phone
app push, SMS, email, etc. through the tag and geographical location of the equipment,
so that the relevant personnel can know the fire situation of the relevant position.

5 Implementation and Discussion

Finally, forest fire monitoring mainly obtains thematic map and information list results.
The thematic map includes fire point thematic map, fire point distribution map and
infrared image map; The information list includes a fire information list and a fire
information list.

Thematic Map of Forest Fire Monitoring
Superimpose the extracted fire point pixel information on the base map obtained through
the above processing, and add auxiliary information such as administrative boundary,
occurrence time and place to generate a forest fire monitoring thematic map.

Forest Fire Monitoring Information List
Forest fire monitoring information list includes fire point information list and fire site
information list.
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The fire point information list includes the name and occurrence time of each
province, prefecture and county where the fire point center is located. With reference to
the land use classification data, forest land resource data, administrative boundary data
and other auxiliary data, the monitoring details and observation details are generated for
each fire point information. Monitoring details include: monitoring source, monitoring
time, longitude and latitude of the center, name of the province, prefecture and county
where the center is located, open fire area, land type, number of pixels, observation
times, fire site and verification results. The observation details are the historical records
of the fire point, including the monitoring time, monitoring source and pixel number of
the fire point.

The fire information list includes the name of the province, prefecture and county
where the fire center is located, the occurrence time and the fire treatment status. Similar
to the fire information list, the monitoring details and monitoring records are generated
for each fire information by referring to the land use classification data, forest land
resource data, administrative boundary data and other auxiliary data. The monitoring
details include the discovery (fire site number, monitoring source, update time, longitude
and latitude, detailed address, open fire area, land type, original discovery time, original
ownership, etc.), early warning status, alarm status, verification results and settlement
status. Monitoring records include fire point observation frequency, monitoring time,
monitoring source and number of pixels (Figs. 7, 8, 9 and 10).

System Related Screenshots

Fig. 7. System homepage
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Fig. 8. Fire point monitoring details

Fig. 9. Video monitoring details
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Fig. 10. Data statistics
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Abstract. User-centric service provisioning for IoT applications cur-
rently faces a challenge, where existing frameworks consider security pro-
visioning as a one-size-fits-all paradigm. The user’s preferences on param-
eters like QoS and security are dynamic and change over time, while
the strength of service security also inversely affects QoS. This paper
builds upon our previously proposed framework, for secure and dynamic
user-centric service provisioning for IoT applications, by implementing it
on an IoT application simulation tool, CupCarbon. To achieve this, an
extensive survey on lightweight security protocols like Trivium, Ascon,
and NtruEncrypt specifically designed for IoT systems, with performance
evaluation based on metrics like key generation time, encryption and
decryption time, and latency values was carried out. The most efficient
protocol (NtruEncrypt), was integrated into the CupCarbon simulator
as an IoT application use-case scenario, and its performance compared
with CupCarbon’s default security protocol - Blowfish. Analysis show
NtruEncrypt has better simulation latency compared to Blowfish. Using
the modified version of the CupCarbon simulator tool, researchers can
model real-life user-centric IoT service provisioning scenarios where secu-
rity can be provisioned as a dynamic parameter.

Keywords: Iot service provisioning · Iot simulation · Cupcarbon ·
Lightweight cryptographic protocols

1 Introduction

The network of physical objects or “things”, embedded with sensors and soft-
ware to connect and exchange data with other devices and systems over the
Internet, are referred to as Internet of Things (IoT) devices1. IoT devices are
1 www.oracle.com/in/internet-of-things/what-is-iot/.
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resource constrained (memory, energy, computation power, and bandwidth). So,
to improve user experiences, and ensure secured interactions with applications
on IoT devices, it is important to understand how interconnected devices work.
In addition, knowing that preferences of users who subscribe to services on appli-
cations supported by IoT devices change over time, the interactions between IoT
devices become complex. The need to satisfy a combination of personalized user
preferences, based on service parameters like latency, bandwidth, and security,
is defined as user-centric service provisioning.

Optimally providing user-centric services, by resource constrained IoT
devices, makes service provisioning even more challenging. Hence, the need for
IoT simulation tools which enable the modeling and testing of IoT systems and
applications, with use case scenarios, before deployment in target environments.
IoT simulation tools help test the performance and deployment of IoT appli-
cations, by determining and comparing key performance indices. A bottleneck
in developing IoT simulation tools is that, proposed frameworks treat service
security as a static parameter during IoT service provisioning. This negatively
impacts performance, as strength of service security is inversely related to service
QoS parameters. Additionally, for user-centric service provisioning, one cannot
assume that each user’s security requirements will remain static. However, to
address this challenge, traditional security protocols cannot simply be incorpo-
rated into existing IoT simulation tools.

The goal of secure IoT research is to develop lightweight encryption and
decryption protocols, while maintaining efficiency and reliability [3]. Much work
has gone into developing tools in the IoT research space, to simulate the imple-
mentation of said lightweight protocols, and depict their scalability in the IoT
environment before deployment. Tools like IoTSim [16], DPWSim [8], ifogSim
[7], Cooja [13] and CupCarbon [12] all serve this purpose [3]. However, of all the
lightweight protocols addressed by existing simulators, there is limited discus-
sion on how simulation tools address the issue of lightweight security affecting
service performance in the use-case for a user-centric IoT service provisioning.

This paper presents an IoT simulation framework where user QoS experience
can be improved by including lightweight security as a dynamic parameter. Our
previously proposed user-centric framework for IoT service provisioning [15] is
implemented, by modifying an existing IoT simulator tool, CupCarbon. Prior to
modifying the simulator tool, we conducted extensive survey and performance
analysis on some existing lightweight security protocols for IoT applications such
as Trivium, Ascon, and NtruEncrypt, using metrics like key generation time,
encryption and decryption speeds, and latency values. Based on performance
outcome, NtruEncrypt lightweight security protocol is consequently integrated
with CupCarbon [12]. A performance comparison is then carried out between the
selected security protocol and CupCarbon’s in-built security protocol - Blowfish.
The result of the comparison is presented with a detailed discussion of the results.
Our contributions in this work are as follows:

– Literature survey and performance analysis of lightweight IoT encryption
protocols,
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– Implement previously proposed user-centric IoT service provisioning frame-
work [15] onto the CupCarbon simulator tool,

– Implement integration of IoT lightweight security protocols onto CupCarbon
simulator tool, and

– Evaluate the performance of the IoT lightweight security protocol imple-
mented in CupCarbon against its default security protocol.

2 Related Works

IoT Simulation Tools: IoT simulation tools unlike traditional simulation
tools, have to handle the heterogeneity of devices, scalability, and realistic IoT
parameters [10]. The designers of IoTSim [16] sought to reduce the time and
cost of simulating how a large amount of data generated in batch-oriented IoT-
based applications are processed and analyzed. Built atop a cloud computing
simulation software - CloudSim, IoTSim supports researchers and organizations
alike with the ability to study how IoT-based applications perform; and the
impact they make in the industry allowing the efficient simulation of scalability
of resources for computing in IoT applications.

In [8], a simulation tool for the OASIS, a standard Devices Profile for Web
Services (DPWS) was introduced, named DPWSim. This simulation toolkit sup-
ports the development of service-oriented; and event-driven IoT applications
on IoT devices for web services. DPWSim also allows for collaboration among
designers, developers, and manufacturers of web service IoT applications built
on the DPWS technology, even in the absence of physical IoT devices. Written in
Java with a user-friendly GUI, DPWSim is platform independent, provides flex-
ibility in defining new DPWS devices, can generate virtual devices from physical
DPWS devices and simulates environments where DPWS devices reside [8].

To provide an evaluation platform to quantify the performance of policies
to tackle critical problems in IoT, and resource management, the authors in
[7] propose iFogSim, an IoT simulator. iFogSim models IoT and Fog environ-
ments, measuring latency, network congestion, energy consumption, and cost, to
determine the impacts of resource management techniques on these parameters.

Introduced as a cross-level wireless sensor network simulator [13], COOJA
is designed to enable simultaneous simulation at network, operating system, or
machine code instruction set system development levels. Before COOJA, which
was built on the Contiki sensor node operating system, developers were unable
to use the same simulator for more than one system level at a time.

The initial attempt to simulate Wireless Sensor Network was presented by
[12]. Their tool - CupCarbon - is a multi-agent and discrete event Wireless Sensor
Network (WSN) simulator, designed to study the behavior of a network and its
cost. Having chosen CupCarbon as the base simulator for our work, a detailed
description is provided in Sect. 5.

Lightweight Cryptography Protocols: The challenge of providing dynamic
security with resource-constrained IoT devices has resulted in the creation of
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lightweight cryptography protocols. The term “lightweight” however, has been
used too broadly, making it important to distinguish them based on their dif-
ferent properties. The FELICS (“Fair Evaluation of Lightweight Cryptographic
Systems”) framework [4] extract RAM consumption, code size, and through-
put of lightweight block and stream ciphers across three widely used micro-
controllers: 8-bit AVR, 16-bit MSP, and 32-bit ARM. According to [4] the frame-
work aims to increase transparency and trust when it comes to benchmarking
lightweight algorithms, given the lack of fair, comprehensive, and consistent test-
ing frameworks currently available.

Similar to the FELICS framework, in 2017, the Japanese Cryptography
Research and Evaluation Committees (CRYPTREC) published a comprehen-
sive report on lightweight cryptographic protocols in an attempt to standard-
ize the evaluation of such algorithms [9]. The report provides a comprehen-
sive overview of lightweight cryptography, describing its different applications,
typical use cases, and parameter selection. Chapter 3 of the report presents a
performance review, thorough bench-marking, and evaluation of various net-
work security protocols, including block ciphers and authenticated encryption
schemes. The authors define four different performance metrics for lightweight
cryptography [9]: circuit size measures power consumption, energy is gauged
to measure the energy-saving capabilities of device - especially battery-powered
devices, latency is used as a metric for real-time performance, and finally mem-
ory size to determine the size of the software implementation. Furthermore, the
authors of [9] present many lightweight protocols based on three main criteria:
(1) the protocol has been presented at a major academic conference, (2) no severe
weaknesses of the protocol have been identified, (3) it can function efficiently or
has proved useful in resource-constrained environments. As a result, several of
the protocols we surveyed within our research were first observed in this paper,
it gave thorough evaluations of the various popular and reliable lightweight net-
work security protocols, such as Ascon, SPONGENT, Grain v1, and SipHash.

Authors in [1] evaluated more than 100 lightweight algorithms extracting
information such as internal state size, key size, number of rounds, and block
size. Their table on lightweight block ciphers provided information on the ciphers
and a list of best-known attacks against each cipher. [1] also discusses higher level
trade-offs in lightweight cryptography, specifically concerning Performance vs.
Security and Specialization vs. Versatility. The former discusses how strong secu-
rity and high performance are often at odds with when it comes to lightweight
network security protocols, especially in resource-constrained environments like
IoT. For example, KTANTAN and QUARK are optimized for low gate count in
hardware implementation. However, their implementation is very hard to design,
such that the protocols can only be used on very specific platforms [1]. This is in
contrast to the GIMLI sponge, which uses simpler operations allowing its usabil-
ity on virtually any platform. However, given its general nature, the protocol has
a larger internal state to help it adjust to various platforms and perform different
functions.
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3 Background

Understanding a user’s desires for personalized IoT service provisioning, cou-
pled with the fact that requirements vary among users over time, is beneficial
to making service provisioning user-centric. This means giving users power over
their service requests; by ensuring that the user can specify their dynamic and
variable preferences on service input parameters. A fully user-centric IoT service
provisioning framework should accommodate user’s personalized and dynamic
preferences on both functional (region of interest, service duration, and sens-
ing frequency) and non-functional (QoS and security) parameters. We proposed
such a framework in our previous work [15], where we designed an algorithm,
developed in Java, to simulate service requests and provisioning environment.
Taking as input both user functional and non-functional requirements, includ-
ing varying QoS and security user preferences. The algorithm utilizes existing
NSGA-II (Non-Dominant Sorting Genetic Algorithm II) for service provision-
ing, to determine an optimal set of suitable IoT devices to fulfill user service
request. However, the shortcoming of the previously proposed framework was
not incorporate the simulation of real-life networking or security protocols. In
this paper, we incorporate the previously proposed framework with the Cup-
Carbon Simulator. With CupCarbon, we are able to depict, more accurately,
real-life service provisioning scenarios with realistic location values, sensor node
values, and device communication. Some important aspects of the previously
proposed framework are briefly discussed below. For detailed descriptions, read-
ers are kindly referred to [15].

User Input Parameters: There are two main types of user input collected. First,
Functional Requirements essential to the service and the provisioning of IoT
devices. By specifying their functional parameters, the user explicitly states
what, in terms of functionality, they are willing to forgo to achieve their non-
functional parameters. These include Region of Interest (RoI), representing a
limited geographic area in which a user is requesting service. Service Duration
represents the length of time for which a user is requesting a service. Service
Frequency is the rate at which data packets are transmitted throughout the
duration of an active service request from the IoT sensors to the user.

Secondly, Non-Functional Requirements that expresses a user’s personalized
requirements from the provisioned service not imperative to the overall function-
ality of the device. These include QoS requirements such as service throughput,
availability, response time, and latency. These QoS requirements are intercon-
nected, and their performance within the service indicative of the quality of
the experience. Security requirement is another non-functional requirement. It
refers to the encryption scheme and levels of security the user can request for
their service duration. Security is considered variable in this model, since the
user may have variable needs for their provisioned IoT devices. Additionally,
encryption consumes energy, inadvertently affecting service response time. This
affects the service performance, thereby also contributing to the overall quality
of experience.
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Given a user’s specified preferences, the optimal sensor nodes suitable to
fulfill the user service request is allocated for the service. The performance of
the simulator is indicated by the service latency.

4 Performance Analysis of Cryptography Protocols

After surveying and qualitatively analyzing about 100 lightweight protocols, we
shortlisted a set of candidate protocols on which quantitative analysis was car-
ried out and schemes were compared based on performance metrics such as
encryption-decryption time, ease of use, and key generation time.

4.1 Protocol Selection Criteria

To qualitatively assess the surveyed protocols, three criteria were used. First,
protocols that consider the inherent resource constraints of IoT devices. Second,
protocols that will offer an expected level of baseline security strength. Third,
the flexibility of security protocols such that service providers can either add or
remove the schemes in a modular way. Taking these factors into consideration,
the final list of five protocols that were quantitatively tested is given in Table 1.

Table 1. Shortlisted Lightweight Cryptography Protocols

Protocol Description

Ascon [5] An encryption and hashing algorithm with different modes -
Ascon-128, -128a, -80pq, and Ascon-hash. Versatile in satisfying a
user’s basic needs for confidentiality and integrity of data

Trivium [14] A lightweight stream cipher, balancing security and performance
making it a good choice for resource-constrained devices. It uses an
initialization vector of 80 bits and a symmetric key of 80 bits. It has an
internal state size of 288 bits and requires at least 2600 gate
equivalents (GE) for implementation

PRESENT [2] A lightweight block cipher that is comparable to AES but only requires
1570 GEs for implementation. It has a block size of 128 bits utilizing a
symmetric key of either 80 or 128 bits

ECDH [6] A lightweight public key protocol that uses elliptic curve cryptography
(ECC). It can provide equivalent security compared to traditional PKI
protocols like RSA, which is resource intensive

NtruEncrypt [11] A lightweight public key protocol. It consists of 10 modes of operation
making it very versatile in nature. Each mode of operation is a tradeoff
between performance and security

4.2 Performance Analysis

Symmetric Protocol Testing: Ascon, Trivium, and PRESENT were given
three different-sized text files to encrypt and decrypt. The file format which
represented the data packets generated by IoT devices were of sizes 32 bytes,
150 bytes, and 600 bytes, respectively. Each test was executed three times, then
the average time was logged for each algorithm. These results are shown in Fig. 1
and Fig. 2.



IoT Sim. Tool for Provisioning Secure and Dynamic User-Centric Services 83

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
·10−3

A
sc
on

80
pqA

sc
on

12
8

A
sc
on

12
8a

P
re
se
nt

T
ri
vi
um

Time (ms)

P
ro
to
co
ls

Avg. Decryption
Avg. Encryption

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
·10−2

A
sc
on

80
pqA

sc
on

12
8

A
sc
on

12
8a

P
re
se
nt

T
ri
vi
um

Time (ms)

Avg. Decryption
Avg. Encryption

Fig. 1. Avg. encryption and decryption time of 32 (left) and 150 (right) bytes

Public Key Testing: Although symmetric protocols tend to be significantly
faster than asymmetric, an issue arises concerning key distribution as corre-
sponding parties require identical keys. To alleviate this issue, we also implement
a public key protocol that safely and securely distributes the necessary symmet-
ric keys. Table 2 benchmarks popular public key protocols against one another.
The two public key protocols which we could reasonably implement into our
simulator were ECDH and NtruEncrypt. However, through bench-marking, we
deduced NtruEncrypt had the fastest speeds overall as seen in Table 2.

Table 2. Benchmarking of public key protocols

Encryption protocol Key generation Encryption Decryption

Ntru-439 (128 bit key) 561.46 ms 629.24 ms 791.75 ms

Ntru-743 (256 bit key) 410.53 ms 331.89 ms 591.34 ms

RSA-3072 (128 bit Key) 1879.99 ms 280.00 ms 258.39 ms

ECC (curve25519) (128 bit key) 637.43 ms 657.41 ms 660.22 ms

ECDH-256 (128 bit key) 1193.79 ms 1226.52 ms 1144.04 ms

ECDH-521 (256 bit Key) 1110.50 ms 1089.91 ms 1082.70 ms
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Fig. 2. Avg. encryption and decryption
time of 600 bytes

Furthermore, the benefits of Ntru-
Encrypt highlighted in [11] heavily out-
weighed those of ECDH making it the
ideal choice for our simulator. Given
that our implementation of NtruEn-
crypt contained 10 different modes of
operation, we tested the encryption/de-
cryption speeds of each mode 3 times.
Figure 3 displays the average of those
speeds. Figure 4 displays the average key
generation speeds of each of the modes.
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Fig. 3. NTRU Avg. encryption and decryption speed of 16 (left), 32 (right) bytes

For our public key protocol, we decided to go with NtruEncrypt mode
EES1499EP1-FAST as it provides users with stronger security given its larger
key size, 256 bits to be exact. Furthermore, this mode is optimized for encryp-
tion/decryption speeds, making it ideal for this level, as it provides users with
stronger security while still maintaining relatively fast speeds.

5 CupCarbon Tool Setup
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Fig. 4. Average key generation of NtruEn-
crypt modes

In this section, we provide an in-
depth discussion on CupCarbon as a
simulation tool, the installation pro-
cess for the Java-based client appli-
cation, the connection to MongoDB,
its project directory, and lastly, the
functional workflow implemented.

CupCarbon Background: Cup-
Carbon is a functional tool devel-
oped to aid the accurate simulation
of signal propagation and interfer-
ence in a 3-dimensional environment
[12]. Such an environment includes a
Smart City and the network of Inter-
net of Things (IoT) sensors that exist
within it. In essence, CupCarbon simulates the interactions that take place
within the Smart City and Internet of Things Wireless Sensor Network (SCI-
WSN). CupCarbon provides an effective sandbox to design, visualize, debug
and validate distributed algorithms to monitor, collect environmental data, and
create environmental scenarios like fires, gas, and mobiles.

An intuitive interface uses OpenStreetMap (OSM) framework to deploy sen-
sors onto the map, making it easy to design and prototype the networks. It also
makes use of a script, known as SenScript, which allows users to program and
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configure each sensor node. In addition to selecting environment parameters from
the interface, data to set up the simulation environment, as well as SenScripts
to configure the sensor nodes can be preloaded from a connected database. For
this project, we used a NoSQL database, MongoDB, as the connecting database.
CupCarbon includes various protocols like the Zigbee, LoRa, and WiFi proto-
cols, that help to visualize and explain the basic concepts of sensor networks
and how they work by providing a realistic implementation of sensor networks
before they are deployed.

Installation: The entire simulation package named IoT-Simulation-Platform-
master houses the folders needed for both Java and MongoDB installations.
For the Java installation, source code from an existing version of CupCarbon
(CupCaborn-master), with database connections and senscripts already imple-
mented was downloaded. The downloaded source code was imported into the
Eclipse IDE workspace. It is important to note that the JavaFx and java com-
piler version 1.8 are required to ensure client files and packages run smoothly.

On the Database side, the MongoDB Community server with the default
setting is installed. The pythonGenerateNetworkForMongoDB folder within the
simulation package, is made up of the generator.py and importToMongoDB.py
python files used to generate realistic values for users, devices, and project pref-
erences to be exported into the client from database and import results from the
simulation back to the database. These values are written into and stored in .csv
files, making it easy to load data when a simulation is started from the database.

Initializing CupCarbon Client Application: The project folder, Cup-
Carbonmaster, consists of several packages that perform different functions
ensuring the application runs effectively. The client application is initialized
from Eclipse IDE by running it as a Java application. The main class package
cupcarbon, containing the main class file cupcarbon.java is called. Other note-
worthy java files in this package includes CupCarbonClient, ConsoleWindow,
ConsoleController, NaturalEventGenerator, NaturalEventGeneratorCon-
troller, ResultWindow, and ResultController. All of which take care of the
client application’s user interface window, console, controller, and natural events
generator, including the result window respectively.

Loading Data from Database: Once the GUI for the client application is
running, we Reset/Reload the simulation from the database. This calls the
database package using the ConnectToDB, DBMethods, ImportFromDB, and
ExportToDB java files to create a connection to the database, methods for
database operations, import data to set up the environment into the client,
and export results from the simulation back to the database. From the interface,
we then select the connection button in the user section to load data from the
database. By selecting the Mobility/Events checkbox in the simulation param-
eters section, we indicate that the events and mobility of sensors should be
considered during the simulation. The sensor button on the state bar at the
bottom of the window displays the sensor nodes.
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Running Simulation: The simulation is started by clicking the “Run Simula-
tion” button in the Simulation Parameter section. This action calls the Wisen-
Simulation.java file in the simulation package which runs the entire simulation.
SimulationInputs.Java file takes the simulation parameters, and SimLog.java
stores the simulation logs. During simulation, the senscript package holding a set
of Java files, each defining a senscript command like AND, FUNCTION, GET-
POS, is also called. Any meaningful combination of these commands can be used
to pass the instruction to the sensor nodes. The senscript functions package
holds the Functions.java file, where functions like encrypt, sum and factor
are defined, and the ScriptFunctions.java file where the defined functions are
called.

Security Implementation: For this project, to integrate lightweight encryp-
tion protocols with the CupCarbon client, library packages for Blowfish and
Ntruencrypt, lightweight encryption protocols were imported into the security
package of the simulation tool. The files in the senscript functions package
were also modified to implement the blowfish and NTRUencrypt lightweight pro-
tocol methods in the class Functions, of the Functions.java file. Function calls
to the encryption protocols in the method function of the ScriptFunctions-
.java file were also implemented. The code snippets to implement and call
the NtruEncrypt function are shown in Program 1 below. To pass the encryp-
tion commands now included in the senscript functions package to the sen-
sor nodes during simulation, the SensorWithRouterFunction.csc file within
the files for database folder was updated with the instruction: “function
v1 NTRUencrypt $v1”. Here “$v1” is the event value to be encrypted and
decrypted, “v1” is assigned the newly encrypted or decrypted value, and “NTRU-
encrypt” is the function name for the encryption protocol. Detailed code on how
to integrate Ntruencrypt with CupCarbon is available on GitHub2

Star t NtruEncrypt Function :
i f Argument i s not empty :

perform encrypt ion
record encrypt ion time
perform decrypt ion
record decrypt ion time

return decrypted value
End NtruEncrypt Function .

i f Function equa l s NtruEncrypt Function :
r e turn value from NtruEncrypt func t i on

End Function

Program 1: Psuedo code to integrate and call NtruEncrypt in CupCaborn

2 www.github.com/alaodamilola/CupCarbon-Simulation-Tool-with-NtruEncrypt.

www.github.com/alaodamilola/CupCarbon-Simulation-Tool-with-NtruEncrypt
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6 Simulation Parameters

In this section, we discuss how our simulations were set up. Simulation param-
eters are presented, followed by short descriptions of the simulation setup for
different experiments. To run a successful simulation the input parameters are
loaded from the MongoDB database collection. Each collection consists of the
attributes for each of the input parameters, the input parameters include:

a. users: the user name, desired location given as geographic coordinates (longi-
tude and latitude − 71.044, 42.319, −71.036, 42.310), event sensing (temper-
ature, humidity, gas, lighting, wind, and water) set to true preferredLatency
= 10 milliseconds, and preferredFrequency = 10 s.

b. devices: A total of 280 devices are deployed. These consists of sensors and
routers. Device type, with routers and sensors with router functions, are
denoted as 1, base stations with router functions denoted as 4, while 2, 13, 14,
15,16, and 17 represent gas, temperature, humidity, wind, water, and light-
ing event sensing devices. We also have the Device Id, with device location
given as geographic coordinates. The device senscript file name could either
be Router.csc,BaseStationWithRouterFunction.csc, SensorWithRouterFunc-
tion.csc or event.evt file for routers, base stations, sensors, and event sensing
devices respectively.

c. result: Once the simulation is complete the output is stored as a document in
MongoDB named “result”. The results document is a collection of the user id
for the requesting user, the simulation time at the point the sensing service
was requested, and the id and location of the sensor that fulfilled the sensing
request. The latency in communication between the devices in milliseconds is
recorded, and lastly, the levels of the sensed natural events are also recorded.

We performed incremental sets of experiments to show how user security
preferences impact the resulting non-functional requirement of the user, such
as latency, based on the user-selected lightweight security encryption protocol.
With the generator.py file, a maximum of 11 users, 460 devices (100 sensors, 28
base stations, 52 routers, 180 radio modules, and 100 nature events), including
the project preferences were generated. The importToMongoDB.py file imports
the generated values into the MongoDB database.

7 Simulation Results and Observations

In this section, we discuss the results and analysis of our simulation experi-
ments on CupCarbon. Three different sets of IoT use-case scenarios are carried
out using the aforementioned simulation parameters: (1) simulation with no
encryption, (2) simulation with Blowfish encryption, and (3) simulation with
Ntruencrypt encryption. We compared latency results from all three use cases,
to observe how the encryption protocol implemented affects the overall outcome
of the simulations. The number of simulation cycles is depicted on the X axis,
while the Y axis depicts the latency value in milliseconds (ms), per simulation
cycle.
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7.1 No Encryption Vs. Blowfish Encryption

In Fig 5 we compare the latency of the BlowFish encryption simulation to the
latency of the simulation with no encryption. There are 88 cycles for each sim-
ulation run. During the first couple of cycles (Simulation Cycles 1–4), the event
values transmitted have a value of zero, hence we see very low latency levels for
both simulations, latency values rise as event values begin to be transmitted.

0 20 40 60 80

0

1

2

3

4

·10−3

Simulation Cycle

L
at
en
cy

(m
s)

No Encryption
BlowFish Encryption

Fig. 5. Latency: No Encryption vs. BlowFish

For Blowfish encryption, we
observe high values similar to val-
ues like 3.47E-03(ms), and 3.66E-
03(ms) recorded at simulation
cycles 12, and 24 respectively.
Points with such high values
depict periods during the simu-
lation where at least one event
value has just been transmitted.
Increased latency at these points
can be attributed to the increased
computational power required to
perform encryption and decryption
for secured data transmission.

Blowfish encryption algorithm
uses a 64-bit block size and key size
between 32 bits and 448 bits. Dur-
ing encryption, key expansion occurs causing an increased key size, thereby
requiring more computation for decryption as well. Alternatively, we see the
lowest latency values similar to values 5.15E-04(ms), and 5.22E-04(ms) recorded
at simulation cycles 23 and 62 respectively. Such reduced latency occurs right
after the transmission of more than 2 event values in the two preceding cycles. At
these simulation cycle points, no event data transmission is taking place, hence,
no encryption or decryption happening, bringing latency to the lowest.

7.2 No Encryption Vs. NtruEncrypt Encryption

In Fig 6 the latency of NtruEncrypt encryption simulation is compared to the
simulation latency of no encryption. We see high latency values similar to values
like 3.08E-03ms, 3.26E-03ms, and 3.16E-03ms recorded at simulation cycles 14,
45, and 84. High latency values are observed during these cycles as they are
preceded by cycles where two or more event values have been transmitted. It
implies higher computation resource usage due to higher encryption demands.
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Fig. 6. Latency: No Encryption vs. NtruEn-
crypt

In contrast to no encryption
comparison with Blowfish encryp-
tion, We make an interesting
observation in the latency val-
ues. Here, latency for NtruEn-
cryption seems to perform bet-
ter than without encryption. Ide-
ally, the presence of an encryp-
tion protocol should cause a bit
of delay in throughput thereby
impacting latency. More compu-
tation resources are required to
perform encryption and decryption
as opposed to non-encrypted pro-
cessing. However, NtruEncrypt is
specifically optimized for resource-
constrained devices like IoT devices
and sensors, hence it is designed to
have very low memory usage, which contributes to an improved latency perfor-
mance. In addition, NtruEncrypt uses only simple polynomial multiplications,
making it a very fast lightweight encryption protocol. As such, we realize that
NtruEncrypt takes generally below 2.50E-03ms as opposed to 3.00E-03ms for
the simulation with no encryption.

7.3 Blowfish vs NtruEncrypt Encryption
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Fig. 7. Latency: BlowFish vs. NtruEncrypt

Figure 7 presents the comparison
in latency of Blowfish encryption
simulation to the latency of Ntru-
Encrypt encryption. It is observed
that the NtruEncrypt performs
better than the Blowfish encryp-
tion. Latency for NtruEncrypt gen-
erally performs well below 2.50E-
03ms when compared to Blowfish
with a latency of about 3.50E-
03ms, making it 1.00E.03ms slower
than NtruEncrypt.

The better performance by
NtruEncrypt can be attributed to
cipher block size and encryption
key setup process. With a 64-bit-
block size cipher, Blowfish is only
able to perform about 8 table look-ups during encryption, while NtruEncrypt
can perform an average of 10 table look-ups, giving NtruEncrypt an advantage
where large file sizes are being encrypted.



90 D. Alao et al.

In addition, the Blowfish encryption key setup process is more cumbersome
than that of NtruEncrypt, making it slower than NtruEncrypt which can easily
and efficiently perform encryption key generation. Although for NtruEncrypt,
the decryption process requires a little more computation, it doesn’t affect its
performance as such. Spikes in simulation latency occur where an event data
has been transmitted in the simulation cycle immediately before and after like
around cycles 14, 37, or 40. These spikes are more pronounced when multiple
event data are transmitted as observed in cycle 61. The really low latency val-
ues could indicate a brief downtime between encryption and decryption as the
values right before and after these points fall within normal ranges for both
NtruEncrypt and Blowfish encryption simulations.

8 Conclusion

This work surveyed several symmetric and asymmetric lightweight cryptogra-
phy protocols used in an IoT environment. We then analyzed the performances
of the protocols. We learned about suitable protocols like NtruEncrypt, appro-
priate for IoT applications based on user’s desired security levels. We looked
into CupCaborn, a commonly used simulator, to properly recreate real-world
scenarios of interactions between heterogeneous IoT sensors and devices, which
supports effective design and testing of IoT applications. Integrating NtruEn-
crypt lightweight cryptography protocol with CupCaborn enabled us to extend
the implementation of a previous work, where security is implemented as a
non-functional parameter. We then demonstrated the viability of this work, by
comparing the performance of the integrated NtruEncrypt protocol and Cup-
Carbon’s inbuilt protocol, Blowfish. NtruEncrypt presented better results than
Blowfish, due to larger cipher blocks processing larger file sizes, and easier
encryption setup processes for encryption key generation. Future work would
extend functionalities of the integrated encryption protocol to provide prospec-
tive users with varying degrees of security options based on findings on the
performances of the different NtruEncrypt protocol models.
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Abstract. Security is one of the biggest challenges, particularly in the
Industrial IoT and in critical infrastructures. Complex cryptographic
computations are in contrast to the low energy budget of the devices, espe-
cially when independence from the power grid is required, as it is the case
with retrofitted sensor nodes. Energy harvesting offers a promising alter-
native but tightens the energy constraints of the application further.

In this work, we investigate how IoT edge devices can be powered by
thermal energy harvesting and concurrently meet the stringent TLS-based
security requirements. We analyze a thermoelectric generator system at
its lowest power output region and evaluate different energy storage tech-
nologies in a representative IoT architecture. Our results show that tem-
perature gradients as low as 1 K are sufficient to enable secure connections
every 20 min in a representative IIoT application.

1 Introduction

The Industrial Internet of Things (IIoT) is one of the most promising strategies
towards more advanced, efficient, and interconnected industrial infrastructures.
However, it also increases the risks of potential attacks and data leaks. While
this is already a critical problem for the confidentiality of industrial secrets, it
can lead to even more serious, unpredictable consequences for IIoT applications
in critical infrastructure like cooling systems in power plants [11]. Therefore,
communication security is one of the key requirements in IIoT, especially in the
environment of critical infrastructure. To ensure this security cryptographic pro-
tocols such as Transport Layer Security (TLS) have been designed. TLS is one of
the most established security protocols in the field of IP-based communication
for years and is constantly being improved. By combining the benefits of multiple
cryptographic algorithms, TLS protects communication against eavesdropping,
message forgery, and tampering [3]. With quantum computers on the horizon and
their potential to break conventional cryptographic techniques, algorithms that
are resistant to attacks by future large quantum computers (post-quantum cryp-
tography) [22,23,25] have even recently been incorporated into TLS. However,
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the cryptographic computations for both post-quantum and conventional cryp-
tography are known to be computationally complex and thus energy-intensive.
In many areas, such as predictive maintenance or process monitoring in indus-
trial plants, where sensors need to be retrofitted, the available energy is limited.
Installing cables and creating an appropriate power domain is time-consuming
and expensive, and batteries often do not provide the required runtime or must
be replaced regularly.

Energy harvesting offers a promising alternative. Solar-powered wireless sen-
sor nodes have already been shown to be a valid and sustainable alternative.
However, the use of solar cells severely restricts the operating environment to
locations with sufficient light conditions. This applies particularly to the area of
predictive maintenance, where sensors often need to be retrofitted within process
plants or machines.

Thermoelectric generators (TEGs) that convert a temperature gradient into
electrical energy are a possible alternative. However, due to their intrinsic ther-
mal connectivity and the absence of active cooling, only low-temperature gradi-
ents can be expected, resulting in only a low energy yield. But the resulting low
power output contradicts the energy requirements of the secure data connection
that is an indispensable requirement in the industrial environment.

Therefore, in this paper, we investigate the extent to which IIoT edge devices
powered by TEGs are able to provide the high-security confidence of TLS-based
communication.

The key contributions of this paper are:

1. A study of a TEG-based energy harvesting system and different energy stor-
age technologies with the focus on low-temperature gradient

2. A detailed analysis of the strong interrelation between energy storage tech-
nologies as a function of thermoelectric energy harvesting and secure IIoT
applications in a representative ULP, wireless system architecture

3. A quantitative evaluation of the energy-producing temperature gradient as
a function of the number of secure TLS connections per time using classical
and post-quantum cryptographic algorithms

The paper is structured as follows: After discussing related work, Sect. 3 and 4
describe the system setup and the performance analysis of the system modules
respectively. Section 5 concludes the results and scientific contributions, followed
by a brief discussion of our future work in this field.

2 Related Work and Background

The following section provides an overview of related work in the area of secure,
ultra-low power (ULP) wireless IoT edge devices and thermoelectric energy har-
vesters as well as energy storage technologies.
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2.1 ULP Secure Wireless IoT Edge Devices

Due to the ever-growing number of IoT devices, security inevitably plays a cru-
cial role [29]. IoT botnets such as Mira or Hide’n’Seek already demonstrated
the potential danger of hacked devices several years ago. However, in the IIoT
area, even eavesdropping on potentially sensitive data via the network connec-
tion poses a considerable security risk [21]. Wireless data transmission is already
a major problem for IoT edge devices with very low energy budgets. Addition-
ally, computationally intensive cryptographic calculations are an even greater
challenge [8]. Therefore, several implementations of lightweight security proto-
cols for wireless data transmission have been developed in related work. But,
these protocols do not achieve the same level of trust as the widely used stan-
dard Transport Layer Security (TLS). However, Lauer et al. [10] showed that by
performing holistic system analysis and the usage of an off-the-shelf hardware
accelerator, an end-to-end TLS-secured wireless connection can be established
over Bluetooth Low Energy (BLE) with an energy cost of about 14 mJ per con-
nection establishment. Schoeffel et al. [22,23] have shown that algorithms, which
are currently considered post-quantum safe have similar energy requirements in
a comparable system setup.

2.2 Thermoelectric Energy Harvesting

The term energy harvesting describes the process of converting energy from envi-
ronmental sources into usable electrical energy. Commonly used energy sources
are light (photoelectric effect), kinetic energy, chemical energy, radio frequen-
cies, and thermal energy [5]. The conversion of thermal energy into electrical
energy is done by a so-called thermoelectric generator (TEG) which is based
on the Seebeck effect. This effect describes the phenomenon in which a volt-
age difference is created by the temperature difference between two different
electrical conductors/semiconductors. This voltage difference, which is usually
in the range of millivolts, is then converted into a voltage that can be utilized
by embedded devices using dedicated boost converters. Both the structure and
the materials of the TEG [7,16,24] as well as the structure of the booster cir-
cuit and its adaptation to the TEG [6,18,19] have a considerable influence on
the efficiency of the system. Therefore, off-the-shelf modules consisting of TEGs
and booster circuits that are precisely matched and tuned for a specific appli-
cation range are available [14]. In the past, small-scale thermoelectric energy
harvesting has been presented to supply wearable sensor devices [12,13] and IoT
applications [9,26,27].

However, to the best of our knowledge, there is no work that considers the
energy overheads for security-relevant, i.e., encryption and authentication oper-
ations of wireless IoT applications in the context of thermoelectric energy har-
vesting.
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2.3 Energy Storage for Thermoelectric Energy Harvester

The output power of small TEGs is mostly insufficient to directly power a micro-
controller with an active radio, especially at low-temperature gradients. There-
fore, the energy is typically initially collected in a storage element until enough
energy is available to operate the unit for a specified time [4,28]. The type of
storage element is strongly application specific. Thus, size, capacity, lifetime,
leakage current, pulse-current capability, and cost are only a few of the decisive
factors [4]. Typically, either small rechargeable batteries or supercapacitors are
used.

3 Setup

In this section, we describe the setup of our IoT system including energy har-
vesting and storage technologies as well as the measurement setup that provides
us with the relevant data presented in Sect. 4.

3.1 ULP Secure IoT Application

The setup of the IoT system is very similar to the one used in [10]. It consists of an
edge device forming an MQTT (Message Queuing Telemetry Transport) client,
a Gateway, and an MQTT Broker running on a standard PC. The specialty of
this system is the approach to use IPv6 throughout the system and therefore
to use the gateway only as a physical bridge (transparent gateway). This is
made possible by the usage of Bluetooth Low Energy (BLE) and the 6LoWPAN
standard between the edge device and the gateway. Thus, classic TLS can be
used as a security layer, which ensures end-to-end encryption between the edge
device and the server. This system, which is based on well-known standards has
already been proven in several publications to be extremely energy-efficient and,
thanks to the clearly structured protocol stack, to offer great flexibility.

The hardware of the edge device is similar to the one used in [10]. An
nRF52840 System on Chip (SoC) from Nordic Semiconductor with built-in BLE
radio forms the core and the integrated hardware accelerator (CryptoCell) is
used to efficiently speed up the cryptographic calculations. On the software side,
the RIOT operating system [20] and its default Generic Network Stack (GNRC)
are used. As a TLS library, mbedTLS [15] has been used, for establishing secure
connections and a simple MQTT client implementation as the application layer.

TLS as a security layer supports different encryption and authentication
methods that vary in computational complexity. In order to demonstrate this
influence, three different authenticated key exchanges, including recently stan-
dardized Post-Quantum Cryptography (PQC) have been used:

– ECDHE-ECDSA
– Kyber512-ECDSA
– Kyber512-Dilithium2

The required energy and the resulting current profile were measured with a
DMM7510 precision digital multimeter by Keithley.
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3.2 Energy Harvesting Module

For our system, we chose a class-leading, off-the-shelf energy harvesting module
called Prometheus from Matrix Industries [14]. The compact module consists of
a TEG (MATRIX Gemini) and an energy-harvesting boost converter (MATRIX
Mercury).

In the targeted use case, only small temperature gradients can be expected,
mainly due to the fact that the environmental temperature will be close to the
temperature that the industrial appliances, that are to be monitored, emit. Thus,
with regard to the expected temperature gradient, we have a similar problem as
with environmental IoT sensors where the temperatures of all objects adapt to
the ambient temperature in the long term [17].

As the datasheet of the Prometheus module does not precisely state the
possible output power for temperature gradients below five Kelvin, a detailed
analysis has been conducted in this work.

3.3 Energy Storage Technologies

Based on our analyses, the IoT application will draw pulse currents during wire-
less transfer operations that cannot be supplied by the harvesting system. Fur-
thermore, at low-temperature gradients, the harvester’s output power will not
even be capable of supplying the RMS current. As a solution, an energy storage
is scheduled between harvester and application. This way, the harvested energy
can be accumulated over time and deliver enough power to the IoT application
to conduct a complete connection phase. However, the capacity of the energy
storage device must be precisely matched to the application. It must be high
enough to power the device during the lowest power incomes from the harvester,
and low enough to quickly reach the minimum operation voltage even with little
charge energy. This is particularly essential in systems with extended periods
without active energy harvesting by the harvester.

There are many popular storage technologies that differ in capacity, energy
and power density, cost, and losses by leakage and aging. Electrochemical storage
technologies like Li-Ion batteries are well known for high energy densities, but in
return also for suffering from aging effects after experiencing many charge and
discharge cycles. As the targeted IoT system will experience many charge and
discharge cycles, such storage technologies have not been included in this work.
Instead, capacitors and solid-state batteries have been explored as they have
higher endurance than conventional electrochemical batteries. However, in con-
trast to Li-Ion batteries, conventional capacitors usually come with a relatively
high leakage current, which leads to unwanted energy losses. Therefore the use of
supercapacitors is often preferred, as they are optimized to have a higher energy
density and low leakage currents, similar to solid-state batteries that usually
have even higher energy densities and lower leakage currents. In return, both
usually come with a relatively high internal resistance, which causes the volt-
age to drop significantly at high current pulses. Due to this issue, a significant
amount of accumulated energy cannot be exploited by the system. Because as
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soon as the residual energy drops to the value where the voltage falls below the
minimum load operating voltage during a pulse current, the system will end up
in a loop of power-on resets.

Obviously, the mentioned issues lead to a trade-off between energy storage
capacity, leakage losses, and pulse current ability in order to define the best-
fitting storage technology for the targeted IoT system. Therefore, an evaluation
has been conducted in this work that includes the following energy storage tech-
nologies:

– Multi Layer Ceramic Capacitor (MLCC): This capacitor consists of a
ceramic material that serves as a dielectric and is capable of delivering high
peak currents. Usually, the capacitance of a single capacitor is limited to a
few tens to hundreds of microfarads, which is why several capacitors must be
connected in parallel if larger capacitances are required. In our case, we used
twenty MLCCs by Taiyo Yuden, of 220µF each, connected in parallel for a
total of 4.4 mF.

– Supercapacitor: The capacitance density of supercapacitors is significantly
larger than that of most other capacitors. For our setup, we use a 100 mF
supercapacitor by Eaton (KR-5R5V104).

– CeraChargeTM: CeraChargeTM is a solid-state SMD battery by TDK. Its
capacity is around 200 mF at a maximum voltage of 1.8 V. The leakage cur-
rents to be expected are extremely low, but high peak currents are not possible
due to the high internal resistance. An advantage over capacitors is the non-
linear curve in terms of voltage and discharge capacity, which means that
theoretically more usable energy is available until the voltage drops below a
certain point. However, in our experiments, 440µF had to be added in par-
allel to the CeraChargeTM in order to compensate for the high peak currents
and to prevent large voltage drops. Since our system runs with a maximum
voltage of 3.6 V we connected two CeraChargeTM cells in series.

4 Analysis and Results

In this section, we present the results structured in the requirements of the appli-
cation, the energy harvested by the energy harvesting system, and the investiga-
tion of different energy buffers and their trade-offs. Finally, this is summarized
by the total view in the system context.

4.1 ULP Secure IoT Application

The application on the edge device consists of the following functional sections:

– start-up of the microcontroller (1)
– establishment of a BLE connection to the gateway (2)
– execution of the TLS handshake with the MQTT server, including the cryp-

tographic calculations (3)
– transmission of 100 bytes of user data (4)
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Figure 1 shows the current profile of such a connection with the current peaks
for the active radio, at a supply voltage of 3.6 V, divided into the different func-
tional areas.
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Fig. 1. Current profile of a complete connection

Table 1. Energy and time requirements of different key exchange methods (mean
values of 10 measurements)

Key exchange method Energy [mJ] Time [s]

ECDHE-ECDSA 5.90 1.71

KYBER512-ECDSA 6.44 2.18

KYBER512-DILITHIUM2 17.98 6.51

In Table 1 the average duration and energy requirement of a complete connec-
tion, broken down by the different key exchange methods used, is listed. Based
on [10,23], we selected the following key establishment methods for investigation:

– ECDHE-ECDSA, which represents the conventional state-of-the-art solu-
tion based on elliptic curves.

– KYBER512-ECDSA, which deploys the freshly standardized post-
quantum key encapsulation method, signed by conventional elliptic curve
cryptography.

– KYBER512-DILITHIUM2, thus establishing a fully post-quantum secure
connection based on KYBER [1] and DILITHIUM [2].

4.2 Energy Harvesting Module

In order to analyze the performance of the Prometheus module, both sides of
the TEG element had been equipped with tiny temperature sensors. The mea-
surements have been conducted in the temperature area where the sensors are
characterized with their best accuracy. As shown in Fig. 2, the temperature of
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Fig. 2. Test set-up for evaluation of the TEG module

the warm side has been controlled with a heating water bath, whereas the cold
side was exposed to the environmental temperature with the deployed heat sink.

As shown in Fig. 3, the thermal conductivity of a TEG causes both sides to
heat up even if only one side has been exposed to hot water. The intensity of
how much the cold side is heated up by the warm side depends on the material
of the TEG, i.e., its thermal conductivity, the characteristics of the heat sink,
and the environmental temperature.

Fig. 3. Thermal impulse response of the employed TEG module

As unfavorable conditions, e.g., small heat sinks and relatively high envi-
ronmental temperatures can be expected in industrial environments, the system
design must be optimized to operate under these conditions. Therefore, the per-
formance of the TEG module has been analyzed for the maximum output power
in the lower temperature gradient range. By carefully controlling the water bath
temperature, temperature gradients in 0.1 K-steps have been generated and the
output power was measured with different loads. The analysis revealed that the
maximum power point tracking (MPPT) inside the module is properly working
down to a gradient of about 0.5 K. The results are shown in Fig. 4.
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Fig. 4. Maximum output power of the TEG module

4.3 Energy Storage Technologies

In order to illustrate the voltage curve of the different energy storage technolo-
gies, the respective discharge profiles are captured without a harvesting system
connected. Therefore, the storage units were charged to 3.6 V in order to supply
the IoT application. A minimum operating voltage Vmin for the presented IoT
application of 1.8 V was defined, which is derived from the minimum operating
voltage specified in the datasheet of the employed BLE SoC plus a headroom of
100 mV. For the sake of simplicity, we choose a high duty cycle of the IoT appli-
cation for this analysis with a new connection every 10 s. This way the losses
through leakage will be low and can be neglected for the calculation, but at the
same time, a good statement can be made about the usable energy in the buffer.
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Fig. 5. Discharge curve of the MLCC; new connection every 10 s

Figure 5 shows the discharge curve of the MLCC, whose capacitance of 4.4 mF
is sufficient for 2 complete connections. It is noticeable that due to the low
internal resistance, there are practically no voltage drops caused by the peak
currents, but only a linear drop in relation to the energy drawn. This means
that the energy stored in the MLCC can be used very efficiently up to the
defined minimum operation voltage of 1.8 V.

With its capacity of 100 mF, the supercapacitor was able to supply the energy
for 83 successful connections. As shown in Fig. 6, the high peak currents cause
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Fig. 6. Discharge curve of the supercapacitor; new connection every 10 s

voltage drops that increase significantly with decreasing storage voltage to almost
0.6 V at a remaining storage voltage of 2.2 V. This means that the supercapacitor
can only reliably supply the application down to a remaining open loop voltage
of 2.2 V, compared to the MLCC, which can be used down to 1.8 V.
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Fig. 7. Discharge curve of the CeraChargeTM; new connection every 10 s

Compared to the supercapacitor, the CeraChargeTM has an even higher inter-
nal resistance and was not able to supply the peak currents required in our setup
on its own. Therefore, two 220µF MLCCs were connected in parallel to slightly
absorb the peak currents. This allowed the CeraChargeTM to successfully power
113 connections in our setup before the voltage drops below 1.8 V by a remaining
open loop voltage of 2.9 V. Figure 7 shows the voltage curve, which is not linear
to the consumed energy, as well as the increasingly stronger voltage drops with
decreasing remaining voltage.

The different minimum open loop voltages of 1.8 V for the MLCC, 2.2 V
and 2.9 V for the CeraChargeTM show that the storage technologies with rela-
tively high internal resistance suffer significantly from the pulse currents of the
IoT application. As a result, less of the available energy in the storage can be
exploited. Based on the energy of the fully charged storage device and the resid-
ual energy at the point of the determined minimum open-circuit voltage, the
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maximum theoretically usable energy of the storage technology, Eusable, can be
calculated as follows:

Eusable = Echg − Eres = 0.5 ∗ C ∗ ((3, 6V )2 − V 2
OLmin) (1)

where Echg is the stored energy of the respective buffer at the point where it is
fully charged to 3.6 V and Eres is the residual energy in the buffer at the point
where the minimum voltage under load condition can be guaranteed. VOLmin is
the respective open loop voltage at this point. Regarding the MLCC, this reveals
that about 75% of the stored energy is usable by the IoT application. As far as
the supercapacitor is concerned, about 55% are usable. The CeraCharge reaches
a rate of approximately 51% of usable energy, whereby it must be noted that,
as previously mentioned, a 440µF MLCC had to be connected in parallel for
this. This value for the CeraChargeTM is only an approximate value because
the usable capacity strongly depends on the quantity and duration of the load.
As shown above, the IoT system load consists of many different current pulses,
which makes it almost impossible to theoretically determine the exact usable
capacity. Furthermore, the open-circuit voltage of the CeraChargeTM dropped
significantly after applying the load for the first time, which makes it more
difficult to compare to other storage technologies.

Another very decisive parameter of the various storage technologies is the
leakage current. This is dependent on a variety of parameters. While the design of
the storage unit and the materials used certainly have a major influence, param-
eters like for instance the ambient temperature, age, cycle count and installation
parameters can also have a significant impact. In our case, we used the values
from the data sheets as a rough guideline for comparison. Therefore the values
we have applied for subsequent calculations are 2µA per MLCC (i.e. 40µA for
the twenty MLCCs connected in parallel), 0.6µA for the supercapacitor and
0.1µA for the CeraChargeTM. For the CeraChargeTM, however, the leakage of
the two MLCCs connected in parallel must also be taken into account, which
increases the leakage to 4.1µA in our case. Figure 8 shows the results for the
different storage technologies deployed in this study.

For a qualitative comparison of the storage technologies in general Fig. 9
illustrates the different typical characteristics. All axes are arranged in such a
way that the preferred path points outwards, e.g., low costs, high endurance,
and high pulse current capability. The values only serve as a rough classification
of the storage technologies and show the general advantages and disadvantages.
MLCCs are ideal for absorbing large current peaks, have exceptional endurance,
and can even be charged with large currents. The supercapacitors, on the other
hand, are a good compromise in many areas with the advantage of their low cost
in relation to capacity and their very high endurance. The outstanding features
of the CeraChargeTM are the extremely low leakage current and the comparably
high density. But in return, the CeraChargeTM is not capable of handling large
pulse currents. In addition, the handling of the CeraChargeTM is more complex
due to specific characteristics such as limited charge current.
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Fig. 8. Comparison of the different storage technologies with respect to the theoreti-
cally usable capacity and the leakage current

Fig. 9. Overview of the properties of the different energy storage technologies

4.4 Entire IoT System

This section combines the previous analyses and results to the context of the
overall system and presents a simplified final structure of the system setup.

Figure 10 shows the minimum time required to generate the energy for one
connection as a function of the temperature gradient at the TEG, taking also
the leakage of the respective storage technologies into account. The graphs thus
indicate a lower bound at which the charge of the energy storage technolo-
gies remains constant over a long period of time. The dots at the right-hand
end of the graphs indicate the minimum temperature gradient to overcome the
leakage of energy storage technologies. Due to the very similar energy require-
ments of ECDHE and the post quantum-safe KYBER512, the curves are almost
congruent. The post-quantum secure signature method DILITHIUM2 has a sig-
nificantly greater influence due to the large keys and signatures which strongly
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increases the amount of data being exchanged between client and server. The
results clearly indicate the influence of the leakage current of the individual stor-
age technologies. For example, in order to generate the energy for establishing
a connection in 20 min, a temperature gradient of 3 K is required when using
MLCCs, whereas a temperature gradient of only 1 K is required when using a
supercapacitor.
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Fig. 10. Temperature gradient vs. minimal time between connections

In order to ensure reliable functionality of the system, a start-up circuit is
required in addition to the three main components, the thermoelectric harvester
module, the energy storage, and the actual IoT application (Fig. 11).

This circuit ensures that the application is not powered until the energy
storage has reached a minimum voltage level. Whereby the minimum voltage
level consists of the minimum operating voltage Vmin as described in Sect. 4.3,
i.e., the respective open loop voltage at the minimum operating voltage under
load conditions. Plus a specific headroom Vhr, which is the energy buffer-specific
voltage that the buffer will drop by after heaving supplied one connection just
before reaching Vmin.

To prevent a power-on reset oscillation of the IoT application, the circuit
switches off when the minimum operating voltage is undershot once and only
switches back on when 3.6 V is reached again.

Fig. 11. Simplified circuitry of the final energy harvesting-powered IoT system
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5 Conclusion

In this paper, we analyzed how IIoT devices can be powered by TEGs and con-
currently provide the high security of TLS-based communication. One of the
main challenges was to obtain sufficient energy for the computationally intense
cryptographic algorithms even at low-temperature gradients. Due to the result-
ing low power output we employed and evaluated different storage technologies
and how their characteristics affect the overall system performance. Our key
insights are:

1. The characteristics of the applied energy storage devices have a significant
influence on the overall performance of the system. Thus, the high peak cur-
rents required by the application cause more than 40% of the capacity to
remain unused in storage units with higher internal resistance. Furthermore,
promising solid-state batteries most likely require additional capacitors which
in return substantially contradicts their additional advantages of low leakage
currents.

2. The minimum temperature gradient at which a secure connection can be
established at all strongly depends on the employed energy storage technolo-
gies.

3. Even a low-temperature gradient of 1 K is sufficient to establish a secure con-
nection based on conventional cryptography every 20 min in a representative
IIoT setup. A temperature gradient of 1.2 K even allows a post-quantum-safe
connection at the same connection interval.

6 Future Work

The CeraChargeTM is a promising energy buffer technology due to its high
capacity and low leakage. As discussed above, the internal resistance of the
CeraChargeTM made an additional MLCC capacitor inevitable in order to reli-
ably supply the peak loads of the IoT application. But, appended MLCC capac-
itance directly leads to increasing leakage losses. Thus, engaging these only in
the lower voltage ranges where they become relevant, has a promising poten-
tial to increase the theoretically usable capacity of the CeraChargeTM without
increasing the continuous leakage losses. Therefore, determining the proper con-
stellation of a high capacity/low leakage buffer and a low capacity/low internal
resistance buffer together with the proper engagement of the latter to the former
is the subject of our current research.
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Abstract. This research has provided an overview of the Internet of Things (IoT)
and performed an overall analysis of security protocols and available mechanisms
to protect the security of IoT systems, showing that weaknesses still exist in the
information security system, and are also the main reasons that limit the develop-
ment, powerful application of IoT. We presented a solution to prevent denial of
service attacks with an improved method of Over-hearing combined with Quark
to improve DTLS (Datagram Transport Layer Security), limiting damage from
active and passive attacks by building the solution using lightweight authentica-
tion encryption for weak resource IoT devices. Our research improved security
protocols such as DTLS. We integrated Quark into DTLS with Over-hearing to
prevent denial of service attacks, active attacks as well as passive attacks along
with the man-in-the-middle attacks. Our results have proven to have an effective
application on low-resource IoT devices. The research has achieved certain new
results and proposed further research directions in the future. Using our proposed
research solution, we can overcome it to a great extent.

Keywords: DTLS (Datagram Transport Layer Security) · Overhearing
mechanism · Lightweight encryption · DoS (Denial of Service) · Quark ·
6LoWPAN · MITM (Man-in-the-middle) · Contiki-OS

1 Introduction

The strong development of the Internet of Things or Internet of Things (IoT) has been
contributing to shaping the future information society. Today, IoT devices are commonly
used in organizations and businesses in many countries around the world. The number
of IoT devices is increasing, according to updated data at the end of 2019, this number
has reached 4.8 billion devices, an increase of 21.5% compared to the end of 2018.
Currently, through a survey on the network system Of medium-sized enterprises, about
30% of connected devices in the system are IoT devices [1, 2].
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IoT changes the approach and application of technology, but at the same time creates
new risks for security. Although it has many advantages in terms of flexibility and ease of
management, this type of device also has many problems related to its own information
security and that of devices in the same connection system. Recently, a security report
from technology company Palo Alto listed the top threats on IoT devices. According
to data from the company, 98% of IoT data is not encrypted. Through eavesdropping,
hackers can easily collect and read confidential data exchanged between devices on
the system or between them and the management and monitoring system; 57% of IoT
devices in the system are considered information security risks and the source ofmedium
and large-scale cyber-attacks; 83% of medical IoT devices for diagnostic imaging are
using operating systems that have ceased to be supported by the company. The figures
have a spike compared to 2018, with 56% [3].

The difference between the traditional Internet and wireless sensor networks in the
IoT infrastructure makes it impossible to deploy information security solutions on tradi-
tional networks security and information security mechanisms that are more suitable for
the WSN (Wireless Sensor Network). In matters of security, availability can be a weak-
ness of IoT infrastructure, easy to cripple by denial-of-service attacks. In a research
work by Dr. Nguyen Van Tanh, he introduced a solution to listen to neighbor nodes in
wireless sensor networks (WSNs), the conclusion suggests nodes will make decision
when detecting anomalies affecting the RPL communication protocol on the sensor,
with an improved method of handling Bot nodes in Overhearing mechanism to limit the
loss of attacks refuse service [4–7]. In another research work he presents his research
work to simplify the steps in the lightweight cryptographic security mechanism for
DTLS, CurveCP, and then apply protocols used in the above environment, in order to
limit passive attacks such as eavesdropping, stealing, modifying, tampering or replaying
messages [7–10].

In these above-mentioned research work, research concluded security solutions with
improved methods of DTLS [11] and Overhearing as well as security solutions with
lightweight encryption algorithms, independent solutions that have been implemented
successfully, achieved certain results. However, through the research process, we found
that these independent solutions still have many existing problems and limitations, such
as solutions that only function at a certain component of the system. It is not yet possible
to fully protect confidentiality and integrity across sensor environments and other sensi-
tive locations in IoT networks, especially for IoT networks with low-resource devices.
From there, our research continues to research and develop a solution that integrates inde-
pendent methods that have been tested on the same system at a time on low-resource
IoT devices, along with that we have improved to add some lightweight authentication
solutions with lightweight cryptographic methods like the Quark function to the hybrid
security solution. Integration struggles with balancing safety, performance, and cost and
resource issues. After many times of testing, changing parameters, configuring, adjust-
ing some improvements, the proposed solution is a model that combines many layers of
information security on sensitive layers of the IoT system with low resource devices.

So, in our research we proposed a solution to prevent denial of service attacks with
an improved method of Over-hearing combined with Quark [12] to improve DTLS, lim-
iting damage from active and passive attacks by building the solution using lightweight
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authentication encryption for weak resource IoT devices. Our research improved secu-
rity protocols such as DTLS. We integrated Quark into DTLS with Over-hearing to
prevent denial of service attacks, active attacks as well as passive attacks along with the
man-in-the-middle attacks [13]. Our results have proven to have an effective application
on low-resource IoT devices. The research has achieved certain new results and pro-
posed further research directions in the future. This research has provided an overview
of the Internet of Things (IoT), performed an overall analysis of security protocols and
available mechanisms to protect the security of IoT systems, showing that weaknesses
still exist in the information security system, and are also the main reasons that limit
the development, powerful application of IoT. Using our proposed research solution, we
can overcome it to a great extent.

2 Methodology

2.1 Solution that Integrates DTLS Protocol and Overhearing Mechanism

Earlier, we have worked on integrating DTLS Protocol and overhearing mechanism,
the research continued to propose an option to build a solution to improve safety on
IoT networks with the method of improving the DTLS PROTOCOL integrating the
Overhearing mechanism [8]. There have been many studies on security protocols for
IoT systems, however, the solutions given have not been really comprehensive solutions
due to many constraints to balance safety and security issues, performance, and cost. It
is very difficult to build a security protocol that ensures all factors due to its structural
complexity, morphological diversity, and energy fluctuations, but it is also necessary to
ensure cost and performance. To solve these problems on a single security protocol is
a big challenge. Aware of this problem, we have researched and proposed a solution
that combines both effective security mechanisms on two basic components of the IoT
system, that is, security on the sensor layer with the base layer. Overhearing and security
on IoT communication layer with DTLS protocol enhancement. With this combination,
the IoT system can operate in a more secure, efficient, reliable, and readymanner against
attacks on the IoT network. With this combination, the IoT system can operate in a
more secure, efficient, reliable, and ready manner against attacks on the IoT network.
This solution does not mention much about conventional network layers and traditional
security mechanisms, but focuses on analyzing, processing, simulating, testing, and
evaluating new mechanisms and protocols for IoT networks and WSN.

When we deployed innovative DTLS and overhearing integrated solution, the goal
was: Botnet [14] detection, denial of service attack with overhearing, secure and authen-
ticate DTLS channels, integrate independent solutions with adjustable parameters on
IoT system with weak resource devices to improve safety and security while ensuring
network performance. The three most basic characteristics of information security and
safety according to the CIA triangle [15] are Integrity, Accuracy and Availability. In
addition, the extended CIA hexagonal star model [16] is presented in Fig. 1 with the
addition of three other properties, each of which is an interference between two basic
properties in the CIA triangle.
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Fig. 1. CIA security model

Only when these three basic properties are ensured can the complementary proper-
ties be considered secure and as a result the IoT system is considered secure. Therefore,
the combination of DTLS protocol focusing on ensuring confidentiality and integrity
of information with Overhearing mechanism focusing on protection of availability, will
ensure all three basic properties of security and information security are protected. The
DTLSprotocol is implemented in the communication layerwhile theOverhearingMech-
anism is implemented in the sensor layer. Overhearing and DTLS are installed in weak
connection components that need to be protected in IoT including Sensor nodes and
the communication network connecting these sensor nodes to the Gateway (Gateway).
These are components that use IoT networking standards such as 6LoWPAN and Zigbee
[17]. These network standards at the present time are not equipped with really effective
information security protection solutions, do not have a self-healing mechanism, and are
limited in energy and resources, so they are easily vulnerable. Impact, great loss before
attacks, especially DoS.

The combination of the DTLS protocol and the Overhearing mechanism is in fact
not as simple as the original idea of installing each protocol in turn and enabling it at
the same time. The installation and operation process will encounter some difficulties
such as Resource Consumption, Data Collision, Expensive in resource consumption of
the DTLS protocol.

The simulation experiment hasmet the set requirements, the reliability and efficiency
of the Overhearing mechanism has been verified again through the parameters shown in
the simulation experiment. Power consumption and performance loss are unavoidable
when installing security mechanisms with a failure rate of less than 10%. In addition,
through the comparison between theWSN network installed with the customized DTLS
protocol and the network installed with the original DTLS, we find that the pure DTLS
network does not work stably because the DTLS protocol consumes a lot of resources
demonstrates the necessity and importance of customizations implemented on DTLS,
but there is a certain decline in security. Compared with other overall security solutions
of Joel Reardon and Ian Goldberg who have studied and improved DTLS [18], it shows
that the effectiveness in preventing DoS attacks is much higher because this work does
not build an anti-DoSmechanism. Specialized DoS attack while maintaining the built-in
DoS Countermeasures mechanism with Tor [19].
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Fig. 2. IoT network architecture in simulation scenarios

In Fig. 2a, the black background button with white text is the Server node, the white
background buttonwith black text is theClient node.Under normal conditions, theClient
nodeswill send periodicmessages to the Server node. In theDoS attack shown in Fig. 2b,
there are 3 infected nodes that becomeBot nodes,which are diagonal background buttons
with black text. These nodes perform UDP Flood attack by sending many packets to the
Server node and taking over its resources. The distribution of Bot nodes at different far
and near levels as well as different locations of the network routing tree compared to the
Server node, ensures diversity as well as coverage in DoS attack.

Based on the installation location diagram in Fig. 3(a), it can be seen that the DTLS
protocol is installed between the Gateway and the Sensor Nodes, in the WSNs, it is
usually the Coordinator Nodes. Also in Fig. 3(b), we can see that when the networkdoes
not have DTLS protocol installed. In the WSNs, the connection between the Sensor
Nodes and the Gateway is not protected by encryption protocols. As such, the Integrity
and Confidentiality of the data transmitted in the sensor environment is vulnerable.
The transmission channel between sensor nodes and the gateway is also where the
Overhearingmechanismworks, so the risk of attackers using eavesdropping and spoofing
to weaken the security of this mechanism is high. For the above reasons, it is necessary
to have a security solution that is responsible for preventing eavesdropping attacks,
protecting confidentiality, and preventing data tampering, protecting the integrity of data
transmitted on the transmission channel between sensor nodes. The proposed solution
is to add improved lightweight coding to the above integrated solution.
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(a)

(b)
Fig. 3. (a) Network with DTLS protocol installed (b) The network does not have DTLS protocol
installed

2.2 Solution Integrating Quark into DTLS with Overhearing

The role of Quark is to protect the sensor nodes, so it will be implemented in the
sensor layer along with the Overhearing Mechanism. The integrated solution model and
protection goal will be described as Fig. 4 below:

Fig. 4. IoT security solution model integrating Overhearing, DTLS and Quark
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From Fig. 3, similar to Overhearing and DTLS, Quark lightweight encryption is
installed on weak connections that need to be protected in IoT which are sensor nodes,
which use IoT networking standards such as 6LoWPAN and Zigbee [17]. These network
standards are currently not equipped with really effective information security protec-
tion solutions, which are easy to be tampered with. For Overhearing, the research still
maintains the proposal from [4] and [8], which is an improvement with the algorithm
“Beyond the mean” and the Bot prevention and isolation mechanism. Quark’s task is to
authenticate messages in sending and receiving data between sensor nodes, avoiding the
risk of data tampering attacks. Meanwhile, the model of installation location of sensor
nodes is depicted as shown in Fig. 5 below:

Fig. 5. The location model implements each of Overhearing, DTLS, and Quark protocols in an
integrated security solution

From Fig. 4, we can see that the Improved Quark is installed at the Aggregation node
for the purpose of verifying whether the message is coming from the correct Sensor node
in the WSN, or in other words, coming from a Certified Sensor node. Real or not. If
the data received by the Aggregate node from the Sensor node is authenticated, the
node will receive the message, otherwise the Aggregate node will reject the message
(similar to the Isolationmechanism of the Overhearing mechanism).Meanwhile, similar
to single installation solutions, Enhanced Overhearing mechanism is installed on the
Sensor nodes with the goal of mutual authentication and Enhanced DTLS protocol is
installed on Border Gateway.

2.2.1 Improvements to DTLS and Quark

As mentioned, the weakness of the sensor environment in WSN is limited resources, it
is not possible to ensure the stable operation ofWSNwhen it has to share resources with
security protocols that are intended for the Internet often, especially cryptographic pro-
tocols. The research direction is to integrate reliable existing security protocols and new
protocols into WSN without affecting the operation of these protocols. Currently, there
are many lightweight encryption mechanisms that have been researched and developed
based on different problem requirements. Among them, the Quark hashing mechanism
is researched and developed by Jean-Philippe Aumasson used for small WSNs. Quark
was developed specifically for small WSNs such as RFID systems [20], so it consumes
small resources and is therefore considered integrated into an overall security solution
[12]. Quark works according to the added sponge construction mechanism introduced
by Guido Bertoni [21], with overlapping hash functions whose output will be the input
of the following hash function. The purpose of the stack bubble mechanism is to increase
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the difficulty of data hashing while still reusing hash functions and old data, avoiding
the production of additional data that increases WSN resource consumption. Quark’s
superimposed bubbling mechanism is depicted in Fig. 6:

Fig. 6. Working diagram of the quark hash algorithm

Meanwhile, Fig. 6 describes the superposition foaming mechanism in each hash
function of the Quark hash algorithm.

Fig. 7. The architecture of the superimposed bubble mechanism of the Quark hash algorithm

In Fig. 7; m0, m1, m2, m3 are the control bits, z0, z1, z2 are the output bits, c is the
input data block, r the control data block input and P are the cryptographic processing
elements in a hash function. The stack bubble mechanism in the Quark hash algorithm
includes many of the same components but the order of execution is different, ensuring
algorithmic simplicity but maintaining complexity in data hashing.

One issue to consider in this section is how the Quark hash function in the integrated
security solution authenticates whether a message is coming from a Sensor Node in the
Network. As mentioned, in the packets sent by the Sensor Node to the Aggregate Node,
the data field is the MAC address of that Sensor node, and this address is treated as an
absolute valid identifier in theWSN.With this feature, we have chosen theMAC address
as the authentication data, that is, the data will be hashed by the Quark Hash. Figure 8
shows the operation of the Quark Hash Function.
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Fig. 8. How quark hash functions work

From Fig. 8, we can see that the operation of the Quark Hash Function is divided
into two phases. Stage 1 in Figure (a) is the Aggregation Node Phase that collects sensor
node information that occurs when the Aggregation Node creates the DAG tree for the
first timewhen initializing theWSN. Asmentioned at this stage, the Aggregate node will
receive DIS packets for the purpose of declaring and initializing the DAG tree, and the
DIS packets also contain MAC addresses. Upon receiving the MAC address of Sensor
nodei, the Aggregate Node injects Sensor Node i into the DAG tree and also uses the
Quark Hquark to hash the MACi and the resulting hash ti. This hash will be stored in the
Aggregation Node’s database. Stage 2 in Figure (b) is the stage where the Aggregate
Node authenticates the data received from the Sensor node, which occurs during the
data exchange. When the Aggregate node receives the data packet from Sensor node i,
the Aggregate node will use the Quark Hquark hash function to hash MACi and the resulting
hash ti. The Aggregate node then compares ti with each t

′
i stored in Stage 1, if the hash

codes ti and t
′
i are similar then the MAC address is similar and this packet is Sent from

Sensor node is authenticated, if ti and t
′
i are not the same then this packet sent fromSensor
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node has not been authenticated and has high risk of being spoofed. In that case, the
Aggregate Node refuses to process the packet coming from the unauthenticated node.

For DTLS, the DoS Countermeasures attack will be eliminated because the task of
preventing DoS attacks has been taken care of by the high-performance Overhearing
mechanism.

As for Quark even though the lightweight encryption is designed to be compatible
with small scale WSNs, it doesn’t need to be improved to run in WSNs. However,
in order to integrate into a security solution using DTLS and Overhearing which are
already resource intensive, Quark encryption also needs improvement to reduce resource
consumption. The improvement of Quark encryption is done on the method, along with
u-Quark, d-Quark and t-Quark, the research team will build another cipher, i-Quark
(improved Quark) with data block. Input data is 4 bits long, create a new data structure
similar to the Quark classification data structure, name it IQUARK and integrate this
structure into other functions as a type of encryption (similar to the structure UQUARK
represents u-Quark, DQUARK represents d-Quark and TQUARK represents t-Quark).
This whole process is done in the file in the file “quark.IoT”. IQUARK format source
code (see Appendix Fig. 12 (PL)). The source code integrates IQUARK into the entire
source code structure (see Appendix Fig. 13 (PL)).

Thus, with the removal of the DoS Countermeasures mechanism, the network after
DTLS integration will be reduced but still ensure information security and can fully
integrate the Overhearing mechanism. The need to improve DTLS in this integrated
security solution is similar to the combination solution between DTLS and Overhearing
that we have presented in [10], which is to ensure that the combined solution can work
properly. Specified on the wireless sensor network does not affect the operation of the
network. The only difference is that the reduction is carried out more deeply to ensure
the solution can integrate the Quark hash function. This is similar to the correction
in the Quark lightweight encoding [12]. The adjustment was calculated based on the
balance between performance, power consumption and safety level of each protocol in
the combined solution. To clarify, we continue to test simulation solutions on themodels,
the results are described in the next part of the research.

3 Results

Solution Integrating Quark into DTLS with Overhearing
The solution integrating quark into DTLS with overhearing provided the desired results.
Similar to building a security solution with DTLS and Overhearing, the purpose of the
experiment demonstrated the need for improvements to DTLS and Quark, so a compar-
ison should also be made between the network that Quark and DTLS have improved
with the network where Quark and DTLS are native. To achieve such a goal, we build
6 simulation scenarios, the first 3 scenarios when the WSN works normally, and the
following 3 scenarios work when the WSN is attacked by DoS:

• Scenario 1 (KB 1): Network works normally, does not install Overhearing, does not
install DTLS and Quark.
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• Scenario 2 (KB 2): Network works normally, installs Overhearing, installs DTLS
and Quark natively.

• Scenario 3 (KB 3): Network works normally, installs Overhearing, installs DTLS
and improved Quark.

• Scenario 4 (KB 4): Network works under DoS attack, does not install Overhearing,
does not install DTLS and Quark.

• Scenario 5 (KB 5): Network works under DoS attack, installs Overhearing, installs
DTLS and Quark natively.

• Scenario 6 (KB 6): Network works under DoS attack, installs Overhearing, installs
DTLS and improved Quark.

From these 6 scenarios, it is easy to compare and contrast the cases with each other,
the time is 50 min for each scenario.

The measurement criteria also include PDR, Latency and Energy [4]. The network
nodeperforming the experiment also simulates theESP8266 typedevice that is capable of
withstanding higher power consumption than the Tmote Sky node and is also the selected
device to simulate with the experiment on the DTLS and Overhearing integration model
presented in Sect. 2.1.

Table 1. IoT network parameter measurement results with integrated security solution

Work Overhearing DTLS Quark PDR (%) Latency
(ms/m)

Energy (mJ)

KB1 Normal No No 99.76 599.55 184.63

KB2 Have Original 85.95 2415.28 394.67

KB3 Have Improve 94.26 732.37 332.52

KB4 Attacked by
DoS

No No 17.36 49992.16 1203.97

KB5 Have Original 80.27 3097.53 548.24

KB6 Have Improve 91.51 848.84 425.12

Table 1 will present the test results for each scenario from KB 1 to KB 6. Note, the
values in this result are the average values of the IoT network nodes with each parameter:

From Table 1, we can draw some analysis and comments as follows:

• In case WSN works normally, the integration of Overhearing mechanism, DTLS
protocol and Quark hash function reduces network performance. In which, energy is
the parameter that is increased fastest. However, communication-related parameters
such as PDR and Latency still ensure the network’s normal operation. Even the energy
gain is not too large to cause energy depletion.

• In the case of a DoS attack, the Overhearing mechanism also detects early and limits
the consequences of a DoS attack, although the network parameters are reduced, it
still ensures that the network maintains communication activities. This shows that the
Quark lightweight code does not affect the operation of the Overhearing mechanism.
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• In both the DoS attack and non-DoS attack cases, the WSN network installed with
native DTLS and Quark security solution experienced performance degradation and
failed to meet the requirements for stable operation of the network.

In summary, the simulation experiment of a general security solution has achieved the
research goal set out. The reliability and efficiency of the Overhearing mechanism have
been verified again by the parameters shown in the simulation experiment, even when
the data is affected by the Quark lightweight code. The IoT network that installs both
DTLS protocol, Quark hash function and Overhearing mechanism reduces performance
but not too much (less than 10%) and still maintains IoT network operation stability
and improves security somewhat. Information security for the system. Power consump-
tion and performance loss are unavoidable when installing security mechanisms, and
the results show that the ratio is acceptable in existing networks. In addition, through
comparison and contrast between the network installed security solution with DTLS
and Quark native and modified, shows the importance of improvements to avoid WSN
network performance degradation due to resources consumption.

4 Discussion

Evaluation of the Solution Integrating Quark into DTLS with Overhearing
The proposed solution includes a location model, improvements to the DTLS and Quark
protocols to become more compact, suitable for IoT with low energy WSN networks.
Deploying aDoSattack simulation experiment on a networkwithDTLSandOverhearing
protocols set up shows the novelty of the solution.Measurement results of network traffic,
latency, and information loss rate show that the network is still operating stably, the
solution has effectively prevented attackswhen installingDTLS, Quark andOverhearing
at the same time, under conditions IoT is limited in resources, the proposed model
demonstrates novelty, safety and stability in the system that has not been published
before.

The results in the presented solution are performed in an ideal environment, sup-
ported by the ContikiOS [22] simulation, but in reality, there may be some errors due to
the impact of the environment, weather and waves around. Because practical conditions
have not yet allowed us to perform simulation experiments on real devicemodels and real
environments, there are still many limitations, in the near future, our research team will
continue to research. Research and develop solutions to further optimize the proposed
model, have more thorough and convincing analyzes with actual environmental condi-
tions, develop solutions on specific deviceswith higher configurationwith stronger,more
intense attacks to verify the correctness of the model in large scale, effective applied
research.

Improvements with the goal of the system are to integrate diversely and overcome
the limitations of weak resource equipment, for the solution to be feasible, the system
needs to be able to operate in the installed conditions. Through the measurement results,
compared with the measurement indicators presented in [4], it shows that the solution
model has had very positive results, limiting the basic attacks in the constrained condi-
tions already proved. We have compared the previous options and found that the results
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are similar and have solved the existing limitations that the previous works are lacking.
This proposal can be considered as a model solution, the selection of an overall solution
and limiting the consequences of basic attacks within the scope and subject of the study
as proposed, then this is clearly a valuable solution. Compared with the unmodified
primitive models that cannot be deployed, the customization improves the stages in the
solutions, the results can be found to be remarkable.

The results also proved that the integrated solution of Overhearing, DTLS and Quark
is theoretically feasible, which is the basis for implementing the integrated solution in
the real environment.

5 Conclusion

The content of the research has focused on to research on solutions to improve safety
for the IoT network and to analyze in detail the IoT information security architecture
model to build an assessment based on previous scientific works. The research has
proposed security solutions from standalone to fully integrated in sensitive components
of IoT network. The solutions after many trials that worked effectively and successfully
is solution integrating quark into DTLS with Overhearing. The research has achieved
certain new results and proposed further research directions in the future, which can be
summarized as follows:

• The research has provided an overview of the Internet of Things (IoT), performed an
overall analysis of security protocols and available mechanisms to protect the security
of IoT systems, showing that weaknesses still exist in the information security system,
the morphological characteristics of IoT lead to difficulties in building security solu-
tions, and are also the main reasons that limit the development, powerful application
of IoT.

• Build solutions using lightweight authentication encryption for weak resource devices
that improve security protocols such as DTLS, Quark combined with Overhearing to
prevent denial of service attacks and attacks Active attack as well as passive attack
and man-in-the-middle attack, effective application on low-resource IoT devices.

• The research proposes to build a multi-layered and diversified security architecture
model, improve securitymechanisms, and successfully integrate independentmethods
into the same system. Fully basic protection of IoT system components and weak-
nesses, weak resource devices, providing solutions on the basis of theory and practice
that have shown efficiency, feasibility, suitability, and savings large in cost and time,
contributing to the development and application of IoT.

• Experimental simulation results are performed on a number of real devices to test the
correctness and effectiveness of the theoretical basis and simulation model.

The research has solved the problems posed from the initial goal after many months
of experiments.
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Abstract. Successfully setting up IoT projects requires the utilization
of IoT platforms. IoT platforms monitor and manage various aspects of
an IoT system, including data flow to and from IoT devices. Choosing a
platform for an IoT project is of utmost importance. It is a difficult deci-
sion to make as hundreds of platforms are available. With this paper, we
aim to highlight two free IoT platforms that are simple to use, Blynk IoT
and ESP Rainmaker. We compare these platforms using a simple LED
blinking system using the ESP32 microcontroller. The ESP32 is popular
due to its active developer community and Arduino support. The Blynk
IoT platform has the advantage of maturity, while the ESP Rainmaker
platform is native to the ESP32. Both platforms are free for developers.
We compare various parameters of the platforms, such as performance,
ease of implementation, and more. When blinking the LEDs, we observed
that the Blynk IoT application was faster in communicating with the
ESP32 by two seconds. Also, Blynk IoT’s no-code approach makes for
an easily customizable dashboard. The ESP Rainmaker platform also has
advantages, like the ESP32 firmware sets up the dashboard by itself. The
Rainmaker app makes it easy to connect the ESP32 to WiFi networks.
Based on our tests and experience, we conclude that choosing between
the platforms depends on one’s goals and capabilities. We recommend
Blynk to absolute newcomers to IoT and programming. ESP Rainmaker
is better for experienced programmers who want to explore every feature
of the ESP32.

Keywords: Blynk IoT · ESP Rainmaker · IoT

1 Introduction

The Internet of Things (IoT) refers to the communication between devices and
systems over the internet or other communication networks. IoT devices are
made of processors, sensors, and communication hardware. An example of an
IoT device is the ESP32 microcontroller. IoT devices can collect, send and act
on data. We can deploy IoT devices in various environments that may need data
collection, automation, or control, such as air conditioner control systems, smart
switches, smart door locks, smart home solutions, etc., [1–4].
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IoT is suited to most applications that require data collection or remote
control of devices, which has resulted in IoT becoming a rapidly growing industry
with 12.2 billion active endpoints as of 2021. Despite the recent supply chain
issues and slowdowns, this number will continue to rise and is forecasted to
reach approximately 27 billion active endpoints by 2025 [5]. A potential downside
to using IoT devices for remote applications may be the need to recharge the
device. Research is being conducted to recharge IoT devices wirelessly [6,7]. Such
research may lead to greater adoption of IoT devices.

To successfully implement IoT applications that allow us to access data over
the internet, and manage and control various devices or endpoints, it would
be beneficial to use an existing IoT platform [8,9]. An IoT platform can be a
cloud service or on-premises software that will permit us to implement our IoT
projects. There are various IoT platforms available for use at different prices.
The various features that the platforms provide and the pricing schemes may
confuse newcomers about which platform is a decent introduction to working
on IoT projects. We propose two IoT platform options that are simple and
free to students, teachers, and developers. These platforms are Blynk IoT and
ESP Rainmaker. To compare these platforms, we set up a simple circuit where
a microcontroller is used to blink three LEDs connected to it. The reasoning
behind this setup was that the basic action of blinking a LED using an IoT
platform provides the necessary building blocks for applications like controlling
switches, light fixtures, etc.

There are numerous microcontrollers available for IoT projects. In general, a
good choice is one that is cheap, consumes little power, and has support for one
or more communication networks. A microcontroller that perfectly meets these
rough requirements is the ESP32. The ESP32 is a series of low-cost, low-power,
feature-rich microcontrollers with integrated Wi-Fi and Bluetooth connectivity
[10], making it extremely useful for IoT applications. Espressif, the manufacturer
of the ESP32 series, provides all the software tools and guides necessary to
program the microcontrollers for free and regularly updates its tools and guides
[11]. ESP32 is also beginner-friendly due to official Arduino support [12] and an
active developer community.

Blynk IoT is a user-friendly IoT platform that has existed since 2014. It has
been used in various published IoT projects over the years, such as “Simulation
and Construction of a Solar Powered Smart Irrigation System Using Internet
of Things (IoT), Blynk Mobile App” [13], “Home Automation System Using
ESP8266 microcontroller and Blynk Application” [14], “Development of BLYNK
IOT platform weather information monitoring system” [15] and “An IOT-based
BLYNK server application for Infant Monitoring Alert System to detect crying
and wetness of a baby” [16]. It has proven to be extremely useful to researchers
the world over. We compare Blynk IoT to the newer ESP Rainmaker launched
in 2020. Rainmaker is native to the ESP32, and the ESP32 community considers
it an excellent competitor in the IoT platform space.
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2 IoT Platforms

A stable IoT application will require the ability to collect data, have safe and
secure connections between devices and networks, and much more. It can be
quite a time-consuming process to set this up. To aid in this, we can use an IoT
platform. An IoT platform is a ready-made, reusable technology stack that helps
to reduce development time for IoT applications. It helps to enable communi-
cation, store and access data, and control and coordinate devices. It may also
provide cloud-based solutions [17].

Many IoT platforms are open-source. It is possible to build your own IoT
platform using the resources provided by open-source IoT platforms. However,
it is exceptionally challenging, requires a team of developers to work on it, and
may take years to develop. This challenge may take away time and resources
from working on the IoT device. Hence, it is more convenient to let experienced
companies with larger teams work on building IoT platforms while the rest of
us work on implementing IoT solutions on the device side.

IoT platforms offer various features and usually have an upgradable pricing
model. Most platforms try their hardest to accommodate users with a few devices
at the lowest possible cost, and a few have free trial periods to let users test out
the waters. If a platform is free with restrictions only on extra features, such as
the number of devices, it can be beneficial for newcomers to develop their IoT
projects on the platform. Two such platforms are Blynk IoT and ESP Rainmaker.

2.1 Blynk IoT

Blynk is a pioneer of the no-code approach to IoT app building. Blynk allows
developers to use their platform for free with limited features. The years Blynk
has spent developing the platform have resulted in an IoT platform that does not
need code in the mobile application or dashboard side and is easy to customize
and automate. The mobile application is free to use and only requires signing up
for a Blynk IoT account. Due to these reasons, alongside its popularity among
developers, we chose Blynk IoT for our experiments.

Figure 1 Represents the architecture of the Blynk IoT platform. Using the
Blynk app on the mobile phone, the user connects to the Blynk server. An
IoT device, like the ESP32, can be connected to the Blynk Server via WiFi or
3G. The ESP32 utilizes the Arduino Blynk libraries to make this connection.
The server allows data to be collected from the ESP32 and sent to the user’s
mobile. It also allows the user to control the ESP32 using the mobile app. The
data transmission between ESP32 and Blynk IoT follows the Message Queuing
Telemetry Transport (MQTT) protocol.

2.2 ESP Rainmaker

ESP Rainmaker is an IoT platform powered by Amazon Web Services (AWS).
Espressif has guaranteed that the public platform of Rainmaker will always be
free for teachers, makers, and hobbyists [18]. The guarantee of being free, an
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Fig. 1. Architecture of Blynk IoT platform.

open-source mobile application, a freely available Software Development Kit
(SDK), thorough documentation, and Voice Assistant integrations made the
platform an easy choice for our experiments.

The Rainmaker architecture is shown in Fig. 2. The communication between
the phone app and Rainmaker cloud, and between the ESP32 and Rainmaker
cloud is similar to the Blynk IoT platform. The main difference is that we use
Bluetooth Low Energy (BLE) to connect the mobile app to the ESP32. This
connection allows us to share WiFi credentials with the ESP32 and register the
device with our Espressif account.

Fig. 2. Architecture of ESP Rainmaker platform [19].

3 Implementation

3.1 Hardware Implementation

To compare Blynk IoT and ESP Rainmaker platforms, we made a simple circuit
consisting of a microcontroller and three LEDs. We used the ESP32 DEVKITV1
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development board. The development board consists of the ESP-WROOM-32
module, onboard LEDs, buttons for restarting the ESP32 and putting it into
bootloader mode, a USB micro connector, and everything else required for the
ESP32 module to operate. Using a breadboard, we connect three external LEDs
to the ESP32 DEVKITV1 on pins 2, 22, and 23, as shown in Fig. 3.

Fig. 3. Hardware side setup for blinking LEDs.

Blinking LEDs using IoT platforms is one of the most straightforward appli-
cations to implement, as the code and circuit connections are simple. Still, it is
also a beneficial setup, and we use it for two reasons. Firstly, due to its simplicity,
the blinking circuit allows us to compare the two platforms without worrying too
much about the ESP32 code for the two platforms. We also don’t need to worry
about the ESP32’s resources used by the code, and those will matter much more
only for large applications. Secondly, suppose a platform can allow us to blink
LEDs successfully. In that case, it also means that more complex stuff, such as
controlling lightbulbs, gates, etc., will be possible with the appropriate hardware
changes and minor changes to the code if needed.

With the ESP32 and LEDs ready, we focused on the IoT platforms.

3.2 Implementation of Blynk IoT

Creating an official Blynk account allowed us access to the web and mobile dash-
boards, and gave us the ability to add devices. In the app, we chose to add a
new device with the “Quickstart device” option, following which we selected our
hardware and connection type. We soon received an email containing the quick-
start instructions from Blynk IoT. We followed the instructions and modified
the “Get Data” example to enable the blinking of the LEDs. WiFi SSID and
password needed to be added to the code to allow the ESP32 to connect with
the Blynk servers.
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Fig. 4. Blynk mobile app dashboard for blinking LEDs.

We got a simple dashboard in the mobile app, as shown in Fig. 4. We added
button widgets to the dashboards to help us turn on the LEDs. For the widgets
to be functional, “datastreams” needed to be linked to the widgets. Datastreams
are channels that are used to send data between the device and Blynk Cloud
[20]. Choosing integer-type datastreams for the three buttons allowed us to blink
the LEDs in our setup.

Though the concepts of datastreams and widgets seemed difficult at first,
it was easy to implement once we got used to them and offered incredible cus-
tomizability of the dashboard.

3.3 Implementation of ESP Rainmaker

To implement the ESP32 rainmaker code on Arduino Integrated Develop-
ment Environment (IDE), we installed the ESP32 board package and necessary
libraries. We can find different variants of the ESP32 Rainmaker code on the
internet, and one variant was modified to enable the blinking of the LEDs. We
uploaded the code to the ESP32 after verification.

When the firmware ran for the first time, it generated a QR code. This
QR code can be used to connect our device to the mobile app and share WiFi
credentials. We were never able to generate the QR code successfully on Arduino
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IDE. Using the “I don’t have a QR Code” option, we were able to manually
connect the mobile app to the ESP32 via BLE by entering the “service name”
and “proof of possession (POP)”, which is present in the ESP32 code. Once the
device connected to our mobile app, we selected the WiFi network to connect our
ESP32 to. After ESP Rainmaker completed the device setup and claimed it, the
app dashboard was loaded and ready to use, as shown in Fig. 5. The rainmaker
app prepares the dashboard based on the ESP32 code, and we did not need to
add any widgets ourselves to use it.

Fig. 5. ESP Rainmaker dashboard for blinking LEDs.

Changes need to be made only to the ESP32 firmware and not the mobile
dashboard to edit the functions of switches or add more sensors. This leads
to an additional benefit of Rainmaker: Espressif provides the SDKs needed
to enable Rainmaker, along with Espressif Integrated Development Framework
(ESP-IDF), for free. We can use an IDE of our choice, such as Visual Studio
Code, to develop the code in C programming language. Doing so allows us more
freedom to add sensors, change types, add custom functions for sensors, etc. In
other words, it gives us better control of the ESP32. However, this approach can
be overwhelming to beginners compared to the simplicity of Arduino code.
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4 Results

After implementing and using both platforms, we compared everything from the
performance of the platforms and the process of setting up the platforms to
the limitations of the free applications and payment plans. The comparison is
highlighted in Table 1.

Table 1. Comparison of Blynk IoT and ESP Rainmaker.

Parameter of

comparison

Blynk IoT ESP Rainmaker

Performance/

latency check

Less than a second from the button press

on the app dashboard to the LED turning

on

Almost 2 s. The difference is due to the

distance of the servers used from the country

of origin of the signal. Rainmaker utilizes

AWS servers in the US while the tests were

conducted in the Middle East

Firmware

development

ESP32 Arduino code provided by Blynk

is smaller and easier to understand and

edit. Blynk does not provide ready-to-use

code for ESP-IDF, but it is possible to

implement it with the help of the

documents that Bynk provides

Rainmaker provides code for both Arduino

and ESP-IDF. While the ESP-IDF C code is

more complex for beginners, it gives a better

degree of modifiability. ESP-IDF makes it

easier to switch the ESP Rainmaker MQTT

host

Setting up

WiFi

The WiFi SSID and password have to be

written in the code and cannot be

changed once the device is running

The ESP Rainmaker app shares WiFi

credentials with the ESP32 during the first

boot. The WiFi credentials can be reset by

holding down the General Purpose Input

Output (GPIO) pin selected in the code for

3 s

Setting up the

mobile app

dashboard

The app dashboard has to be set up the

first time we use the device. This task is

easy due to Blynk IoT’s no-code approach

to dashboard development. Widgets can

be dragged and dropped, resized as

needed, and widget parameters can be

adjusted. This customizability comes at

the cost of it being tedious, especially if

we have to set up multiple sensors

The app sets up the dashboard by itself

based on the firmware on the ESP32. While

this makes it easier to use than Blynk IoT,

it does not have the same degree of

customizability as Blynk

Approach to

multi-sensor

devices

Each time we wish to add a new sensor or

peripheral to the ESP32, we have to

modify the ESP32 firmware and the

dashboard. A new datastream and widget

must be created on the dashboard, which

can make the process quite

time-consuming

We only have to modify the ESP32 firmware

if we wish to add a new peripheral to the

Rainmaker IoT platform

Limitations of

the free app

In the free version of Blynk, we get access

to basic widgets. The number of devices

is limited to 2, the number of widgets per

template is limited to 30, the number of

data streams per template is limited to

50, 5 users can be added to the plan, and

security features are limited

In the free version of Rainmaker, the number

of devices is limited to 5. There are no other

limitations tied to the pricing of the app

Payment

options

Blynk has different tiers for different use

cases, which makes it suitable for

individuals and small to large-sized

companies

If we need more than five devices, we need

to switch to a payment system. The pricing

starts at 5000 USD, making it suitable only

for mid to large-sized companies
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5 Conclusion

ESP32 proves to be a versatile and beginner-friendly microcontroller well-suited
for IoT projects. It is capable of working with different IoT platforms and stan-
dards and works well with the two IoT platforms we selected for our experiments.
In addition to its low cost and low power consumption, the WiFi and Bluetooth
capabilities make it ideal for IoT applications. The BLE functionality can be
helpful in sharing WiFi credentials from a mobile app, and we do so in our
experiments. In addition, tons of official documents and official Arduino support
make the ESP32 accessible to a larger audience.

The two free IoT platforms we tested have their advantages and disadvan-
tages. The Blynk IoT platform shows off its years of experience with a simple
no-code mobile dashboard and simple ESP32 code provided by Blynk. There
is a great degree of customization possible on the app dashboard, with lots of
widgets supplied for free. However, WiFi credentials need to be hardcoded in the
ESP32 firmware, the firmware is not as customizable as the C code in ESP-IDF,
and changes need to be made in both the dashboard and ESP32 code whenever
we add or remove components from the ESP32.

The native nature of ESP Rainmaker and the promise that it will always
remain free for makers, hobbyists, and teachers make it an excellent option for
IoT. With both Arduino and ESP-IDF C codes, it provides more opportunities
in the firmware development approach. The ESP-IDF code does give the ability
to modify the base code much more than Arduino. However, C code can be chal-
lenging to grasp. Any changes in components connected to ESP32 only require
the ESP32 firmware to be changed. However, the Rainmaker dashboard is less
customizable and feature-rich than the Blynk IoT dashboard. In addition, we
found the Rainmaker IoT platform to be slower in our tests.

We recommend the use of Blynk IoT to people who are new to programming,
want to connect two or fewer devices to their dashboard, and want to customize
the dashboard to fit their image. Blynk provides a cheap upgrade path to users if
they want to use any paid models. Rainmaker is recommended if one has a good
foundation in C programming and wants to work with ESP-IDF source code,
isn’t concerned about the dashboard other than basic functionality, has their own
MQTT host account, and plans to use five or fewer devices. The pricing plan for
Rainmaker is only helpful for mid to large-size companies and not individuals
due to the high upfront costs.
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