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Abstract. In this paper, we present a pig pose estimation model to solve the non-
contact measurement of body size. The model includes the network header, down-
sampling module, and up-sampling module. The network header includes the
integration of image and image edge information. The original edge information
in the image can be effectively used in the network, and the Canny operator
calculates the edge information. The down-sampling module comprises residual
structure and Triplet attention mechanism, which can effectively preserve the
network context information while extracting image features. In the up-sampling
module, the deconvolution method obtains the heat map containing the key point
information.We also constructed a pig key point dataset tomap pig key points with
body size information. We can achieve 93.4% average precision by verifying our
pig key point dataset. Compared with the 84.2% average precision of the baseline
model, we achieved a 9.2% improvement.
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1 Introduction

The large-scale and intelligent modern management mode is a way to improve produc-
tion efficiency and reduce the cost of livestock breeding. In the production process of
the existing breeding, the evaluation of the body size of livestock mainly depends on
manual work, which is inefficient and difficult to measure. The non-contact automatic
measurement method can reduce the difficulty of animal body measurement. Compared
withmanual measurement, automatic measurement is more normative. Pigs are essential
livestock, so it is of great significance to improve the level of pig breeding to realize the
automatic measurement of body size in pig breeding.

The automatic measurement of pig body size mainly bases on computer vision. With
the development of computer vision and depth neural networks, there are twomainstream
methods for pig body size automatic measurement. The first method is to extract the
outline of livestock, then uses envelope or other methods to extract the body size [1].
However, this kind of method requires a specific shooting angle and the pigs need to
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maintain a specific posture. The other method is to use depth camera or other equipment
to extract the point cloud of pig, then adopts point cloud rotation normalization or other
methods to calculates the body size [2]. However, this method also has limitations, such
as requiring pigs should not be too dense and have high requirements for devices. The
core of these automatic measurements of pig body size is to find the key point of pig to
calculate the body size.

In recent years, deep learning has developed rapidly, we found that algorithms based
ondeep learning can achieve a goodperformance on humanpose estimation.Considering
that pigs have similar bones and limbs as humans, we can also identify pig’s key points.
After obtaining a pig’s key points, we can measure pig’s body size. Therefore, we adopt
deep learning algorithms to measure pigs’ body size. We first proposed a set of key
points suitable for pig body size measurement and constructed a dataset. Then we used
the top-down detectionmethod for identifying pig key points [3].Whenwe recognize the
key points, we need crop the pig from the image. However, there may be many other pigs
in the cropped image, and some other problems, such as single-color and unclear edge
information. Consequently, we add the Triplet attention module [4] to the algorithm and
propose a network header fused with the Canny operator to solve these problems. The
integration of an attention mechanism can enhance the features extracted. Adding our
network header can increase the representation of edge information. Our contributions
can be summarized as follows:

(1) We build a pig key point dataset, and we propose a set of key points suitable for pig
body size measurement.

(2) We propose a network header structure integrating Canny operator, and add the
Triplet attention module to the down-sampling module of the algorithm.

(3) We achieve 93.4% average precision on our dataset. Compared with the baseline
model, we achieved a 9.2% improvement.

2 Related Work

2.1 Measuring Animal Body Size

With the development of technologies, there are some researches about automatic mea-
surement of animal body size.The synthetic image is obtainedusingCADanimalmodels,
and the prediction of animal bones in the actual image is realized using a semi-supervised
learning method [5]. Employing semantic segmentation and the envelope, the body size
of croaker can be extracted from side image [6]. The cow’s body size can be measured
using semantic segmentation and envelope lines in images from upper and lateral angles
[7]. The depth camera obtains the three-dimensional point cloud information of pigs [1].
The body size information of pigs can be extracted by point cloud rotation normalization
or clustering segmentation. The pig contour is extracted from the image by threshold
segmentation, and then the pig scale can be measured by using the idea of the envelope.
Using the depth camera to extract the pig contour, then using the difference method to
obtain the key points can also calculate the pig body size [8]. By designing the narrow
lane, reading the sheep’s position information according to RFID, and then obtaining
the image through the camera in three directions, the sheep’s body size can be measured
using image segmentation and other technologies [9].
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2.2 Key Point Identification

The research of key point recognition technology is mainly used for human pose estima-
tion. These studies identify human joints in images to represent human structure. With
the excellent performance of deep learning in various fields recent years, there have also
been many key point recognition studies based on animals.

Newell et al. proposed a stacked hourglass network for human posture estimation,
achieved good results on FLIC and MPII datasets [10]. Wei et al. used a sequential con-
volution structure to represent spatial texture information for human posture key point
detection based on the CNN network [11]. Xiao et al. proposed the Simple Baselines
algorithm [12], which uses the residual network and three-layer deconvolution to detect
the human posture. Based on the Simple Baselines algorithm, sun et al. proposed a
detection model HRNet [13]. The feature layer is not reduced in the convolution layers.
Psota et al. proposed a key point dataset including 24,842 pigs, each pig has four key
points and realized the key point detection of pigs [14]. Li et al. proposed a regression-
based pose recognition method using cascade Transformers, which fused human body
recognition and key point detection into one algorithm [15]. Liu et al. Studied multi-
frame human posture estimation in a complex environment and proposed a model that
integrates posture, time, and residual into the network [16]. Lee proposed a pig posture
recognition model, which uses Mask R-CNN to extract the pig contour, then uses the
stacked hourglass network to detect the pig key points [17]. Chen et al. designed an unsu-
pervised adaptation channel for animal posture estimation [18]. The channel includes a
multi-scale adaptation module, a self-distillation module, and a mean-teacher network.
Hans et al. proposed that Combining Raw Hip-Worn Accelerometry can reach 2D Pose
Estimation of child [19]. Zhang et al. proposed a relative pose estimation algorithm for
light field cameras by matching LF-point pairs [20]. Vladimir et al. propose a method
that estimates the scale factor β used in the pose error functions and get a better effect
than PoseNet [21].

Among the methods mentioned above, Simple Baselines is a simple and effective
method. It usesRESNET for feature extraction. It only adds three layers of deconvolution
to get heatmaps and carries out coordinate transformation to identify key points. By that
way, we use this model as the baseline in this paper.

2.3 Attention Mechanism

In recent years, the attention mechanism has been one of the hotspots in deep learning.
It gives different weights to different parts of the model. This strategy is beneficial
to preserve the context of perceptual information during network computing. Many
research proposed different attention mechanisms in the past few years. Combining
attention mechanisms networks can improve the effectiveness of visual tasks. Next, we
summarize some attention mechanisms that have emerged in recent years.

Residual attention network proposes an attention module including mask branch and
trunk branch,which plays an essential role in target classification [22]. SENet pointed out
that many previous studies improved the network performance from the spatial dimen-
sion [23]. This study proposed an attentionmodule that focuses on channel relationships.
CBAM (Convolutional Block Attention Module) includes spatial and channel domain,
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which improved the effect of the attention mechanism by combining the maximum pool
feature in the channel domain and spatial attention component [24]. After CBAM, Park
et al. focused on the effect of attention in general deep neural networks [25]. They
proposed a simple and effective attention module named Bottleneck Attention Module
(BAM). Selective Kernel unit was proposed in SKNet, in which multiple branches with
different kernel sizes are fused using softmax attention guided by the information in
these branches [26]. A new attention mechanism was proposed in A2-Net [27]. It inte-
grates all the critical features of the input image and then calculates the weight of each
feature. GSoP-Net adds a second-order pool in the structure to collect essential features
from the entire input space to facilitate the identification and propagation of other layers
[28]. The Triplet attention module adopts the crossed latitude interaction that was not
considered in the past research and combines three dimensions of image interaction [4].

3 Our Approach

This paper focuses on identifies pig key points on a deep convolution neural network.Due
to the dense pig population, the background of the cropped pig image often contains other
pigs, it is difficult to distinguish the key points between the current pig and other pigs in
the background. In addition, due to the single and dim color of the breeding environment,
we find that the points maybe outside the pig body while identifying. Based on these
problems, firstly, the network should be able to better retain the perceptual information
transmitted between the network layers. Therefore, we combine the residual block in
the down-sampling module with the Triplet attention module to ensure the model can
obtain more affluent and characteristic perceptual information. Secondly, the network
should distinguish pig from the background. Therefore, we use the Canny operator to
fuse the input image and the edge information in the network header to further improve
the network’s ability.

Fig. 1. The framework of our algorithm

The framework of our method is shown in Fig. 1, composed of a header, a down-
sampling module, and an up-sampling module. Our header consists of an image and a
Canny channel. The image channel comprises a 64-layer convolution. TheCannymodule
comprises a 32-layer and a 64-layer convolution, whish input is the edge information
calculated by the Canny operator. The down-sampling module comprises residual and
Triplet attention modules responsible for feature extraction. The up-sampling module
comprises three deconvolution layers, which is responsible for outputting heatmaps
containing key point information. The following article will describe our network header
and down-sampling module in detail.
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Fig. 2. The structure of our algorithm

As shown in Fig. 2, a model for pig key point recognition is constructed in this paper.
The orange and purple branches of the network represent our header structure, and the
blue module in the network represents the residual module [29] added with the attention
mechanism. The grey trapezoid represents deconvolution.

3.1 Our Network Header

Our network header includes two branches: the image module and the Canny module.
We add the Canny module into our header. In that way, the network can obtain adequate
edge information and better identify key points, as Fig. 2 shows. After two convolution
calculation branches extract edge information and image, the two tensors are added and
input into the down-sampling module to extract features.

The canny operator is used to calculate the image edge, which includes four steps:
Firstly, using a Gaussian filter to smooth the image; Secondly, the gradient amplitude
and direction are calculated by the first-order partial derivative finite difference method;
Thirdly, the gradient amplitude is suppressed by non-maximum value; Finally, using a
double threshold algorithm to detect and connect edges. Our network header structure
can be expressed by Eq. (1):

Header(X ) = ψ(X ) + ψ2(ψ1(Canny(X , th1, th2))) (1)

where ψ represents convolution calculation, Canny represents the input images use
Canny operator to calculate the edge information. th1 and th2 represents the two thresh-
olds in the Canny operator, which are taken as 60 and 160 according to the empirical
method in this paper. We took these values because we made several experiments, and
we found the edges can be most clearly extracted under these values.

3.2 Down-Sampling Module

The structure of the down-sampling module is mainly realized by the residual network.
In order to better preserve the context information when the network extracts the feature
information, we add an attention mechanism to the residual unit of the residual network.
Based on the effect of the added attention mechanism in the experiment, we use the
triplet attention module to add the down sampling module.
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In the Triplet attention module, the input tensor is calculated by three branches to
obtain the output. Take an input tensor T with a size of C × H × W as an example. In
the first branch, we permute T to obtain T1, then after Z pooling and convolution, we
get T

′
1 with size of 1 × H × C. Then T1 is multiplied by the collocated elements of T

′
1,

finally we permute the tensor to obtain out1; In the second branch, T does not rotate,
and the operations are the same as those in the first branch to obtain out2; In the third
branch, we permute T to obtain T3, and the operations are the same as those in the first
branch to obtain out3. Finally, the tensors of the three branch outputs are averaged to the
output. The Triplet module can be represented by Eq. (2), and the calculation of three
branches in the module can be represented by Eqs. (3)–(5).

output = (out1 + out2 + out3)/3 (2)

out1 = T1 � σ(ψ(Z(T1))) (3)

out2 = T � σ(ψ(Z(T ))) (4)

out3 = T3 � σ(ψ(Z(T3))) (5)

where ψ represents convolution operation; � represents the multiplication of homolo-
gous elements; Z indicates Z pooling, which is achieved by concatenating tensor after
maximum pooling and average pooling, as shown in Eq. (6).

Z(X ) = [
MAX pool(X ),AVGpool(X )

]
(6)

As shown in Fig. 3, we add Triplet attention module to each residual unit of the
model. Similarly, the CBAM attention module used in the follow-up experiment was
added to the baseline model in the same way as the Triplet module.

Fig. 3. Residual unit with Triplet attention module

3.3 Selection of Key Points

In this study, we selected a set of key points to measure the body size. Pig body size
includes width and length. Body width refers to the width between two front legs, body
length refers to the distance from the midpoint of ears to the root of tail. In past research,
scholars mainly used the envelope to extract key points from pig contour. Using this
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method, we can only get five key points. That is impossible to measure the body size
when a pig is bending. As shown in Fig. 4, we use the Canny operator to extract the edge
information in images. Figure 4 (a) shows that edges exist at the scapula when pig is
standing. Figure 4 (b) shows inevitable dents exist at the outline of the pig at its scapula
when pig is side-lying. We choose this point as a new key point. We can measure the
body size when pig is bending after adding this new key point.

Fig. 4. Pig edge information image

Fig. 5. Comparison of key point groups

The pig’s body size before and after adding the center of the scapula as the key point
is shown in Fig. 5. The figure shows that when the pig’s body is bent, increasing this
key point can get a more reasonable pig’s body length.

4 Experiments

Theexperiments are implemented in the systemofUbuntu16.04using thePytorch frame-
work. The algorithm’s server processor is intelcorei7-5930K@3.50 GHz with twelve
cores, 64 GB memory, and NVIDIA TITAN XP graphics card with 12 GB video mem-
ory. The batch size of each experiment was 32; the model’s iteration times (epoch) are
all 150 generations; The initial learning rate of the model is 0.001, which decreases
to 0.0001 after the 90th iteration and 0.00001 after the 120th iteration, then remains
unchanged. Before the header of the network, we process pig images to 256 × 192 size.
The output tensor of all models in the experiment is 64 × 48 × 6. Each 64 × 48 size
heat map defines the coordinates of a feature point.

4.1 Dataset

One part of the images was collected from Shangdang oasis pig farm, Dantu District,
Zhenjiang City, Jiangsu Province, China. The other part came from the images in the
pig data set provided on the website http://psrg.unl.edu/Projects/Details/12-Animal-Tra

http://psrg.unl.edu/Projects/Details/12-Animal-Tracking
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cking. We used a camera with a focal length of 4 mm to collect images. The image
acquisition time is from April 2021 to March 2022. We collected pig image data when
the camera was at an angle of 45 degrees and 90 degrees to the ground. The size of the
collected images is 3840 × 2160. The size of the pig image obtained from website is
1920 × 1080. The image formats are all JPG. The pig key point data set built in this
paper has 1000 images. The data set contains 5236 labeled pigs. Our models train on the
training set with 800 labeled images and 4097 labeled pigs. We validate our models on
the testing set with 200 labeled images and 1139 labeled pigs. Figure 6 shows the live
pig image collection site. The figure shows our data collection device, including patrol
inspection equipment, camera, and infrared camera.

Fig. 6. Image acquisition device

4.2 Results on Image and Video

We also verified our results on pig images and pig videos. As shown in Fig. 7, the results
of our method compared with the baseline algorithm and the baseline algorithm with
CBAM or Triplet attention module.

Fig. 7. Comparison results

The pictures we used to compare the key point recognition effect have different light
intensities, pig densities, and pig postures. In the figure, we used red circles to mark
several methods’ inaccuracy of key point detection in pig images. As for the baseline
algorithm, there are many errors detection in the recognition results. As for the baseline
algorithm combined with CBAM or Triplet attention mechanism, there are relatively
few errors in the recognition results, but there are still some problems, such as key point
deviation and key points are not on pigs’ bodies. As for the algorithm which header is
replaced by the structure proposed in this paper. Through comparison, its result is better

http://psrg.unl.edu/Projects/Details/12-Animal-Tracking
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than the previous three algorithms, and the number of error detection and apparent
detection deviation is significantly reduced. Moreover, we can find that our algorithm
has a better recognition effect when the lighting conditions are dark, the pigs are dense,
and the pigs are in a bending angle posture.

In the attachment, we show the recognition results of pig key points in the video
by the external algorithm, and we find that the algorithm’s performance is still good.
We trained a YOLOv4 [30] model to detect pigs in video, then we used the output
information about pigs’ location and frames of video to recognize key points of pigs.

4.3 Results on Combining Attention Mechanism

Table 1 reports the algorithm results on the pig key point data set before and after adds
the attention mechanism. AP refers to the average value of average accuracy when IOU
is between 0.5 and 0.95, mainly reflecting the accuracy of prediction results. AP50
and AP75 represent the average accuracy when IOU is 0.5 and 0.75. AR refers to
the ratio of the number of correct identifications to the sum of the number of correct
identifications and errors, mainly reflecting the missed detection rate in identification.
It is worth noting that we used the baseline method and CBAM attention mechanism
as comparative experiments to verify the effect of the Triplet attention mechanism. The
three groups of experiments all started from scratch without using the pre-trainingmodel
of the residual network.

Table 1. Comparison of results on testing set from baseline and baseline with attention
mechanisms.

Model AP AP50 AP75 AR

Baseline 84.2% 89.2% 86.2% 87.1%

Baseline + CBAM 91.6% 95.4% 93.4% 93.2%

Baseline + Triplet 92.8% 95.6% 95.6% 94.8%

The results show that the AP reached 92.8% with the Triplet attention module and
91.6%with theCBAMattentionmodule. Comparedwith the baselinemodel, it increased
by 8.6% and 7.4%. Since the model’s performance is better when the Triplet attention
module is added, we have added the Triplet attention module to our model.

Figure 8 (a) shows AP curves of three methods in training process, and Fig. 8 (b)
shows loss curves. After smoothing the curve data, the figure shows that the convergence
speed and detection accuracy of the model is greatly improved after adding the attention
module. The Triplet module can get better results than the CBAM module.

4.4 Results on Using Our Network Header

We also change the network header structure of the algorithm to our proposed structure
which integrates theCannyoperator and carries out comparative experiments to verify the
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Fig. 8 Comparison of baseline and baseline with CBAM or Triplet attention module

effect of this structure. Table 2 shows results after adding the Triplet attentionmechanism
and after replacing the headers of models by our proposed header. The results show that
our network header can achieve better results. After using our network header in the
baseline model, the AP and AR scores increased by 2% and 1.8%. Using our header in
the baseline model with the Triplet attention module, we also achieved 0.6% and 0.2%
improvement in AP and AR.

Table 2. Comparison of results on our testing set from baseline and baseline with Triplet attention
module and header proposed by us.

Model AP AP50 AP75 AR

Baseline 84.2% 89.2% 86.2% 87.1%

Baseline + our header 86.2% 90.5% 88.5% 88.7%

Baseline + Triplet 92.8% 95.6% 95.6% 94.8%

Baseline + Triplet + our header 93.4% 96.5% 95.5% 95.0%

Figure 9 (a) and (b) show theAPand loss curves of the fourmodels.We also smoothed
the data when drawing the curves. The figure shows that after using our network header
structure, the average precision of the model is improved, and the convergence speed of
the model is also improved. The model using our network header and adding the Triplet
attention module achieved the best results.
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Fig. 9. Comparison of baseline before and after adding Triplet attention module or our header

5 Conclusion

This paper proposes a network header structure integrating the Canny operator. This
structure inputs part of the edge information in the picture and the picture into the
backbone network, so that the network can more easily identify the key points through
the edge information in the image. At the same time, this paper adds Triplet attention
module to the network, so that the network can enhance the extracted features. The
experimental results show that both the attention mechanism and the network header
structure proposed in this paper can improve the model’s accuracy on the self-built pig
key point data set, and model’s AP can achieve 93.4%.
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