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Abstract. The Grid-basedMotion Statistics (GMS) is a popular feature matching
filtering method, and can effectively support 3D reconstruction systems such as
ORB-SLAM and has been used effectively in many fields. However, the GMS
divides the image into a certain number of grids with a fixed size, which can-
not better reflect the feature information of the region. So that when large affine
changes occur in the images, the grids cannot delineate a reasonable consistent
region. Such a region division leads to errors and even failures in the subsequent
process using the grid to reject error featurematching.As a consequence, this paper
proposes an adaptive regional motion statistics method based on adaptive region
division for region detection to replace the fixed grid division, which enhances
the affine invariance of the feature matching filtering algorithm, and verifies the
effectiveness of this paper’s method through the precision experiments of feature
matching and homography matrix.

Keywords: Adaptive region · Regional motion statistics · Feature matching
filtering · Affine invariance

1 Introduction

Feature matching is a fundamental part of computer vision research and is indispensable
in applications such as image stitching [1], copy-move forgery detection [2], and 3D
reconstruction. The main task of feature matching is to find correspondences between
feature points in two images based on their descriptors, and it has always been a challenge
to reject incorrect correspondences. The common methods of rejecting false matches
are computationally complex and prone to global non-smoothness, which affects the
accuracy of the rejected false matches [3].

The proposal of the GMS (Grid-based Motion Statistics) algorithm [4] effectively
alleviates this problem to some extent, that is, GMS assumes that motion consistency
will prevent random mismatches in a certain region from gathering in a certain region
of another image. Through this assumption, the GMS algorithm is urged to achieve
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more universal feature matching filtering without strict geometric constraints, and the
matching precision is not lower than that of other algorithms in a shorter running time.

However, the GMS algorithm does not work as well with the more complex affine
transform, which includes not only rotation and scale transformations but also shear
transformation. which cause more types of deformations in the image and make it more
difficult to filter feature matching. Liu [5] adding the LK optical flow constraint before
using the GMS algorithm makes the algorithm more robust to rotation, illumination
and blur changes, but does not solve the problem of affine transformation. Specifically,
if the affine transformation occurs in the images, the GMS algorithm will have the
problem of feature matching filtering as shown in Fig. 1. The reason for the problem
is that the affine transformation makes the dissimilar local patterns similar, resulting
in more feature matching in the more similar regions, and only less feature matching
corresponds to the correct regions. When using the GMS algorithm to find a better
corresponding relationship for featurematching, the adaptability to affine transformation
first depends on the way of grids dividing, and then on the way of determining the
correct correspondence of grids. Due to the fixed size grids of the original algorithm,
there are several grids containing similar regional features in the image, and the correct
grid correspondence and feature matching is filtered in the grid-based motion statistics
judgment. The region features include grey scale, texture, geometry, etc. Thus, these
problems encountered by the GMS algorithm are improved if the features in the regions
divided by the same image are all distinguishable from other regions, that is, the regions
are not similar.

From the above analysis, one of the reasons why the GMS algorithm cannot work
well in the case of affine transformations of images is that the grids division does not
have affine invariance. Therefore, in this paper, a new adaptive regional motion statistics
method (Ad-RMS) is proposed based on the GMS algorithm. Specifically, we use the
Maximally Stable Extremal Regions (MSER) algorithm [24], based on region detection
by image scale to perform adaptive region division of the image instead of the uniform
grid division in the GMS algorithm. And the constraints on the GMS are adjusted in
detail to make them more suitable for the algorithms in this paper.

Fig. 1. The effect of the GMS algorithm on the affine transformation images. In Fig. 1(a), when
the degree of affine transformation is small, the GMS filtered features are matched accurately, as
shown in the grid area boxed in red; however, in Fig. 1(b), when the degree of affine transformation
is large, the GMS algorithm assumes that the green grid is the correct counterpart, but the actual
correct counterpart is the red grid. (Color figure online)
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2 Related Works

In this paper, we focus on the improvement of feature matching precision by filtering
out incorrect matching and retaining more correct feature point correspondences, and
by constructing algorithms that can accommodate feature matching screening of affine
transformed image pairs. At the same time, the constructed algorithm can adapt to the
feature matching filtering of affine transformed image pairs. Typical feature extrac-
tion and description algorithms with some adaptability to the affine transform are SIFT
[6], Harris-Affine, Hessian-Affine [7] and ASIFT [8]. The similarity comparison of
the obtained feature descriptors in the above session is generally done using the near-
est neighbor distance ratio, such as KNN (K-Nearest Neighbor) [9] and FLANN (Fast
Library for Approximate Nearest Neighbors) [10], which in turn determine the distance
from themeasurement space to establish a preliminary correspondence of feature points.

Thenext step is the removal of incorrectmatches, i.e. using local or global consistency
constraints to filter the initial correspondence from the featurematching to get the correct
correspondence. The most commonly used algorithm for the removal of false matches
is based on resampling, represented by the classical method RANSAC [11]. It sets the
correspondence algorithm of the feature matches as a parametric geometric relation such
as using a fundamental matrix or a homography matrix. Later scholars made a series of
improvements to RANSAC, such as LO-RANSAC [12], PROSAC [13], MAGSAC++
[14], and so on. However, this kind of method of rejecting incorrect feature matching
is greatly affected by outliers. If the proportion of outliers is relatively large, it is very
easy to reject the correct feature matching.

At the same time, some algorithms relax the geometric constraint and combine
it with other constraints to achieve a good rejection of mis-matching in the face of
affine transformations. For example, in recent years, there are the methods proposed by
Jiang et al. [15] to make the corresponding algorithm for feature matching into spatial
clustering with outliers. Lee et al. [16] define this type of problem as a Markov random
field. Maier et al. [17] propose a guided matching algorithm based on statistical optical
flow (GMbSOF). Lipman et al. [18] propose methods such as the Twisted Boundary
Algorithm for solving feature point sets. However, the GMS algorithm has simpler
constraints, lower computational cost, and better algorithm performance than the above
algorithms.

The GMS algorithm divides the regions by a certain number of grids. This method is
more general and the division is not affected by the image, but it lacks region information
and consistency of the regions. Besides the grid-based region dividingmethods, adaptive
region dividing methods can also be used. The adaptive region method divides the
image based on features such as grey scale, texture and geometry, and the resulting
regions are non-intersecting and have distinctly different features. The advantage of
the adaptive region division method is the consistency of the regions, i.e. when the
images are transformed, the corresponding region can still be detected by this type of
division. Traditional algorithms commonly used are the seeded region growing algorithm
[19], region splitting and merging algorithm [20], and watershed algorithm [21]. The
seeded region growing algorithm requires a homogeneous image pixel feature and a
long computation time. The region splitting and merging algorithm is computationally
large and region boundaries are easily lost. Compared with the two former algorithms,
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the watershed algorithm can better preserve the boundaries of regions, and the MSER
algorithm [22] implemented based on the watershed idea can extract stable regions in
the image, even if the image undergoes various types of transformation, it has better
adaptability.

In addition to the above three classical algorithmic concepts, other algorithms can
achieve adaptive division of regions, such as detection algorithms based on feature
space clustering [23]. There are various methods derived from clustering and numerous
application scenarios, but the results of clustering algorithms are greatly influenced by
parameters andmore factors need to be considered, such as the number of clusters, initial
parameters and operational complexity.

3 Method

In this paper, we propose a feature matching filtering algorithm with adaptive regional
motion statistics. With the core idea of local support matching of the GMS algorithm,
we combine the method of dividing adaptive regions with regional motion statistics
to constitute the Ad-RMS algorithm, and the specific algorithm framework diagram is
shown in Fig. 2.

Fig. 2. Framework of our method.

The Fig. 2 shows the basic framework of the Ad-RMS algorithm in this paper. The
algorithm is mainly divided into two modules: adaptive region division and regional
motion statistics. The grey-scale maps of image A and image B are input to the adaptive
regional division module individually. The images are divided into connected regions
under different thresholds by thewatershed algorithm.And the stable adaptive regions are
obtained by themaximum stable extreme value region constraint in theMSER algorithm,
and the overlapping parts of the adaptive region are merged to obtain the region division
result of the two images. The above division results and feature point matches are input
to the regional motion statistics module, where the corresponding feature matches for
each region are counted and filtered by the motion statistics constraints to produce the
corresponding region and the filtered feature point matches.
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3.1 Adaptive Regional Division

This algorithm uses an adaptive regional division method for the input image, using
Nister David’s modified watershed method to implement the MSER algorithm [24]. The
core idea of the watershed approach is to fill the current basin with water at any place
and then spread it around until the whole image is submerged, obtaining a connected
area at each level as the water level rises.

This is achieved by starting from a point in the image and using the 4-neighborhood
lookup to create a set of pixel points related to the grey level threshold of the current
point. And during the lookup process, the set of points is manipulated according to the
change in the threshold of the lookup point to obtain connected regions with different
grey level thresholds. The core process of thewatershed algorithm is shown inAlgorithm
1.

When Algorithm 1 is finished, the regions under various thresholds can be judged
to be maximum stable extreme value regions using Eq. (1), q(i) is the rate of change
of region Qi at threshold i. When it is less than the set maximum rate of change, the
connected region is considered to be a maximum stable extreme value region.

q(i) = |Qi − Qi− delta |
|Qi− delta | (1)

Based on the algorithm’s idea and process, it is known that the region of a certain
threshold is gradually expanded by smaller regions within the region than its threshold,
so the list of regions obtained can be labeled in reverse order, and if a pixel has been
labeled, the region containing that pixel has been labeled. The Fig. 3 shows the results
of using adaptive region delineation.
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Fig. 3. Results of using adaptive regional delineation. Figure 3(a) shows that the region delimita-
tion boundaries are obvious, and one color represents a region and the presence ofwhite undetected
regions is identified as an unstable region. Figure 3(b) shows that this method can still delineate
the corresponding regions when the image is transformed.

3.2 Regional Motion Statistics

After the adaptive region division in Subsect. 3.1, the filtering of feature matches is
carried out using the region motion statistical algorithm after the image has been divided
into different regions. The algorithm uses the core idea in the GMS algorithm: the
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consistency of motion will make other matches.in the same region have similar motion
if they are correctlymatched. Themotion consistency can be represented by the statistical
algorithm,where feature pointswithin a region of the image correspond to another image,
and will cluster together if the correspondence is correct, and not vice versa.

When filtering feature matches by the motion statistics method, it can be simply
assumed that the idea is more reliable when the total number of matches is higher. It is
also possible to derive this idea from the following reduction.

Definition: the number of feature points in the left image Il is L and the number of
feature points in the right image Ir is R. The regions to be matched in the two images
are Pl and Pr , and the number of feature points contained in both are l and r. Assume
that the matching algorithm is accurate, using as f tl = t.

From this, we deduce that when regions Pl , Pr are the corresponding regions, the
probability that the feature points of region Pl corresponding to the nearest neighbor
match in region Pr is denoted as pt , as shown in Eq. (2). And pf =(1 − t)r/R.

pt = p
(
f rl |Tr

l

) = t + (1 − t)
r

R
(2)

The matching of each feature point is independent and the probability of the number
of feature points γi in the region corresponding to a common region with a feature point
can be approximated by a binomial distribution.

γi˜
{
B(l, pt), the correct region corresponds
B
(
l, pf

)
, the wrong region corresponds

(3)

The probability mass function of this binomial distribution can be drawn based on
the above equation, as shown in Fig. 4. The values are set to t = 0.6 and r/R = 0.1. Only
when the number of features in the two corresponding regions reaches the threshold,
the correct event for the region will occur. By comparing the two plots in Fig. 4, it is
confirmed that the greater the distinguishability of the incorrect and correct regional
correspondence when there is more feature matching. In turn, this reflects the more
reliable constraint on the regional motion statistics at this moment.

Fig. 4. Corresponding probability mass functions for correct/incorrect regions. Fig. (a) sets l =
100 and Fig. (b) sets l = 1000. The orange curves are correspondence of the wrong region and the
blue curves are correspondence of the correct region. (Color figure online)

The GMS algorithm evaluates the distinction between correct and incorrect region
correspondence in the same probability distribution described by P as expressed in
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Eq. (4), considering that the larger P is the more significant the distinction. Since P
increases as l increases, Eq. (4) is approximated P ∝ √

l. It can be that the more
matching points a region contains, the more distinguishable the correct and incorrect
matches are.

P = mt − mf

st + sf
= lpt − lpf√

lpt(1 − pt) + √
lpf (1 − pf )

∝ √
l (4)

In implementing the algorithm, themethod of region divisionmakes regions covering
the same grey scale feature information, so that the correspondence of such regions in
an image pair can only be one-to-one. This is different from the GMS algorithm where
grid pairs should allow many-to-one. The core algorithm for regional motion statistics
is shown in Algorithm 2.

The GMS algorithm is to judge the grid as corresponds to the threshold value of
τ = α

√
l, where the α parameter is empirical and is generally set to 6. However, the

regional motion statistics method proposed in this paper does not divide the image
uniformly into a certain number. Set the threshold τ + αl, where l is the number of
feature matching in the region and α takes values from 0 to 1. The algorithm in this
paper sets the empirical value α according to the number of feature matching contained
in a region. It is necessary to adopt a suitable threshold design, set the threshold as shown
in Eq. (5), where the average number of feature points contained in the grid is called
average_count. The threshold setting of Eq. (5) is based on the previous conclusion:
the more number of feature matches in a region, the more obvious distinction between
correct and incorrect regions. In this case, a more relaxed threshold can be set to ensure
both the correct rate and feature matching of the large region is not easily filtered. On
the contrary, setting strict thresholds for small regions only ensure precision.

τ =
⎧
⎨

⎩

0.98l l ∈ (0, average_count/4)
0.85l l ∈ (average_count/4, 4 ∗ average_count)
0.6l l ∈ (a ∗ average_count,+∞)

(5)

4 Experiment

4.1 Evaluation

The algorithm evaluation metric used in this experiment is based on Mikolajczyk [25]
using a precision rate evaluation algorithm. Define image A is transformed into image B
by the homography matrix H1, and feature point a in image A transformed by H1 and its
corresponding coordinates of feature point b in image B. If the distance is less than the
threshold ε, the correspondence is considered correct, as shown in Eq. (6). In this paper,
the threshold value is set to 1.

ε < dist(H1a, b) (6)

Building on the idea that evaluation metrics mentioned by Jin [26] should focus on
algorithm performance in the downstream task. We also use the precision of calculating
the homography matrix after feature matching, which is measured by the precision ratio
of the feature matching after the homography matrix transformation.
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4.2 Dataset and Input Data

Our algorithm responds to situations where the scene is affine transformed images,
mainly using the Graffiti image set from the VGG dataset [25]. This part of image set
from the low to a high degree of affine transformation.

In tests of the affine transform images, data from both ASIFT and Harris-Affine
feature detection andKNNmatching are used as input data for thefiltering algorithm.The
Ad-RMS algorithm is compared without the use of the false feature matching removal
algorithm and the GMS algorithm. The data obtained without using of the false feature
matching removal algorithm represents the original matching data that has not been
filtered.

Also to measure the performance of the Ad-RMS algorithm in this paper on other
datasets, i.e. bikes, boats, leuven. The bikes dataset is blur variation. The boats dataset is
rotation with scale variation. The leuven dataset is illumination variation. In this part of
the dataset, the common feature extraction algorithms, i.e. SIFT, SURF and ORB, were
used as the input data for the algorithm after matching. Using the same three algorithms
as above.

4.3 Parameters

By analysing the algorithm processes, the main parameters of this experiment are the
delta of Eq. (1), the threshold of q(i) (themaximum rate of change of the allowed regions)
and the threshold of the percentage of regional features matching set in Eq. (5). Through
the above parameter adjustment, the main parameters that have an impact on the results
of the algorithm are delta, and α for case 2 in Eq. (5). The results of the influence of the
two parameters are shown in Fig. 5.

Fig. 5. The main parameters influence

The Fig. 5(a) shows how the algorithm precision varies for the parameter delta in the
range [1, 9]. The average of precision over the same pair of images is calculated to be
close to the accuracy when delta is 1. And it can be inferred from the formula that when
delta is 1, the constraint on the region is smaller and the image region can be preserved
as much as possible. Therefore, the parameter of delta is generally set to 1.

The Fig. 5(b) shows the variation of the algorithm precision for the threshold α

adjustment range of [0.5, 0.95] for the condition 2 in Eq. (5). The higher the threshold
value, the higher the precision. But the number of filtered feature matches decreases
sharply. And the threshold value of 0.85 is considered to be an appropriate value.
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4.4 Comparative Analysis of Results

The Fig. 6 show the results of the initial matching data obtained by theASIFT andHarris-
Affine algorithms under the Graffiti dataset when input to different filtering algorithms.
The feature matching results of ASIFT are better input data for the affine transform. The
filtering performed on this basis better reflects the performance of the algorithm. In terms
of the precision of the algorithm, the Ad-RMS algorithm has improved over the GMS
algorithm. And the homography precision of the Ad-RMS algorithm is significantly
higher than that of the GMS algorithm in the case of large affine transformations. The
Harris-Affine algorithm shows that the GMS and Ad-RMS algorithm can still improve
the matching precision of feature matching in the case of poor input data. And the
Ad-RMS algorithm in this paper is more effective.

Fig. 6. Experimental comparison of the Graffiti dataset. Where each image contains the variation
of the precision rate in Fig. (a) and the variation of the homography precision in Fig. (b).

The Fig. 7 show the comparison results of the different filtering algorithms under
the three datasets bikes, boats and leuven. In most experiments, our algorithm is better
than the GMS algorithm. However, only when the illuminated scenes, our algorithm is
affected by the limitations of the made region division which causes its results to be poor
under the SIFT input data. For other input data in this scene, our algorithm is still better
than the GMS algorithm.

5 Summary

The advantage of grid-based motion statistics is to correlate the motion consistency of
feature matching with its statistical distribution. This allows for faster and more stable
rejection of incorrect feature matching. But in the case of large image affine transforma-
tions, dividing the image into equal rectangular regions is not good enough for filtering
false feature matching. Therefore, this paper proposes the Ad-RMS algorithm based
on the GMS algorithm. Our algorithm adaptively divides regions based on image grey-
scale values, then uses regions that do not intersect each other and have consistent image
information for regional motion statistics, improving the adaptability and robustness of
filtering feature matching in the case of affine transformation of the images. In a normal
scene dataset, the feature matching data obtained by different feature extraction algo-
rithms are filtered, and our algorithm has an advantage over the GMS algorithm in more
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Fig. 7. Test results for other image set. Each image contains the variation of the precision in Fig.
(a) and the homography precision in Fig. (b).

scenes. It is also verified that our algorithm provides good support for the application of
various methods for multi-view 3D reconstruction such as SLAM, SFM, etc.
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